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Aluminum (Al) is ubiquitously present in the environment and known to be a neurotoxin for humans. The trivalent free Al anion
(Al3+) can cross the blood-brain barrier (BBB), accumulate in the brain, and elicit harmful effects to the central nervous system
(CNS) cells. Thus, evidence has suggested that Al increases the risk of developing neurodegenerative diseases, particularly
Alzheimer’s disease (AD). Purinergic signaling has been shown to play a role in several neurological conditions as it can modulate
the functioning of several cell types, such as microglial cells, the main resident immune cells of the CNS. However, Al effects on
microglial cells and the role of the purinergic system remain elusive. Based on this background, this study is aimed at assessing the
modulation of Al on purinergic system parameters of microglial cells. An in vitro study was performed using brain microglial cells
exposed to Al chloride (AlCl3) and lipopolysaccharide (LPS) for 96h. The uptake of Al, metabolism of nucleotides (ATP, ADP,
and AMP) and nucleoside (adenosine), and the gene expression and protein density of purinoceptors were investigated. The results
showed that both Al and LPS increased the breakdown of adenosine, whereas they decreased nucleotide hydrolysis. Furthermore,
the findings revealed that both Al and LPS triggered an increase in gene expression and protein density of P2X7R and A2AR
receptors, whereas reduced the A1R receptor expression and density. Taken together, the results showed that Al and LPS altered
the setup of the purinergic system of microglial cells. Thus, this study provides new insights into the involvement of the purinergic
system in the mechanisms underlying Al toxicity in microglial cells.
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1. Introduction

The prevalence of chronic neurodegenerative disorders, such
as Alzheimer’s disease (AD), is growing considerably with
the rise of global life expectancy. The gradual decline of
motor and/or cognitive capacities associated with these mor-
bidities is of major concern; however, the underlying mecha-
nisms are still not fully understood [1, 2]. Evidence has
pointed out that some environmental factors, such as alumi-
num (Al), could be an etiological cause and associated with a
higher risk of developing AD [3, 4]. Al is a lightweight metal
ubiquitously found in the environment, resulting in a nearly
unavoidable contact of humans to this element [5]. Human
exposure to this metal can occur by several routes, including
drinking water, foods, occupational exposure, and vaccines,
among others [5, 6].

Its highly toxic form, the trivalent free Al ion (Al3+), can
cross the blood-brain barrier (BBB), alter membrane func-
tion, and accumulate in the human brain throughout life
[6–9]. Literature data have indicated that Al is a neurotoxic
metal that may lead to alterations associated with neurode-
generation and brain aging, among others, characteristics
also found in AD [3, 9–11]. Moreover, recent evidence using
a model of neural progenitor cells (NPCs) have suggested
that Al3+ may also affect neurogenesis [12] and purinergic
signaling [13].

The purinergic signaling system includes a cascade of
extracellular nucleotides- and nucleoside-catalyzing enzymes
that participate in the metabolism of ATP (adenosine tri-
phosphate) to ADP (adenosine diphosphate) and/or AMP
(adenosine monophosphate) (NTPDase/CD39, nucleoside
triphosphate diphosphohydrolase), followed by the conver-
sion of AMP to adenosine (5′-NT/CD73, 5′-nucleotidase)
and of adenosine to inosine (ADA, adenosine deaminase)
[14–17]. Moreover, ATP and adenosine can operate as sig-
naling molecules through their binding to specific purinergic
receptors. P1 adenosine receptors (A1, A2A, A2B, and A3),
which are all G protein-coupled receptors, are selective to
adenosine. Purine nucleotides, such as ATP and ADP, and
pyrimidine nucleotides, such as UTP (uridine triphosphate)
and UDP (uridine diphosphate), act on P2 receptors, which
are subdivided into P2X ionotropic receptors (P2X1-7) and
P2Y receptors (P2Y1/2/4/6/11/12/13/14) which are coupled
to G proteins [18–20].

Purinergic signaling may operate in a wide range of bio-
logical functions including neurotransmission and neuroin-
flammation and also in disease conditions [21–23].
Particularly in the central nervous system (CNS), this signal-
ing pathway may also orchestrate immune cell responses,
including microglial activation and the release of inflamma-
tory cytokines, among others [22, 24]. Microglia comprise
the main cells of the neuroimmune system acting in the clear-
ance of noxious stimuli and limiting tissue damage [25, 26]
and exhibit fundamentally all the repertoire of components
of the purinergic system [22, 24].

However, mechanisms of Al toxicity in the brain related
to the purinergic system, especially on microglial cells,
remain elusive and it is essential to understand the role of this
metal in the neuroinflammatory responses and neurodegen-

erative conditions. In this sense, this study is aimed at pri-
marily investigating whether the exposure to Al (in the
AlCl3 form) could alter some purinergic system parameters
using an in vitro model of microglial cells.

2. Materials and Methods

2.1. Chemicals and Reagents. This investigation used chemi-
cals and reagents of analytical grade obtained from Sigma-
Aldrich Inc. (St. Louis, MO, USA) and Merck KGaA (Darm-
stadt, Germany). All other reagents otherwise not stated were
of chemical purity. Materials used in cell culture procedures
were acquired from Kasvi (São José dos Pinhais, PR, Brazil),
Corning Inc. (Corning, NY, USA), and Vitrocell Embriolife
(Campinas, SP, Brazil). Western blot and molecular biology
reagents were purchased from Bio-Rad Laboratories (Hercu-
les, CA, USA), Merck KGaA, and Sigma-Aldrich Inc. All
measurement analyses were carried out using a SpectraMax®
i3 Multimode Plate Reader (Molecular Devices, Sunnyvale,
CA, USA). The fluorescent images were captured using an
Olympus Fluorescent Microscope (Fluoview FV101, Olym-
pus, Tokyo, Japan).

2.2. Al. For this research, Al3+ in the chloride form (AlCl3;
molecular weight 133.34 gmol−1; 99% purity) was purchased
from Sigma-Aldrich Inc. All laboratory materials (flasks,
plates, tips, tubes, etc.) and glassware were immersed in a
10% HNO3/ethanol (v/v) solution for 48 h and then washed
with Milli-Q® ultrapure water to avoid external contamina-
tion by the metal. All solutions were prepared using deconta-
minated materials and Milli-Q® ultrapure water. All
laboratory and cell culture protocols were performed in a
clean workbench to avoid contamination by external Al
sources.

2.3. Experimental Design of Cell Culture Protocols and
Exposure to Toxicants. This in vitro study used the mouse
brain BV-2 microglial cell line, purchased from the Rio de
Janeiro Cell Bank (BCRJ, Rio de Janeiro, RJ, Brazil). The cells
were cultured using Roswell Park Memorial Institute (RPMI)
1640 medium (4500mg/L glucose, 1500mg/L sodium bicar-
bonate, 2mM L-glutamine, and 1mM sodium pyruvate),
added with fetal bovine serum (FBS) to a final concentration
of 10% and supplemented with 1% penicillin/streptomycin
(10.000U/mL; 10mg/mL). The cells were grown in standard
conditions by using a humidified and controlled atmosphere
of 5% carbon dioxide (CO2) at 37

°C.
The cells were treated with an increasing concentration-

effect curve of the trivalent free Al ion (Al3+) in the form of
Al chloride (AlCl3), consisting of 1, 5, 10, 50, 100, 500, and
1000μMof AlCl3, based on a previous work [27]. The control
group (C) consisted of cells that received only the culture
medium. Lipopolysaccharide (LPS) at the concentration of
1μg/mL was used as a positive inflammatory control since
it has been suggested that this agent causes neuroinflamma-
tory states [28, 29]. For culture protocols, cells were grown
in 6-well plates at the concentration of 1 × 105 cells/mL for
96 h to investigate the subchronic effects of Al and LPS
exposure.
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2.4. Al Staining. Lumogallion (Santa Cruz Biotechnology,
Inc., Dallas, TX, USA) is a reagent that can be used for the
detection of Al in both tissues and cells. In brief, for this
assay, cells were initially prepared on poly-lysine-coated
slides and then incubated in the dark at 37°C for 24 h with
Lumogallion (100μM). Then, slides were washed with ultra-
pure water, air-dried, and fixed in paraformaldehyde (PFA,
4%) at room temperature for 15min and washed again. DAPI
(4′,6-diamidino-2-phenylindole) reagent (0.3mg/mL,
Sigma-Aldrich Inc.) was used to stain cell nuclei. Labeling
with DAPI was performed protected from light during
5min at room temperature, and subsequently, the staining
solution was removed, cells were washed, and coverslips were
placed on slides, following similar procedures described
before [30, 31]. Finally, images were taken using an Olympus
Fluorescent Microscope.

2.5. Purinergic System Enzyme Activities

2.5.1. NTPDase and 5′-NT Activities. The release of inorganic
phosphate was employed to determine the enzymatic activi-
ties of NTPDase [32] and 5′-NT [33], similarly to guidelines
published before. Briefly, cells were initially suspended in
saline (NaCl, 0.9%), and 20μL of samples was added to the
reaction mixture of each enzyme and preincubated at 37°C
for 10min. The enzymatic reaction was initiated by adding
the specific substrates for each enzyme: ATP and ADP for
NTPDase and AMP for 5′-NT.

The reactions were stopped by the addition of trichloro-
acetic acid (TCA, 10%), and the released inorganic phosphate
due to ATP, ADP, and AMP hydrolysis was determined by
using malachite green as the colorimetric reagent. A standard
curve was prepared with KH2PO4, and absorbance was read
at 630nm. Controls were performed to correct for nonenzy-
matic hydrolysis. Enzyme-specific activities were reported as
nmol of Pi released per min per mg of protein.

2.5.2. ADA Activity. ADA activity was performed based on
the measurement of ammonia produced when this enzyme
acts in the excess of adenosine, following a previously pub-
lished method [34]. In brief, 50μL of cell suspension reacted
with 21mmol/L of adenosine (pH 6.5) at 37°C for 60min.
After the incubation period, the reaction was stopped by
the addition of 167.8mM sodium nitroprusside, 106.2mM
phenol, and a sodium hypochlorite solution. The amount of
ammonia produced was quantified at 620nm, and the results
were expressed as U Ado (adenosine) per mg of protein.

2.6. Purinergic System Receptors

2.6.1. Gene Expression. The gene expression modulation of
the purinergic receptors P2X7R (P2rx7), A2AR (Adora2a),
and A1R (Adora1) was carried out by real-time quantitative
polymerase chain reaction (RT-qPCR) analysis, based on a
previous report [35]. Briefly, RNA was initially obtained
from samples with TRIzol™ reagent (Invitrogen™), quanti-
fied spectrophotometrically, and reversely transcribed into
cDNA with the iScript™ cDNA synthesis kit (Bio-Rad Labo-
ratories), by the addition to each sample of 1μL of iScript
reverse transcriptase and 4μL of the iScript Mix. Steps of

the reaction were as follows: 25°C for 5min, 42°C for
30min, 85°C for 5min, and a final step of 5°C for 60min, per-
formed using a thermal cycler equipment.

The RT-qPCR reaction was performed using 19μL of a
mix containing the iTaq Universal SYBR Green Supermix
(Bio-Rad Laboratories) and 1μL of the cDNA sample. The
parameters used were a holding step of 3min at 95°C,
followed by a cycling step of 40 cycles at 95°C for 10 s, 60°C
for 30 s, and last a melting step with a melting curve of
65°C to 95°C with an increase of 0.5°C for 5 s. The relative
expression of each gene was represented as the fold expres-
sion compared to the control group and calculated by using
the comparative ΔΔCT value. The β-actin (Actb) gene was
used as the internal control to normalize gene expression.
The forward and reverse sequences of oligos (5′-3′) used
for each gene were as follows: β-actin (F): CCGTAAAGA
CCTCTATGCCAAC; β-actin (R): AGGAGCCAGAGCAG
TAATCT; P2X7R (F): CTTTGCTTTGGTGAGCGATAAG;
P2X7R (R): CACCTCTGCTATGCCTTTGA; A1R (F):
GGCCATAAAGTCCTTGGGAAT; A1R (R): CAGGAA
GTTCAGGGCAAGAA; A2AR (F): TCACGTCTCAGGAT
TGAGTTTAG; A2AR (R): CCCGAAGGAAAGGCAGTAG.

2.6.2. Protein Density. Protein density by Western blot anal-
ysis of the P2X7R, A2AR, and A1R receptors was performed
based on a prior work [36]. In brief, cells were initially
homogenized in ice-cold radioimmunoprecipitation assay
(RIPA) buffer added with 1mM phosphatase and protease
inhibitors and centrifuged at 12,000 rpm at 4°C for 10min.
Subsequently, samples were separated using sodium dodecyl
sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and
transferred to Immun-Blot® PVDF membranes (Bio-Rad
Laboratories). After blocking, membranes were incubated
overnight at 4°C with the primary antibodies: P2X7R (dilu-
tion 1 : 500), A2AR (dilution 1 : 800), and A1R (dilution
1 : 500), all obtained from Santa Cruz Biotechnology, Inc.
After this step, membranes were washed with Tris-buffered
saline (pH 7.6) with 0.1% Tween 20 (TBST) and further incu-
bated with anti-rabbit or anti-mouse secondary antibodies
(dilution 1 : 10.000, Santa Cruz Biotechnology, Inc.) at room
temperature for 90min. The membranes were washed again,
incubated with an enhanced chemifluorescent substrate
(Immobilon® Forte Western HRP Substrate, Merck KGaA),
and analyzed with a ChemiDoc Imaging System (Bio-Rad
Laboratories). As a control for protein concentration, mem-
branes were reprobed and tested for β-actin immunoreactiv-
ity (dilution 1 : 1000, Santa Cruz Biotechnology, Inc.).

2.7. Protein Determination. The protein in samples was
determined using the Coomassie Blue reagent following the
method previously described and using serum albumin as
standard [37]. The protein of samples (mg/mL) was adjusted
according to each assay.

2.8. Statistical Analysis. The results were compared by one-
way analysis of variance (ANOVA) followed by Tukey’s post
hoc test and presented as the mean ± SD. The GraphPad
Prism software version 6 (GraphPad Software, Inc.; La Jolla,
CA, USA) was used to perform statistical analysis. The results
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were considered statistically significant when p < 0:05. All
experiments were carried out in triplicate.

3. Results

3.1. Al Can Be Tracked by Lumogallion Fluorescent Probe in
BV-2 Microglial Cells. To track the possible uptake of Al by
cells, we used Lumogallion staining and demonstrative
images are shown in Figure 1. Control cells (Figure 1(a))
and cells cultured with LPS (Figure 1(b)), both in the absence
of Al, only showed blue fluorescence produced by DAPI,
which is used to indicate cell nuclei. In this case, when images
taken with DAPI and Lumogallion reagent were overlaid,
only blue fluorescence was emitted. However, cells cultured
in the presence of AlCl3 at the concentrations of 1-1000μM
(Figure 1(c)–1(i)) showed an orange labeling representative
of Lumogallion staining, and overlaid images also revealed
a blue fluorescence related to DAPI nuclei staining. Thus,
the free Al ion can be internalized by microglial cells as sug-
gested by the orange concentration-dependent intensity
tracked by Lumogallion staining.

3.2. Al and LPS Alter the Activity of Purinergic System
Ectoenzymes. To verify if Al and LPS could modulate the

activity of purinergic system ectoenzymes, the breakdown
of nucleotides and nucleoside was evaluated in microglial
cells and the results are shown in Figure 2. NTPDase activity
was assessed by ATP and ADP hydrolysis (Figures 2(a) and
2(b)). LPS was shown to significantly reduce the hydrolysis
of ATP and ADP when compared to control cells. Moreover,
the AlCl3 concentrations of 500 and 1000μM also reduced
ATP hydrolysis, and AlCl3 at 1000 μM also decreased ADP
hydrolysis when compared to control cells. The activity of
5′-NT was assessed by AMP hydrolysis (Figure 2(c)), and
results revealed that LPS and AlCl3 at 500 and 1000μM
decreased AMP hydrolysis when compared to control cells.
Following the ectoenzyme cascade, ADA activity
(Figure 2(d)) was measured by the deamination of adenosine
and findings revealed that LPS and AlCl3 at the concentra-
tions of 500 and 1000μM augmented nucleoside breakdown
compared to control cells.

3.3. Al and LPS Modulate the Expression and Density of
Purinoceptors. Since Al and LPS modulated ectoenzyme
activities, we also investigated whether these compounds
could alter the expression and density of purinergic recep-
tors. Figure 3 shows the results from the analysis by RT-
qPCR performed to assess the modulation of the P2X7R,

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

(e)

(e)

(f)

(f)

(g)

(g)

(h)

(h)

(i)

(i)

Figure 1: Representative fluorescence microscopy of microglial cells stained with DAPI (blue, cell nuclei) and Lumogallion probe (orange) to
track uptake of Al: (a) control; (b) lipopolysaccharide (LPS, 1μg/mL); (c) AlCl3 (1 μM); (d) AlCl3 (5 μM); (e) AlCl3 (10 μM); (f) AlCl3
(50 μM); (g) AlCl3 (100 μM); (h) AlCl3 (500 μM); (i) AlCl3 (1000μM). Magnification = 200x. Scale bar = 20 μm. n = 3.
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A2AR, and A1R purinoceptor gene expression. Results
showed that both LPS and Al significantly upregulated the
expression of the P2X7R and A2AR purinoceptors whereas
they downregulated the expression of the A1R purinoceptor
when compared to the control group. Complementary to
RT-qPCR findings, Western blot analysis also showed that
LPS and Al were capable of modulating the protein levels of
purinoceptors by significantly upregulating the density of the
P2X7R and A2AR receptors and downregulating the density
of the A1R receptor compared to the control group (Figure 4).

4. Discussion

Literature data have underlined the involvement of the
purinergic system in the inflammatory responses and
microglia behavior within the CNS [22, 24]. However,
the impact of Al on the modulation of the purinergic sys-
tem in microglial cells is poorly understood. In the current
study, we showed that Al, and also LPS, disturbed some
purinergic system parameters of BV-2 cells, evidenced by

the changes in ectoenzymes activities and expression/den-
sity of purinoceptors.

Since Al3+, the neurotoxic and biologically reactive Al
free ion, can pass the BBB and deposit in the brain tissue
[6–9], microglial cells are within the reach of this element.
Therefore, the possible uptake of Al was tracked qualitatively
using Lumogallion fluorescent probe. This chemical has been
proposed to generate an orange fluorescence signal when
binding to the soluble Al3+ free ion [13, 31], as indicated in
Figure 1(c)–1(i), leading to the suggestion that Al can be
internalized by these immune cells.

Based on this assumption, it is relevant to comprehend the
possible mechanisms related to the toxicity of the different
stimuli used here in microglial cells. It is also noteworthy to
comment that, although there are shortcomings of employing
in vitro cellular models, the cell line used here has been pro-
posed as a valuable substitute platform for in vivo microglia
[38], suggesting these immune cells as a potential tool to inves-
tigate the effects triggered by the exposure to toxic agents.

Insults and noxious stimuli that alter CNS homeostasis,
such as Al and LPS, may trigger the outpour of key purinergic
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Figure 2: Purinergic enzyme activities of microglial cells treated with LPS (1 μg/mL) and increasing concentrations of AlCl3 (1–1000 μM) for
96 h. NTPDase activity using (a) ATP and (b) ADP as substrates, (c) 5′-NT activity using AMP as substrate, (d) ADA activity using adenosine
as substrate. C = control group; LPS = lipopolysaccharide. Values are expressed as mean ± SD (n = 3). ∗Statistical significance in comparison
to the control group. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001. One-way ANOVA followed by Tukey’s post hoc test.
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messengers from microglial cells [24]. Changes in the levels
of extracellular molecules, such as ATP and its breakdown
products, are sensed by membrane-bound enzymes of the
purinergic pathway, including NTPDase, 5′-NT, and ADA

[14–17]. In this way, the possible changes in the activity of
these key enzymes were further investigated. Similar to our
findings, a previous investigation using blood lymphocytes
of rats [39] also reported that LPS may affect the metabolism
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Figure 3: Gene expression of purinoceptors by RT-qPCR analysis of microglial cells treated with LPS (1μg/mL) and AlCl3 (1000 μM) for
96 h. Al = aluminum; LPS = lipopolysaccharide. Values are expressed as mean ± SD (n = 3) of the relative concentration compared to the
control group. ∗Statistical significance in comparison to the control group. ∗p < 0:05, ∗∗p < 0:01, ∗∗∗p < 0:001, and ∗∗∗∗p < 0:001. One-way
ANOVA followed by Tukey’s post hoc test.
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Figure 4: Protein density of purinoceptors by Western blot analysis of microglial cells treated with LPS (1μg/mL) and AlCl3 (1000 μM) for
96 h. Al = aluminum; LPS = lipopolysaccharide. Values are expressed as mean ± SD (n = 3). ∗Statistical significance in comparison to the
control group. ∗p < 0:05, ∗∗p < 0:01, ∗∗∗p < 0:001, and ∗∗∗∗p < 0:001. One-way ANOVA followed by Tukey’s post hoc test.
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of nucleotides and nucleoside, reducing ATP hydrolysis and
increasing adenosine breakdown. Moreover, ATP and AMP
hydrolysis as well as NTPDase1 and 5′-NT expression have
been shown diminished in a model of M1 macrophages
(challenged with LPS) [40].

Concerning the effects observed for Al on enzyme activi-
ties, these could reflect the capacity of Al3+ to substitute metal
ions and/or its interaction with nucleotides. The Al free ion
may be able to displace native ions, such as Mg2+, at protein
binding sites, thus being able to affect their biological func-
tions [9, 41–43]. For instance, NTPDase is a metalloenzyme
that requires Ca2+ or Mg2+ ions for its optimal activity and
may have its functioning altered in the lack of these ions
[15]. Moreover, the ability of Al3+ to interact with molecules,
such as ATP [43], could reduce the availability of this nucle-
otide and interfere with the activity of membrane-bound
enzymes of the purinergic pathway [13].

A coordinated upregulation of 5′-NT and purinocep-
tor expression, particularly A2AR expression, has been
suggested by previous reports such as in hippocampal
astrocytes of human patients with mesial temporal lobe
epilepsy (MTLE) [44], in a rat model of Parkinson’s dis-
ease [45], and in a rat model of AD [46]. However,
although our results regarding the A2AR receptor are in
agreement with these previous reports, the decrease in 5′
-NT activity was also indicated when neurospheres were
treated with Al3+ [13].

Also, an increase in ADA enzyme activity for cells treated
with Al and LPS was found here. Adenosine, the main ATP
breakdown product binds to P1 type of receptors, including
A1R and A2AR subtypes of receptors, and together with
ATP presents central neuromodulatory and immunomodu-
latory functions in the brain [19, 22, 47, 48]. Thus, the alter-
ations evoked by LPS and Al regarding purinergic parameters
could also influence immune/microglial responses in the
brain, but these effects are issues to be addressed in more
detail by further studies.

As microglial cells are recognized to express essentially all
types of purinergic system proteins [22, 24], the effect of Al
and LPS exposure on the modulation of purinoceptors could
also be a relevant mechanism underlying the toxicity of these
agents in neuroimmune cells. P2X7R receptors are ATP-
gated ionotropic channels indicated to present a major role
in neurodegeneration and neuroinflammation [49]. The
increased expression of P2X7R receptors has also been sug-
gested in microglial cells of Aβ-injected rat brains and
human brains of AD patients [50], in microglia of a model
using LPS administration [51], in immature rat brains
exposed to lead (Pb) [52], and in the hippocampus of mouse
pups also exposed to Pb [53]. In this sense, P2X7R receptors
and downstream signaling pathways triggered by their acti-
vation may have a central contribution in the toxic mecha-
nisms triggered by Al and LPS and offer the possibility for
future exploration.

Adenosine signaling is also of particular relevance in the
brain [47, 48]. For instance, an increased expression of the
A2AR receptor has also been indicated for other brain insult
models, for example, perinatal brain injury [54] and in LPS-
treated microglial cells [55]. In our study, the expression/-

density of the A1R receptor were found decreased whereas
A2AR receptor expression/density were increased. These
findings are of significance considering that A1R receptors
(inhibitory) have been mainly associated with neuroprotec-
tion whereas the A2AR receptors (facilitatory) to neurode-
generation and neuroinflammation. Moreover, the
antagonism of A2AR receptors may also provide neuropro-
tection in several disease conditions [47, 48, 56–58]. How-
ever, inhibition of both adenosine receptors, A1R and
A2AR, has also been suggested to afford neuroprotection
against AlCl3 exposure in neuroblastoma cells [59]. There-
fore, these outcomes and the findings of our study highlight
that adenosine receptors are also candidates for further
investigation.

Taken together, our findings suggested that microglial
cells can uptake the Al3+ free ion, displayed by the orange
fluorescence labeling tracked by Lumogallion reagent. The
activities of ectoenzymes showed a decrease/increase in the
metabolism of nucleotides/nucleoside, respectively, when
cells were exposed to both stimuli. Moreover, Al and LPS
upregulated the expression/density of purinoceptors gener-
ally associated with neurotoxicity and neuroinflammation
and downregulated the expression/density of purinoceptors
related to neuroprotection. In this sense, our current findings
provide a possible link between Al and also LPS toxic effects
and purinergic system alterations in microglial cells and sup-
port future studies to clarify these issues.

5. Conclusions

In summary, to the best of our knowledge, our results report
some first indication on the possible involvement of the pur-
inergic system in the mechanisms of Al toxicity in brain
microglial cells. This agent evoked alterations in the setup
of the purinergic system suggesting that this signaling path-
way may be further investigated as a pivotal factor to under-
stand the effects triggered by toxic compounds in the CNS.
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Additional Points

Highlights. Aluminum (Al) and lipopolysaccharide (LPS)
modulated purinergic system parameters of BV-2 brain
microglial cells. Al and LPS altered the metabolism of nucle-
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and LPS upregulated the expression/density of purinoceptors
associated with neurodegeneration and neuroinflammation.
Al and LPS downregulated the expression/density of purino-
ceptors associated with neuroprotection.
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Background. Psoriasis (PA) is a chronic autoimmune disease of the skin that adversely affects patients’ quality of life. Yangxue Jiedu
Fang (YXJD) has been used for decades to treat psoriasis in China. However, its antipsoriatic mechanisms are still poorly
understood. In this study, we explored the effects of YXJD on angiogenesis and apoptosis of microvessels in PA, the underlying
mechanisms in HUVEC cells transfected by Survivin overexpression plasmid and in a mouse model of imiquimod-induced
psoriasis and the relationship between VEGF (vascular endothelial growth factor) and Survivin. Methods. A BALB/c mouse
model of imiquimod- (IMQ-) induced PA was established, and the mice were treated with YXJD. Cell viability was assessed by
CCK8 assay. Apoptosis was detected by annexin V–FITC/PI double-staining and caspase-3 assays. The PI3K/Akt/β-catenin
pathway was analyzed by western blotting, ELISA, and immunochemical analysis. Results. YXJD ameliorated symptoms and
psoriasis area and severity index (PASI) scores and also reduced the number of microvessels, as determined by the microvessel
density (MVD). The expression of apoptotic protein Survivin in endothelial cells, autophagy-related proteins p62, and
angiogenic proteins VEGF was inhibited by YXJD, and the repressed expression of LC3II/I increased by YXJD. The proteins
related to the PI3K/Akt pathway and β-catenin expression and the nuclear entry of β-catenin were reduced in IMQ-induced PA
mice treated with YXJD. In HUVEC cells transfected by Survivin overexpression plasmid, we observed YXJD regulated the
expression of Survivin, LC3II/I, and p62, VEGF, and PI3K/Akt pathway-relative proteins and the nuclear entry of β-catenin.
Conclusions. YXJD inhibited the expression of Survivin via PI3K/Akt pathway to adjust apoptosis, autophagy, and angiogenesis
of microvessels and thus improve the vascular sustainability in psoriasis. YXJD may represent a new direction of drug research
and development for immunomodulatory therapy for psoriasis.

1. Introduction

Psoriasis (PA) is a chronic, autoimmune skin disease that is
recognized as a major global health problem by the World
Health Organization, and it affects 2-4% of the population
[1]. PA is characterized by hyperkeratosis, an increased num-
ber of microvessels, tortuous morphology, and the infiltra-
tion of lymphocytes around the superficial blood vessels of
the dermis [2]. Apoptosis/autophagy and angiogenesis in
microvessels of the dermis of normal skin are balance. In
psoriatic lesions, the disorder in vascular regression, which

is the result of microvessels apoptosis, autophagy, and angio-
genesis, results in red plaques on the skin.

Our previous study shows several specific plasma
miRNA-targeted pathways associated with psoriasis, such
as the VEGF, PI3K/Akt, and WNT signaling pathways,
which are regulating angiogenesis in psoriasis [3]. We also
found the amelioration in angiogenesis restricted the occur-
rence, persistence, and recurrence of psoriasis. Yangxue Jiedu
Fang (YXJD), a Chinese traditional formula used in the clinic
to treat PA in China, was previously evaluated by double-
blind randomized controlled clinical trials, and its total
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effective rate was found to be 67.09% [4]. Our previous exper-
imental studies showed that YXJD can reduce the expression
of VEGF, VEGFR, and related mRNAs via the ERK/NF-κB
pathway and inhibit the proliferation and migration of
HDMECs, which plays a therapeutic role in the pathology
of angiogenesis in psoriasis [5]. The active ingredients of
YXJD can inhibit angiogenesis. The total flavonoids of
purified methanol extracts of Spatholobi caulis (one of the
herbs in YXJD) (PSC) present proangiogenic activity both
in zebrafish and HUVECs [6]. Tanshinone IIA (the main
active ingredient of Salvia miltiorrhiza, which is one of the
herbs in YXJD) effectively inhibits the secretion of VEGF
and bFGF in HUVECs and a mouse colon tumor model
and can suppress proliferation, tube formation, and metasta-
sis in vitro [7].

Overexpressing Survivin tumor cells induce the synthesis
and secretion of VEGF as well as microvascular hyperplasia
[8]. Survivin is currently the strongest known inhibitor of
apoptosis. It can inhibit apoptosis by inhibiting the signaling
pathway regulated by the caspase family of apoptotic proteins
[9]. The expressions of Survivin, VEGF, and Akt in keratino-
cytes of psoriatic lesions in humans were significantly upreg-
ulated, and the expression of Survivin and Akt gradually
elevated with the increase of PASI score. Survivin increased
β-catenin-Tcf/Lef transcription through the PI3K/Akt path-
way and promoted the generation of VEGF, thereby promot-
ing tumor microvessel formation induced by the secretion of
VEGF [10], which we call Survivin/PI3K/AKT pathway.
However, it is still unclear whether Survivin can interfere
with the PI3K/Akt pathway leading to the occurrence and
development of psoriasis. Other research shows the herbs
in YXJD can also promote apoptosis. Spatholobi caulis tannin
(SCT) can mediate related circRNAs to inhibit proliferation
and promote apoptosis in HeLa cells, as determined by tech-
niques such as bioinformatics analysis of relevant genes [11].
Tanshinone IIA can also inhibit the activity of the PI3K/AKT
pathway and the expression of VEGFR, GSK-3β, and
apoptosis-related proteins such as Bax, Bcl-2, and caspase-3
in vitro [12–14].

In this study, we investigated the effects of YXJD on
apoptosis/autophagy and angiogenesis in vivo and vitro and
its underlying mechanisms via the Survivin/PI3K/AKT path-
way. Mouse model was established by imiquimod (IMQ) and
in cell experiment HUVEC cells transfected with Survivin
overexpression plasmid.

2. Materials and Methods

2.1. Animal. Twenty-four specific pathogen-free (SPF) male
BALB/c mice (19 to 21 g, 8 week-old) were purchased from
the Beijing WTLH Experimental Animal Technology Co.,
Ltd., (China) (certification No. SCXK (Beijing) 2012-0001).
Mice were housed in the SPF conditions with a relative
humidity of 60% and at a temperature of 25°C and had free
access to food and water. All animal experiments were
performed in accordance with the National Institutes of
Health Guidelines on Laboratory Research and approved by
the Animal Care Committee of Capital Medical University,
Beijing, China (approval number: 2019060201).

2.2. Preparation of Herb Extract. The preparation of YXJD
contains 10 kinds of traditional Chinese herbal medicine,
which are Salvia miltiorrhiza Bge (15 g; Beijing Xinglin Phar-
maceutical Co. Ltd., Beijing, China), Angelica Sinensis (15 g;
Beijing Xinglin Pharmaceutical Co. Ltd., Beijing, China),
Rehmannia glutinosa Libosch (15 g; Beijing Xinglin Pharma-
ceutical Co. Ltd., Beijing, China), Ophiopogon japonicus
(10 g; Beijing Xinglin Pharmaceutical Co. Ltd., Beijing,
China), Scrophularia ningpoensis Hemsl (15 g; Beijing Xin-
glin Pharmaceutical Co. Ltd., Beijing, China), Spatholobi
Caulis (15 g; Beijing Xinglin Pharmaceutical Co. Ltd., Beijing,
China), Smilax glabra Roxb. (15 g; Beijing Xinglin Pharma-
ceutical Co. Ltd., Beijing, China), Paris polyphylla (9 g; Bei-
jing Xinglin Pharmaceutical Co. Ltd., Beijing, China),
Wrightia laevis (15 g; Beijing Xinglin Pharmaceutical Co.
Ltd., Beijing, China), seed of Asiatic plantain (15 g; Beijing
Xinglin Pharmaceutical Co. Ltd., Beijing, China). The herbs
were decocted with pure water boiled for 1.5 h (1500mL). Fil-
tered water extract was concentrated to 513mg/mL under
reduced pressure and then reconstituted in distilled water
to achieve the required dose for all subsequent experiments.

2.3. Fingerprint Analysis of YXJD through Ultraperformance
Liquid Chromatography-Tandem Mass Spectrometry
(UPLC-MS/MS). UPLC-MS/MS was used to analyze the
chemical composition and the stability of YXJD. Chromato-
graphic analysis was performed (Agilent Technologies, USA)
on a XS205 Triple Quadrupole Mass Spectrometer (Mettler
Toledo Technologies, USA). The analytes of YXJD were
separated on a ACQUITY UPLC BEH C18 column
(2:1mm × 5mm, 1.8μm) with a mobile phase consisting of
acetonitrile (A) and 0.1% aqueous solution of formic acid
(B); the following gradient program was used: 2% A–27% A
at 0–8.5min, 27% A–100% A at 8.5–10min, 100% A–2% A
at 10–13min. The injection volume was 5μL, the flow rate
is 0.4mL/min, and the column temperature was 45°C.

2.4. Preparation of Psoriasis Mice Models and Drug
Administration. The mice were randomly separated into the
following four groups (six mice per group) including the con-
trol group, psoriasis model group, YXJD group (10mL/kg),
and cyclosporin group (80mg/kg). Psoriasis model, a model
of IMQ-induced psoriasis, was established by administering
a daily topical dose of 62.5mg of a cream preparation con-
taining 5% IMQ (Mingxinlidi Laboratory, China) on the
hair-free back of the mice, in which the area size is 3 cm × 4
cm [13]. Mice in the control group were smeared with the
same dose of Vaseline (Baotou Kunlun Petrochemical Co.,
Ltd.) once a day continuously for 6 days and was orally
administered daily with 10mL/kg saline twice a day. Except
for the control group, the other three groups were all estab-
lished the psoriasis model by applying IMQ continuously
for 6 days. The psoriasis model group was given saline
(10mL/kg) intragastrically until the detection time point.
The YXJD group was orally administered with YXJD twice
per day (10mL/kg); the cyclosporin group was applied cyclo-
sporine A capsule (Solarbio) one time every 3 days on the day
of the first cream application. After six days, mice were sacri-
ficed by cervical dislocation under sodium pentobarbital
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anesthesia, and skin lesions and serum samples were col-
lected. The corresponding skin lesions were cut off in each
group, some of them were fixed in 10% formaldehyde solu-
tion to prepare paraffin sections, and the other parts were
placed in the refrigerator at-80°C.

2.5. Evaluation of Lesion Symptoms. Psoriasis Area Severity
Index (PASI) as a modified scoring system for monitoring
the severity was used in the study. Erythema, scaling, and
thickening were scored independently on a scale from 0 to
4: 0, none; 1, slight; 2, moderate; 3, marked; 4, very marked.
The level of erythema was scored using a scoring table with
red taints. The cumulative score (erythema plus scaling plus
thickening) served as a measure of the severity of inflamma-
tion (scale 0–12). At the days indicated, the ear thickness of
the right ear was measured in duplicate using a micrometer
(Mitutoyo).

2.6. MVD. Skin samples from the back lesions of mice were
collected in 4% paraformaldehyde and embedded in paraffin.
Sections (4μm) were added anti-Rabbit CD31 and goat anti-
rabbit secondary antibodies and then observed the number of
microvessels under a microscope (Olympus, Japan).

2.7. Cell Culture. The HUVEC and HaCaT cell lines were
obtained from the Cell Culture Unit of Shanghai Science
Academy (Shanghai, China). The cells were incubated with
MEM (Gibco, USA)—containing 10% FBS (Hyclone, USA)
at 37°C.

2.8. Western Blotting and Elisa. Skin samples were lysed, and
the proteins were resolved in 10% SDS-PAGE. The membrane
fraction was incubated with mouse-antitotal or phosphory-
lated Akt, GSK3-β, β-catenin, VEGF and Survivin antibodies,
and rabbit-anti-β-actin antibody (Santa Cruz, CA), then
IRDye 700DX- or 800DX-conjugated secondary antibodies
(Rockland Inc., Gilbertsville, PA). Supernatant levels of total
VEGF and Survivin were measured via enzyme-linked immu-
nosorbent assay (ELISA) according to the manuals of VEGF
and Survivin Elisa Assay kits (Nanjing Jiancheng Bioengineer-
ing Institute, Nanjing, China).

2.9. Immunochemical Staining and Immunofluorescence
Staining. Skin samples from the dorsal lesions of mice were
collected in 10% formalin and embedded in paraffin. Sections
(5μm) were stained with hematoxylin and eosin (HE) and
anti-Rabbit CD31, 4′,6-diamidino-2-phenylindole(DAPI),
involucrin, and β-catenin, VEGF, and Survivin antibodies
(Abcam, USA) diluted 1 : 100, and staining was assessed
using light and fluorescence microscopes (Olympus, Japan).

2.10. Real-Time Polymerase Chain Reaction (RT-PCR). Total
RNA was extracted from skin lesions using TRIzol (Invitro-
gen, USA) and purified using a NucleoSpin RNA Clean-up
Kit (Macherey-Nagel, Germany). Complementary DNA was
generated using an Affinity Script Multiple Temperature cDNA
Synthesis Kit (Agilent Technologies, USA) and specific primers
(Homo VEGF: forward: 5’-ATCCAATCGAGACCCTGGTG
-3’, reverse: 5’-ATCTCTCCTATGTGCTGGCC -3’;Homo
GAPDH: forward: 5‘- TCAAGAAGGTGGTGAAGCAGG -3’,

reverse: 5‘- TCAAAGGTGGAGGAGTGGGT -3’.), and the rel-
ative expression levels of genes were determined with an ABI
7500 Fast Real-Time PCR System using a real-time PCR master
mix (Roche, USA). The actin gene was used as a reference to
normalize the data.

2.11. Flow Cytometric Quantification of Apoptosis. HUVEC
cells were harvested to assess apoptosis. After two washes
with PBS at 1500 rpm for 5min, the cells were resuspended
in 500μL of Binding Buffer and mix 5 Annexin V-FITC
(KeyGen Biotech, Nanjing) with 5μl PI (KeyGen Biotech,
Nanjing) at room temperature for 5-15min to light avoid-
ance reaction (control group: normal cells without Annexin
V-FITC and PI). Finally, the samples were analyzed using a
FACSCalibur flow cytometer (Beckman, USA).

2.12. Cell Viability Assays. Cell viability was assessed using
the Cell Counting Kit-8 (CCK8) assay (Beyotime C0037,
USA). 10μL CCK8 was added to each well and incubated at
37°C for 4 h. The absorbance value of each well was detected
by a microplate reader (Thermo Multiskan MK3, USA).

2.13. Statistical Analysis. The results were analyzed using
SPSS for Windows version 21.0 (SPSS, Chicago, IL, USA)
and expressed as mean ± standard deviation (SD). Between-
group comparisons were performed using one-way ANOVA
and analyzed by LSD t-test (when equal variances are
assumed), and P < 0:05 indicated statistical significance.

3. Results

3.1. YXJD Fingerprint. The components of 10 groups of
YXJD consisting of different batches of herbs were analyzed
by UPLC-MS/MS. Figure 1(a) shows the total ion chromato-
grams of the 5 groups of standard samples; Figure 1(b) shows
the total ion chromatograms of YXJD which displayed a high
degree of similarity. As shown in Figure 1(c), 25 peaks in the
total ion chromatograms of YXJD were assigned as common
peaks, and the relative standard deviations of the relative
retention time (RRT) of these 25 common peaks were lower
than 1.0%, indicating that the RRTs of the 25 components
are comparatively stable.

3.2. YXJD Ameliorated PASI Scores in a Mouse Model of PA.
On the 5th day after the establishment of the psoriasis-like
model, the psoriasis group exhibited inflamed thickened
patches covered with silvery scales (Figure 2(a)). PASI scores
were determined to evaluate the therapeutic effect of YXJD.
The PASI score of the model group increased compared with
the control group (Figure 2(b)) (P < 0:01). The PASI scores
of the YXJD group and cyclosporin-A group were signifi-
cantly lower than the score of the model group, demonstrat-
ing YXJD had a therapeutic effect on PASI scores in the PA
mouse model, and its effect was equal to cyclosporin-A,
which has a curative effect.

3.3. YXJD Improved Histomorphology in a Mouse Model of
PA.HE staining was conducted to evaluate the effect of YXJD
on histopathological changes in the lesion. The HE results
(Figure 2(c)) show that the epidermal layer in the model
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Figure 1: Continued.
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group was obviously thicker and with incomplete keratiniza-
tion. In the upper dermis, inflammatory cells infiltrated
around capillaries, and the number of tortuous capillaries
increased. The histological manifestations were psoriatic
lesions in both the epidermis and dermis. However, YXJD
and cyclosporin significantly reduced the thickness of the
lesions in the IMQ-induced PA model.

3.4. YXJD Inhibited Microvessel Density (MVD) in a Mouse
Model of PA. The number of microvessels was evaluated by
measuring the microvessel density (MVD). The MVD in
the lesions of the model group was increased compared with
that in the control group, but the MVD was decreased dis-
tinctly in the groups treated with YXJD and cyclosporin. It
showed that YXJD can reduce the number of microvessels,
which might be a therapeutic mechanism for the treatment
of psoriasis (Figure 2(e)).

3.5. YXJD Reduced the Levels of Survivin in a Mouse Model of
PA. Survivin can affect the apoptosis of microvessels. The
level of Survivin was increased in the psoriasis-like model
mice (Figures 3(a) and 3(b)), and Survivin was mainly local-
ized to the endothelial cells in the dermis (Figure 3(c)). YXJD
inhibited the excessive expression of Survivin and had the
same effect as that of cyclosporin.

3.6. The PI3K/Akt Pathway Mediated the Inhibitory Effects of
YXJD in a Mouse Model of Psoriasis. PI3K/Akt signaling
interferes with important activities such as the apoptosis
and proliferation of cells. Compared with those in the control
group, the levels of Akt and GSK3-β phosphorylation and
nonphosphorylated β-catenin were increased, as detected
by Western blotting in the model group. The expression of
the abovementioned proteins was decreased in the lesions
of psoriasis-like mice treated with YXJD. YXJD and cyclo-
sporin did not change the levels of Akt or GSK3-β phosphor-
ylation, but cyclosporin had a stronger effect than YXJD in
decreasing the expression of β-catenin (Figures 4(a)–4(d)).
Immunochemical staining and immunofluorescence analysis
of the nuclear entry of β-catenin in lesions showed that the
number of endothelial cells in microvessels (CD31-labelled)
increased in the lesions of IMQ-induced PA model mice; β-
catenin was mainly observed in epidermal keratinocytes
and endothelial cells in microvessels in the dermis
(Figure 4(e)), but in YXJD-treated mice, the nuclear entry
of β-catenin was reduced. These results suggest that YXJD
might inhibit cell activity through a molecular mechanism
involving the inhibition or interruption of the PI3K/Akt
pathway to ameliorate the symptoms of PA model mice.

3.7. YXJD Reduced the Levels of VEGF in a Mouse Model of
PA. VEGF can affect the angiogenesis of microvessels. The
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Figure 1: Total ion chromatograms of YXJD. Five groups of YXJD consisting of different batches were diluted to 0.06 g/mL and precipitated
with an equal amount of methanol. The supernatants were obtained by centrifugation (10000 rpm) for 40min and analyzed by UPLC-MS/MS
using a mobile phase consisting of acetonitrile and 0.1% formic acid aqueous solution with a gradient program. The external standard one-
point method was used to calculate the sample content based on the following formula: control sample injection quantity/sample peak area
= sample injection quantity/sample peak area (a, b). Total ion flow in ESI positive mode. Counts (%) versus acquisition time (min) (c).
Total ion flow in ESI anion mode. Counts (%) versus acquisition time (min) (d).
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Figure 2: PASI scores, histomorphology, andMVD of the different groups. The effect of YXJD on IMQ-induced psoriasis-like lesions in mice
(a). The PASI scores of the mice were evaluated from the 2nd day to the 5th day after model construction, and the PASI scores of each group
were compared (b). The lesion samples were stained with hematoxylin and eosin (HE) (c), and the thickness was determined for each group
(d). The microvessel density (MVD) of the four groups (e) was detected by immunocytochemistry. Bar = 100 μm. ∗P < 0:05 vs. the model
mice. The difference in MVD among the 4 groups showed that MVD in the group treated with YXJD was reduced (f).
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expression of VEGF in the model group was increased signif-
icantly compared with that in the control group (Figures 5(a)
and 5(b).), and we observed the expression of VEGF in kera-
tinocyte and endothelial cells in the psoriasis-like model mice
(Figure 5(c)). YXJD inhibited the excessive expression of
VEGF in the corneum as well as corium of the lesion.

3.8. YXJD Ameliorates the Suppression of Autophagy in a
Mouse Model of PA. Autophagy-associated proteins, LC3II,
LC3I, and p62 proteins, can show the occurrence of autoph-
agy. The expression of LC3II/I protein in the model group
was decreased compared with that in the control group
(Figures 6(a) and 6(b)), while the expression of p62 protein,

on the contrary, was significantly increased in the model
group compared with the control group (P < 0:05)
(Figures 6(a) and 6(c)). The downregulation of LC3II/I
protein and upregulation of p62 protein demonstrate that
the autophagy in psoriatic mice is significantly decreased.
While the level of LC3II/I protein increased and p62 protein
decreased in mouse model treated by YXJD and YXJD inhib-
ited the excessive suppression of autophagy in PA lesions and
had the same effect as that of cyclosporin, which suggests a
decreased autophagic potential for YXJD.

3.9. The Effect of YXJD on HUVEC Cells Induced by Survivin
and Its Molecular Mechanism. Survivin overexpression can
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Figure 3: Protein levels and localization of Survivin, as detected by Western blot and immunochemical staining and immunofluorescence
analysis. Survivin expression was evaluated by Western blotting (a). The expression of Survivin was increased in the model groups
compared with the control groups, and YXJD inhibited the expression of Survivin in the lesions of IMQ-induced PA mice (b). Survivin
protein expression in the mice was measured by immunochemical staining and immunofluorescence analysis (c). Double
immunofluorescence staining for CD31 (green) and Survivin (red) in a representative skin sample from the 4 groups are shown. Nuclei
were counterstained with DAPI (blue).
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Figure 4: Continued.
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significantly increase cell viability, and different concentra-
tions of YXJD can inhibit HUVEC cell viability, which is
dose-dependent. After the preliminary experiment, we
screened out the appropriate concentration of YXJD
(1mg/mL and 4mg/mL) (the supplementary materials for
details). In HUVEC cells transfected by Survivin overexpres-
sion plasmid (Survivin OE), we observed that the cell viability
increased compared with the HUVEC cells transfected by
normal control plasmid (NC), and when different concentra-
tions of YXJD (0, 1, and 4mg/mL) intervened into Survivin
OE, we found YXJD could inhabit the cell viability
(Figure 7(a)). The apoptosis level of Survivin OE with
4mg/mL YXJD treatment group was significantly higher
than Survivin OE with 1mg/mL treatment group
(Figures 7(b) and 7(c)).

Compared with the NC group, the migration ability of
HUVEC cells rose after Survivin overexpression plasmid
transfection, and YXJD could inhibit the increase of HUVEC
cell migration caused by Survivin overexpression, and the
inhibitory effect of a high concentration of YXJD on HUVEC
cells migration was prominent (P < 0:01) (Figures 7(d) and
7(e)). In the Survivin OE group, the ability of HUVEC cells
was increased as well as the meshes number and length of
the master segment length (Figures 7(f)–7(h)). The tube for-
mation ability of HUVEC cells decreased, and the lumen
length became shorter induced by high concentrations of
YXJD. Therefore, transfection of Survivin overexpression
plasmid can increase the tube-forming ability of HUVEC
cells, while YXJD inhibited the tube formation ability of
HUVEC cells to a certain extent, and the inhibition of

HUVEC cells migration induced by a high concentration of
YXJD was enhanced. After Survivin overexpression plasmid
transfection, the proportion of Survivin OE group in G0/G1
phase was evidently lower than that in the NC group, while
that in S phase was opposite. The proportion of Survivin
OE group treated with different concentrations of YXJD in
G0/G1 phase was relatively increased and in S phase was
decreased (Figures 7(i)–7(j)).

3.10. YXJD Inhibited the Expression of Survivin and the
Decrease of Autophagy, PI3K/Akt Pathway Relative
Proteins, and VEGF in HUVEC Cell Transfected Survivin
Overexpression Plasmid. To observe the effect of YXJD on
the expression of Survivin and the decrease of autophagy,
PI3K/Akt pathway relative proteins, and VEGF, we detected
the proteins by ELISA, Western blot, and qRT-PCR. The
result indicated that the expression of Survivin, p62,
PI3K/Akt pathway relative proteins, and VEGF relative
expressions increased and LC3II/I decreased in the Survivin
OE group. YXJD can inhibit the expression of Survivin and
VEGF in a dose-dependent manner (Figures 8(a)–8(c)). For
the expression of PI3K/Akt pathway relative proteins, the
result showed that the expression of Akt and GSK3β protein
in each group has no significant change in all groups, while in
the Survivin OE group, the total protein content of p-Akt, p-
GSK3β, β-catenin, and the entry of β-catenin into the
nucleus promoted, on the contrary, Caspase3 shearing
decreased. After being treated by YXJD, the phosphorylation
level of Akt and GSK-3β and the content of β-catenin
decreased and the shearing of Caspase3 increased, all of the

DAPI CD31 𝛽-Catenin Merged

Control

Psoriasis

Psoriasis+YXJD

Psoriasis+Cytosine A

(e)

Figure 4: Protein levels of p-Akt, Akt, p-GSK3-β, GSK3-β, and β-catenin and the nuclear entry of β-catenin, as detected by Western blot,
immunochemical staining, and immunofluorescence analysis YXJD inhibited the activation of the PI3K/Akt pathway. The levels of p-Akt,
Akt, p-GSK3-β, GSK3-β, and β-catenin were reduced in YXJD-treated mice, as assessed by Western blotting (a–d). The nuclear entry of
β-catenin (e) was decreased in the YXJD group mice compared with the model mice. Double immunofluorescence staining for CD31
(green) for vessels and β-catenin (red) in a representative skin sample from the 4 groups is shown. Nuclei were counterstained with DAPI
(blue).

9Journal of Immunology Research



groups in a dose-dependent manner (Figure 8(e)). The
expression of LC3II/I protein decreased, while the level of
p62 increased in the Survivin OE group. YXJD could increase
the content of LC3II/I and reduce the content of p62, which
demonstrated YXJD could inhibit the downregulation of
autophagy in HUVEC cells caused by the overexpression of
Survivin (Figure 8(d)).

4. Discussion

Survivin is a member of the inhibitor family of apoptosis pro-
tein discovered by Ambrosini et al. in 1997 [15] and is cur-
rently the strongest protein that inhibits apoptosis. It
participates in the inhibition of apoptosis by inhibiting the

signaling pathway and regulating the apoptosis protein of
the Caspase family, while interfering different cell cycles to
participate in the mitotic activity of cells. The apoptosis of
microvessels plays an important role in the occurrence and
development of psoriasis. Abnormal apoptosis leads to a rel-
ative increase in the number of microvessels. In the terminal
stage of psoriasis, stilled microvessels are related to the apo-
ptosis inhibition of vascular endothelial cells. The process
of apoptosis in psoriasis is regulated by several factors, such
as the Bcl-2 family of proteins, the inhibitor of apoptosis
(IAP) family of proteins, and the caspase family of proteins.
Koch et al. [16] first discovered that the expression of Survi-
vin is significantly increased in the lesions of psoriasis. Survi-
vin can participate in the processes of angiogenesis and
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Figure 5: Protein levels and localization of VEGF, as detected by Western blot and immunochemical staining and immunofluorescence
analysis VEGF expression, were evaluated by Western blotting (a). The expression of VEGF increased in the model groups compared with
the control groups, and YXJD inhibited the expression of VEGF in the lesions of IMQ-induced PA mice (b). VEGF protein expression in
the mice was measured by immunochemical staining and immunofluorescence analysis (d). Double immunofluorescence staining for
CD31 (green), VEGF, and Survivin (red) in a representative skin sample from the 4 groups is shown. Nuclei were counterstained with
DAPI (blue).
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apoptosis. When Survivin acts on subdermal microvascular
endothelial cells, normal physiological apoptotic activity in
microvessels in the downstream apoptotic pathway can be
suppressed by regulating the expression of apoptotic proteins
such as caspase-3 and Bcl-2, and the relative number of
microvessels increases, which is an important pathological
cause of psoriasis, leading to erythema. Survivin mRNA
and protein expression were significantly higher in lesions
than in nonlesional skin in psoriasis patients [17]. Survivin
mRNA expression was positive in the peripheral blood of
patients with psoriasis but not in normal patients [18]. In
the psoriasis-like mice, we observed increased Survivin stain-
ing for CD31 in representative psoriasis-like lesions, which
suggests that YXJD can inhibit angiogenesis under patholog-
ical conditions. In vitro, we used HUVEC cells transfected
with Survivin overexpressed plasmid as psoriasis cell model
and found YXJD reduced the activity of HUVEC cells in a
dose-dependent manner as well as the secretion of VEGF.

Therefore, YXJD ameliorates the overexpression of Survivin
in psoriasis.

Autophagy plays a crucial role in cell growth develop-
ment and occurrence of diseases, which is a highly conserva-
tive protein degradation pathway from eukaryotic cells to
humans and is essential for removing protein amounts and
misfolded proteins in healthy cells. More and more evidences
show that autophagy plays a vital role in cell survival, aging,
and homeostasis, which is associated with many diseases,
including psoriasis, cancer, inflammatory disease, infectious
diseases, and metabolic diseases [19–22]. Immune functions,
such as intracellular bacterial clearance, inflammatory factor
secretion, and lymphocyte development, are impacted by
autophagy-related proteins. Autophagy runs through the
pathogenesis of psoriasis and is an important target for the
treatment of psoriasis. Autophagy runs through the patho-
genesis of psoriasis and is an important target for the treat-
ment of psoriasis. The infiltration of T lymphocytes is an
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Figure 6: Protein levels of LC3II/I and p62, as detected by Western blot. LC3II/I and p62 expression were evaluated by Western
blotting (a–c).

11Journal of Immunology Research



0

50

100

C
el

l v
ia

bi
lit

y 
(%

)

150

NC+0 mg/mL
Survivin OE+0 mg/mL
Survivin OE+1 mg/mL
Survivin OE+4 mg/mL

⁎⁎

⁎⁎

⁎⁎

⁎⁎

(a)

102

102 103 104

FITC-A
105 108

103

104

Pl
-A

105

Q1-UL (0.07%) Q1-UR (0.49%)

Q1-LL (90.97%) Q1-LR (8.47%)

106 Tube2 : P1

102

102 103 104

FITC-A
105 108

103

104

Pl
-A

105

Q1-UL (0.11%) Q1-UR (1.70%)

Q1-LL (93.46%) Q1-LR (4.73%)

106 Tube5 : P1

102

102 103 104

FITC-A
105 108

103

104
Pl

-A

105

Q1-UL (0.17%) Q1-UR (0.45%)

Q1-LL (82.97%) Q1-LR (16.40%)

106 Tube8 : P1

102

102 103 104

FITC-A
105 108

103

104

Pl
-A

105

Q1-UL (0.78%) Q1-UR (3.28%)

Q1-LL (78.95%) Q1-LR (16.99%)

106 Tube11 : P1
NC+0 mg/mL Survivin OE+0 mg/mL Survivin OE+1 mg/mL Survivin OE+4 mg/mL

(b)

0

10

20

Ap
op

to
sis

 (%
)

30

NC+0 mg/mL
Survivin OE+0 mg/mL
Survivin OE+1 mg/mL
Survivin OE+4 mg/mL

⁎⁎

⁎⁎

⁎⁎

⁎⁎

(c)

NC+0 mg/mL Survivin OE+0 mg/mL Survivin OE+1 mg/mL Survivin OE+4 mg/mL

(d)

0

50

100

C
el

l n
um

be
r

150

NC+0 mg/mL
Survivin OE+0 mg/mL
Survivin OE+1 mg/mL
Survivin OE+4 mg/mL

⁎⁎

⁎⁎⁎⁎
⁎⁎

(e)

NC+0 mg/mL Survivin OE+0 mg/mL Survivin OE+1 mg/mL Survivin OE+4 mg/mL

(f)

Figure 7: Continued.
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important pathogenesis that mediates psoriasis. IL-17 pro-
duced by T-helper (Th) 17 cells plays a key role in the occur-
rence of autoimmunity and allergies [23], and its level is
elevated in psoriasis [24]. mTOR also plays a critical role in
regulating autophagy [25]. IL-17A stimulates keratinocytes
to activate the PI3K/AKT/mTOR signal and inhibits autoph-
agy by suppressing the formation of autophagosomes simul-

taneously [26]. Excessive proliferation of keratinocytes is
another important pathological manifestation of psoriasis
[27], and it is also the key to the treatment of psoriasis. In
human keratinocyte, the expression of p62 which is the
autophagy negatively regulated protein is essential to prevent
excessive inflammation and induce cathelicidin. TLR2/6 or
TLR4 in keratinocytes activates the expression of p62 by
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Figure 7: The effect of YXJD on HUVEC cells induced by Survivin and its molecular mechanism HUVEC cells transfected with Survivin
overexpressed plasmid were treated with different concentrations of YXJD (0, 1, and 4mg/mL) for 24 h by CKK-8 detection (a). The
induction of apoptosis was determined by annexin V–FITC/PI staining assay (b, c). Transwell: the effect of different concentrations of
YXJD (0, 1, and 4mg/mL) on the migration ability of HUVEC cells transfected with Survivin overexpression plasmid (d). Statistical chart:
ordinate: number of cells (e). Tube formation detection was used to detect the effects of different concentrations of YXJD on the
angiogenic ability of HUVEC cells transfected with Survivin overexpression plasmid (f). Meshes number (g) and master segments length
(h). Statistical chart: ordinate: number of lumen/length of lumen. Magnification: 100× (f–h). Flow cytometry cell detected cycle
distribution of HUVEC cells transfected with Survivin overexpression plasmid with different concentrations of YXJD (i). Statistical chart:
ordinate: cell number (j).
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Figure 8: Continued.
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inducing NADPH oxidase 2 and 4 and generating reactive
oxygen species [28]. We found autophagy is repressed in
psoriasis-like mice, which is in line with Pallavi’s research.
At present, there are few studies on autophagy of microves-
sels in psoriasis. Our results show that autophagy is inhibited
in HUVEC cells transfected by Survivin overexpression plas-
mid, and YXJD can improve the disorder. However, the
occurrence of autophagy is intricate that various factors can
affect it. In the future, we will do more in-depth studies on
how YXJD can interfere with autophagy in microvessels of
psoriasis.

The relationship between autophagy and apoptosis is
intricate. Bcl family proteins inhibit the occurrence of
autophagy after binding to Beclin1 [29]. In reverse, the
occurrence of autophagy also inhibits apoptosis. After the
inoculation of Peste des petits ruminants virus (PPRV) in
goat endometrial epithelial cells (EECS), cell autophagy is
activated and apoptosis is suppressed, and after knocking

out autophagy-related genes Beclin-1 and ATG7, apoptosis
occurred [30]. The research [31] observing repressive LC3
and Beclin1 levels in the lesions of imiquimod-induced and
IL-33 intraperitoneal injection psoriasis model mice that
demonstrated the autophagy and apoptosis is suppressed,
which, the results of autophagy, is consistent with our exper-
imental results. The relationship between autophagy and
apoptosis is complex and in most diseases, autophagy, and
apoptosis trade-off. In our study, we found that the expres-
sion of the inhibitory apoptosis protein Survivin rose in pso-
riatic mouse model lesions, which indicated that apoptosis
was suppressed; while the expression of LC3II/I was
decreased and p62 protein was active in psoriatic mouse
model lesions and Survivin overexpressing HUVEC cells,
which manifested the autophagy was inhibited. Our experi-
mental results observed that both autophagy and apoptosis
in the lesions of psoriasis model mice reduced, which is
pivotal in vascular regression in psoriasis. Besides, YXJDD
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Figure 8: Western blot: the effect of different concentrations of YXJD on the expression of Survivin (a), LC3II/I, and p62 (d) in HUVEC cells
transfected with Survivin overexpression plasmid, and the expression of PI3K/Akt- β catenin pathway and Caspase3 (e). ELISA: the effect of
different concentrations of YXJD (0, 1, and 4mg/mL, for 72 h) on the secretion of VEGF in HUVEC cells transfected by Survivin
overexpression plasmid (b). qRT-PCR: the effect of different concentrations of YXJD on the synthesis of VEGF in HUVEC cells
transfected by Survivin overexpression plasmid (c). GAPDH was used as the internal reference for cytoplasmic protein content and total
protein content; Laminb as the internal reference for nuclear protein content; total stands for total protein; cytoplasm for cytoplasmic
protein; nucleus for nuclear protein.
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can alleviate the suppression of autophagy in psoriasis
lesions. Studies on the relationship between apoptosis and
autophagy in psoriasis remain limited, which desiderates
more research to verify.

The PI3K/Akt pathway interferes with cell apoptosis,
proliferation, and other important activities. The PI3K family
is related to the regulation of cell activities. Akt plays an
important role in maintaining the physiological function of
cells such as apoptosis, proliferation, membrane transporta-
tion, and secretion. Increasing the expression of p-GSK3-β
results in the inactivation of GSK3-β, which leads to the
accumulation and activation of β-catenin [32]. β-Catenin
enters the nucleus to promote the DNA transcription of pro-
teins important for cell proliferation and migration, such as
Survivin. β-catenin can not only regulate the production of
VEGFR-2 but can also regulate the level of VEGF and relative
mRNA expression [33, 34]. We found that the level of VEGF
and the PI3K/AKT pathway-related proteins activated after
HUVEC cells transfected with Survivin overexpression plas-
mid, The results demonstrate Survivin overexpression can
stimulate the secretion of VEGF via PI3K/AKT pathway.
PI3K activates AKT and then activates tuberous sclerosis
complex 1/2(TSC1/TSC2) and phosphorylates TSC2, which
suppressed the TSC1/TSC2 complex and enables mTOR
activation [35–37]. In psoriasis lesions of IQM-induced mice
and HUVEC cells transfected with Survivin overexpression
plasmid, we observed the activation of PI3K/AKT pathway,
and YXJD could alleviate such morbigenous signal propaga-
tion (Figure 9).

In our study, Survivin regulated the VEGF via PI3K/Akt
pathway, which exacerbated vascular regression in psoriasis.
VEGF is a proangiogenic factor that plays an important role
in angiogenesis [38]. The earliest pathological process of pso-
riasis is the angiogenesis of microvessels in the dermal papilla
[9]. Angiogenesis occurs throughout psoriasis. In the early
period of psoriasis, the capillaries of the dermal papilla
exhibit abnormal expansion. Excessive dilatation and
increased permeability of the venous branches of the capil-

lary plexuses of the dermal papilla result in a large amount
of inflammation and chemokine exudation. The process of
angiogenesis in psoriasis is regulated by several factors, such
as VEGF, MMPs, and TGF-β. VEGF is the most important
mediator of angiogenesis under physiological and pathologi-
cal conditions. It can increase microvessel permeability, pro-
mote endothelial cell division and proliferation to lead to
angiogenesis, and has a tendency towards inflammatory cells
and endothelial cells, which are the main causes of vascular
changes. VEGF is synthesized in keratinocytes and endothe-
lial cells in the skin. Clinical studies have confirmed that the
level of VEGF in the skin lesions of patients with psoriasis is
significantly higher than that in the nonlesion areas and nor-
mal skin, and that the level of VEGF is related to the severity
of the disease [39] and is also significantly increased in the
serum [40]. In our study, we found that the level of VEGF
was increased, and YXJD inhibited the excessive expression
of VEGF as well as the secretion of VEGF and related pro-
teins expression in HUVEC cells transfected by Survivin
overexpression and IMQ-induced psoriasis-like mouse
model, which inferred YXJD can ameliorate the abnormal
neovascularization in psoriasis (Figure 9.).

5. Conclusion

In conclusion, we demonstrate YXJD alleviates IMQ-induced
psoriasis-like pathological changes in microvessels by inhi-
biting the expression of Survivin in endothelial cells via
Survivin/PI3K/Akt pathway, which are related to apoptosis,
autophagy, and angiogenesis of microvessels in psoriasis.
Our study provides good evidence for the targeted treatment
of psoriasis with TCM, and we expect to study more on the
effect of effective component in YXJD in the future.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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Figure 9: YXJD regulated vascular regression via Survivin/PI3K/Akt pathway in morbigenous signal propagation.
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Figure 1: running gum chart: PCR product recovery gel (a).
Double enzyme digestion to recover the running rubber (b).
PCR identification running map (c). Sequencing analysis
(d). Western Blot: the effect of Survivin overexpression plas-
mid transfection on the expression of Survivin in HUVEC
cell (e). Figure 2: CCK-8 was used to detect the effect of dif-
ferent concentrations of YXJD on HUVEC cell activity. Data
statistics were analyzed by two-way ANOVA analysis of var-
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0mg/mL group at the same test time. Figure 3: the effect of
different concentrations of YXJDD (0, 0.01, 0.05, 0.2, 1, 5,
and 20mg/mL) on cell viability of HUVEC cells transfected
with control plasmid (a) and Survivin overexpression plas-
mid (b) for 24h, 48 h, and 72 h by CCK8. Figure 4: HUVEC
cells transfected with Survivin overexpressed plasmid were
treated with 0.25, 0.5, or 1mg/ml YXJDD for 24h. The
induction of apoptosis was determined by annexin V–
FITC/PI staining assay (a). The apoptosis rate of HUVEC
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Background. Gastrosphere, an enriched cellular population with stem-like properties believed to be responsible for an escape from
immune-mediated destruction. Th17 and Treg cells play a major role in gastric cancer; however, their interaction with
gastrospheres remained elusive. Method. Peripheral blood mononuclear cells were isolated from healthy donors and were
cultured with conditioned media of MKN-45 (parental) cells as well as gastrospheres’ conditioned media in the context of mixed
lymphocyte reaction and in the presence of anti-CD3/CD28 beads. The proliferation was evaluated using CFSE staining; the
percentages of CD4+CD25+FoxP3+ Treg and CD4+IL-17+ Th17 cells and IFN-γ+cells and the production of IL-17, TGF-β, and
IL-10 were assessed by flow cytometry and ELISA, respectively. Finally, the cytotoxic potential of induced immune cells was
measured by examining the secretion of lactate dehydrogenase from target cells. Results. The results revealed a decreased
expansion of PBMCs postexposure to gastrospheres’ conditioned medium which was concomitant with an increased percentage
of Th17 and an enhanced Th17 to Treg ratio. The conditioned media of gastrospheres enhanced the secretion of IL-10 and IL-
17 and decreased TGF-β. Interestingly, immune cells induced by gastrospheres showed significant cytotoxicity in terms of
producing IFN-γ and death induction in target cells. All these changes were related to the upregulation of IL-6, IL-10, and IL-22
in gastrospheres compared to parental cells. Conclusion. Our study showed that the condition media of gastrospheres can
potentially induce Th17 with increasing in their cytotoxic effect. Based on our knowledge, the present study is the first study
that emphasizes the role of gastrospheres in the induction of antitumor Th17 cells. However, it should be confirmed with
complementary studies in vivo.

1. Introduction

Gastric cancer stem cells (CSCs) are considered as the key
player for the initiation and development of tumors which
give rise to nontumorigenic and invasive tumor cells.
They are responsible for metastasis and immune escape
[1] and can be isolated and enriched by different mecha-
nisms including stem cell surface markers, intracellular
enzyme activity, the concentration of reactive oxygen spe-
cies, the identification of side population cells, resistance
to cytotoxic compounds or hypoxia, invasiveness/adhesion,
immunoselection, and sphere formation in nonadherent

conditions [2]. Gastrosphere is an in vitro tridimensional
(3D) culture model of gastric CSCs with stemness proper-
ties [3].

In general, CSCs employ several mechanisms to evade the
immune system such as impairment of antigen presentation
to prevent cytotoxic T cell activation, downregulation of
CD80 and upregulation of PDL-1 to induce T cell anergy,
and induction of immunosuppressive M2 macrophages by
the production of CSF, TGF-β, and MIC-1 in which in turn
inhibits the induction of proinflammatory antitumor M1
macrophages. Furthermore, M2 macrophages impair the
activation and proliferation of T cells through IL-10 and
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TGF-β secretion. They recruit and expand immune suppres-
sive Treg cells to the tumor microenvironment [4].

In addition to Treg cells as a wholly immunosuppressive
population, changes in Treg and Th17 paradigm have
recently been taken into consideration in cancers [5, 6].
Recent studies suggest that both Th17 cells and FoxP3+ T
cells are able to regulate antitumor responses negatively or
positively depending on the microenvironment and type of
cancer which have a remarkable effect on the number and
function of these cells [7]. According to the previous data,
the accumulation of Th17 and Treg cells in the gastric tumor
microenvironment is associated with the clinical stage and
leads to an imbalanced Th17/Treg in patients with advanced
gastric cancer [8–10]. These studies demonstrated the distri-
bution of Th17 cells in relation to Treg in peripheral blood,
tumor-draining lymph nodes, and tumor tissues of patients
with gastric cancer compared to healthy individuals [10,
11]. IL-6 and TGF-β induce Th17 differentiation either in
normal condition [12, 13] or in gastric cancer that it leads
to an imbalanced Th17/Treg.

Activation of gastric CSCs could be one of the candidates
for the imbalanced Th17/Treg in advanced gastric cancer due
to their secretions. More recently, it was shown that the pres-
ence of IL-17 in the tumor microenvironment of advanced
gastric cancer is correlated with stemness upregulation [14]
and transforms gastric CSCs into active ones [15]. This other
point of view implies a reciprocal relationship between Th17
and gastric CSC activation. Due to the lack of enough data
regarding the effect of gastric CSCs on the Th17/Treg para-
digm, the present study was designed to further explore the
relationship between CSCs and Th/Treg balance and their
subsequences in tumor immunity in vitro. For this purpose,
we investigated the frequency and the balance of Th17 and
Treg cells in peripheral blood mononuclear cells postexpo-
sure to conditioned media derived from human gastric can-
cer cells and their enriched gastrospheres as a model for
gastric CSCs.

2. Material and Methods

2.1. Parental Cell Culture and Sphere Formation. The human
gastric cancer cell line (MKN-45) from a 62-year-old woman
with poorly differentiated gastric adenocarcinoma (NCBI
code: C615) was provided by the National Center for Genetic
Resources of Iran. MKN-45 cells were cultured in Roswell
Park Memorial Institute (RPMI) medium-1640 (Gibco,
USA) supplemented with 10% fetal bovine serum (FBS, Gibco,
USA), 100U/ml penicillin, and streptomycin (Thermo Fisher,
USA) as an adherent monolayer culture and were trypsinized
to a single cell preparation.

In the following, sphere formation was performed to
enrich cancer stem cells from parental cells [3, 16]. Briefly,
sphere bodies were obtained by seeding MKN-45 cells at a
density of 105 cells/ml in serum-free RPMI supplemented
with B27 2% (50X, Gibco, USA), 20 ng/ml of basic fibroblast
growth factor (bFGF, Royan Biotech, Iran), and epidermal
growth factor (EGF, Royan Biotech, Iran) in T-25 nonadhesive
poly(2-hydroxyethyl methacrylate) (poly-HEMA, Sigma,
USA) coated flasks. B27, bFGF, and EGF were refreshed

every 48 hours. Sphere formation was examined using an
inverted microscope at ×10 and ×20 magnifications. The gas-
trospheres were formed after 4-5 days and then were dissoci-
ated enzymatically with trypsin (Gibco, USA) into single cells
and moved to other flasks to obtain secondary passage.

2.2. Conditioned Media Preparation. Appropriate density
(about 70%) of monolayer cell culture and also the enriched
gastric CSCs in passage two were dissociated in single cells
and seeded in a concentration of 3 × 104 cells/well in two sep-
arate poly-HEMA coated and uncoated 96-well plates for
obtaining parental cells and gastric CSCs’ conditioned media,
respectively, in serum-free RPMI with a volume of 200μl at
37°C and 5% CO2. The conditioned media were collected
and centrifuged at 400xg after 24 hours and were then filtered
by 0.2μm filter to remove debris and transferred to 1.5μl
microtubes for storage at -80°C. Parental cells and gastric
CSCs were also collected in RNase-free tubes and stored at
-80°C.

2.3. Peripheral Blood Mononuclear cell (PBMC) Preparation
and General Expansion. PBMCs were isolated from two
healthy volunteers using Hydroxyethyl Starch (HES 6%)
(GRIFOLS, Spain) to remove red blood cells, followed by
buffy coat isolation using Lymphodex (Inno-Train, Ger-
many) density gradient centrifugation. Mixed lymphocyte
reaction )MLR( was performed to obtain an appropriate ratio
of PBMCs to secreting parental cells/gastric CSCs as follows.
To inhibit the proliferation of the group that plays the role of
a stimulator, a population of PBMCs was treated with mito-
mycin C at a final concentration of 10μg/ml within 60-90
minutes. Mitomycin C acts via the inhibition of DNA and
RNA synthesis, rendering the lymphocytes unable to prolif-
erate or activate. The PBMCs were washed three times with
5ml complete medium to neutralize and remove mitomycin
C traces and prepared as the stimulator. The responder and
stimulator populations were cultured in the presence of paren-
tal cells and gastric CSCs’ conditioned media at ratios 1 : 1,
1 : 5, and 1 : 10 with prepared parental and CSC conditioned
media for 5 days. One, 5, and 10 correspond to PBMCs of
the responder to the number of parental cells and CSCs whose
conditioned media has been collected. A group with a fresh
medium was considered as the control group.

To stimulate T cell expansion through the first and sec-
ond signal activation, PBMCs isolated from healthy individ-
uals and were stimulated by anti-CD3/CD28 microbeads
(Dynabeads Human T-Activator, Gibco, USA) based on the
company’s instructions in the presence of conditioned media
of parental cells and gastric CSCs in a ratio of 1 : 5 for 5 days.
A group with a fresh medium was also considered as a con-
trol group. IL-2 (Royan Biotech, Iran) was used for T cell
proliferation in 30 IU/ml concentration.

To evaluate the PBMCs’ proliferation in the study groups,
responder populations were prestained with CFSE (carboxy-
fluorescein succinimidyl ester, Invitrogen, USA) in each
group, according to the company’s instructions, and ana-
lyzed using a flow cytometer (BD FACSAria, USA) at the first
and last days of culture.
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2.4. Immunophenotyping. PBMCs were resuspended at a
density of 1 − 1:5 × 105/100μl in phosphate-buffered saline
(PBS) and were incubated with surface antigen markers
APC-labeled anti-CD4 (BD, USA) and FITC-labeled anti-
CD25 (AbD Serotec, UK) for 30 minutes at 4°C in the dark.
To fix the surface markers and increase the permeability of
the membrane, Cytofix/Cytoperm™ solution (BD, USA)
was applied as per manufacturer’s instruction and placed at
4°C. After 20 minutes, PBMCs were washed twice using a
Perm/Wash™ (1X) (BD, USA) solution. Cells in each group
were incubated with the intracellular antibodies PE-labeled
anti-FoxP3 (Biolegend, USA) and PE-labeled anti-IL-17
(Invitrogen, USA) in the dark for 60-45 minutes and then
washed increase using Perm/Wash™ (1X) to analyze by flow
cytometer.

2.5. Enzyme-Linked Immunosorbent Assay. To measure the
concentrations of IL-17a, IL-10, and TGF-β in PBMC’s super-
natant, an enzyme-linked immunosorbent assay (ELISA) was
performed using commercially available kits for cytokine
detection (R&D systems for human IL-17a, IL-10, and
TGF-β, USA). The preparation of all reagents, the working
standards, and protocol were followed according to the man-
ufacturer’s instructions. The absorbance was read using an
ELISA reader (BIO-RAD, UK) at 450nm and 570nm dual
filters. The detection ranges for IL-17a and TGF-β were
31.2-2,000 pg/ml, and for IL-10 were 7.8-500 pg/ml. All the
samples were thawed only once.

2.6. LDH Release Assay. MKN-45 cells were plated at a den-
sity of 3 × 104 cells per well in 96-well culture plates and incu-
bated for 24 h as target cells. PBMCs postculture of parental
cells and gastrospheres’ conditioned media were collected
and then added to each well in the ratio of 1 : 3 (3 corresponds
to PBMCs to target MKN-45 cells) and incubated at 37°C for
a further 72 h. One group consisted of MKN-45 cells in the
absence of PBMCs, and one group consisted of MKN-45 cells
containing 20% Triton were considered as negative and pos-
itive control, respectively. A colorimetric assay was applied
according to the LDH assay kit (Pars azmoon, Iran), and
then, the content of LDH released from the cells to the cul-
ture medium was calculated according to the recipe kit.

2.7. RNA Extraction and qRT-PCR. Parental MKN-45 cells
and their derived gastrosphere in passage two were collected
and stored at -80°C until RNA extraction. Total RNA was
isolated using Trizol reagent (Qiagen, USA). The quality of
RNA samples was assessed by agarose gel electrophoresis
and a spectrophotometer (Biowave ІІ, UK). A total of 2μg
of RNA was reverse transcribed with a cDNA synthesis kit
(Takara) according to the manufacturer’s instructions. Tran-
script levels were determined using the SYBR Green master
mix (Takara, Japan). Primer sequences for quantitative real-
time polymerase chain reaction (qRT–PCR) are listed in
Table 1. Expression of genes involved in the differentiation
of Th17 and Treg was normalized to the GAPDH housekeep-
ing gene. Relative quantification of gene expression was cal-
culated using the ΔΔCt method.

2.8. Statistical Analysis. Statistical analyses were carried out
using the GraphPad Prism 6.01 statistical software. Data were
presented as mean ± SD for 3 replicates. Significant differ-
ences among mean values were evaluated by two-way
ANOVA for T cells’ colony size, proliferation index, and
qRT-PCR, one-way ANOVA for phenotyping and LDH
assays, and the Student t-test for comparison of Th17 to Treg
ratio between groups. P < 0:05 was considered as statistically
significant.

3. Results

3.1. Gastrospheres Inhibit PBMC Expansion. Our previous
studies determined the stem-like properties of gastrospheres
[3]. Therefore, in the present study, we used gastrospheres
(Figure 1(a)) as a model of gastric CSCs in comparison to
their parental cells. To evaluate the effect of gastric-CSCs
on the immune cells on peripheral blood, the conditioned
media of gastrospheres and parental cells were used. Our
results depicted that the secretion of gastrospheres caused a
reduction in colony size (P = 0:0001, Supplementary Fig 1,
Figures 1(a) and 1(b)) and cell proliferation index (P = 0:7,
Figures 1(c)–1(e)) of PBMSCs at all different ratios. Moreover,

Table 1: Primer sequences used for quantitative real-time
polymerase chain reaction.

Primer
name

Primer sequence

IL-17
F: 5′ AACCGATCCACCTCACCTTG 3′
R: 5′ CCCACGGACACCAGTATCTT 3′

IL-6
F: 5′ A G G A G A C T T G C C T G G T G A AA 3′
R: 5′ C A G GGG T G G T T A T T G C A T C T 3′

IL-8
F: 5′ T A G C A AAA T T G A G G C C A A G G 3′
R: 5′ A G C A G A C T A G GG T T G C C A G A 3′

IL-10
F: AAG CTG AGA ACC AAG ACC CA

R: AAG GCA TTC TTC ACC TGC TC

IL-22
F: TGTGAGCTCTTTCCTTATGG

R: TGCGGTTGGTGATATAGGGC

IL-23
F: GCAGATTCCAAGCCTCAGTC

R: CCTTGAGCTGCTGCCTTTAG

STAT3
F: 5′ GAAGAATCCAACAACGGCAG 3′
R: 5′ TCACAATCAGGGAAGCATCAC 3′

TNF-α
F: 5′ CCTCTCTCTAATCAGCCCTCTG 3′
R: 5′ GAGGACCTGGGAGTAGATGAG 3′

IFN-γ
F: 5′ GGTTCTCTTGGCTGTTACTG 3′
R: 5′ TCTTTTGGATGCTCTGGTCA 3′

TGF-β
F: 5′ AACCCACAACGAAATCTATGAC 3′
R: 5′ TAACTTGAGCCTCAGCAGAC 3′

IL-17: interleukin 17; IL-8: interleukin 8; IL-6: interleukin 6; IL-10:
interleukin 10; IL-22: interleukin 22; IL-23: interleukin 23; STAT3: signal
transducer and activator of transcription 3; TNF-α: tumor necrosis factor
alpha; IFN-γ: interferon gamma; TGF-β: transforming growth factor beta.

3Journal of Immunology Research



50um50um

(a)

1 2 3 4 5
0

500

1000

1500

2000

CSC 1:5
CSC 1:1

CSC 1:10
Parental 1:1

Parental 1:5
Parental 1:10

]

]

Control

⁎
⁎
⁎
⁎

Days

Si
ze

 (p
ix

el
)

(b)

Pr
ol

ife
ra

tio
n

CFSE

CS
C

1:5 1:101:1

C
on

tro
l

D
ay

 0

Pa
re

nt
al

100 101 102 103 104 100 101 102 103 104 100 101 102 103 104

100 101 102 103 104 100 101 102 103 104 100 101 102 103 104

100 101 102 103 104

100 101 102 103 104

FLI-H

0 0

200

400

600

0

200

100

300

0

200

100

400

500

300

0

20

10

40

30

0

60

30

120

90

50

00

150

100

(c)

Pr
ol

. i
nd

ex

0

2

4

6

8

1 : 1

1 : 5

1 : 10

Control Parental CSC

(d)

1:5

Pr
ol

. i
nd

ex

0

2

4

6

8

Control Parental CSC

(e)

Day 0Control CSCParental

CFSE

Pr
ol

ife
ra

tio
n

100 101 102 103 104 100 101 102 103 104 100 101 102 103 104100 101 102 103 104
0

20

10

40
50

30

(f)

0

1

2

3

4

Control Parental CSC

⁎

⁎

Pr
ol

. i
nd

ex

(g)

Figure 1: Gastrospheres’ conditioned medium limits PBMC proliferation. (a) Monolayer culture of MKN-45 gastric cancer cell line and its
derived-loose grape-like shape gastrospheres. (b) Colony size of PBMCs in exposure to MKN-45 parental cells or gastrosphere-derived
conditioned media in MLR. (c, d) PBMCs’ proliferation in exposure to parental or gastrospheres’ conditioned media in MLR (n = 1). (e)
PBMCs’ proliferation in exposure to parental or gastrospheres’ conditioned media in MLR at ratio 1 : 5. (f, g) PBMCs’ proliferation in
exposure to parental or gastrospheres’ conditioned media in the presence of anti-CD3/CD28 microbeads at ratio 1 5. CSC: gastrospheres.
Data are mean ± SD of three independent experiments. ∗P < 0:05.
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CFSE proliferation assay revealed a reduction in stimulated
PBMCs with anti-CD3/CD28 microbeads posttreatment of
gastrospheres’ conditioned media at the ratio of 1 : 5
(P = 0:04, Figures 1(f) and 1(g)). All these changes may be
related to the promotion of cell differentiation in PBMSCs
posttreatment with gastric CSCs secretome.

3.2. Gastrospheres Have a Distinct Effect on Th17 and Treg
Differentiation. To understand how gastric CSCs affect
Th17 and Treg cell differentiation, the conditioned media
of gastrospheres and parental cells were added to the culture
media of MLR or in the setting of T cell proliferation with
anti-CD3/CD28 microbeads. Our data revealed that gastro-
spheres’ secretions not only increased the levels of Th17
(P = 0:9) but also enhanced the ratio of Th17 to Treg cells
in the MLR (Figures 2(a)–2(d)) and even when T cells culti-
vated in the presence of anti-CD3 and CD28 microbeads
(P = 0:0008, Figure 3(b)). However, the parental cell secretions
just promoted the level of Treg cells (P = 0:5) in the MLR set-
ting (Figure 2(a)) and even in PBMCs which were stimulated
by anti-CD3 and CD28 microbeads (Figure 3(a)). Impor-
tantly, the ratio of Th17 to Treg and the concentrations
of IL-17 and IL-10 in the presence of gastrospheres’ condi-
tioned medium were higher than of the parental cells’ con-
ditioned medium (Figures 3(c) and 3(d)). In contrast,
TGF-β level which is the most important cytokine pro-
duced by Treg cells was notably higher in the supernatant
of PBMCs treated with parental cells’ conditioned medium
(P = 0:0024, Figure 3(d)).

3.3. Mediators Expressed by Gastrospheres Are Involved in
Th17/Treg Balance. To further understand that how gastric
CSCs could affect Th17/Treg balance, we evaluated the
expression of IL-17, IL-6, IL-8, IL-10, IL-22, IL-23, TNF-α,
TGF-β, IFN-γ, and STAT3 that believed to be important in
changing the Th17/Treg balance using qRT-PCR in parental
and gastrospheres. Our results revealed a significant increase
in the expression of IL-6 (P = 0:0007) which is crucial in
changing the balance towards Th17, as well as IL-10
(P = 0:0009) and IL-22 (P = 0:0478) in gastrospheres com-
pared to parental cells (Figure 4).

3.4. Gastrospheres Induced Cytotoxic Immune Populations.
To assess the function of gastric CSC-induced immune cells,
we investigated the production of IFN-γ in PBMCs posttreat-
ment with conditioned media of gastrospheres and parental
cells. Interestingly, we observed an increase in the level of
IFN-γ following treatment with gastrospheres’ secretion
(P = 0:009, Figure 5(a)). To further understand the function
of induced immune cells by the conditioned media of gastro-
spheres and parental cells, we also examined the cytotoxicity
of induced immune cells as effector cells in direct culture with
MKN-45 gastric cancer cell line as target cells. The toxicity
was assessed by the target cell release rate of LDH. LDH
is a cytoplasmic enzyme retained by viable cells with intact
plasma membranes but released from necrotic cells with
damaged membranes. Our results showed a high concen-
tration of LDH in the supernatant derived from the inter-
action of gastrosphere-induced immune cells and target

cells (P = 0:02, Figure 5(b)). These data suggested that
gastrosphere-induced immune cells had an antitumor effect
by killing MKN-45 cells. We further examined the possible
existence of mature dendritic cells in experimental groups.
Our results showed that gastrosphere-derived conditioned
medium induced mature dendritic cells expressing CD11c
and CD80 markers among PBMCs, while similar results were
not observed in PBMCs treated with parental cells’ condi-
tioned medium (data not shown).

4. Discussion

CSCs are responsible for the tumor genesis, metastasis, and
recurrence of cancers. Identifying these cells in different can-
cers and introducing their distinctive features in comparison
with other tumor cells, especially their effect on the immune
system, can be promising targets in therapies. The tumor
microenvironment can invoke and induce Th17 and Treg
cells and change the Th17/Treg balance in advanced and
metastatic gastric cancer [10]. Nevertheless, how the cells
among the tumor mass are responsible for the induction
and disturbing the balance between Th17 and Treg yet to
be determined. In this study, we intended to answer the ques-
tion that whether there is a difference in inducing a change in
the balance of Th17/Treg due to the factors secreted by gas-
tric parental cells and gastric CSCs. For this purpose, gastro-
spheres were used as a model due to stemness properties,
which we proved in our previous study [3].

Our results showed that the conditioned medium of gas-
trospheres decreased the proliferation of PBMCs, even if the
PBMCS stimulated with anti-CD3/CD28 microbeads as a
strong stimulator of T cell expansion. This suggested that
the secretome of gastrospheres can inhibit immune cell
expansion. Although there is no evidence on decreasing T
cell expansion by gastric CSCs, it has been reported that
tumor cells, directly and/or indirectly, limit CD4+ and
CD8+ T cell expansion, function, and memory formation in
many cancers including gastric cancer [17, 18]. Conversely,
the conditioned medium of parental cells increased the pro-
liferation of PBMCs. Accumulating data have shown an
increased frequency of T cells peripherally and locally by dif-
ferent mechanisms in several cancers [19–21]. A possible
mechanism for the increase of lymphocyte proliferation
index could be the recognition of antigens by lymphocytes
especially by T cells or the presence of soluble factors that
induce an increase in lymphocyte proliferation in parental
cell secretome.

Currently, Treg cells are known to be the main subset of
immune cells that increased during cancer progression. Sev-
eral types of tumor cells can also recruit Treg cells into the
tumor site by their secretions [22]. Our results indicated that
the conditioned medium of gastrospheres derived from
gastric cancer cells can increase Th17 frequency. We also
observed that gastrospheres skewed Th17/Treg balance
toward Th17 differentiation through their secretion. Despite
insufficient data on disturbance of Th17/Treg balance in can-
cers, previous reports determined the induction of Th17 pro-
ducing IL-10 cells in vivo, in vitro, and in gastric cancer
patients [10, 23]. Moreover, many studies also have reported
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Figure 2: Differentiation of Th17 and Treg in exposure to parental cells and gastrosphere-derived condition media in MLR. (a, c)
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the increase of Treg cells within the tumor microenviron-
ment of gastric cancer patients [10, 24]. It seems that the
accumulation of Th17 and Treg cells in the tumor microen-
vironment following disease progression leads to an imbal-
ance in Th17/Treg cells in cancers including advanced
gastric cancer [10, 25, 26]. Previous studies have reported a
concomitant increase in Th17 cells and the metastasis of gas-
tric cancer [25, 27]. Another recent study showed a decreased
number of Th17 cells despite an increase in the number of

Treg cells accompanied by an increased expression of the
immunosuppressive axis of PD-1/PD-L1 in patients who
underwent gastric cancer resection. In this study, silencing
PD-1 has been shown to alter the Th17/Treg toward Th17
cells [28].

Soluble mediators and cell to cell communications are
two main factors enabling CSCs to induce th17 differentia-
tion [29]. Moreover, CSCs seem to have an important role
in changing the balance of Th17 and Treg cells in advanced
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gastric cancer. Our findings suggest that the expression of IL-
6 by gastrospheres as a game-changer in the expression of
FoxP3 or RORγ contributes to the differentiation of Th17
and changing the balance of Th17/Treg. IL-6 is an important
mediator which secretes from cancer cells in high concentra-
tions and highly promotes tumorigenesis and protects the
cancer cells from therapy-induced DNA damage, oxidative
stress, and apoptosis by inducing several pathways [30].
Besides, it prevents apoptosis and skews naïve CD4+ T cells

towards proinflammatory Th17 by inhibiting TGF-β-driven
expression of Foxp3 [12, 31, 32]. Similar to our results, higher
production of IL-6 has been reported in CSCs of head and
neck squamous cell carcinoma [33]. Moreover, there is evi-
dence that secretion of IL-10 from cancer stem cells reduces
the proliferation of T cells and promotes tumor progression
[34, 35]. Furthermore, increased level of intratumoral and
circulating IL-22 have been found in gastric cancer patients
and are associated with cell survival, migration, proliferation,
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and angiogenesis [36]. Accordingly, higher expression of IL-
6, IL-10, and IL-22 by gastric CSCs, along with the immuno-
regulatory effects, be primarily is in favor of gastric CSCs
themselves and may contribute to maintaining stemness
and self-renewal of CSC cells by an autocrine effect [37].

Interestingly, in the present study, we presented data that
gastric CSCs’ conditioned medium can induce cytotoxicity in
PBMCs through increasing of IFN-γ producing cells and
induction of necrosis in cancer cells. It seems that IL-
17+/IFN-γ+ cells exert a strong antitumor effect in vitro and
in vivo [38]. Antitumor activity of a new population of IL-
17+/IFN-γ+ CD8 T cells (known as Tc17 cells) has also been
reported in some cancers, and interestingly, noncytotoxic
Tc17 cells can become cytotoxic in the presence of IL-12.
These studies show that the polarity and functions of the
IL-17+ subset depend on the cytokine profile in the tumor
microenvironment [39].

In conclusion, our findings suggest that gastrospheres as
a model of gastric CSCs affect immune cells differently than
the cancer cells. They secret different factors that (1) poten-
tially affect the plasticity and the balance between Th17 and
Treg cells, (2) possibly induce IFN-γ-producing T cells with
antitumor properties, and (3) help to maintain self-renewal
properties in gastrospheres. However, this data should be
confirmed by other experiments.

Data Availability

(1) The data (original) used to support the findings of this
study are included within the article. (2) The data (original)
used to support the findings of this study are included within
the supplementary file.

Conflicts of Interest

The authors declare that they have no conflict of interests.

Acknowledgments

This project has been conducted by grants from Hamadan
University of Medical Sciences and Royan Institute for Stem
Cell Biology and Technology and also by an external grant
from Cancer Research Center of Cancer Institute of Iran
(Sohrabi cancer charity, Grant No: 37381-202-01-97). The
authors thank Hajar Rajaee for her kind support.

Supplementary Materials

Supplementary Figure 1: T cell colonies under treatment of
parental and gastrospheres’ conditioned media in ratios of
1 : 1, 1 : 5, and 1 : 10 in MLR. CSC: gastrospheres; CM: condi-
tioned medium. (Supplementary Materials)

References

[1] E. Batlle and H. Clevers, “Cancer stem cells revisited,” Nature
Medicine, vol. 23, no. 10, pp. 1124–1134, 2017.

[2] J. J. Duan, W. Qiu, S. L. Xu et al., “Strategies for isolating and
enriching cancer stem cells: well begun is half done,” Stem Cells
and Development, vol. 22, no. 16, pp. 2221–2239, 2013.

[3] M. Hajimoradi, Z. M. Hassan, M. Ebrahimi et al., “STAT3 is
overactivated in gastric cancer stem-like cells,” Cell Journal,
vol. 17, no. 4, pp. 617–628, 2016.

[4] M. Sultan, K. M. Coyle, D. Vidovic, M. L. Thomas, S. Gujar,
and P. Marcato, “Hide-and-seek: the interplay between cancer
stem cells and the immune system,” Carcinogenesis, vol. 38,
no. 2, pp. 107–118, 2017.

[5] N. Obermajer and M. H. Dahlke, “(Compl)Ex-Th17-Treg cell
inter-relationship,” Oncoimmunology, vol. 5, no. 1,
p. e1040217, 2015.

[6] S. Downs-Canner, S. Berkey, G. M. Delgoffe et al., “Suppressive
IL-17A+Foxp3+ and ex-Th17 IL-17AnegFoxp3+ Treg cells are
a source of tumour-associated Treg cells,” Nature Communi-
cations, vol. 8, no. 1, 2017.

[7] K. C. Regulatory, “Regulatory T-Cells and Th17 Cells in
Tumor Microenvironment,” Cancer Immunology, pp. 91–
106, 2020.

[8] B. Zhang, G. Rong, H. Wei et al., “The prevalence of Th17 cells
in patients with gastric cancer,” Biochemical and Biophysical
Research Communications, vol. 374, no. 3, pp. 533–537, 2008.

[9] T. Iida, M. Iwahashi, M. Katsuda et al., “Tumor-infiltrating
CD4+ Th17 cells produce IL-17 in tumor microenvironment
and promote tumor progression in human gastric cancer,”
Oncology Reports, vol. 25, no. 5, pp. 1271–1277, 2011.

[10] Q. Li, Q. Li, J. Chen et al., “Prevalence of Th17 and Treg
cells in gastric cancer patients and its correlation with clin-
ical parameters,” Oncology Reports, vol. 30, no. 3, pp. 1215–
1222, 2013.

[11] X. Meng, S. Zhu, Q. Dong, S. Zhang, J. Ma, and C. Zhou,
“Expression of Th17/Treg related molecules in gastric cancer
tissues,” The Turkish Journal of Gastroenterology, vol. 29,
no. 1, pp. 45–51, 2018.

[12] A. Kimura and T. Kishimoto, “IL-6: regulator of Treg/Th17
balance,” European Journal of Immunology, vol. 40, no. 7,
pp. 1830–1835, 2010.

[13] S. Omenetti and T. T. Pizarro, “The Treg/Th17 axis: a dynamic
balance regulated by the gut microbiome,” Frontiers in Immu-
nology, vol. 6, 2015.

[14] Q. Bie, C. Sun, A. Gong et al., “Non-tumor tissue derived
interleukin-17B activates IL-17RB/AKT/β-catenin pathway
to enhance the stemness of gastric cancer,” Scientific Reports,
vol. 6, no. 1, 2016.

[15] Y. X. Jiang, S. W. Yang, P. A. Li et al., “The promotion of the
transformation of quiescent gastric cancer stem cells by IL-17
and the underlying mechanisms,” Oncogene, vol. 36, no. 9,
pp. 1256–1264, 2017.

[16] M. Bakhshi, J. Asadi, M. Ebrahimi, A.-V. Moradi, and
M. Hajimoradi, “Increased expression of mi R-146a, mi R-
10b, and mi R-21 in cancer stem-like gastro-spheres,” Journal
of Cellular Biochemistry, vol. 120, no. 10, pp. 16589–16599,
2019.

[17] Y. Tian, S. B. Mollo, L. E. Harrington, and A. J. Zajac, “IL-10
regulates memory T cell development and the balance between
Th1 and follicular Th cell responses during an acute viral
infection,” Journal of Immunology, vol. 197, no. 4, pp. 1308–
1321, 2016.

[18] S. Lee, M. Loecher, and R. Iyer, “Immunomodulation in hepa-
tocellular cancer,” Journal of Gastrointestinal Oncology, vol. 9,
no. 1, pp. 208–219, 2018.

[19] M. Beyer and J. L. Schultze, “Regulatory T cells in cancer,”
Blood, vol. 108, no. 3, pp. 804–811, 2006.

9Journal of Immunology Research

http://downloads.hindawi.com/journals/jir/2020/6261814.f1.pdf


[20] A. M. Wolf, D. Wolf, M. Steurer, G. Gastl, E. Gunsilius, and
B. Grubeck-Loebenstein, “Increase of regulatory T cells in
the peripheral blood of cancer patients,” Clinical Cancer
Research, vol. 9, 2003.

[21] K. Kono, H. Kawaida, A. Takahashi et al., “CD4(+)CD25high
regulatory T cells increase with tumor stage in patients with
gastric and esophageal cancers,” Cancer Immunology, Immu-
notherapy, vol. 55, no. 9, pp. 1064–1071, 2006.

[22] C. Li, P. Jiang, S. Wei, X. Xu, and J. Wang, “Regulatory T cells
in tumor microenvironment: new mechanisms, potential ther-
apeutic strategies and future prospects,” Molecular Cancer,
vol. 19, no. 1, pp. 1–23, 2020.

[23] K.-K. Chang, L.-B. Liu, L.-P. Jin et al., “IL-27 triggers IL-10
production in Th17 cells via a c-Maf/RORγt/Blimp-1 signal
to promote the progression of endometriosis,” Cell Death &
Disease, vol. 8, no. 3, p. e2666, 2017.

[24] X.-L. Yuan, L. Chen, T.-T. Zhang, Y.-H. Ma, Y.-L. Zhou,
Y. Zhao et al., “Gastric cancer cells induce human CD4+Foxp
3+ regulatory T cells through the production of TGF-β1,”
World Journal of Gastroenterology, vol. 17, no. 15, pp. 2019–
2027, 2011.

[25] Y. Yamada, H. Saito, and M. Ikeguchi, “Prevalence and clinical
relevance of Th17 cells in patients with gastric cancer,” The
Journal of Surgical Research, vol. 178, no. 2, pp. 685–691, 2012.

[26] E. A. Marshall, K. W. Ng, S. H. Y. Kung et al., “Emerging roles
of T helper 17 and regulatory T cells in lung cancer progres-
sion and metastasis,” Molecular Cancer, vol. 15, no. 1, p. 67,
2016.

[27] Z. Su, Y. Sun, H. Zhu et al., “Th17 cell expansion in gastric can-
cer may contribute to cancer development and metastasis,”
Immunologic Research, vol. 58, no. 1, pp. 118–124, 2014.

[28] X. Zheng, L. Dong, K. Wang et al., “MiR-21 participates in the
PD-1/PD-L1 pathway-mediated imbalance of Th17/Treg cells
in patients after gastric cancer resection,” Annals of Surgical
Oncology, vol. 26, no. 3, pp. 884–893, 2019.

[29] A. Shahid and M. Bharadwaj, “The connection between the
Th17 cell related cytokines and cancer stem cells in cancer:
novel therapeutic targets,” Immunology Letters, vol. 213,
pp. 9–20, 2019.

[30] N. Kumari, B. S. Dwarakanath, A. Das, and A. N. Bhatt, “Role
of interleukin-6 in cancer progression and therapeutic resis-
tance,” Tumor Biology, vol. 37, no. 9, pp. 11553–11572, 2016.

[31] L. Wang, A. K. Miyahira, D. L. Simons et al., “IL6 signaling in
peripheral blood T cells predicts clinical outcome in breast
cancer,” Cancer Research, vol. 77, no. 5, pp. 1119–1126, 2017.

[32] T. Korn, M. Mitsdoerffer, A. L. Croxford et al., “IL-6 controls
Th17 immunity in vivo by inhibiting the conversion of con-
ventional T cells into Foxp 3+ regulatory T cells,” Proceedings
of the National Academy of Sciences of the United States of
America, vol. 105, no. 47, pp. 18460–18465, 2008.

[33] K. Chikamatsu, G. Takahashi, K. Sakakura, S. Ferrone, and
K. Masuyama, “Immunoregulatory properties of CD44+ can-
cer stem-like cells in squamous cell carcinoma of the head
and neck,” Head & Neck, vol. 33, no. 2, pp. 208–215, 2011.

[34] Y. Chen, W. Tan, and C. Wang, “Tumor-associated
macrophage-derived cytokines enhance cancer stem-like char-
acteristics through epithelial–mesenchymal transition,” Onco-
targets and Therapy, vol. 11, pp. 3817–3826, 2018.

[35] P. M. Aponte and A. Caicedo, “Stemness in cancer: stem cells,
cancer stem cells, and their microenvironment,” Stem Cells
International, vol. 2017, 17 pages, 2017.

[36] A. Markota, S. Endres, and S. Kobold, “Targeting interleukin-
22 for cancer therapy,” Human Vaccines & Immunotherapeu-
tics, vol. 14, no. 8, pp. 2012–2015, 2018.

[37] H. Korkaya, S. Liu, and M. S. Wicha, “Regulation of cancer
stem cells by cytokine networks: attacking cancer’s inflamma-
tory roots,” Clinical Cancer Research, vol. 17, no. 19, pp. 6125–
6129, 2011.

[38] A. Rezalotfi, E. Ahmadian, H. Aazami, G. Solgi, and
M. Ebrahimi, “Gastric cancer stem cells effect on Th17/Treg
balance; a bench to beside perspective,” Frontiers in Oncology,
vol. 9, 2019.

[39] P. Parajuli, “Role of IL-17 in glioma progression,” Journal of
Spine & Neurosurgery, vol. 11, p. 3817, 2013.

10 Journal of Immunology Research



Review Article
The Potential Role of Regulatory B Cells in Idiopathic
Membranous Nephropathy

Zhaocheng Dong ,1,2 Zhiyuan Liu,3 Haoran Dai,4 Wenbin Liu,1 Zhendong Feng,5

Qihan Zhao,2,6 Yu Gao,2,6 Fei Liu,1,2 Na Zhang,2,6 Xuan Dong,2,6 Xiaoshan Zhou,1,2

Jieli Du,1,2 Guangrui Huang ,1 Xuefei Tian,7 and Baoli Liu 2

1Beijing University of Chinese Medicine, No. 11, North Third Ring Road, Chaoyang District, Beijing 100029, China
2Beijing Hospital of Traditional Chinese Medicine Affiliated to Capital Medical University, No. 23 Meishuguanhou Street,
Dongcheng District, Beijing 100010, China
3Shandong First Medical University, No. 619 Changcheng Road, Tai’an City, Shandong 271016, China
4Shunyi Branch, Beijing Traditional Chinese Medicine Hospital, Station East 5, Shunyi District, Beijing 101300, China
5Beijing Chinese Medicine Hospital Pinggu Hospital, No. 6, Pingxiang Road, Pinggu District, Beijing 101200, China
6Capital Medical University, No. 10, Xitoutiao, You’anmenwai, Fengtai District, Beijing 100069, China
7Department of Internal Medicine, Yale University School of Medicine, New Haven, Connecticut, USA

Correspondence should be addressed to Baoli Liu; liubaoli@bjzhongyi.com

Received 22 June 2020; Revised 22 November 2020; Accepted 10 December 2020; Published 22 December 2020

Academic Editor: Charles Elias Asmann

Copyright © 2020 Zhaocheng Dong et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Regulatory B cells (Breg) are widely regarded as immunomodulatory cells which play an immunosuppressive role. Breg inhibits
pathological autoimmune response by secreting interleukin-10 (IL-10), transforming growth factor-β (TGF-β), and adenosine
and through other ways to prevent T cells and other immune cells from expanding. Recent studies have shown that different
inflammatory environments induce different types of Breg cells, and these different Breg cells have different functions. For
example, Br1 cells can secrete IgG4 to block autoantigens. Idiopathic membranous nephropathy (IMN) is an autoimmune
disease in which the humoral immune response is dominant and the cellular immune response is impaired. However, only a
handful of studies have been done on the role of Bregs in this regard. In this review, we provide a brief overview of the types
and functions of Breg found in human body, as well as the abnormal pathological and immunological phenomena in IMN, and
propose the hypothesis that Breg is activated in IMN patients and the proportion of Br1 can be increased. Our review aims at
highlighting the correlation between Breg and IMN and proposes potential mechanisms, which can provide a new direction for
the discovery of the pathogenesis of IMN, thus providing a new strategy for the prevention and early treatment of IMN.

1. Introduction

The human immune system has the ability to distinguish self
and nonself. Under normal circumstances, the immune sys-
tem only produces an immune response to nonautoantigens,
while it has no response to the autoantibodies or only pro-
duces a weak response; that is, the immune system is in an
immune tolerance state to its own tissue components [1, 2].
In the state of immune tolerance, there are certain amounts
of autoantibodies against autoantigens or autoreactive T cells

and autoreactive B cells, thus producing an autoimmune
response. This response is physiological, and its main func-
tion is to clear the aging in vivo apoptotic or aberrant auto-
cells [3–5]. However, when the autoimmune tolerance state
is broken, the immune system produces a pathological
immune response to the autoantigen, resulting in the damage
or dysfunction of its own tissues and cells, thus forming an
autoimmune disease [6, 7]. The characteristics of autoim-
mune diseases compared with other diseases is that the
patients can be detected with autoreactive T and B cells
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which can cause immune damage to the components of their
own tissues [8, 9]. B cells play a crucial role in autoimmune
diseases in particular.

B cells are professional antigen-presenting cells (APCs)
and can differentiate into plasma cells capable of producing
autoantibodies [8, 10, 11]. B cells are both the beginning of
autoimmune diseases and the effect of most autoimmune dis-
eases. Breg, as one of the members of B cells, plays a vital role
in immune regulation, exerting a myriad of influences on the
occurrence and development of autoimmune diseases, such
as type I diabetes, lupus erythematosus, and rheumatoid
arthritis [11–15].

IMN belongs to autoimmune nephropathy and is one of
the common pathological types of nephrotic syndrome
[16]. The increase in the incidence of this disease and the dis-
covery of autoantigens such as phospholipase A2 receptor
(PLA2R) attracted the attention of many researchers [17].
Although few basic studies have been published on IMN
and its immunological mechanisms, the efficacy of rituximab
has encouraged researchers to focus on B-cell studies [18,
19]. At the same time, the oligoinflammatory nature of
IMN makes it different from other autoimmune nephropa-
thies, which indicates the important role of immune regula-
tion in the pathogenesis of this disease [11]. Therefore, we
reviewed the role of B cells in autoimmune diseases and
attempted to hypothesize the relationship between Bregs
and IMN.

2. Overview of Breg

2.1. A Brief History of Breg. The activation of the immune
system is compulsory. However, if the occurrence of autoim-
mune reactions such as autoimmunity against autoantigens,
immunity against allogeneic fetus, hypersensitivity against
allergens, and immune response against normal intestinal
flora is not effectively suppressed, it will lead to serious auto-
immune diseases [20–22]. Therefore, the weakening of the
immune response is more important. Besides being able to
recognize antigens such as APC, B cells can be differentiated
into plasma cells to secrete antibodies and provide immune
protection for the human body [11]. It is important to under-
stand how B cells properly control the immune response
under normal conditions and suppress a wrong or excessive
immune response to avoid damage to the body. This part of
the function of controlling the uncontrolled immune response
belongs to immune regulation, and the B cells responsible for
immune regulation become Bregs [23].

The discovery of Bregs is almost parallel to that of regu-
latory T cells (Tregs), but less importance was given to Breg.
As early as 1974, Neta and Salvin discovered a B cell in the
spleen of guinea pigs that specifically inhibits delayed hyper-
sensitivity [24]. In 1996, Janeway et al. found that B-cell-
deficient mice were allergic to myelin oligodendrocyte pro-
tein (MOG) and were unable to prevent the occurrence of
experimental autoimmune encephalomyelitis (EAE) that
worsened the autoimmune response [25]. These studies have
shown that there is the presence of a type of B cell involved in
immune regulation. In 2002, Fillatreau et al. found that these
B cells secrete IL-10 [26]. In 2006, the concept of Breg was

formally proposed by Mizoguchi and Bhan [27]. Since then,
there have been numerous studies on Breg, mostly in mice;
however, the existence of Breg in humans remains a mystery.
In 2010, Blair et al. found the presence of Breg in lupus
patients [28]. In 2011, Iwata et al. found the presence of Breg
in human peripheral blood performing the same function as
B10 cells in mice [29]. B10 cells are a subtype of mouse Breg.
The phenotype of this cell is CD5+CD1dhi, while in humans
this phenotype is CD24hiCD27+, which suggests that Breg
phenotypes in humans are not universal in relation to those
derived from animal studies. Thus, the academic world began
a new era of exploration of Breg species and their functions in
the human body.

2.2. Types and Functions of Breg. Breg production differs
from Tregs, i.e., it can be differentiated from B cells at dif-
ferent stages and show the functions of B cells at different
stages (Figure 1) [23]. This also leads to a wide variety of
Breg phenotypes. Different phenotypes of human Bregs are
known in Table 1. Different types of Bregs play different
functions and regulate different autoimmune responses to
different immune cells.

2.2.1. The Role of IL-10 in Breg Function. Breg plays an
immunosuppressive role in most people mainly by secreting
IL-10 (Figure 2) [28–34]. It can also suppress the function of
different kinds of immune cells. In terms of T cells, Breg
inhibited the production of interferon-γ (IFN-γ) and IL-17
and other proinflammatory cytokines by Th1 and Th17
through IL-10, and inhibited the differentiation of initial T
cells into Th1 and Th17 [35–38]. IL-10 can also directly
inhibit the activity of cytotoxic T lymphocytes (CTL) and
ultimately inhibit cellular immunity [39, 40]. In addition, in
the IL-10 environment, Breg expressing B7 can induce the
differentiation of Treg and Tr1 and thus promote the occur-
rence of immune regulation; however, not all Breg can do this
[41]. Therefore, Breg plays a key role in immune regulation
through the dynamic diversification interaction between
secreted IL-10 and T cells. In addition to T cells, Breg can
inhibit the expression of major histocompatibility complex
II (MHC II) on the surface of dendritic cells by secreting
IL-10, thereby inhibiting antigen presentation [42–44]. In
addition, IL-10 can also inhibit the activity of monocytes
and natural killer cells (NK cells), thereby inhibiting the
innate immune response [45–47]. It is worth noting that
IL-10 promotes the proliferation of B cells, which may lead
to the possibility that Breg can play an accessory role in reg-
ulating adaptive immunity in the continuation of humoral
immune response [46].

2.2.2. In Addition to IL-10 in Breg Function. In addition to the
secretion of IL-10, Breg can achieve immunomodulatory
effects through other means. Tim-1 B cells, as a type of Breg,
can secrete not only IL-10 but also TGF-β to play an immu-
nomodulation role [31]. TGF-β can inhibit the proliferation
and differentiation of various immune cells and the produc-
tion of cytokines, especially regulating the differentiation of
Th17 and Treg cells [31, 48, 49]. It also promotes the prolif-
eration of fibroblasts, osteoblasts, and Schwann cells to help
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repair damaged tissues [50–53]. In addition, Th9 differentia-
tion requires TGF-β and IL-4 induction, and some allergic
inflammation is associated with Th9 overactivation [54, 55].
It is worth noting that Breg which can secrete IL-35 has not
been found in the human body, and the specific mechanism
needs to be explored [56, 57]. In addition to promoting Treg
differentiation, immature B cells with immunomodulation
can express programmed cell death protein ligand 1 (PD-
L1), which can directly kill T cells [58]. Recent studies have
shown that in terms of infection, Breg in human immunode-
ficiency virus (HIV) patients inhibited antigen presentation
and the activity of CD4+ T cells through interaction between
IL-10 and PD-1/PD-L1, and it inhibited anti-HIV cytotoxic
T lymphocytes at the same time [59]. In terms of tumor,
PD-L1 is highly expressed in tumor invasive B cells in
patients, which may assist the tumor to achieve immune
escape [60]. At the same time, the presence of B cells with a
high expression of PD-L1 in malignant B lymphoblastoma
provides a theoretical basis for PD-1 inhibitor treatment of
this disease [61, 62]. In addition to secreting IL-10, GrB+ B

cells also play an immunosuppressive role by producing
granzyme B (GrB) and indoleamine 2,3-dioxygenase (IDO)
[30]. The phenotype of this cell is CD38+CD1d+IgM+-

CD147+. GrB+ B cells can infiltrate tumors and inhibit the
CD4+ T cell response after being activated by IL-21 [63]. Breg
with phenotype CD39+CD73+ can secrete adenosine, which
affects the activity and proliferation of various immune cells,
mainly neutrophils, monocytes, and T cells, and plays an
immunomodulatory function [64]. In vitro, such cells can
be activated in IL-4 by stimulating their CD40 [64]. Breg with
IgDloCD38+CD24loCD27- controls B7 expression through
CD62L, thereby inhibiting dendritic cell maturation [65].
Br1 cells with phenotype CD25hiCD71hi can directly secrete
IgG4 to block autoantigens, and this antibody is currently
considered to have a protective effect in patients with chronic
allergy [33]. We can activate this type of cell by stimulating
its TLR9 [33]. To sum up, Breg mainly inhibits innate
immune response and cellular immune response in specific
immunity, but it lacks corresponding means to regulate
humoral immune response.

Table 1: Breg found in human peripheral blood.

Name Breg cell phenotype Method of stimulation in vitro Mechanism of suppression References

B10 CD24hiCD27+ CD40L+CpG, LPS IL-10 29

Immature B cell CD24hiCD38hiCD27- CD40L, CpG+pDC IL-10, PD-L1, CD80/CD86 28

GrB+ B cell CD38+CD1dhiIgM+CD147+ IL-21+ anti-BCR IL-10, GrB, IDO 30

Tim-1 B cell Tim-1+ — IL-10, TGF-β 31

— CD39+CD73+ CD40L+IL-4 Adenosine 64

— IgDloCD38+CD24loCD27- — CD62L 65

Plasmablasts CD24hiCD27intCD38+ GpG+IL-2+IL-6+IFNα IL-10 32

Br1 cell CD25hiCD71hi CpG IL-10, IgG4 33

B-1 cell CD27+CD43+CD11b+ — IL-10, CD80/CD86 34

B-1

B-1 lineage

Natural 
antibodies

Plasma cell

Plasma cell

Immature B

B-2 lineage

Mature B

IL-10
IgG4

Regulatory B cell (Breg)

Figure 1: The source of Breg. Different from Treg, Breg has more extensive sources. It does not matter whether they are B1 cells or B2 cells, or
if they are immature B cells or mature B cells, under certain conditions of stimulation, Breg with immunomodulation function can be
differentiated. At present, the main mechanism by which Breg plays the immune regulatory function in the human body is the secretion
of IL-10.
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3. Abnormal Features of IMN

3.1. Abnormal Pathological Features of IMN. IMN is one of
the common pathologic types of nephrotic syndrome. At an
early stage, the glomerular subepithelial deposits can only
be seen under a light microscope, and then the glomerular
basement membrane is diffusely thickened [16]. At late
stages, the mesangial matrix increases, capillary loops are
compressed and occluded, and glomerulosclerosis occurs
[66]. However, the glomerulus is usually free of cell prolifer-
ation and immune cell infiltration throughout the process
[67]. In immunofluorescence examination, IgG was diffusely
deposited in the glomerular capillary wall, but not in IgM
[68]. Most patients are associated with C3 deposition [69].
In general, there are no deposits of multiple immunoglobulin
and complement C1q, and they are not deposited in the area
outside the glomerular capillary wall. With the detection of
the anti-PLA2R antibody on serum and kidney sections,
IgG deposited on the glomerular capillary wall of IMN
patients is the most common IgG, followed by IgG1 [68].

It is not difficult to see that the pathological characteris-
tics of IMN are very abnormal. Firstly, the antigen antibody
complex was deposited only under the glomerular epithelial
cells, and mesangial cell proliferation was rare, indicating
that the immune complex was generated by an in situ
immune complex [70, 71]. Recently, Liu et al. hypothesized
that the autoantigen of IMN came from human lungs [72].
This statement broke the current research deadlock and

was widely recognized by peers. Secondly, IgG4 is the domi-
nant antibody in patients, indicating that the disease is at the
end of the immune response [73–75]. The pathogenesis of
IMN is necessarily different from that of IgG4-related dis-
eases (IgG4-RD), because IMN does not have systemic multi-
tissue IgG4+ plasma cell infiltration like IgG4-RD, and the
incidence of kidney disease is concentrated in the renal inter-
stitium [76, 77]. Thirdly, although IgG and C3 deposition can
be seen in the renal tissues of IMN patients, C1q deposition is
rare, and there is no obvious abnormality in serum C1q and
C3, indicating that there is no significant complement deple-
tion in the patients [78, 79]. Also, the passive Heymann
nephritis rat model has demonstrated that C5b-9 deposition
is one of the factors leading to proteinuria, and the comple-
ment of IMN patients can be activated by the alternative
pathway or the mannose-binding lectin pathway [79–82].
However, there are no reports on the effectiveness of the
direct use of eculizumab in the treatment of this disease,
which indicates that kidney damage in IMN patients is not
mainly caused by the complement [83]. Many contradictory
phenomena have obscured the pathogenesis of IMN. So let
us see what happens to the immune cells and cytokines in
this disease.

3.2. Abnormal Immunological Characteristics of IMN. As an
autoimmune disease, the main autoantibodies of IMN are
PLA2R, accounting for 70-80% [84–86]. PLA2R is a member
of the C-type lectin superfamily, also known as the mannose
receptor family [87–89]. It is a type I transmembrane protein
that contains long extracellular segments, long transmem-
brane segments, and short intracellular segments [88]. It
has been reported that PLA2R inhibits inflammatory
response by binding to the PLA2 protein, and the increased
expression of PLA2R is related to inflammatory stimulation
and aging [72, 90, 91]. This also proves that IMN is more
common among the elderly. The onset of this disease is
related to environmental pollution or the history of respira-
tory tract infection during the adolescent period [92, 93].
At the gene level, Stanescu et al. found that the HLA-DQA1
allele on chromosome 6p21 was closely related to the patho-
genesis of IMN after collecting the relevant data of 556 white
IMN patients [94]. The single nucleotide polymorphism of
PLA2R and HLA-DQA1 can be related to IMN susceptibility
[94, 95]. Interestingly, about 7% of patients with this disease
were seropositive for the anti-PLA2R antibody but negative
for renal tissue PLA2R [96]. There are also many cases of
recurrence of IMN after renal transplantation [97]. However,
this protein is expressed in the lungs and kidneys [82, 98],
and it is also found in neutrophils and alveolar macrophages
[99–101]. The evidence raises the question of whether IMN’s
autoimmune response really originated in the kidney.

In terms of immune cells, there was no significant increase
in the number of T and B cells in the patients [102, 103]. In
terms of T cells, the most significant reduction was in CD8+

T cells, while Th2 cells accounted for the largest proportion
in CD4+ T cells, and the number of Th1 and Treg cells
decreased [103, 104]. In terms of cytokines, IL-4, IL-10, and
IL-13 were significantly increased, while there was no signifi-
cant change in IFN-γ and IL-12 [103, 105–107]. Ifuku et al.

Breg

DC

Macrophage

NK

CTL

Th1

IL-10
Th2

Treg

IgG4

Figure 2: The function of Breg. Breg can promote Th2 cell
differentiation and inhibit Th1 cell differentiation by secreting IL-
10. In addition, its secretion of inhibitory cytokines such as IL-10,
TGF-β, and adenosine can inhibit the activity of NK cells,
monocytes, and CTL, and impair the antigen presentation function
of dendritic cells. In addition, some Bregs can also promote the
differentiation of Treg, enhance the immune regulation effect, and
secrete IgG4 blocking autoantibodies to protect the body from
hypersensitivity damage.
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compared the expression levels of renal cytokine mRNA with
those of antineutrophil cytoplasmic autoantibody-associated
crescentic glomerulonephritis (ANCAGN) and membrane
proliferative glomerulonephritis (MPGN) in IMN patients
and found that IL-6, IL-12, and IL-17 in IMN patients were
significantly reduced compared with the other two groups,
while IL-4, IL-5, TGF-β, and Foxp3 significantly increased
compared with the other two groups [108]. Kawasaki et al.
compared the serum cytokine levels of IMN children with
lupus nephritis children, MPGN, Henoch-Schönlein purpura
nephritis, and IgA nephritis, and found that serum IL-2, IL-
6, IL-12, and IFN-γ were not significantly increased, while
the contents of IL-4 were significantly increased [109]. All
these cytokines with insufficient content have the effect of
strengthening cellular immune response, while the increased
cytokines have the effect of strengthening humoral immune
response and inhibiting cellular immunity. From the perspec-
tive of source cells, IL-6 is mainly produced by mononuclear
macrophages, endothelial cells, fibroblasts, and other cells
[110–112]. IL-12 ismainly produced by dendritic cells, macro-
phages, and B cells [113, 114]. IFN-γ is mostly produced by
NK cells and Th1 cells [115, 116]. Therefore, IMN is a disease
dominated by humoral immune response, while the innate
immune response and cellular immune response in specific
immunity are weakened.

4. Role of Breg in IMN

4.1. Breg Activation Is Present in IMN. Professional APCs
recognize their own antigens, activate T helper cells, and
induce activation of cellular and humoral immunity. The
antibodies produced in the first response of humoral immu-
nity are mainly IgM, and IgG can be produced at a later
period [117, 118]. Although cytokines produced by activa-
tion of humoral immune response, such as IL-4 and IL-10,
can weaken cellular immune response [119, 120], cellular
immune response of a large number of autoimmune diseases
coexists with humoral immune response [121–124], indicat-
ing that cellular immunity will not be easily attenuated due to
activation of humoral immunity. However, when the immu-
nomodulatory cells intervene, the innate and specific
immune responses are weakened, and the humoral immune
response is the main stream. This is precisely because
whether Treg or Breg play an immunomulatory role, they
mainly rely on the secretion of IL-10, IL-35, and TGF-β to
suppress cellular immunity, but lack the means to secrete
IFN-γ to inhibit Th2 differentiation or block B cell-
activating factor receptor (BAFF-R), B cell maturation anti-
gen (BCMA), transmembrane activator, and CAML interac-
tor (TACI), and other ways to inhibit B cell proliferation,
thus inhibiting humoral immune response [125–129]. There-
fore, for IMN, where humoral immune response is dominant,
only active immune regulation can explain all kinds of abnor-
malities in IMN. The presence of tumor-related MN, and the
pathological characteristics of the disease are very similar to
those of IMN, is a strong evidence of active immune regulation
[85, 130, 131]. Tumors are known to escape the body’s
immune system by escaping [132, 133]. Autoimmune diseases,
however, are characterized by overactivation of the immune

system. Therefore, if the cells play an immunomodulatory
role, they can participate in and even lead to the occurrence
of autoimmune diseases. In this environment, tumors can
coexist with autoimmune diseases [134, 135].

Interestingly, however, the peripheral number of Treg
and the blood IL-35 content of IMN patients were lower than
those of normal people, indicating that Treg activity in IMN
patients was insufficient [104, 136]. As mentioned above,
Breg which can secrete IL-35 has not been found in humans.
Therefore, Breg should be the main immune regulatory cells
in IMN patients [56, 137]. Moreover, not all Bregs have the
ability to activate Tregs. In addition, B cells themselves also
belong to professional antigen-presenting cells [138, 139],
although immune regulatory activation can lead to a
decreased antigen presentation function of dendritic cells
and macrophages, which are professional APCs [42–44].
Moreover, IMN patients contain more lipopolysaccharide
(LPS) than normal people, which is enough to activate the
resting B cells to perform an antigen presentation function
[140, 141]. Meanwhile, B cells are mainly presented with sol-
uble antigen, and the soluble PLA2R is present in the circula-
tion of IMN patients [142, 143]. Hence, it is clear that under
the activation of Breg, the autoimmune response can con-
tinue even if the antigen presentation ability of dendritic cells
and macrophages is inhibited [42–44].

4.2. IgG4 Antibody Is Produced by Br1 Cells. Br1 cells were
discovered in 2013 by van de Veen et al. in beekeepers, peo-
ple who had been chronically exposed to allergens, and in
patients receiving desensitization therapy [33]. This cell
production requires toll-like receptor 9 (TLR9) to be acti-
vated. The main means of immune regulation is secretion
of IL-10 and production of the IgG4 antibody. However,
the incidence of IMN is also related to air pollution; that
is, long-term exposure of patients to air with excessive
PM2.5 content meets the condition of long-term exposure
to allergens [93]. In addition, the single nucleotide polymor-
phism of TLR9 is related to the pathogenesis of IMN [144].
Happily, Cantarelli et al. have confirmed the presence of
increased Breg cells in the periphery of IMN patients
[145]. The proliferation of these cells confirmed Br1. It is
safe to assume that the patient has a factor that activates
TLR9 or something that activates Br1. And our next study
is to prove our point, in order to better study the pathogen-
esis of IMN (Figure 3).

4.3. Time Point of Breg Activation. To answer the time point
of Breg activation in IMN progression, we should first deter-
mine when the cellular immune response in IMN patients is
weaker than the cellular immune response. If it is in the
course of disease, why is there no trace of cell infiltration
found in the kidneys of a large number of IMN patients
[146]? Namely, CD8+ T cell infiltration should be seen in
the renal pathology of patients with early MN. If the PLA2R
antigens were not from the kidney, IFN-γ concentrations or
RNA levels in the peripheral blood should either be higher
than at other time points or the proportion of CD8+ T cells
should be higher [103, 134].
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We do not deny the involvement of cellular immune
response in IMN, but just why is this immune response so
weak? However, in IMN patients, activation of the cellular
immune response is inadequate at the onset of the disease.
In other words, the level of IL-4 and IL-10 in IMN patients
is already elevated before the onset of the disease, which
can satisfy this phenomenon. This is because both of these
cytokines are major cytokines that inhibit Th1 [36, 115,
147]. Among the cells that can secrete IL-4, basophils, NKT
cells, and Th2 cells are common [148, 149]. Monocytes, mast
cells, Th2 cells, Treg cells, and Breg cells are common among
the cells that can secrete IL-10 [35, 36, 106, 150–153]. At
present, there is no obvious correlation between mast cells
and IMN [154]. Mononuclear cells showed no significant
changes before and after treatment [106]. Treg cells showed
low activity in IMN patients [104].

At the same time, no literature could prove the correla-
tion between basophils and NKT cells and IMN. Therefore,
Th2 and Breg levels were already elevated before the onset
of the disease. To prove whether our opinion is valid, it only
needs to prove that the IL-4 and IL-10 levels of patients
before the diagnosis of IMN are higher than those of ordinary
people, and the occurrence of hypoproteinemia and nephro-
pathic proteinuria in most people is later than the increase of
these two cytokines. However, the rise of Th2 did not cause
all patients to suffer from allergic diseases such as asthma,
precisely because a type of Breg can protect patients from
hyperactive autoimmune response even when exposed to
allergens [155, 156]. And this kind of Breg is the Br1 cell.

5. Conclusion

We made three significant conclusions. First, we concluded
that there are phenotypes and functions of Breg in humans.
Second, IMN has many characteristics that are different
from other autoimmune diseases. Third, we reasoned that
the number of Br1 cells in the activated state in IMN patients
is increased.

At present, there are abundant articles about the role of
Breg in autoimmune diseases. However, its role in membra-
nous nephropathy is still unknown. This is because it is
widely believed that immune-regulating cells in the body play
a role in alleviating or even blocking autoimmune diseases
and are unlikely to become pathogenic. In this review, we dis-
cuss the main functions of Breg and propose relevant
hypotheses based on the abnormal pathological and immu-
nological characteristics of IMN. An interesting finding was
that Breg has a cell that can secrete IgG4, and IgG4 is the
main pathogenic antibody of IMN. Therefore, we believe
that IMN may have abnormal Breg function and is related
to the activity of Br1 cells. In addition, renal pathology in
IMN patients, even at an early stage, is characterized by rare
IgM deposition or CD8+ T cell infiltration. Therefore, we
suspect that patients already have an autoimmune response
at the beginning of IMN, and the number of Breg cells and
Th2 cells in these patients is in a comparative advantage,
which makes their autoimmune response mainly based on
humoral immunity from the beginning. This is the central
idea of our hypothesis.

DC

Macrophage

B cell

T cell

Breg

Th1
Th2
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IgG4
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Figure 3: The role of Breg in IMN. Common autoantigens of IMN include PLA2R and THSD7A. Dendritic cells and macrophages
phagocytose damaged cells or particles carrying this antigen, or B cells recognize the circulating soluble antigen. These professional APCs
capture, process, and present their antigens to Th cells. Th cells reactivate B cells and induce differentiation. In an in vivo high-IL-10
environment, Br1 cells’ TLR9 is also stimulated. This stimulates the secretion of IgG4 by Br1 cells. This happens even though IgG4 blocks
autoantibodies, forming immune complexes beneath the glomerular epithelium, leading to IMN.
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Although Breg is only one type of B cell or immune reg-
ulatory cell, its role cannot be ignored. We hope to confirm
these views through basic experiments and clinical trials,
looking for the number of Breg and subtype abnormalities
in the peripheral blood of IMN patients. When conditions
permit, a case review is conducted in patients with IMN to
investigate the changes of cytokines in their peripheral blood
before and after the disease, so as to explore how these abnor-
mal Breg proportions are activated. At the same time, in
terms of treatment, we observed whether the efficacy of the
drug was related to the change of Breg of the patient, and
then developed a treatment method to prevent or inhibit
the incidence of IMN and renal damage caused by IMN, so
as to be beneficial to the clinical treatment of IMN patients.
Finally, through the above series of studies, it is proved that
Breg plays a crucial role in IMN, and some new Breg is even
found to expand our understanding of Breg.
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Novel coronavirus disease 2019 (COVID-19) causes pulmonary and cardiovascular disorders and has become a worldwide
emergency. Myocardial injury can be caused by direct or indirect damage, particularly mediated by a cytokine storm, a
disordered immune response that can cause myocarditis, abnormal coagulation, arrhythmia, acute coronary syndrome, and
myocardial infarction. The present review focuses on the mechanisms of this viral infection, cardiac biomarkers, consequences,
and the possible therapeutic role of purinergic and adenosinergic signalling systems. In particular, we focus on the interaction of
the extracellular nucleotide adenosine triphosphate (ATP) with its receptors P2X1, P2X4, P2X7, P2Y1, and P2Y2 and of
adenosine (Ado) with A2A and A3 receptors, as well as their roles in host immune responses. We suggest that receptors of
purinergic signalling could be ideal candidates for pharmacological targeting to protect against myocardial injury caused by a
cytokine storm in COVID-19, in order to reduce systemic inflammatory damage to cells and tissues, preventing the progression
of the disease by modulating the immune response and improving patient quality of life.

1. Introduction

It took three months for a sudden outbreak of novel corona-
virus disease 2019 (COVID-19) to become a pandemic by
March 11, according to the World Health Organization
(WHO) [1]. The new coronavirus causes severe damage to
the respiratory tract (initially the upper and eventually the
lower) sometimes resulting in acute respiratory syndrome.
Studies showed that the COVID-19 pandemic emerged as a
zoonosis, given the shared history of more than 40 patients
in Wuhan, China, who were exposed at the Huanan Seafood
Market [2]. By sequencing the entire viral RNA genome, it
was revealed that this contamination may be due to human
contact with certain types of bats, because SARS-CoV-2
(the causative agent of COVID-19) appears to be closely
related to two coronaviruses responsible for acute respiratory

syndrome, bat-SL-CoVZC45 and bat-SL-CoVZXC21 [3].
Researchers in Guangzhou, China, suggested that human
contact with pangolins occurred, making these animals the
likely biological source of the COVID-19 outbreak [4].

The inflammatory process mediated by SARS-CoV-2 is
essential for the organism to effectively fight the invasion of
the virus, because, after the initial recognition of the patho-
gens, immune cell recruitment then activates cascades in
order to eliminate the pathogen and, finally, restore homeo-
stasis to the injured tissue. Nevertheless, excessive and pro-
longed responses of cytokines and chemokines such as a
cytokine storm (CS) can occur [5].

In particular, we wish to focus on immune responses
involving the nucleotide adenosine triphosphate (ATP), an
intracellular energy molecule released from various types of
cells after damage, which accumulates at sites of tissue injury
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and inflammation as well [1]. After release, it can activate
receptors or be rapidly decomposed by ectonucleotidases
[2]. Extracellular ATP in low concentrations opens cation
channels and sometimes leads to cell proliferation, while at
high concentrations, it is a proinflammatory danger signal
[3] that upregulates P2X purinoceptors located on immune
cells (neutrophils, eosinophils, monocytes, macrophages,
mast cells, and lymphocytes) [1, 4]. The ATP that is released
due to the action of SARS-CoV-2 is an important mediator of
inflammation, promoting the proliferation of immune cells
and T cell activation [4], possibly contributing to the exacer-
bation of the immunological response and damaging the
myocardium.

In the purinergic system, adenosine, a product of ATP
decomposition, has a primary immunosuppressive action
by inhibiting the proliferation of T cells and the release of
proinflammatory cytokines. This occurs via hydrolysis of
ATP in the extracellular medium through the action of ecto-
nucleotidases, NTPDase converting ATP to adenosine 5′
-diphosphate (ADP) and ADP to adenosine monophosphate
(AMP). Consequently, ecto-5′-nucleotidase converts AMP
to adenosine, which is ultimately degraded to inosine by the
action of adenosine deaminase (ADA) [6]. This immune
exacerbation leads to dysfunction of several organs, including
the heart [5]. For these reasons, immunosuppressive sub-
stances that regulate inflammatory responses can increase
the success rate of treatment and reduce the mortality rate
in patients with COVID-19 [6].

2. COVID-19: The Current Pandemic Context

The first case of COVID-19 was reported in Wuhan, China,
at the end of 2019. Within two months, it spread around
the globe by virtue of its high level of contagion. Transmis-
sion can occur through direct contact or through respiratory
droplets, as well as through contact with contaminated sur-
faces [7]. Most of the available case reports show mild to
severe respiratory disease with fever, fatigue, cough, myalgia,
and difficulty breathing [8]. The main sources of infection are
patients with pneumonia infected by the new coronavirus; it
is estimated that the infection has an average incubation
period of 6.4 days and a basic reproduction number of
2.24–3.58 [3].

Coronaviruses are enveloped positive-chain RNA viruses
belonging to the Coronaviridae family of the order Nidovir-
ales. They are classified into four genera: Alphacoronavirus,
Betacoronavirus, Gammacoronavirus, and Deltacoronavirus
[2, 9]. Of these, only the gamma genus cannot infect mam-
mals; however, due to their genetic organization, they are
prone to mutations and possible host exchange because they
have the largest genome among RNA viruses. The corona-
viruses that have already been identified may just be “the
tip of the iceberg,” with potentially newer and more serious
zoonotic events to be revealed, because SARS-CoV and
MERS-CoV are betacoronaviruses, as is the new SARS-
CoV-2. SARS-CoV infected 8,000 people with a mortality
rate of approximately 10%; MERS-CoV infected 1,700 peo-
ple, with a mortality rate of 36% [2].

According to the Chinese Center for Disease Control and
Prevention, which recorded approximately 44,500 confirmed
cases of COVID-19, 81% had mild illness (asymptomatic or
mild pneumonia); 14% were severe, including dyspnoea,
hypoxia, or pulmonary involvement; and 5% became criti-
cally ill, characterized by respiratory failure, shock, or
involvement in other systems. The overall case mortality rate
was 2.3% without registration of noncritical cases [10, 11].
Patients with metabolic diseases and comorbidities, espe-
cially cardiovascular ones, may face greater risks of progres-
sing to severe conditions associated with worse prognoses
[10, 12, 13].

3. COVID-19 Stages and Progression

Siddiqi and Mehra [14] proposed a 3-stage classification
model, recognizing that COVID-19 illness exhibited three
grades of increasing severity, corresponding to distinct clini-
cal findings, responses to therapy, and clinical outcome [15],
COVID-19: mild, moderate, and severe. The severe classifica-
tion describes patients with difficulty in breathing, or a respi-
ratory rate (RR) greater than 29 breaths per minute at rest, or
average oxygen saturation less than 92%, or partial pressure
of arterial oxygen in the blood (PaO2/fraction of inspired
oxygen concentration FiO2) less than or equal to 300mmHg.
Critically ill patients are characterized by respiratory failure
requiring mechanical ventilation, shock, or combined failure
of other organs [7].

The third stage of infection, characterized by extrapul-
monary systemic hyperinflammation with elevated inflam-
matory marks, appears to be less common in COVID-19
patients [14]; however, these symptoms must be studied
because the mortality rate is much higher in patients in the
third and most severe stage. With higher prevalence in hospi-
talized patients in intensive care, 7.2%, 8.7%, and 16.7% of
acute cardiac injury, shock, and arrhythmia, respectively,
were observed in a clinical cohort of patients with COVID-
19 [16].

Upon entering the cell, the virus uses four mechanisms to
circumvent the immune response. Initially, it inhibits inter-
feron type 1 (IFN-1), known as the initial alarm, character-
ized by the rapid expression [17]. Then, the virus inhibits
STAT-1 [18] phosphorylation to interfere with IFN-1 signal-
ling; the third defensive mechanism is the exaggerated and
prolonged production of IFN-1 by plasmacytoid dendritic
cells (pDCs) to cause exhaustion so that the influx of inflam-
matory macrophages/monocytes and activated neutrophils
occurs, resulting in pulmonary immunopathology such as
acute respiratory distress syndrome (ARDS) [19]. Finally,
there is a CS that further weakens the immune system
through IFN-1-mediated T cell apoptosis [5, 20].

It was also reported that the duration of symptoms in the
severe group was longer than that in the mild group. It was
also reported that the duration of symptoms was longer
and the incidence of comorbidities was greater in the severe
group. CD4+ and CD8+ T lymphocytes are reduced in the
severe group, suggesting that they act as an important
defence against SARS-CoV-2. Critically ill patients have
other common characteristics that demonstrate the
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deterioration of the immune system, including atrophy of the
spleen and lymph nodes, along with reduced lymphocytes in
lymphoid organs, and much lower levels of lymphocytes,
especially natural killer (NK) cells; the majority of infiltrated
immune cells in lung lesions are monocytes and macro-
phages, with minimal lymphocyte infiltration [15].

According to reports, patients infected with SARS-CoV-2
may have symptoms similar to those of SARS 2002. In the
first analysis, the initial symptoms were fever, dry cough, rhi-
norrhoea, headache, and fatigue, in addition to diarrhoea,
odynophagia, anosmia, and ageusia. The scenario may
worsen, although approximately 80% of patients have mild
symptoms, with lymphopenia and interstitial pneumonia
[21, 22]. When COVID-19 rapidly progresses, these immune
and inflammatory responses are capable of creating a severe
CS and releasing proinflammatory markers such as interleu-
kin 2 (IL-2), interleukin 6 (IL-6), interleukin 7 (IL-7), inter-
leukin 10 (IL-10), granulocyte colony-stimulating factor (G-
CSF), gamma interferon-inducible protein 10 (IP-10), mono-
cyte chemotactic protein-1 (MCP-1), macrophage inflamma-
tory protein 1-alpha (MIP-1α), and tumour necrosis factor-
alpha (TNF-α) [21, 23]. In this situation, an exaggerated
immune system response and an excessive inflammatory
response may cause multiple organ failure and ARDS and
may possibly cause death [21, 22].

Burnstock (2017) claims that purinergic signalling plays a
major role in both physiology and pathophysiology in the
heart, brain, gut, and lung. However, in the pandemic context
in which elderly patients are more susceptible to complica-
tions, it is necessary to consider the age-related changes of
purine receptors and their relationship with the following:
(a) diseases of the central nervous system such as epilepsy,
brain injury, psychiatric disorders, and neuropathic pain;
(b) cardiovascular diseases such as hypertension, atheroscle-
rosis, thrombosis, and stroke; (c) diseases of the airways such
as chronic obstructive pulmonary disease, airway infections,
asthma, lung injury, pulmonary fibrosis, cystic fibrosis, lung
tumours, and chronic cough; and (d) gut disorders such as
ulcerative colitis, Crohn’s disease, irritable bowel syndrome,
diarrhoea, and constipation.

4. COVID-19 and Cardiovascular Disease

Cardiac manifestations of coronavirus infections may be
understood as a combination of factors, and damage may
be caused directly or indirectly by viral infection [24, 25]. A
recent study reported that patients with previous SARS infec-
tions had cardiovascular consequences and myocardial
injury [26, 27] with systolic and diastolic dysfunction
followed by heart failure, arrhythmias, and death [13]. These
findings suggest that the SARS coronavirus subfamily has the
potential to infect and alter cardiac tissue, potentiating myo-
cardial damage [26–28].

Lau et al. [29] reported palpitations in the form of tachy-
cardia at rest or light effort in patients who were recovering
from SARS. The possible causes include cardiac arrhythmia,
anaemia, state of anxiety, impaired lung function, thyroid
dysfunction, and autonomic dysfunction [29]. A meta-
analysis suggested that patients with underlying cardiovascu-

lar diseases would be more likely to be infected with MERS-
CoV [30], while other studies showed that, during periods
of high influenza activity, there is a greater propensity for
shock-treated ventricular arrhythmias, in the context of sys-
temic, arterial, and severe myocardial inflammation [12, 31].

The primary diagnostic tests (Table 1) used to diagnose
COVID-19 with cardiovascular involvement include N-
terminal probrain natriuretic peptide (NT-proBNP). Higher
levels are associated with high risk, worse prognoses, and
intensive care unit (ICU) admission [23, 32, 33]. A high-
sensitivity assay for troponin may be helpful for risk assess-
ment in patients requiring ICU care and myocardial injury
[23, 34]. Patients with higher levels of D-dimer may require
ICU care [23, 35]. Procalcitonin (PCT) is used to assess the
need for care in the ICU. Complete blood counts reveal leu-
kopenia and lymphocytopenia [23, 32, 36] High levels of fer-
ritin signal poor outcomes [23, 32, 36, 37]. High
concentrations of IL-6 are associated with worse prognoses
[32, 36, 38]. Cardiac computed tomography (CT) is used in
uncertain cases with elevated troponins with or without
obstructive coronary artery disease. In ECG, the most com-
mon changes include ST and PR segment elevation and T
and Q waves. Echocardiography shows myocardial systolic
dysfunction and demonstrates myocyte necrosis and mono-
nuclear cell infiltration [23].

A cohort study of 416 patients associated cardiac injury
with mortality in patients with COVID-19 at Renmin Uni-
versity Hospital in Wuhan, China. The average age was 64
years, and the majority were women. The most common
symptoms were fever (80.3%), cough (34.6%), and shortness
of breath (28.1%). Cardiac injury was present in 82 patients,
and the associated comorbidities were hypertension
(p < 0:001), elevated leukocyte counts (median: 9,400), and
elevated levels of CRP (median: 10.2), PCT (median: 0.27),
CK-MB (median: 3.2), myohaemoglobin (median: 128), hs-
TnI (median: 0.19), NT-proBNP (median: 1,689), aspartate
aminotransferase (AST, median: 40), and creatinine (median:
1.15). In addition, there was diffuse mottling and ground-
glass opacities on radiographic findings (64.6%). Frequent
complications in those with cardiac injury were ARDS
(58.5%), acute kidney injury (8.5%), electrolyte disturbances
(15.9%), hypoproteinaemia (13.4%), and coagulation disor-
ders (7.3%). The mortality rate among patients with cardiac
injury (51.2%) was much higher than that among those with-
out cardiac injury (4.5%) [39].

There was a case report of a patient with pneumonia and
cardiac symptoms who demonstrated elevated troponin I
(Trop I) (11.37 g/L), myoglobin (Myo) (390.97 ng/mL), and
NT-proBNP (22,600 pg/mL). The ECG showed sinus tachy-
cardia; echocardiography revealed an enlarged left ventricle
(61mm), diffuse myocardial dyskinesia, low left ventricular
ejection fraction (LVEF) (32%), and pulmonary hyperten-
sion (44mmHg) [40].

Recent studies suggest that cardiac injury is due to the
close relationship between the course of the disease and the
cardiovascular system (see Figure 1). We focus on three main
mechanisms resulting from COVID-19 responsible for myo-
cardial injury: the angiotensin-converting enzyme II (ACE2),
cytokine storm syndrome [13, 23, 41], and respiratory
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dysfunction and hypoxemia due to COVID-19, resulting in
damage to the myocardium [42].

4.1. Myocardial Injury and ACE2. To better understand the
myocardial injury caused by ACE2, it is necessary to remem-
ber the pathophysiology of COVID-19. The ACE2 protein is
the cellular receptor through which SARS-CoV-2 enters cells
[39, 40]; it is a membrane protein necessary for viral binding
and internalization, similar to SARS-CoV [43]. After bind-
ing, activation of viral peak glycoprotein occurs and the C-
terminal segment of ACE2 is cleaved by proteases such as
TMPRSS2 and FURIN that are expressed in lung tissue [13,
26, 43].

Hair cells and goblet cells are concentrated in the upper
nasal region and have high levels of ACE2 and TMPRSS
[44], a fact that facilitates the entry of viruses in host cells,
because serine protease assists with cleavage and glycoproteic
activation of the viral envelope [45]. When infected, the
respiratory epithelial cells undergo ciliary damage and
become vacuolated [46]. In this situation, there is the produc-
tion of inflammatory mediators that promote nasal secre-
tions, inflammation, and local swelling, as well as stimulate
sneezing, obstruction of the airways, and increase of the tem-
perature of the mucosa [47]. In this manner, SARS-CoV-2
inserts into type 2 pneumocytes, cardiomyocytes, and macro-
phages via ACE2 [23]. In response, there may be myocardial,
endothelial, and microvascular damage and dysfunction, pla-
que instability, and myocardial infarction (MI) [46].

In the heart, ACE2 is also highly expressed, and in some
states of overactivation such as atherosclerosis, hypertension,
and congestive heart failure, the effects of angiotensin II are
neutralized [48, 49]. When a hospitalized patient has an early

assessment, cardiac damage and clotting are monitored con-
tinuously; parameters such as cTnI, NT-proBNP, and D-
dimer are elevated; and cardiac injuries can be identified,
increasing the chance of predicting possible complications
in COVID-19 [23]. Therefore, comorbidities that promote
changes in metabolism can trigger a series of biochemical
events that lead to increased expression of the ACE2 gene,
causing these patients to have an exacerbation of infected
cells and therefore more severe clinical manifestations [49].

There is no relationship between the use of ACE inhibi-
tors or angiotensin receptor blockers (ARBs) and the adverse
outcomes [23]. ACE2 is widely distributed in the heart, testi-
cles, kidneys, and lungs, where it functions as an antagonist
of the classic RAS system; it is able to protect against organ
damage in cases of hypertension, diabetes, cardiovascular
diseases, and severe lung injuries, including ARDS, which is
associated with high mortality [50]. Thus, ACE2 participates
in cardiovascular homeostasis and is a functional receptor
and gateway for coronavirus, as well as coronavirus 2. In this
context, there is a connection between SARS-CoV-2 and
ACE2 in that the negative regulation of this receptor is
closely associated with cardiac protection [51].

4.2. Myocardial Injury and Hypoxia. Hypoxemia caused by
COVID-19 can result in serious damage to myocardial cells
[42]. A recent review pointed out that the supposed basic
pathophysiological interaction between haemoglobin and
SARS-CoV-2 is made by ACE2, CD147, and CD26 receptors
located on erythrocytes or blood precursor cells. After viral
endocytosis, there is a link between the cell receptor and
the spike proteins that bind to the porphyrin that attacks hae-
moglobin in its heme portion. This would result in

Table 1: Cardiological findings related to disease severity and mortality.

Exam Result Association Reference

NT-proBNP High level Heart failure [28, 29]

Troponin (I or T) High sensitivity Myocardial injury [28, 30]

D-dimer Greater than 2.0μg/mL Thrombosis [28, 31, 34]

Prothrombin time Longer Investigation of coagulopathies [28, 34]

Fibrinogen High level Analysis of consumption coagulopathies [28, 34]

Full blood count Lymphocytes and platelet count
Anaemia, leucocytosis/leucopenia,
lymphopenia, thrombocytopenia

[28]

Procalcitonin High level
Inflammatory marker, evaluation of

bacterial coinfection
[28, 32]

C-reactive protein High level Inflammatory marker [28, 32]

IL-6 High level Inflammatory marker [28, 32, 33]

Ferritin Increases Infection/inflammatory response [28, 33]

Lactate dehydrogenase (LDH) High level Tissue damage [35, 36]

Cardiac computed
tomography (CT)

Used in uncertain
cases with elevated troponins

Cardiac injury [19]

ECG
Changes include ST

and PR segment elevation and
T and Q waves

Cardiac injury [19]

Echocardiography —
Myocardial systolic dysfunction

and demonstrates myocyte necrosis
and mononuclear cell infiltration

[19]
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haemolysis or the formation of dysfunctional haemoglobin
without heme with impaired transport of oxygen and carbon
dioxide [52]. Another marker of haemolysis is the increase of

lactate dehydrogenase (LDH) levels [53] that differentiates
between the severe and mild cases of COVID-19, in addition
to a reduction in haemoglobin levels [54].

SARS-CoV-2

Cardiomyocytes

ACE2

Erythrocyte

ACE2 CD147
Porphyrin

CD26

Heme

SARS-CoV-2

Hemolysis

Hemoglobin 
without heme

↓ Oxygen 
↑ Necrosis

↑ Apoptosis
↑ Tissue damage

Cytokine storm
IL-1𝛽
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Figure 1: The cardiovascular system can be affected by COVID-19 and can cause myocardial injury. We focused on three mechanisms: (1) by
the angiotensin-converting enzyme II (ACE2), (2) by the respiratory dysfunction and hypoxemia due to COVID-19, and (3) by the cytokine
storm syndrome, which results in damage to the myocardium. Myocardial injury releases extracellular nucleotide adenosine triphosphate
(ATP), a proinflammatory danger signal via the upregulation of P2 purinoceptors located on immune cells (neutrophils, eosinophils,
monocytes, macrophages, mast cells, and lymphocytes). ATP released due to the action of SARS-CoV-2 is an important mediator of
inflammation, promoting the proliferation of immune cells and T cell activation, possibly contributing to the exacerbation of
immunological responses and myocardial damage.
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Tissue damage such as necrosis and apoptosis is associ-
ated with loss of oxygen that causes the degeneration of mito-
chondria, giving rise to anaerobic glycolysis instead of the
Krebs cycle and oxidative phosphorylation [52]. Cytotoxic
cell death was also found to be caused by excessive autophagy
[42]. Several metabolic disorders, inflammatory processes,
oxygen free radicals, and several signalling pathways act to
damage the myocardium [53].

4.3. Myocardial Injury and Cytokine Storm. Another possible
mechanism of myocardial damage is CS [13, 27]. Laboratory
data from patients with severe COVID-19 identified a
marked inflammatory process, or CS, which is common in
viral infections [55]. This hypercytokinaemia is characterized
by elevation of levels of inflammatory markers associated
with cytopenia and hyperferritinaemia [56]. Many studies
[7, 46, 51, 56–62] of CS confirmed that levels of IL-2, IL-7,
IL-10, TNF-α, granulocyte colony-stimulating factor (G-
CSF), IP-10, MCP-1, and macrophage inflammatory protein
1-alpha (MIP-1α) were significantly higher in patients admit-
ted to the ICU for COVID-19, although other studies [7]
demonstrated little difference between IL-4, IL-17, and TNF
and significant differences in IL-6 and IL-10 levels, suggest-
ing a systemic inflammatory process in critically ill patients.

According to Ye et al. [5], the rapid replication of the
virus induces the delayed release of IFN-α/β, as well as the
influx of pathogenic inflammatory mononuclear macro-
phages that, upon receiving signals of activation through
IFN-α/β receptors on their surface, attract monocytes,
CCL2, CCL7, and CCL12. When activated, mononucleated
macrophages produce TNF, IL-6, IL-1β, and inducible nitric
oxide synthase proinflammatory cytokines [63]. Accord-
ingly, another factor that contributes to the failure of viral
clearance is the action of other proinflammatory cytokines
derived from IFN-α/β or mononuclear macrophages respon-
sible for inducing apoptosis of T cells. IFN-α/β and IFN-γ
directly induce damage to lung tissue through ligand Fas-
FasL inflammatory cell infiltration and cause apoptosis of
cells in the pulmonary epithelium, causing vascular leakage,
alveolar oedema, and hypoxia [5]. In short, this condition is
due to the failure of the action of NK cells and cytotoxic T
lymphocytes to eliminate activated macrophages, a condition
called haemophagocytic histiocytosis, responsible for
immune hyperactivation leading to an exacerbation in the
production of proinflammatory cytokines and consequent
injury [64]. These findings suggest that CS is closely related
to the severity of the disease [65].

Reports revealed that preexisting cardiovascular condi-
tions are risk factors, given that among the 99 patients hospi-
talized for pneumonia associated with SARS-CoV-2, 40% have
such conditions [66]. At Zhongnan Hospital of Wuhan Uni-
versity, 26% of the 138 hospitalized patients required intensive
cardiological therapy, of which 16.7% manifested arrhythmias
and 7.2% developed acute coronary syndrome (ACS) [16].

5. Cardiac Consequences due to SARS-CoV-2

5.1. Myocarditis, Acute Coronary Syndrome, and COVID-19.
Myocarditis is a specific inflammatory disease of the heart

characterized by myocardial injury; viral infection is one of
the most common causes [67]. Viral myocarditis has patho-
logical phases and begins with virus-mediated myocyte lysis
that generates an innate immune response through the
release of proinflammatory cytokines. Myocyte lysis releases
proteins that can be presented by antigen-presenting cells
due to the similarity of epitopes to antigens such as the myo-
sin heavy chain. After the acute phase, the immune system
activates the immune response acquired through cellular
activation of B and T lymphocytes that activate the inflam-
matory cascade, attracting macrophages. This inflammatory
disease can be aggravated by the CS described above, includ-
ing IL-6, and is explained by direct tissue injury and cytotoxic
T lymphocytes that cause necrosis, local or generalized
inflammation of the myocardium, and ultimately ventricular
dysfunction [68].

Cardiovascular magnetic resonance imaging is used for
the diagnosis of acute myocarditis [69]; it detects typical signs
of acute myocardial injury. Recent studies have reported the
use of this test during SARS-CoV-2 infection [70]. Endomyo-
cardial biopsy (EMB), long considered the gold standard
diagnostic test, directly demonstrates myocyte necrosis and
mononuclear cell infiltration [71]. Clinical diagnosis can be
made through clinical symptoms such as chest pain, as well
as elevation of troponin T (TnT) or troponin I (TnI). The
diagnosis of myocarditis by the ECG electrocardiogram is
limited; nevertheless, the most common changes include ST
segment elevation, T and Q waves, PR depression [67], myo-
cardial ischaemia [39], and arrhythmias including ventricu-
lar tachycardia and ventricular fibrillation [69].

ACS is one of the most dangerous types of coronary heart
disease (CHD). Patients with acute viral myocarditis com-
monly present with chest pain, elevated troponin levels, wall
motion abnormalities, and ST segment depression or ele-
vated T waves due to the development of ACS [72].

5.2. Arrhythmia and COVID-19. Viral infections promote
electrolyte imbalances, metabolic dysfunction, nonmyocar-
dial inflammatory processes, and activation of the central
nervous system, all of which are factors that predispose to
cardiac arrhythmia [23]. According to Kang et al. [73], the
first symptom of COVID-19 may be arrhythmia, being an
indicator of cardiac impairment of recent onset and progres-
sion. This electrolyte imbalance reduces the connection
between the RAAS system and the SARS-CoV-2 viruses by
increasing the degree of hypocalcaemia [74]. Arrhythmia is
also associated with myocarditis. The main clinical manifes-
tations are atrial and ventricular fibrillation, ventricular
tachycardia, and conduction block. In addition, there are
cases in which some patients present with cardiovascular
and respiratory symptoms. In patients who were not admit-
ted to the ICU, the rate of arrhythmia was 7%; by contrast,
44% of those who manifested arrhythmias were admitted
[23]. Troponin levels appear to be associated with a greater
number of malignant arrhythmias seen by patients with
increased Tn levels, with higher mortality rates than those
with lower levels of Tn [73]. A recent study pointed out that
constant monitoring is necessary by means of the ECG of
patients who already have inherited or acquired arrhythmias,

6 Journal of Immunology Research



and many protocols include medications that promote wors-
ening of arrhythmogenic activity; for example, chloroquine
and hydroxychloroquine can cause increased QT intervals
[74].

5.3. Coagulopathy and COVID-19. Depending on the situa-
tion, SARS-CoV-2 activates or deactivates the complement
system and induces vascular endothelial damage by increas-
ing permeability and by the formation of inflammatory
thrombi. In patients with COVID-19, thrombus formation
must be activated by the fibrinolytic system which, when acti-
vated, releases fragments of fibrin degradation (D-dimers) in
the circulation and overtraining of thrombin, a state of
hypercoagulation in patients with infection [32, 38, 75].
Blood vessels are altered in two ways: type L, characterized
by mild damage to the alveolar space, and type H, character-
ized by involvement of the alveolar space [38].

A recent study indicated four pathways responsible for
the imbalance, contributing directly to the formation of
thrombi. The first pathway involves a CS syndrome that
causes the release of proinflammatory and hyperactive cyto-
kines from the immune system such as IL-1β and IL-6
already mentioned in this study. This exacerbation of the
active immune response is an extrinsic cascade of coagula-
tion caused by stimulating tissue factor expression in cells
of the immune system. In the second pathway, suppression
of the fibrinolytic system occurs, or there is a reduction by
the activity of the urokinase-type plasminogen activator or
by increases in the inhibitor responsible for activating plas-
minogen. A third pathway involves the action of proinflam-
matory cytokines on plaques that cause them to activate
and bind to the endothelium, causing damage. The fourth
and final route involves direct damage caused by the inflam-
matory process and immune responses to endothelial dam-
age with the contribution to the formation of thrombi [76].

Tang et al. [38] stated that hypoxia due to COVID-19 is
possibly related to the formation of thrombi by increasing
blood viscosity and by the signalling pathway dependent on
the hypoxia-inducible transcription factor, because the dis-
section of lungs of critically ill patients revealed microthrom-
bosis in small vessels [75]. In addition, there are a number of
factors that increase the risk of thrombosis and pulmonary
embolism, including obesity, advanced age, and immobiliza-
tion in hospital beds [77]. Virchow’s triad explains the
increased risk of venous thromboembolic disease in critically
ill patients admitted to the ICU, as there are venous stasis due
to prolonged bed rest, prothrombotic changes due to the
exacerbated action of the immune system, and endothelial
injury. These patients are candidates for thromboprophy-
laxis, and the following parameters should be monitored:
D-dimer, prothrombin time, platelet count, and fibrinogen,
in order to control and improve prognoses [78].

5.4. Myocardial Infarction and COVID-19. Patients with
comorbid cardiac impairments are likely to suffer complica-
tions caused by COVID-19 [7, 15, 21, 23, 38], especially acute
events such as ischaemia due to the formation of clots devel-
oped as a result of systemic responses to viral invasion.
According to Guzik et al. [23], the pathophysiology of CS

that contributes to endothelial dysfunction and high expres-
sion levels of ECA2 in cardiac tissue may be localized micro-
vascular inflammation that causes severe myocardial
infarction. A study found that acute myocardial ischaemia
was present in two of five patients who died from SARS
and MERS, with MI type 2 being the most common subtype
of virus infections [23].

6. Potential Therapeutic Manipulation of the
Purinergic System

The purinergic system is characterized by the action of extra-
cellular nucleotides and nucleosides that are degraded by the
action of several ectonucleotidases [79]. The hydrolysis of
ATP to adenosine (Ado) starts with the action of ectonucleo-
tidases, NTPDase in adenosine 5′-diphosphate (ADP) and
ADP in adenosine monophosphate (AMP). Consequently,
ecto-5′-nucleotidase converts AMP to adenosine which is
ultimately degraded to inosine by the action of adenosine
deaminase (ADA) [6]. ATP is an intracellular energy mole-
cule, but it can be released from various types of cells after
damage. Thus, after release, it can activate receptors or be
rapidly decomposed by ectonucleotidases [79].

Purinergic signalling receptors are classified into two
main groups: P1 nucleoside receptor and P2 purinoceptor.
The first group, P1 adenosine receptors, has four subtypes
(A1, A2A, A2B, and A3). The second group, P2, can be clas-
sified into two subfamilies: P2X ionotropic nucleotide recep-
tors, which are ligand-gated ion channels selective for cations
with seven subtypes (P2X1-7), and P2Y metabotropic nucle-
otide receptors, which are G protein-coupled receptors with
eight subtypes (P2Y1-2, P2Y4, P2Y6, and P2Y11-14) [76].

According to Tang et al. [75], in the immune system, pur-
inergic components perform important regulatory functions,
including mitogenesis and DNA synthesis in the cells of the
thymus, macrophage activation and death, aggregation of
neutrophils, secretory responses in basophils, chemotactic
responses in eosinophils, and release of proinflammatory fac-
tors. The system also modulates proliferative responses in
lymphocytes, release of histamine, and degranulation of mast
cells and mediates intercellular Ca2+ waves in mast cells.
Thus, the expression of receptors and ectonucleotidases in
immune cells varies according to the amount of nucleotide
and nucleoside available in the extracellular medium in nor-
mal conditions or in the context of certain diseases [79].

Immune system cells express receptors for adenosine.
They have specific names, as follows: adenosine A1 receptor
(ADORA1), adenosine A2A receptor (ADORA2a), adeno-
sine A2B receptor (ADORA2b), and adenosine A3 receptor
(ADORA3). The adenosine receptors ADORA2a and
ADORA2b are associated with Gs protein inducing cAMP
production while ADORA1 and ADORA3 with Gi protein
which inhibits cAMP production [80].

Studies show anti-inflammatory functions of A2A signal-
ling as stop signals of activation of different immune-
inflammatory effector cells [81]. They are expressed in lym-
phocytes and neutrophils and are involved in the develop-
ment of regulatory T cells (Treg) that express CD39 and
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CD73 and thus negatively regulate the activation of T cells.
A2A also inhibits macrophage adhesion, macrophage
recruitment, and transition of M1 to M2 by proinflammatory
cytokines acting as stop signals [81]. These receptors sup-
press inflammation in a delayed, negative feedback manner
because of inhibition by cAMP of molecular intermediates
of proinflammatory signalling pathways, thereby allowing
for the “acquisition” of an immunosuppressive “OFF button”
and creation of a time window for immunomodulation [82].
Furthermore, adenosine plays an important anti-
inflammatory role through T cell regulation, proliferation,
activation, and cell death [77]. A pioneering study of Ado
receptors evaluated the effects of reducing pH from 7.4 to
6.8; the authors concluded that the A2A adenosine receptor
mediated the dilation of the mesenteric arterial bed of the rats
and that the response to activation of this receptor was
potentiated by a reduction in pH that was similar to that
observed in ischaemic conditions [83]. In addition, signalling
by A3 inhibits neutrophil degranulation in neutrophil-
mediated tissue injury, TNF-α and platelet activation, and
factor-induced chemotaxis of human eosinophils [78].

Adenosinergic inhibition of synaptic potentials was sig-
nificantly enhanced in hippocampal slices from aged rats,
contributing to age-related decline in synaptic efficacy. A1
and A2A receptor binding was modified in the aged striatum,
hippocampus, and cortex of the rats. Another change
observed in these animals was reduced adenosine A1 recep-
tor and Gα protein coupling in the ventricular myocardium
during ageing [84]. These findings suggest that changes of
purines should be considered relevant contributors to the
more serious consequences of COVID-19 in elderly patients
[85].

A recent study hypothesized that a process called viral
sepsis is crucial to the disease mechanism of COVID-19, like
that of severe influenza infection. The cytokine storm might
play an important role in immunopathology in severe or crit-
ical cases resulting in uncontrolled inflammation [86]. There
is interest in modulating A2A receptors to control sepsis. In
vivo studies were provided, testing the prediction that the
absence would lead to increased inflammation and increased
tissue damage using mice deficient in the A2A receptor gene.
Agonists did indeed prevent tissue damage models in the
heart, kidney, lung, skin, vascular smooth muscle, and spinal
cord [82].

From another point of view, despite the fact that ATP is
an important intracellular molecule, it accumulates at sites
of tissue injury and inflammation as well [87]. Extracellular
ATP in low concentrations opens cation channels and some-
times leads to cell proliferation, while in high concentrations,
it is a proinflammatory danger signal [88] that upregulates
P2X purinoceptors located on immune cells (neutrophils,
eosinophils, monocytes, macrophages, mast cells, and lym-
phocytes) [87, 89]. The ATP that is released due to the action
of SARS-CoV-2 is an important mediator of inflammation,
promoting the proliferation of immune cells and T cell acti-
vation [89], possibly contributing to the exacerbation of the
immunological response and damaging the myocardium.

Regarding subtypes of ATP receptors (P2X1-7), ligand-
gated ion channels [90] P2X1, P2X4, and P2X7 receptors play

central roles in inflammation because they are expressed on
T and B lymphocytes and NK cells [91]. Therefore, it is pos-
sible to infer a close relationship in the expression of these
receptors in myocarditis, a consequence of myocardial injury
during acquired immune responses [68].

The activation of T lymphocytes is favoured by the P2X1
receptor (P2X1R), which allows the entry of calcium and the
activation of the transcription factor NFAT [92], while the
P2X4 receptor (P2X4R) is associated with an early inflamma-
tory mediator [91]. In addition, P2X4R is expressed at high
levels of mRNA in immune cells and is the main receptor
responsible for the entry of calcium into the cell. Another
mechanism involves extracellular calcium levels dramatically
reducing; channels are opened, allowing larger molecules to
enter and favouring apoptosis [92]. In relation to pH, high
ATP concentration in the lysosomes does not activate P2X4
at low concentration. The study showed that P2X4 is func-
tioning as a Ca2+ channel after the fusion of late endosomes
and lysosomes; P2X4 becomes activated by intralysosomal
ATP only in its fully dissociated tetra-anionic form, when
the pH increases to 7.4 [93]. P2X4R can act as an initial
immune response, while the P2X7 receiver (P2X7R)
amplifies inflammatory signals [91].

According to Antonioli et al., during infection, the sur-
face expression of P2X4 receptors reduced and decreased
ATP-evoked currents without altering total P2X4 receptor
protein levels. Another point of the study was that inflamma-
tory stimuli elicit rapid trafficking of P2X4 receptors to the
macrophage cell surface, causing increased Ca2+ influx,
thereby promoting their activity. After termination of macro-
phage activation, a feedback mechanism develops to curb
P2X4 receptor trafficking to the cell membrane and function,
probably aimed at facilitating the resolution of inflammation
[94]. Another study showed that expression levels of P2X4 in
myeloid cells were higher in males than in females, with
potentially important consequences for several pathologies;
eosinophils were by far the cell type expressing the highest
level of P2X4 on the cell surface, suggesting that ATP-
dependent activation could be important in the eosinophil
biology in the context of COVID-19 [95].

P2X7R can be responsible for CS by releasing inflamma-
tory cytokines and chemokines IL-1, IL-2, IL-6, IL-18, IL-1β,
and IL-1α [91]. This suggests that P2X7R blockers may be
beneficial for COVID-19 patients with exacerbated immune
responses such as myocarditis, abnormal coagulation,
arrhythmia, acute coronary syndrome, and myocardial
infarction, as described above [38, 41, 65, 67, 73].

Extracellular ATP can increase immune responses, CS,
and myocardial injury by the action of macrophages that
express elevated levels of P2Y1R and P2Y2R and are impor-
tant immune cells for production of inflammatory mediators
such as TNF-α, IL-1β, and IL-6, as well as amplification of
immune responses by NO [96]. The P2Y2R receptor has also
been described as a regulator of mucus production on airway
epithelia. ATP may reach concentrations capable of promot-
ing P2Y2 receptor activation and promotes mucin secretion
via complex Ca2+ and diacylglycerol- (DAG-) regulated
mechanisms. Therefore, they believed that the P2Y2 receptor
has promising perspectives as a therapeutic target to promote
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the otherwise poor ASL volume production associated with
the pathophysiology of inflammatory airway diseases [97].

Regarding therapeutic potential, ATP is also a viable can-
didate. A study showed that removing extracellular ATP in a
model of LPS-induced systemic inflammation in mice
through the action of the enzyme that degrades ATPase pro-
tected against mortality associated with a significant reduc-
tion of proinflammatory cytokines that induce cell death
(TNF, IL-1, and anti-inflammatory cytokine IL-10) [98].
Another study showed that ATP hydrolysis to adenosine
(an anti-inflammatory mediator) by ectonucleotidases
CD39 and CD73 suppressed the production of proinflamma-
tory cytokines [91] (see Figure 2).

6.1. Purinergic Signalling in Ischemia-Reperfusion and
Hypoxia. In myocardial ischaemia, positive modulation of
the P2Y2 subtype looks promising, because it was shown to
be protective during ischaemia-reperfusion in mouse hearts;
however, in another study, they were able to increase cell
death during hypoxia while P2Y4 acted as protectors in cul-
tured cardiomyocytes [9]. In addition, the ischaemia-
reperfusion picture reduced gene expression and protein
content of purinergic receptors of the P2Y2 subtype and
increased gene expression and protein content of the P2X7
subtype. Thus, treatment with the agonist of the P2Y2 sub-
type 2-thio-UTP and with the antagonist of the P2X7 subtype
Brilliant Blue improved myocardial function parameters,
reduced cell death, and increased myocardial expression of
antiapoptotic markers after ischaemia-reperfusion [99].

In hypoxic conditions, with hypoxia-induced factor 1-
alpha being the main response factor, the production of
extracellular CD73-derived adenosine (ecto-5′-nucleotida-
se/NT5E) is considered an important pathway in the attenu-
ation of induced inflammation [81, 99, 100] and protection of
several central bodies [101–103]. Once in these conditions,
Ado activates protein kinase C and improves mitochondrial
function, modulating mitochondrial-sensitive potassium
channels [104], ratifying the notion proposed by Burnstock
and Pelleg, in which nucleotides are contributors to the hyp-
oxia, while Ado is generally protective [105].

ATP exerts varying effects on vascular tone, acting as a
constrictor or dilator, depending on the situation, such that,
in endothelial cells through P2 receptors, there is the release
of relaxing factors derived from the endothelium that diffuse
to the vascular smooth muscle, inducing vasodilation. How-
ever, in pathophysiological situations such as hypoxia and
ischaemia, the main source of intraluminal ATP is likely to
be endothelial cells in sufficient quantities for the activation
of local P2R [106].

Released with norepinephrine as a cotransmitter by sym-
pathetic nerves, ATP acts as a vasoconstrictor by binding
with P2X receptors located in vascular smooth muscle,
whereas P2Y receptors, located in the vascular endothelium,
mediate vascular relaxation when linked to the locally pro-
duced nucleotide. However, in some vessels, the presence of
P2Y in the smooth muscle can cause direct relaxation when
it binds ATP released in a neural manner by the connection
with purinergic or sensory nerves [106, 107]. Thus, P2
assumes the role of an attenuator of inflammation, vasodilat-

ing and protecting central organ [81, 100–103] but also
inducing heart injury, while P1 acts as a cardioprotector
[105].

Therefore, the role of P2 is uncertain, although P1 is
active in protecting the heart. Thus, in the condition of hyp-
oxia and ischaemia-reperfusion, Ado receptors are anti-
inflammatory [108], as is the inhibition of P2 receptors, espe-
cially P2X7, because the expression of this subtype is
increased in this situation, and they have therapeutic poten-
tial in critical infections with SARS-CoV-2 [91].

The importance of Ado A1 receptor ischaemic precondi-
tioning in the heart should be considered in the context of
COVID-19. Ado is involved in classic preconditioning and
acts in particular through adenosine A1 and A3 receptors.
A recent study demonstrated that remote ischaemic precon-
ditioning activates adenosine A1 receptors during early
reperfusion which induced Akt/endothelial nitric oxide
(NO) synthase phosphorylation and improved mitochon-
drial function, thereby reducing the myocardial infarct size
[109].

6.2. Purinergic Signalling in Heart Failure and Acute
Coronary Syndrome. The development of heart failure causes
structural cardiac damage to the point of leading to increased
leukocyte infiltration, such that, in a situation of generalized
inflammation, the purinergic system can act on the immune
system through the action of CD73 acting in an anti-
inflammatory way [110]. Studies provided evidence of the
anti-inflammatory role of CD73 in T cells in the context of
heart failure induced by transverse aortic constriction
(TAC), probably related to antifibrotic activity and reduced
production of proinflammatory cytokines by activating the
A2A Ado receptor [110]. Ado therapy therefore has a cardi-
oprotective role, however, with the signalling of A1R and
A3R [111–114], while other studies used P2XR as a potent
mediator [115]. However, the commitment of Ado action
was associated with worsening CHF pathophysiology in
another study [116].

In inflammatory conditions such as those associated with
COVID-19, cell injury, and cardiac dysfunction with pulmo-
nary lipopolysaccharide, A2AR deletion increased the
inflammatory levels according to studies of interleukin levels,
systemic inflammatory stress (haptoglobin and C-reactive
protein), and myocardial injury by increased troponin I
[117].

In the case of ACS, other investigators used P2Y12 inhib-
itors to reduce complications, including antithrombotic reg-
imens that included apixaban, without aspirin, resulting in
less bleeding and fewer hospitalizations without significant
differences in the incidence of ischaemic events [117]. Simi-
larly, ticagrelor was recognized as a new oral antagonist of
the P2Y12 adenosine diphosphate receptor, with faster onset
and with more significant platelet inhibition function in
patients with ACS [118].

7. Conclusion

The main mechanisms of cardiovascular diseases caused by
SARS-CoV-2 infection are related to host immune responses
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to viral invasion. Thus, the three mechanisms elucidated in
this review result in myocardial damage, inflammatory pro-
cesses, extensive release of proinflammatory cytokines and
chemokines, and activation of immune cells. This exacerba-
tion of the immune system generates CS that is responsible
for increased levels of IL-2, IL-6, IL-7, IL-10, TNF-α, granu-
locyte colony-stimulating factor (G-CSF), IP-10, MCP-1,
and macrophage inflammatory protein 1-alpha (MIP-1α),
suggesting a systemic inflammatory process in critically ill
patients.

COVID-19 infection has been associated with myocar-
dial lesions in critical cases. Bearing in mind that the main
damage pathways include exacerbations of inflammatory
responses, the purinergic system has a high therapeutic
potential in patients with cardiovascular diseases affected by
COVID-19 in order to reduce the damage or prevent the
progress of the disease by modulating immune responses.
The development of anti-inflammatory therapies with P1R
might reduce inflammatory levels in the heart, especially
therapies targeting A2A, A1, and A3 in heart failure and

heart dysfunction. In addition, the P2Y2 subtype should be
studied in myocardial ischaemia, whereas, in cases of hypoxia
and reperfusion-ischaemia, P2X7 inhibition appears
effective.

Therefore, considering the immunomodulatory potential
of the purinergic system, we believe that the blockade of
P2X1R, P2X4R P2X7R, P2Y1R, and P2Y2R and upregulation
of A2AR and A3R could be ideal mechanisms for pharmaco-
logical therapy of myocardial injury caused by CS in COVID-
19. In addition, the suppression of extracellular ATP may be
a strategy to inhibit purinergic signalling at P2 receptors,
while increased Ado levels appear to reduce the immune
response. These interventions may reduce systemic inflam-
matory damage to cells and tissues, preventing disease pro-
gression and modulating the immune response.
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B cells are thought to play a central role in the pathogenesis of antineutrophil cytoplasmic antibody- (ANCA-) associated vasculitis
(AAV). ANCAs have been proposed to cause vasculitis by activating primed neutrophils to damage small blood vessels. We studied
a cohort of AAV patients of which a majority were in remission and diagnosed with granulomatosis with polyangiitis (GPA). Using
flow cytometry, the frequencies of CD19+ B cells and subsets in peripheral blood from 106 patients with AAV and 134 healthy
controls were assessed. B cells were divided into naive, preswitch memory, switched memory, and exhausted memory cells.
Naive and switched memory cells were further subdivided into transitional cells and plasmablasts, respectively. In addition,
serum concentrations of immunoglobulin A, G, and M were measured and clinical data were retrieved. AAV patients displayed,
in relation to healthy controls, a decreased frequency of B cells of lymphocytes (5.1% vs. 8.3%) and total B cell number. For the
subsets, a decrease in percentage of transitional B cells (0.7% vs. 4.4%) and expansions of switched memory B cells (22.3% vs.
16.5%) and plasmablasts (0.9% vs. 0.3%) were seen. A higher proportion of B cells was activated (CD95+) in patients (20.6% vs.
10.3%), and immunoglobulin levels were largely unaltered. No differences in B cell frequencies between patients in active disease
and remission were observed. Patients in remission with a tendency to relapse had, compared to nonrelapsing patients,
decreased frequencies of B cells (3.5% vs. 6.5%) and transitional B cells (0.1% vs. 1.1%) and an increased frequency of activated
exhausted memory B cells (30.8% vs. 22.3%). AAV patients exhibit specific changes in frequencies of CD19+ B cells and their
subsets in peripheral blood. These alterations could contribute to the autoantibody-driven inflammatory process in AAV.

1. Introduction

Antineutrophil cytoplasmic antibody- (ANCA-) associated
vasculitis (AAV) is a group of uncommon autoimmune dis-
orders characterized by inflammation and destruction of pre-
dominantly small blood vessels and the presence of
circulating ANCA [1]. Clinical disease phenotypes include

eosinophilic granulomatosis with polyangiitis (EGPA), gran-
ulomatosis with polyangiitis (GPA), and microscopic poly-
angiitis (MPA) [2]. ANCAs are autoantibodies directed
against cytoplasmic antigens, primarily proteinase 3 (PR3)
and myeloperoxidase (MPO), found in the primary granules
of neutrophils and in the lysosomes of monocytes. PR3-
ANCA is associated with GPA (75%), whereas MPO-
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ANCA is more commonly associated with MPA (60%).
ANCAs are present in approximately 50% of patients with
EGPA, typically MPO-ANCA [1, 3].

The majority of AAV patients have renal involvement in
terms of rapidly progressing glomerulonephritis. There is no
curative treatment, but current therapy has transformed
AAV from a fatal disease to a chronic illness with relapsing
course and limited morbidity. The pathogenesis is multifac-
torial and influenced by genetics, environmental factors,
and responses of the innate and adaptive immune system
[4]. ANCAs have been proposed to cause vasculitis by acti-
vating primed neutrophils to damage small blood vessels [5].

As precursors of antibody-secreting plasma cells, B cells
have a central role in the pathogenesis of AAV [6]. In
addition, B cells can act as antigen-presenting cells and hence
initiate T cell responses by providing costimulatory signals
and secrete cytokines and growth factors [7]. B cells regulate
immunological functions by suppressing T cell proliferation
and producing proinflammatory cytokines, such as inter-
feron-γ, tumor necrosis factor-α, and interleukin-17 [8]. Fur-
ther, the efficacy of B cell depletion therapy, e.g., rituximab,
in AAV supports the importance of B cells in the pathogen-
esis. Rituximab has been shown to be as effective as cyclo-
phosphamide treatment in inducing remission in severe
AAV and possibly superior in relapsing disease [9, 10]. The
return of B cells and ANCA positivity after rituximab treat-
ment may predict relapse of AAV [11].

The B cell-activating factor (BAFF), also known as B
Lymphocyte Stimulator (BLyS), is a positive regulator of B
cell survival, differentiation, and proliferation and has been
associated with autoimmunity. Sanders et al. found that
plasma levels of BAFF were elevated in patients with AAV.
The levels were not affected by disease activity or ANCA
status [12]. Matsumoto et al. have shown that AAV patients
display higher proportions of plasma cells and plasmablasts
as compared to healthy controls. In addition, immune cell
phenotyping was similar between patients with MPA, GPA,
and EGPA [13]. Recently, von Borstel et al. demonstrated
that an increased frequency of circulating plasmablasts and
plasma cells (CD27+CD38++ B cells) in GPA patients during
remission is related to a higher relapse risk [14]. Further-
more, the percentage of activated B cells in GPA has been
shown to correlate with disease activity [15].

We hypothesized that AAV patients have altered fre-
quencies of B cell subsets and that the alterations correlate
with disease activity and/or tendency to relapse. Based on
previously published observations, our primary objectives
were to study transitional, naive, and memory B cell subsets
and B cell count in peripheral blood. In addition, we explored
if activated B cells/subsets and immunoglobulin levels corre-
lated with disease activity and/or tendency to relapse.

2. Materials and Methods

2.1. Patients and Controls. 149 patients with AAV attending
or referred to the outpatient clinics of Nephrology and Rheu-
matology, Skåne University Hospital, Lund, Sweden, were
consecutively included from October 2011 to January 2019.
The diagnosis was determined using the algorithm described

by Watts et al. [16]. Patient blood samples were collected at
diagnosis when possible and at follow-up visits.

Patients with known malignancy, ongoing infection, or
coexisting autoimmune disorder were not included. Further,
patients treated with rituximab (n = 27), in dialysis (n = 6), or
less than 500 CD19+ cells within the lymphocyte population
(n = 8) were excluded. Two patients were excluded due to
lack of B cell data because of technical problems. For the
remaining 106, one sample was analyzed per patient, usually
the last that did not meet any of the exclusion criteria. Patient
characteristics and demographics are described in Table 1.

Blood samples were also acquired from 134 healthy blood
donors (HBD) at the blood donor central in Lund. There was
no age or gender matching between the patients and HBD.
The study was approved by the regional ethical review board
in Lund, Sweden (permit number 2008/110). Prior to inclu-
sion, all subjects gave written informed consent.

2.2. Measurements and Clinical Parameters. Data on disease
activity, date of diagnosis, white blood cell count (WBC),
C-reactive protein (CRP), creatinine in plasma, ANCA serol-
ogy, tendency to relapse, date of latest relapse, dialysis, and
medication were obtained from medical records. Disease
activity was estimated according to the Birmingham Vasculi-
tis Activity Score version 3 (BVAS3) [17]. Active disease was
defined as BVAS3 ≥ 2 and remission as BVAS3 ≤ 1. Ten-
dency to relapse was defined as recurrence of disease after
complete remission had been achieved, in patients who had
at least one year of follow-up and had received standard of
care. Recurrence of the disease was defined as BVAS3 ≥ 1 in
combination with increased immunosuppressive therapy.
WBC, CRP, and creatinine in plasma were analyzed as rou-
tine clinical samples at Clinical Chemistry, Region Skåne,
Lund. Serum levels of PR3-ANCA and MPO-ANCA were
measured with ELISA including a capture technique at Wie-
slab (Svar Life Science AB, Malmö, Sweden) and at Clinical
Immunology and Transfusion Medicine, Region Skåne,
Lund. The estimated glomerular filtration rate (eGFR) was
calculated for AAV patients using the CKD-EPI creatinine
(2009) equation (http://www.mdrd.com). Immunoglobulins
were analyzed as routine clinical samples at Clinical Immu-
nology and Transfusion Medicine, Region Skåne, Lund.

2.3. Phenotypic Characterization of B Cells. Peripheral blood
samples were collected from patients and HBD in heparin
tubes (BD Vacutainer ref 369622) and stored at room tem-
perature and protected from light until analyzed (within
24 h). The expression of selected surface markers on B cells
was analyzed using flow cytometry. Briefly, peripheral blood
was lysed using 0.84% NH4Cl. An antibody cocktail of the
following monoclonal fluorescent-labeled antibodies (BD
Biosciences, San Jose, CA, USA) was added to the suspension
of leukocytes: CD19 PerCP Cy5.5 (HIB19), IgD V450 (IA6-
2), CD27 APC H7 (M-T271), CD38 PE Cy7 (HB-7), CD24
FITC (ML5), CD95 APC (DX2), and CD45 V500 (HI30).

Acquisition was performed on a FACSCanto II flow cyt-
ometer with the accompanying FACSDiva software (Becton
Dickinson, Franklin Lakes, NJ, USA). Data were analyzed
using Kaluza Analysis Software version 2.1 (Beckman
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Coulter, Brea, CA, USA). Doublet cells were excluded by
plotting forward scatter height against forward scatter area,
and single cells were divided into monocytes, lymphocytes,
and granulocytes based on forward and side scatter proper-
ties. At least 50.000 lymphocytes were acquired. The pheno-
types of immune cell subsets were defined based on the
Human Immunology Project protocol [18]. Details of the
gating strategy are shown in Figure S1. Analysis using this
panel allowed identification of B cells (CD19+ lymphocytes)
and its subsets: naive B cells (CD19+CD27-IgD+), preswitch
memory B cells (CD19+CD27+IgD+), switched memory B
cells (CD19+CD27+IgD-), exhausted memory B cells
(CD19+CD27-IgD-), transitional B cells (CD19+CD27-IgD+

CD24+CD38++), and plasmablasts (CD19+CD27+IgD-CD24-

CD38++). The percentages of activated (CD95+) B cells, naive

B cells, preswitch memory B cells, switched memory B cells,
and exhausted memory B cells of the total number of CD19+

lymphocytes were analyzed. Patients and controls were
analyzed with flow cytometry in parallel. All values are given
as a percentage of CD19+ B cells if not otherwise specified.
Absolute numbers of B cell subsets were based on the
proportion (%) of B cells within the lymphocyte population
combined with the absolute number of lymphocytes from
the WBC count.

No absolute numbers of lymphocytes were available
for HBD. However, a reference material of 50 healthy
blood donors was collected at Clinical Immunology and
Transfusion Medicine, Region Skåne, Lund in 2013 for B
cells, giving a range of CD19+ B cells (of lymphocytes)
of 5.5-20% (70-460 106/L).

Table 1: Patient characteristics and demographics.

GPA (n = 64) MPA (n = 35) EGPA (n = 7)
Age, years, median (IQR) 67.0 (55.0-73.8) 73.0 (63.0-82.0) 71.0 (56.0-76.0)

Female/male, n (%) 26 (41)/38 (59) 19 (54)/16 (46) 5 (71)/2 (29)

Age at diagnosis, years, median (IQR) 50.5 (37.3-66.0) 68.0 (60.0-75.0) 66.0 (38.0-71.0)

Disease duration, years, median (IQR) 6.74 (3.59-17.8) 2.21 (0.447-9.95) 7.91 (4.82-18.0)

ANCA specificity, n (%)

PR3 45 (70) 2 (6) 0 (0)

MPO 17 (27) 30 (86) 3 (43)

PR3 and MPO 0 (0) 1 (3) 0 (0)

No ANCA 1 (1.5) 1 (3) 3 (43)

Data not available 1 (1.5) 1 (3) 1 (14)

Disease activity

Active disease, n (%) 14 (22) 9 (26) 1 (14)

BVAS3, median (range) 6 (2-26) 14 (5-21) 4

Remission, n (%) 50 (78) 26 (74) 6 (86)

Tendency to relapse, n (%)

Yes 29 (45) 8 (23) 1 (14)

Time since onset of the latest relapse, months, median (IQR)a 66.5 (24.5-178) 8.30 (4.73-26.8) NA

No 18 (28) 13 (37) 5 (71)

Not applicable 17 (27) 14 (40) 1 (14)

WBC, 109/L, median (IQR)b 6.55 (5.10-8.45) 7.70 (5.65-9.40) 7.40 (5.48-10.1)

P-CRP, mg/L, median (IQR)c 2.25 (1.10-4.55) 6.70 (2.00-14.5) 0.00 (0.00-3.23)

P-creatinine, μmol/L, median (IQR)d 102 (80.0-136) 137 (101-193) 84.5 (62.8-108)

eGFR, mL/min/1.73m2, median (IOR) 58.0 (40.0-80.0) 39.0 (21.0-51.0) 69.0 (52.8-88.0)

Medication, n (%), dose, median (IQR)

Prednisolone, mg/day 30 (47) 6.88 (5.00-13.1) 22 (63) 10.0 (8.75-31.3) 4 (57) 5.00 (2.13-16.9)

Azathioprine, mg/day 16 (25) 100 (75.0-144) 13 (37) 100 (75.0-100) 4 (57) 125 (100-188)

Methotrexate, mg/week 9 (14) 25.0 (17.5-25.0) 0 (0) 0 (0)

Mycophenolate mofetil, mg/day 6 (9) 2000 (1313-2125) 0 (0) 0 (0)

Cyclophosphamide 4 (6) 7 (20) 0 (0)

No medication 18 (28) 6 (17) 2 (29)

GPA: granulomatosis with polyangiitis; MPA: microscopic polyangiitis; EGPA: eosinophilic granulomatosis with polyangiitis; IQR: interquartile range; ANCA:
antineutrophil cytoplasmic autoantibodies; PR3: proteinase 3; MPO: myeloperoxidase; BVAS3: Birmingham Vasculitis Activity Score version 3; NA: not
applicable; WBC: white blood cell; CRP: C-reactive protein; eGFR: estimated glomerular filtration rate. aFor those in remission at the time of sampling.
n = 19 (GPA), n = 6 (MPA). bReference range 3.5-8.8 109/L. cReference range < 0:6mg/L. dReference range 60-105 μmol/L (male), 45-90 μmol/L (female).
For BVAS3, WBC, P-CRP, P-creatinine, and eGFR, the cohort sizes were n = 62‐64 (GPA), n = 33‐35 (MPA), and n = 6‐7 (EGPA).
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2.4. Statistical Analysis. Statistical analyses were performed
with GraphPad Prism 8.4.2 software (GraphPad Software,
San Diego, CA, USA). The Mann-Whitney U test was
used for two-group comparisons and Kruskal-Wallis with
Dunn’s multiple comparisons test for three or more
groups. Correlations were determined by Spearman’s
correlation test and linear regression analysis. Statistical
analysis was only performed for the parameters considered
relevant for answering one or more of the hypotheses of
the study. Samples with CRP concentrations below the
lower limit of detection (<0.6mg/L, n = 13) and IgA (<
0.07 g/L, n = 2) were set to 0. Subgroups of n < 5 patients
were not included in the statistical analyses. Values are
expressed as median with interquartile range (IQR) unless
otherwise specified. Results were considered statistically
significant at p < 0:05.

3. Results

3.1. Patient Characteristics. The clinical and demographic
characteristics of the patients with AAV (n = 106) at the time
of sampling are reported in Table 1. The median age was 70.0
years (57.5-75.3), and the female to male ratio was 1.12 to 1.0.
The majority of patients were diagnosed with GPA (60%),
whereas patients with MPA and EGPA represented 33%
and 7% of the cohort, respectively. Most of the patients were
in remission (77%), and 23% had disease activity with
BVAS3 ≥ 2 (median score 6, range 2-26). A tendency to
relapse was observed in 36% of the patients, and for those
in remission at the time of sampling, the median time since
the onset of the latest relapse was 43.3 months (12.6-144).
Thirty-four percent of the patients had no tendency to
relapse, and in 30%, it could not be decided according to
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Figure 1: Comparisons of B cells and subsets between vasculitis patients and healthy blood donors. (a) Percentage of CD19+ B cells of
lymphocytes, (b) percentage of transitional B cells (of CD19+ B cells), (c) percentage of switched memory B cells (of CD19+ B cells), and
(d) percentage of plasmablasts (of CD19+ B cells), in peripheral blood from patients with antineutrophil cytoplasmic autoantibody-
(ANCA-) associated vasculitis (AAV, n = 106) and healthy blood donors (HBD, n = 134). The Mann-Whitney test was used to calculate
the level of significance. Data are presented with medians and interquartile ranges. In figure (d), one data point (20.56) in the AAV group
is not shown for presentation purposes but included in statistical calculations.
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the definition, e.g., too short follow-up period or onset of
disease at the time of sampling.

At the time of sampling, 53% of the patients were treated
with prednisolone (dose 10.0mg/day, 5.00-15.0), 31% were
treated with azathioprine (100mg/day, 75.0-138), 8.5% were
treated with methotrexate (25.0mg/week, 17.5-25.0), 5.7%
were treated with mycophenolate mofetil (2000mg/day,
1313-2125), 10.4% were treated with cyclophosphamide
infusion, and 24.5% had no medication.

Demographic data on age and gender were available for
102 of the 134 healthy controls, giving a median age of 49
years (range 19–74) and a female to male ratio of 1.1 to 1.0.

3.2. Decreased Frequencies of B Cells and Transitional B Cells
in AAV Patients. To investigate differences in the distribution
of B cells (CD19+ lymphocytes) and its subsets between AAV
patients and HBD, the percentages of activated (CD95+) B
cells, naive B cells (CD19+CD27-IgD+), preswitch memory
B cells (CD19+CD27+IgD+), switched memory B cells
(CD19+CD27+IgD-), exhausted memory B cells (CD19+-

CD27-IgD-), transitional B cells (CD19+CD27-IgD+CD24+-

CD38++), and plasmablasts (CD19+CD27+IgD+CD24-CD38++)

of the total number of CD19+ lymphocytes were analyzed.
The AAV patients had a lower percentage of CD19+ B cells
of lymphocytes compared to HBD (p < 0:0001, Figure 1(a),
Table 2) and a lower percentage of transitional B cells
(p < 0:0001, Figure 1(b), Table 2). The absolute number of B
cells was lower in AAV patients (26.5 106/L, 15.2-69.4)
(Table 2) compared to a separate reference material of 50
healthy blood donors (70-460 106/L).

3.3. Increased Frequencies of Switched Memory B Cells and
Plasmablasts in AAV Patients.Memory B cells can be defined
by CD27, although some subsets, generally associated with
exhausted B cells, do not express CD27. Switched memory
B cells have undergone class-switching (do not express IgD)
and are indicators of normal B cell activation and develop-
ment in germinal centers in lymph nodes or other secondary
lymphoid tissues.

The percentage of switched memory B cells was higher in
patients compared to HBD (p = 0:0013, Figure 1(c), Table 2).

Plasmablast refers to a short-lived differentiation stage
between a postgerminal center B cell and a mature plasma
cell, the latter specialized to produce single isotype

Table 2: Frequencies of B cells and subsets in patients with AAV and HBD.

Phenotype Patients (AAV) (n = 106) HBD (n = 134) p value

B cells (% of lymphocytes) 5.13 (3.15-8.98) 8.33 (5.98-11.6) <0.0001
B cells (106/L)a 26.5 (15.2-69.4)

B cell subsets

Naive (% of B cells) 47.8 (33.4-60.3) 56.7 (47.9-67.0) 0.0002

Naive (106/L) 12.1 (4.49-33.9)

Preswitch memory (% of B cells) 6.32 (3.63-10.1) 7.00 (4.65-10.2) ns

Preswitch memory (106/L) 1.86 (0.818-4.28)

Switched memory (% of B cells) 22.3 (14.0-31.1) 16.5 (11.4-21.8) 0.0013

Switched memory (106/L) 5.78 (2.98-11.2)

Exhausted memory (% of B cells) 21.2 (14.1-25.9) 17.4 (12.0-21.6) 0.0006

Exhausted memory (106/L) 5.30 (2.69-15.1)

Transitional (% of B cells) 0.695 (0.0700-3.17) 4.44 (2.83-6.18) <0.0001
Transitional (106/L) 0.278 (0.0107-1.29)

Plasmablasts (% of B cells) 0.885 (0.390-1.87) 0.320 (0.160-0.613) <0.0001
Plasmablasts (106/L) 0.293 (0.138-0.587)

Activated B cells and subsets

CD95+ B cells (% of B cells) 20.6 (12.3-33.1) 10.3 (7.24-15.5) <0.0001
CD95+ B cells (106/L) 5.48 (3.24-11.2)

CD95+ naive (% of naive) 3.38 (1.49-7.24) 1.02 (0.575-1.71) <0.0001
CD95+ naive (106/L) 0.427 (0.194-0.833)

CD95+ preswitch memory (% of preswitch memory) 23.0 (16.4-38.7) 13.5 (9.07-19.8) <0.0001
CD95+ preswitch memory (106/L) 0.355 (0.190-0.892)

CD95+ switched memory (% of switched memory) 59.7 (51.2-73.0) 44.6 (36.0-51.9) <0.0001
CD95+ switched memory (106/L) 3.15 (1.70-6.66)

CD95+ exhausted memory (% of exhausted memory) 25.2 (15.0-35.0) 14.0 (8.38-18.2) <0.0001
CD95+ exhausted memory (106/L) 1.27 (0.667-2.78)

Frequencies of B cells (CD19+ lymphocytes) and subsets analyzed in patients and healthy controls using flow cytometry. The Mann-Whitney test was used to
calculate the level of significance. Data are presented with medians and interquartile ranges. AAV: antineutrophil cytoplasmic autoantibody- (ANCA-)
associated vasculitis; HBD: healthy blood donors; ns: not significant. an equals 101 for absolute values.
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antibodies. The patients had a higher percentage of plasma-
blasts compared to HBD (p < 0:0001, Figure 1(d), Table 2).

3.4. Largely Unaltered Immunoglobulin Levels in AAV
Patients. Since the percentage of plasmablasts, the precursors
of antibody-producing plasma cells, was higher in AAV
patients, we measured the levels of immunoglobulins in
serum. The levels of immunoglobulins (IgA, IgG, and IgM)
in AAV patients were within the reference range (Table 3),
except for IgA in the EGPA group where the lower IQR

was below the reference range. Two patients diagnosed with
MPA had IgA deficiency. AAV patients with a tendency to
relapse had lower IgG levels compared to AAV patients with
no tendency to relapse (p = 0:0446). Patients with medication
had lower IgG levels compared to patients without medica-
tion (p = 0:0021).

Overall, there were no correlations between immuno-
globulin levels and plasmablasts in AAV patients, neither
for percentage nor for absolute concentration of plasma-
blasts, except for a weak but significant correlation between
IgG and the concentration of plasmablasts (r2 = 0:044,
p = 0:0494).

When analyzing only patients in remission, there was a
correlation between IgG and the concentration of plasma-
blasts (r2 = 0:132, p = 0:0023). Moreover, there were no cor-
relations between immunoglobulin levels and the frequency
or concentration of plasmablasts in patients in active disease,
patients with or without a tendency to relapse, or patients
with and without medication (data not shown).

3.5. Increased Frequencies of CD95+ B Cells and Subsets in
AAV Patients. The Fas receptor, CD95, has been suggested
to be a marker of B cell activation. The percentage of
CD95+ B cells was increased in patients compared to HBD
(p < 0:0001, Figure 2, Table 2). In all analyzed B cell subsets,
the percentage of CD95+ cells (of the respective subset) was
higher compared to HBD (Table 2).

3.6. No Differences in B Cell Frequencies in Active and
Inactive Disease. To characterize B cell subset distribution
in relation to disease activity, patients were divided into two
groups: active disease (BVAS3 ≥ 2) or remission
(BVAS3 ≤ 1). Most of the AAV patients were in remission
(n = 82). There were no differences in the frequencies of

Table 3: Concentrations of IgA, IgG, and IgM in patients with AAV.

Concentration (g/L) IgA IgG IgM

AAV patients (n = 92‐93)a 1.86 (1.32-2.75) 10.1 (8.46-12.9) 0.83 (0.60-1.33)

Diagnosis

GPA (n = 56‐57)a 1.80 (1.40-2.75) 9.99 (8.60-12.9) 0.83 (0.61-1.42)

MPA (n = 33) 1.86 (1.31-2.67) 10.1 (7.66-12.6) 0.73 (0.58-1.23)

EGPA (n = 3) 3.74 (0.73-5.12) 11.7 (10.4-15.6) 1.51 (0.33-2.81)

Disease activity

Active disease (n = 22‐23)a 1.99 (1.57-2.68) 9.79 (8.31-13.0) 0.72 (0.37-1.18)

Remission (n = 70) 1.86 (1.23-2.77) 10.4 (8.50-12.8) 0.83 (0.63-1.39)

Tendency to relapse

Yes (n = 32‐33)a 1.80 (1.43-2.41) 9.88 (7.76-12.0)∗ 0.98 (0.59-1.32)

No (n = 33) 2.02 (1.32-3.52) 11.4 (9.47-13.7) 0.75 (0.63-1.45)

Treatment

AAV with ≥1 drugs (n = 68‐69)a 1.79 (1.38-2.44) 9.32 (7.75-12.4)∗ 0.77 (0.54-1.30)

AAV no medication (n = 24) 2.82 (1.20-4.50) 12.0 (9.95-13.7) 0.96 (0.72-1.50)

Concentrations of IgA, IgG, and IgM in patients with AAV. Data are presented with medians and interquartile ranges. Ig: immunoglobulin; AAV:
antineutrophil cytoplasmic autoantibody- (ANCA-) associated vasculitis; GPA: granulomatosis with polyangiitis; MPA: microscopic polyangiitis; EGPA:
eosinophilic granulomatosis with polyangiitis. Reference range IgA 0.88-4.5 g/L, IgG 6.7-14.5 g/L, and IgM 0.27-2.1 g/L. aFor one patient, only IgG and IgM
were measured. The Mann-Whitney test was used to calculate the level of significance. Subgroups of n < 5 were not included in the statistical
analyses. ∗Denotes statistical difference as compared to comparator patient subgroup (listed below in the table).
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Figure 2: Comparison of CD95+ B cells (of CD19+ B cells) in
peripheral blood from patients with antineutrophil cytoplasmic
autoantibody- (ANCA-) associated vasculitis (AAV, n = 106) and
healthy blood donors (HBD, n = 134). The Mann-Whitney test
was used to calculate the level of significance. Data are presented
with medians and interquartile ranges.
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CD19+ B cells of lymphocytes, in its subsets, or in the abso-
lute number of B cells between patients in active disease
and patients in remission (Table 4).

3.7. Decreased Frequencies of B Cells and Transitional B Cells
in Patients with a Tendency to Relapse. To characterize B cell
subset distribution in relation to tendency to relapse (defined
in Materials and Methods), patients were divided into two
groups. Patients with a tendency to relapse (n = 38) had a
lower frequency of B cells of lymphocytes (3.82%, 2.63-
6.66) compared to patients with no tendency to relapse
(n = 36) (6.53%, 3.68-9.21, p = 0:0215). Nine of the patients
in the relapse group had an active disease, and the remaining
were in remission (n = 29). In the group without a tendency
to relapse, all patients were in remission.

When comparing only patients in remission, patients
with a tendency to relapse had a lower frequency of B cells
compared to patients with no tendency to relapse
(p = 0:0295, Table 5). This was also reflected in the absolute
number of B cells (Figure 3(a), Table 5). The frequency of
transitional B cells was lower in patients with a tendency to
relapse (p = 0:0380, Figure 3(b), Table 5). There was also a
higher frequency of CD95+ exhausted memory B cells (of
exhausted memory B cells) in the patients in remission with
a tendency to relapse (p = 0:0032, Figure 3(c), Table 5).

The immunomodulating medication for patients in
remission is listed in Table 5. 42% of patients in remission
with no tendency to relapse had no medication at the time
of sampling; the corresponding figure for patients with
tendency was 7%. There were no significant differences in
doses of medications between the groups.

3.8. Decreased Frequency of B Cells in Patients with
Immunomodulating Medication. To broadly report the
immunomodulating medication, patients were divided into
two groups. AAV patients with ≥1 of the following medica-
tions (75.5%, of which 74% were in remission): prednisolone,
azathioprine, methotrexate, mycophenolate mofetil, cyclo-
phosphamide, were compared to patients with none of the
five medications (24.5%, 88% were in remission). BVAS3
did not differ between the groups (Table S1). Patients with
pharmacological treatment had a lower percentage of B
cells compared to patients without medications (p < 0:0001
), which was reflected in the absolute B cell count
(p < 0:0001) and in B cell subsets (Table S1).

4. Discussion

B cells are thought to have a central role in the pathogenesis
of antineutrophil cytoplasmic antibody- (ANCA-) associated

Table 4: Frequencies of B cells and subsets in patients with AAV in active disease and remission.

Phenotype Active disease (n = 24) Remission (n = 82) p value

BVAS3, median (range) 6 (2-26) 0 (0-1) <0.0001
B cells (% of lymphocytes) 6.12 (2.97-9.70) 4.64 (3.15-8.98) ns

B cells (106/L)a 32.3 (17.6-84.5) 25.9 (15.0-66.4) ns

B cell subsets (% of B cells)

Naive 51.7 (35.6-58.3) 47.5 (30.5-63.6) ns

Preswitch memory 4.93 (2.89-9.76) 6.71 (3.69-10.3) ns

Switched memory 21.0 (14.2-29.5) 22.3 (13.6-33.1) ns

Exhausted memory 19.8 (16.4-25.9) 21.5 (12.7-25.9) ns

Transitional 1.35 (0.103-5.67) 0.675 (0.0600-2.81) ns

Plasmablasts 0.755 (0.398-3.12) 0.905 (0.390-1.70) ns

Activated B cells and subsets

CD95+ B cells (% of B cells) 19.5 (9.50-33.8) 20.8 (12.3-32.8) ns

CD95+ naive (% of naive) 2.79 (0.920-6.53) 3.47 (1.60-7.80) ns

CD95+ preswitch memory (% of preswitch memory) 19.4 (11.3-39.5) 28.2 (16.8-38.7) ns

CD95+ switched memory (% of switched memory) 59.1 (51.5-76.5) 61.0 (50.8-72.7) ns

CD95+ exhausted memory (% of exhausted memory) 19.4 (11.2-33.0) 25.9 (16.3-35.6) ns

Treatment, n (%)

Prednisolone 17 (71) 39 (48)

Azathioprine 6 (25) 27 (33)

Methotrexate 1 (4) 8 (10)

Mycophenolate mofetil 1 (4) 5 (6)

Cyclophosphamide 5 (21) 6 (7)

No medication 3 (13) 23 (28)

Frequencies of B cells (CD19+ lymphocytes) and subsets analyzed in patients using flow cytometry. Active disease: BVAS3 ≥ 2; remission: BVAS3 ≤ 1. The
Mann-Whitney test was used to calculate the level of significance. Data are presented with medians and interquartile ranges. AAV: antineutrophil
cytoplasmic autoantibody- (ANCA-) associated vasculitis; BVAS3: Birmingham Vasculitis Activity Score version 3; ns: not significant. an equals 23 (active
disease), 78 (remission) for absolute values.
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vasculitis (AAV), a disease characterized by autoantibodies
and effectively treated by B cell depletion using monoclonal
antibodies directed against the B cell antigen CD20.

In this study, patients with AAV had a lower percentage
and absolute number of CD19+ B cells. This is in line with
previous studies on GPA patients in remission, demonstrat-
ing that patients have lower absolute numbers of circulating
CD19+ B cells [19] and lower B cell frequency [14]. Lepse
et al. on the other hand, found no difference in the percentage
of CD19+ B cells between AAV patients and healthy controls
[20]. The discrepancy between the studies could possibly be
related to differences in medication or disease activity
between the cohorts.

Transitional B cells are immature B cells and are related
to interleukin 10- (IL-10-) producing regulatory B cells
(Bregs) in terms of phenotypical and functional similarities
[6]. However, the overlap between transitional B cells and
Bregs is debated. Transitional B cells can also produce IL-
10 and regulate CD4+ T cell proliferation and differentiation
toward T helper effector cells [21].

We found that the patients had a lower proportion of
transitional B cells. This is in contrast to von Borstel et al. that
found no difference in transitional B cell frequencies between

GPA patients with future relapse, nonrelapsing patients, and
healthy controls [14]. Partly in agreement with our finding,
Lepse et al. showed that AAV patients in active disease had
a decreased percentage of transitional B cells compared to
patients in remission and healthy controls [20]. In further
support of our findings, a low frequency of transitional B cells
has been noted in neuroimmunological diseases, includingmul-
tiple sclerosis (MS) [22] and neuromyelitis optica (NMO) [23].
However, the frequency of CD24hiCD38hi transitional B cells is
elevated in patients with systemic lupus erythematosus (SLE)
and Sjögren’s syndrome (SS) [24].

Memory B cells are optimized to interact with T cells and
to yield strong antibody responses. Autoreactive antibodies
likely contribute to the chronic and progressive course
typically observed in autoimmune disorders [25]. High fre-
quencies of memory B cells are associated with poor clinical
response to rituximab (anti-CD20) treatment [26]. We found
an increased frequency of switched memory B cells in AAV
patients, and patients with medication had a higher percent-
age of switched memory B cells compared to the nonmedica-
tion group and healthy controls.

Previously published observations have reported a
decreased proportion of circulating CD27+ memory B cells

Table 5: Frequencies of B cells and subsets in patients with AAV in remission with regard to tendency to relapse.

Phenotype
Tendency to relapse, remission

(n = 29)
No tendency to relapse, remission

(n = 36) p value

B cells (% of lymphocytes) 3.51 (2.60-7.20) 6.53 (3.68-9.21) 0.0295

B cells (106/L)a 18.6 (11.0-43.7) 45.4 (25.0-82.1) 0.0037

B cell subsets (% of B cells)

Naive 47.3 (29.5-60.9) 53.7 (32.6-65.9) ns

Preswitch memory 7.25 (4.40-10.6) 5.68 (3.51-11.2) ns

Switched memory 23.9 (14.1-32.8) 18.7 (13.0-29.0) ns

Exhausted memory 21.4 (11.3-25.2) 19.4 (12.8-26.0) ns

Transitional 0.0900 (0.00-2.34) 1.10 (0.205-3.86) 0.0380

Plasmablasts 0.990 (0.265-2.61) 0.710 (0.383-1.48) ns

Activated B cells and subsets

CD95+ B cells (% of B cells) 25.3 (12.4-33.9) 16.7 (12.0-29.9) ns

CD95+ naive (% of naive) 3.43 (1.75-9.46) 2.60 (1.24-5.36) ns

CD95+ preswitch memory
(% of preswitch memory)

29.9 (17.5-38.2) 21.4 (15.9-37.5) ns

CD95+ switched memory
(% of switched memory)

62.1 (52.5-71.8) 59.2 (50.2-72.5) ns

CD95+ exhausted memory
(% of exhausted memory)

30.8 (23.6-47.0) 22.3 (14.1-27.8) 0.0032

Treatment, n (%), dose

Prednisolone, mg/day 19 (66) 7.50 (5.00-10.0) 13 (36) 5.00 (2.50-8.75) ns

Azathioprine, mg/day 13 (45) 100 (75.0-100) 8 (22) 100 (62.5-150) ns

Methotrexate, mg/week 5 (17) 25.0 (17.5-25.0) 2 (6) 18.8 (12.5-25.0)

Mycophenolate mofetil, mg/day 2 (7) 2000 (2000-2000) 2 (6) 1125 (750-1500)

Cyclophosphamide 2 (7) 2 (6)

No medication 2 (7) 15 (42)

Frequencies of B cells (CD19+ lymphocytes) and subsets analyzed in patients using flow cytometry. The Mann-Whitney test was used to calculate the level of
significance. Data are presented with medians and interquartile ranges. AAV: antineutrophil cytoplasmic autoantibody- (ANCA-) associated vasculitis; ns: not
significant. an equals 28 (tendency to relapse, remission), 33 (no tendency to relapse, remission) for absolute values.
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in AAV patients [14, 19, 20, 27]. Two of the studies also
showed that the AAV patients had an increased percentage
of naive B cells [14, 20], whereas we found a decreased per-
centage of naive B cells in the patient cohort. The discrepancy
could likely be attributed to differences in medication or
disease severity as we found that AAV patients without med-
ication do not display a decreased proportion of naive B cells.
In support of our finding, patients with hepatitis C-related
mixed cryoglobulinemia vasculitis had a decreased percent-
age of naive B cells and increased frequencies of memory B
cells and plasmablasts compared to healthy and hepatitis C
virus controls [28].

In the present study, none of the patients had received
anti-B cell treatment and they all had immunoglobulin levels
(total IgA, IgG, and IgM) within the reference range, except
for IgA in the EGPA group where the lower IQR was below
the reference range. We observed lower concentrations of
IgG in patients with immunosuppressive medication and in
those with a tendency to relapse. The difference in IgG levels
between the relapse and nonrelapse groups could possibly be
a result of differences in medication, since a higher propor-
tion of patients in the relapse group had medication. It has
been reported that 10-13% of patients with multisystem
autoimmune disease have low IgG, IgM, and IgA and that
the IgG levels are lower in patients who have received cyclo-
phosphamide [29]. Another study on patients with autoim-
mune disease (the majority diagnosed with GPA) has
shown that the total dose of cyclophosphamide is not associ-
ated with the IgG concentration [30].

Multiple biomarkers of disease activity in AAV have been
proposed, including platelet count [31], lung involvement
[32], and prognostic nutritional index [33]. A rise in or

persistence of ANCAs during remission is only modestly
predictive of future disease relapse [34]. A low percentage
of circulating CD5+ B cells, which partially overlaps with
the immunophenotype of Bregs, has been shown to correlate
with disease activity and a shorter time to relapse after ritux-
imab treatment in AAV [35]. Further, temporal alterations in
CD14++CD16+ intermediate monocyte counts have been
associated with disease relapse in AAV patients [36].

The percentage of circulating plasmablasts and plasma
cells (CD27+CD38++ B cells) has been shown to be increased
in GPA patients with future relapse [14]. Increased frequency
of circulating CD27+CD38++ B cells during remission could
therefore be a potential marker to identify patients at risk
of relapse. Also, in other autoimmune diseases such as
SLE [37, 38] and IgG4-related disease [39], the plasmablast
frequency has been reported to be related to disease activ-
ity. Here, we report that the AAV patients had a higher
percentage of plasmablasts compared to healthy controls,
but there was no difference between patients in active ver-
sus inactive disease, or between the relapse versus no-
relapse group.

The Fas death receptor, CD95, is upregulated on B
cells upon activation. We observed an increased frequency
of activated (CD95+) B cells in AAV patients, in B cells in
total and in all analyzed B cell subsets, compared to
healthy controls. In a previous study of GPA, B cell activa-
tion was related to active disease, whereas T cell activation
persisted during remission [15]. In addition, the percent-
age of CD38bright B cells was higher in patients with gen-
eralized active disease compared to patients in less active
disease groups and healthy controls. We observed no dif-
ferences in the proportion of CD95+ B cells between
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Figure 3: Comparisons of B cells and subsets between patients in remission with and without a tendency to relapse. (a) Concentration of
CD19+ B cells in peripheral blood from patients with antineutrophil cytoplasmic autoantibody- (ANCA-) associated vasculitis (AAV) in
remission with (n = 28) and without (n = 33) tendency to relapse. (b) Percentage of transitional B cells (of CD19+ B cells), (c) percentage
of CD95+ exhausted memory B cells (of exhausted memory B cells), in peripheral blood from patients with AAV in remission with (n = 29)
and without (n = 36) tendency to relapse. The Mann-Whitney test was used to calculate the level of significance. Data are presented with
medians and interquartile ranges.
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patients in active and inactive disease. The percentage of
CD95+ B cells was higher in patients with medication
compared to patients without medication and to healthy
controls. This was reflected in all subsets of B cells except
for CD95+ switched memory B cells where both patients
with and without medication displayed an increased fre-
quency of similar magnitude.

While alterations of B cell subsets have been described in
multiple autoimmune diseases, it remains unknown whether
a specific B cell subset profile is associated with disease
relapse. In our observations of patients in remission, the
patients with a tendency to relapse had lower B cell frequency
and lower B cell count compared to patients without relaps-
ing disease. This may be a result of immunosuppressive treat-
ment as a higher proportion of patients in the relapse group
had medication. In line with this, we show that patients with
immunosuppressants had lower percentage and lower B cell
count compared to the nonmedication group, whereas there
was no difference between patients without immunosuppres-
sants and healthy controls. In agreement with our findings,
Appelgren et al. found that the prednisolone dose correlated
negatively with the absolute number of B cells and the num-
ber of naive and memory B cells (but not exhausted memory
B cells) [27]. Treatment with cyclophosphamide has been
shown to reduce B cell counts, albeit the rate and magnitude
of the decrease are less than with rituximab [10].

Patients in the relapse group displayed no difference in
the frequency of exhausted memory B cells as compared to
the nonrelapse group; however, the relapse group had a
higher percentage of CD95+ exhausted memory B cells. In
SLE, a specific population of exhausted memory B cells has
been demonstrated to be highly enriched, which implicates
these autoreactive cells in autoimmune disease [40].

Limitations of this study include heterogeneity of disease
duration, type of vasculitis diagnosis, lack of timing of blood
collection (samples were obtained from patients at routine
clinical visits), that no absolute numbers of lymphocytes were
available for the healthy blood donors, and that they were not
age- or gender-matched. An additional important limitation
is the possible influence of medications on disease severity
and the hematopoietic system. To investigate whether the
alterations in B cell subsets are specifically related to the
immunosuppressive treatment or the autoimmune disease
(or both), studies including age- and gender-matched ther-
apy controls are required.

5. Conclusions

In the present study, we primarily investigated if patients
with antineutrophil cytoplasmic antibody- (ANCA-) asso-
ciated vasculitis have altered frequencies of B cells and
subsets in peripheral blood. As the main findings, the
patient cohort displayed both a decreased frequency of B
cells (of lymphocytes) and total B cell number, as well as
specific changes in frequencies of B cell subsets. There
was an expansion of switched memory B cells as well as
plasmablasts and a decrease in the percentage of transi-
tional B cells. Patients with a tendency to relapse had
decreased frequencies of B cells and transitional B cells,

as well as a higher proportion of activated exhausted
memory B cells, compared to patients without relapsing
disease. B cells can exert both regulatory and effector func-
tions. Alterations in B cell subsets could translate to
changes in the balance of these functions and may con-
tribute to the autoantibody-driven inflammatory process,
influence disease activity, and risk of relapse. However,
the relative influence of disease activity and effect of med-
ication on the B cell phenotype is difficult to separate in a
complex autoimmune disease such as vasculitis.
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Until now, three types of well-recognized cancer treatments have been developed, i.e., surgery, chemotherapy, and radiotherapy;
these either remove or directly attack the cancer cells. These treatments can cure cancer at earlier stages but are frequently
ineffective for treating cancer in the advanced or recurrent stages. Basic and clinical research on the tumor microenvironment,
which consists of cancerous, stromal, and immune cells, demonstrates the critical role of antitumor immunity in cancer
development and progression. Cancer immunotherapies have been proposed as the fourth cancer treatment. In particular,
clinical application of immune checkpoint inhibitors, such as anti-CTLA-4 and anti-PD-1/PD-L1 antibodies, in various cancer
types represents a major breakthrough in cancer therapy. Nevertheless, accumulating data regarding immune checkpoint
inhibitors demonstrate that these are not always effective but are instead only effective in limited cancer populations. Indeed,
several issues remain to be solved to improve their clinical efficacy; these include low cancer cell antigenicity and poor
infiltration and/or accumulation of immune cells in the cancer microenvironment. Therefore, to accelerate the further
development of cancer immunotherapies, more studies are necessary. In this review, we will summarize the current status of
cancer immunotherapies, especially cancer vaccines, and discuss the potential problems and solutions for the next breakthrough
in cancer immunotherapy.

1. Introduction

When one hears the word “vaccine,” many people think of
vaccines against infectious agents, such as viruses and bacte-
ria. For many years, such vaccines have protected human-
kind from catastrophic infections [1]. The mechanism
through which vaccines provide protection against an infec-
tion involves the artificial induction of immune responses
against infectious antigens by inoculating a healthy person
with attenuated/detoxified bacteria, viruses, or extracted
toxins [2]. The aim of a vaccine is to prevent or reduce the
severity of life-threatening infectious diseases (prophylactic
vaccines). Acquisition of immune memory from vaccines is
often effective over long periods of time [3]. A global system
of routine immunization against highly prevalent infections
has been effectively established; this has resulted in multiple
individuals developing immunity against various diseases.

Additionally, the World Health Organization (WHO) rec-
ommends the administration of free mumps and varicella
vaccines in developed countries, where vaccines are recog-
nized as being among the most versatile and important
preventive measures [4].

The immune system is directed at maintaining homeo-
stasis in living organisms by monitoring the invasion of
foreign pathogens (and associated factors), as well as the
presence of abnormal or transformed cells, for their exclu-
sion. This process is called immune surveillance [5]. In daily
life, humans are exposed to external factors, such as bacteria,
viruses, or harmful substances. Additionally, humans are
exposed to various factors that lead to abnormalities and
transformations in normal cells. However, it is rare that these
exposures or transformations immediately lead to the devel-
opment of disease, because humans are strongly protected by
their immune systems. When there is an imbalance between
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extraneous stimuli and biological defense and when compo-
nents of the immune system are unable to eliminate the path-
ogen or malfunctioning cells, conditions, such as infections
and cancers, develop [6].

2. History of Cancer Vaccines

Till now, chemotherapy, radiotherapy, and surgical exci-
sion are the three major cancer treatment methods that
directly remove or target the cancer cells. In addition,
immunotherapies for the treatment of cancer by leveraging
the innate and/or adaptive immune function in humans
have been extensively studied. The critical role of the
tumor microenvironment (TME), which consists of cancer,
stromal, and immune cells that interact with each other, is
becoming increasingly apparent. Therefore, cancer immu-
notherapies have been reconsidered and recognized as
the fourth treatment method (Figure 1) [7–9]. Preventive
and therapeutic vaccines exist as representative strategies
for cancer immunotherapy. The former is aimed at induc-
ing immune memory by administering vaccines to healthy
persons to prevent morbidity due to a particular cancer.
The latter is administered to patients with cancer for dis-
ease management by reinforcing or reactivating the
patient’s own immune system.

Clinical application of cancer vaccines has faced extreme
hurdles despite multiyear research and development efforts
by many researchers. The administration of streptococcal
organisms (Coley’s toxin) as a therapeutic vaccine in patients
with sarcoma in the 1890s by Dr. William B. Coley was the
first report of cancer immunotherapy [10]. In this strategy,
for both prophylactic and therapeutic purposes, specific
immune responses were induced against certain sarcoma
antigens. The development of this cancer vaccine was based
on the clinical findings that the incidence of cancer was low
in patients with certain infectious diseases. This phenome-
non may reflect the fact that infection and inflammation
induce the exposure of antigens abnormally expressed by
cancer cells. It might also be a secondary effect, where the
immunological memory acquired from past infection or
inflammation affects the cancer cells. Similarly, antibodies
against abnormal cell surface-associated mucin (MUC1) pro-
duced during mumps infection decreases the incidence of
ovarian cancer [11]. Moreover, Bacillus Calmette-Guerin
has been used as a tuberculosis vaccine for a long time [12,
13] and is now also widely employed as a therapeutic vaccine
against bladder cancer.

As some types of cancers are caused by infectious viruses,
prophylactic vaccines against viral infection can prevent can-
cer development [14, 15]. The Food and Drug Administra-
tion (FDA) has approved two types of prophylactic cancer
vaccines for targeting the human papillomavirus (HPV)
and hepatitis B virus (HBV) to prevent HPV-related cancers
and HBV-related hepatocarcinoma. However, only a few
types of cancer are caused by viral infections. In addition,
the global vaccination rate for these prophylactic vaccines is
not high. Thus, the number of patients in whom the antiviral
vaccines have successfully prevented cancers is limited.

3. Immunological Characteristics of Cancers

Progress in the latter half of the 20th century in tumor immu-
nology and molecular biology has been remarkable. Numer-
ous studies have vigorously investigated the mechanism by
which tumors evade the immune system. These efforts have
identified a mechanism called “cancer immunoediting” as
one of the immune evasion tactics utilized by the tumors
[16]. Cancer immunoediting appears to be the consequence
of antitumor immune responses mediated by antigen recog-
nition in the tumor environment. The interaction between
the immune system and cancer cells, which originally con-
tained specific genetic mutations, may cause a selective and
biased proliferation of the clones that have lost these muta-
tions, leading to tumor escape from the immune system.
For these cancers, the immune system might not discrimi-
nate cancer cells that have lost specific antigens from normal
host cells, resulting in the possibility that cancer cells do not
elicit a strong exclusionary immune response.

Additionally, the presentation of cancer cell antigens to
the T cells differs from the presentation of antigens by mature
antigen-presenting cells (APCs) in the context of the partici-
pation of costimulatory molecules. Antigen presentation by
the APCs involves the presence of a simultaneous second sig-
nal from costimulatory molecules, such as CD28, for induc-
ing T cell activation during antigen recognition. This
second signal controls the subsequent T cell response [17].
When the antigen is presented to T cells without the second
signal, antigen stimulation itself might be ignored; this is
termed unresponsive anergy resulting in the loss of the
antigen-specific T cell responses. Because cancer cells lack
such critical second signals, they may not efficiently induce
T cell responses, even if strong cancer-specific antigens
derived from genetic mutations are presented to T cells.

Immunosuppressive cells (e.g., myeloid-derived suppres-
sor cells (MDSCs) and regulatory T (Treg) cells) are recruited
to the TME by chemotactic factors derived from tumor, stro-
mal, or other immune cells and convey negative signals to the
antitumor immune cells via the expression of inhibitory
ligands (e.g., programmed death-ligand 1 (PD-L1)) and the
secretion of immunosuppressive factors (e.g., interleukin 10
(IL-10), transforming growth factor-beta (TGF-b), and pros-
taglandin E2 (PGE 2)). In doing so, an environment favoring
cancer cell growth is created [18].

4. Current Status of Cancer Vaccines

The identification of the mechanisms used by the cancer cells
to evade the immune system has resulted in the development
of several tools including antibodies, peptides, proteins,
nucleic acids, and immunocompetent cells (dendritic cells,
T cells, etc.) for cancer immunotherapy. With respect to can-
cer vaccines, these techniques fall into three major categories
based on format and content, i.e., cell vaccines (tumor or
immune cells), protein/peptide vaccines, and nucleic acid
vaccines (DNA, RNA, or viral vector).

4.1. Cell Vaccines (Tumor Cell Vaccines or Dendritic Cell (DC)
Vaccines). An autologous tumor cell vaccine using a patient’s
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own cancer cells is one of the vaccine strategies being evaluated.
In this approach, irradiated tumor cells are administered along
with an adjuvant. As this vaccine uses tumor cells, it might be
possible to induce T cells specific to any antigen expressed by
the used cells. However, the limitation of this strategy is that a
sufficient number of cells is sometimes difficult to obtain [19–
22]. This approach has been attempted inmany tumors, includ-
ing lung cancer [22–24], colorectal cancer [20, 25–27], mela-
noma [28–30], renal cell carcinoma [31–33], and prostate
cancer [19, 34]. In many cases, tumor cells are genetically mod-
ified to add functions, such as cytokine production (e.g., IL-2
[35] and granulocyte-macrophage colony-stimulating factor
(GM-CSF) [36–39]) and costimulation (e.g., B7-1) [32]. GVAX
is a cancer vaccine based on tumor cells genetically modified to
secrete GM-CSF. It is used after cancer irradiation to stop the
uncontrollable growth of cancer cells. There are two types of
GVAX vaccine approaches, one using autologous cells
(patient-specific), and the other using allogeneic cells (non-
patient-specific). GVAX phase 1/2 clinical trials in patients with
non-small-cell lung carcinoma have shown good results, corre-
lating GM-CSF secretion and patient prognosis [40]. However,
no effects have been seen in phase 3 clinical trials for prostate
cancer [41]. Currently, several phase 2 trials of GVAX therapy
for advanced pancreatic cancer have been conducted in combi-
nation with body radiation or mesothelin-expressing Listeria
monocytogenes vaccine or cyclophosphamide (CY), with prom-
ising results.

An allogeneic tumor cell vaccine that includes tumor cell
lines, such as Canvaxin [42], may overcome the limitation

associated with the individualization of autologous tumor
vaccines. These vaccines have been studied in prostate [43,
44], breast [45], and pancreatic cancers [46]. Although
homologous GVAX against metastatic castration-resistant
prostate cancer (CRPC) did not achieve its phase 3 clinical
trial goals, a combination strategy using allogeneic GVAX
against CRPC and an immune checkpoint inhibitor is being
studied [47, 48].

A new therapeutic approach focuses on DCs that present
antigens to T cells and promote immune system activation.
DC therapy has been intensively studied since the late
1990s [49], when Dr. Ralph M. Steinman, who discovered
DCs, recognized their potential, and the possibility of using
DCs as a vaccine [50]. A variety of antigens, including tumor
cells, tumor-derived proteins or peptides, and DNA/RNA/-
virus, could be potentially loaded on DCs. There are addi-
tional methods, such as the fusion of DCs with tumor cells.
Several receptor types are expressed on the surface of DCs.
For example, binding of an antigen to a lectin-like receptor
known as scavenger receptor on DCs is reported to induce
antigen-specific suppressive CD4(+) T cells. It is noteworthy
that not all antigen presentation by DCs contributes to
immune activation [51].

In 2010, Provenge (sipuleucel-T; Dendreon Corporation)
was approved by the FDA as a prostate cancer vaccine and
has drawn attention to the use of autologous immune cells
for immunotherapy. It is a crude leukocyte fraction recovered
from the peripheral blood of an individual patient, which is
then cultured with a prostate carcinoma antigen (prostatic
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Figure 1: Cancer treatment methods. Conventional methods for cancer treatment include surgery, chemotherapy, and radiation therapy,
which remove or directly attack the cancer cells. Recent advances in medical science have resulted in the addition of cancer
immunotherapies as a fourth treatment method, which can indirectly attack cancers by regulating the patient’s immunity.
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acid phosphatase (PAP)) in the presence of GM-CSF. DCs
are the main active components of Provenge (about 11.2%
[52]) and display the PAP antigen to artificially stimulate
and induce antigen-specific T cells in patients. Provenge is
a good example of the complexity of personalized medicine,
as personalized cancer vaccines can be effectively created
using this approach. Nevertheless, all of the processes
involved in the production of a personalized vaccine, from
sample collection to transporting, processing, shipping, and
administration of the cells, need to be customized for each
patient, leading to increased labor and cost.

4.2. Protein/Peptide Vaccines. Protein/peptide vaccines can
induce immunity against specific antigenic epitopes derived
from the vaccinated protein/peptides that are expressed in
cancer cells (and preferably not expressed in normal tissues).
When an artificially synthesized antigen protein/peptide is
administered, it is taken up by professional APCs and pre-
sented in complex with the HLA molecules on the cell sur-
face. When T cells recognize the antigens, cancer-specific
immune responses are induced. Antigenic epitopes derived
from tumor-associated antigens (TAAs) capable of binding
HLA have been extensively identified. In addition, antigens
derived from cancer-specific gene mutations that are not
present in normal tissues have recently attracted attention
as neoantigens. To efficiently search for these neoantigens,
algorithm-based computer searches are rapidly being devel-
oped [53–55].

As many early protein/peptide vaccine clinical trials have
resulted in favorable results, phase 3 trials have been con-
ducted to confirm the results. Unfortunately, most of these
trials have failed, suggesting that single-protein/peptide vac-
cines do not exert sufficient antitumor effects [56]. Even if
T cell responses were induced by protein-/peptide-derived
epitopes, the antitumor effects can rarely be achieved with
low response rate (less than 10%) [57, 58]. These unexpected
results may be explained by several factors, including tumor
immune escape mechanisms and immunosuppressive TMEs
[59].

There may be problems with the vaccine formulations;
most peptide vaccines developed thus far consist of short-
chain peptides (SPs) restricted to MHC class I. Unlike long-
chain peptides (LPs), SPs are able to bind to any cells without
processing and might induce anergy if presented to CD8 T
cells without the secondary costimulatory signal [60, 61]. In
these situations, immune tolerance is induced, creating an
environment favorable for cancer progression. Furthermore,
MHC class I-restricted SPs cannot contribute to the activa-
tion of MHC class II-restricted helper T cells, which are
important for efficient cytotoxic T lymphocyte (CTL) induc-
tion. However, LPs can be processed to both MHC class I- or
class II-restricted antigens and presented by professional
APCs, but not by other cell types. Professional APCs that
present LP-derived antigens can activate CTL or helper T
cells without inducing anergy by transmitting signals via
both T cell receptors (TCRs) and costimulatory molecules
[60, 62–64]. Currently, the development of LP vaccines that
contain epitopes for both CTL and helper T cells is being
actively pursued. In addition, a novel method with an immu-

nostimulatory adjuvant has been developed to improve the
responsiveness to peptide vaccines [65–68].

4.3. Nucleic Acid Vaccines (DNA, RNA, or Viral Vector).
Nucleic acid (DNA/RNA) vaccines have advantages in that
they can simultaneously activate immunity against multiple
epitopes [69]. Further, these vaccines are inexpensive and
can be synthesized stably. When an immunogenic viral vec-
tor is used, the adjuvants are not as important, unlike in pep-
tide vaccines. However, when a viral vector is not used,
developing an efficient delivery method becomes an impor-
tant issue, especially as the efficiency of nucleic acid uptake
into cells might be low [70].

DNA vaccines have shown promise in several prelimi-
nary studies [71, 72]. For example, VGX3100, a DNA vaccine
for cervical cancer, is in phase 3 clinical trials
(NCT03185013) [73]. RNA vaccines, unlike DNA vaccines,
are not incorporated into the genome, thereby preventing
carcinogenicity. Additionally, unlike DNA vaccines that need
to enter the nucleus, RNA vaccines can function in the cyto-
plasm. Therefore, clearance is quick and the possibility of
causing side effects might be low. RNA is more easily
degraded than DNA, but stability can be enhanced by various
modifications, such as formulations with liposomes or stabi-
lizing adjuvants [74–77]. Techniques have also been devel-
oped to stabilize the RNA molecule itself (5′ cap structure,
untranslated regions, and codon usage in translated regions)
[78]. Phase 1/2 studies are ongoing for melanoma and kidney
cancer [79–81]. A phase I study of liposome-encapsulated
mRNA for patients with advanced melanoma is also under-
way [82]. Further development of nucleic acid delivery
methods will serve as a breakthrough in nucleic acid vaccines.

Viral vectors are used to efficiently carry nucleic acids for
vaccines. Adjuvants are not required for viral vectors, which
can activate innate immunity and also induce immune
responses to viruses. Commonly used viral vectors are derived
from poxvirus, vaccinia virus, adenovirus, and alphavirus and
are attenuated or replication-defective for safety. For example,
some modified vaccinia virus Ankara (MVA) vector-based
vaccines are used to target the renal cell carcinoma 5T4 and
MUC1 antigens [83, 84]. Recombinant adenoviruses are com-
monly used in cancer gene therapy because they can transduce
dividing and nondividing cells and are easy to produce ([85–
87], NCT00583024, NCT00197522). Herpes simplex virus
type 1 (HSV-1), an enveloped dsDNA virus, is used as an
oncolytic virus. HSV-1 expressing GM-CSF (e.g., OncoV-
EXGM-CSF) is useful in melanoma [88, 89]. The disadvantage
of viral vectors is that repeated administration might be diffi-
cult due to the induction of antiviral immune responses. For
this reason, a heterologous prime-boost strategy is developing.
For example, PROSTVAC, a vaccine consisting of two poxvi-
rus vectors that express tumor-associated antigen prostate-
specific antigen (PSA) combined with 3 immune-enhancing
costimulatory molecules collectively designated as TRICOM
(LFA-3, ICAM-1, and B7.1), is under development by Bavar-
ian Nordic (Denmark) to stimulate an immune response in
prostate cancer [90–92]. The results of the PROSTVAC-
VF/TRICOM phase 3 trial were not as expected, but this vac-
cine shows promise when combined with immune checkpoint
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inhibitors (NCT02933255, NCT02506114). In addition to
viruses, bacteria and yeasts are also attracting attention as
new vaccine carriers [93, 94].

4.4. Combination Therapy with Cancer Vaccines. Until
recently, monotherapies using cancer vaccines often had min-
imal clinical effects except for certain specific cancer types.
The relatively low efficacy of monotherapies was attributed
to the multifaceted immune evasion mechanisms of cancer,
which are difficult to control by either cancer vaccine alone.
As described earlier, the immunosuppressive TME [95] may
override any antitumor effects elicited by the cancer vaccine.

In accordance with the development of various immuno-
therapy types, more attention has focused on combination
therapies. Several different approaches, including conven-
tional chemotherapy/radiation therapy or the latest antibody
therapies [96, 97], have been attempted in combination
either simultaneously or in sequence with immunotherapies.

4.5. Issues in the Clinical Development of Cancer Vaccines.
During the development of many conventional cancer vac-
cines for clinical use, the test designs may have been flawed.
For example, clinical effects of cancer vaccines were often
evaluated in patients with a terminal diagnosis whose
immune conditions were already substantially compromised
by exposure to several other treatments, such as surgery and
chemotherapy/radiotherapy, or by progression of the disease.

In addition, it is essential to develop accompanying tech-
nologies such as adjuvants, manufacturing, and delivery
methods to employ vaccines and to obtain expected results
in clinical settings [98, 99]. The introduction of such state-
of-the-art technology may create additional hurdles due to
current drug regulations, which are controlled by regulatory
authorities in individual countries, including the FDA, Euro-
pean Medicines Agency (EMA), and Ministry of Health,
Welfare, and Labour in Japan [100, 101]. These hurdles are
especially important in the development of drugs related to
cancer immunotherapy, where it can be difficult to set up a
primary endpoint to evaluate the effectiveness of a therapy.
Thus far, some cytotoxic drugs under investigation have been
known to generally prolong disease-free survival (DFS), but
not overall survival (OS), but drugs that extend OS without
improving DFS are not very common. Nevertheless, regard-
ing immunotherapy approaches, a situation often arises
where OS is extended even if tumor reduction is not observed
[102]. In addition, as the immune status of individual
patients may be affected by various factors such as age and
past treatment history, it is difficult to adequately predict
the antitumor effects in nonclinical studies.

5. The Current Status of Other
Cancer Immunotherapies

In addition to cancer vaccines, other types of cancer immu-
notherapies are in development. These have been described
below.

5.1. Tumor-Infiltrating Lymphocyte (TIL) Therapy. When
tumor tissues are available, TIL therapy is a promising

approach. For TIL therapy, T cells that recognize cancer-
specific antigens are collected from tumor tissues in patients
with cancer, artificially reactivated by using T cell-
stimulating agents, such as a high IL-2 concentration, and
are then returned to the patients. This approach is potentially
simple because genetic modifications are not required, but
the clinical effects might be dependent on the amount and
quality of infiltrating lymphocytes collected from tumor tis-
sues. Dudley et al. [103] have reported much information
on TIL therapy in patients with cancer. Many researchers
and doctors are fascinated by their reports on the potential
of TIL therapy in melanoma [104–106]. In the latest method,
IL-2 and TILs are simultaneously administered to patients to
enhance clinical effects [107–109]. In addition, the same
group has conducted similar TIL studies for advanced cervi-
cal cancer with potential success [110].

5.2. TCR/CAR-T Cell Therapy. The availability and perfor-
mance of TIL therapy might be dependent on whether suffi-
cient numbers of high-quality antigen-responsive T cells can
be secured from tumor tissues in individual patients. To cir-
cumvent such limitations, peripheral blood mononuclear
cell- (PBMC-) derived lymphocytes, which artificially express
a desired TCR or chimeric antigen receptor (CAR), have
been devised and clinically applied as a novel T cell therapy.
TCR-T therapy is a therapeutic method using T cells trans-
duced with antigen-specific TCRs [111]. CAR-T therapy is
a method of administering T cells with a CAR gene, which
is composed of a fragment derived from a cancer antigen-
recognizing antibody gene, gene fragments from intracellular
TCR domains, and other T cell costimulatory molecules.

CAR-T therapy is extremely effective in blood cancers
[112]. In 2017, the FDA approved CD19 CAR-T therapy
for B cell acute lymphoblastic leukemia (ALL) which has
become refractory to first-line treatment or has recurred
more than once [113, 114]. Although CAR-T therapy is
highly effective, the issues surrounding the cost of care with
CAR-T therapy (more than $500,000 for one administration)
have yet to be resolved. Notably, CAR-T is effective when a
tumor antigen is monolithic or tumor tissue heterogeneity
is low (e.g., a genetically uniform tumor, which is often the
case with blood tumors). However, the efficacy of CAR-T
therapy to solid tumors remains limited, because these
tumors generally show more heterogeneity [115].

Another problem with TCR/CAR-T cell therapy in solid
tumors is the suppressive TME, which inhibits effective infil-
tration and/or accumulation of administered T cells inside
the tumors. Therefore, a method for effectively driving infil-
tration of the genetically modified cells into the TME remains
out of reach. Moreover, since target antigens are not uni-
formly expressed in solid tumors and are different depending
on the cancer type, stage, and patient, current TCR/CAR-T
cell therapy is not widely used in patients with cancer. Fur-
thermore, commonly available target antigens similar to
CD19 in blood cancers remain to be identified in solid can-
cers [116].

5.3. Immune Checkpoint Inhibitors. In the 1990s, immune
checkpoint molecules, including cytotoxic T-lymphocyte-
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associated protein 4 (CTLA-4) [117] and programmed death
1 (PD-1) [118], were discovered. Both molecules suppress T
cell activation, which is important for exerting antitumor
effects. The expression of these molecules increases in pro-
portion to T cell activation, and they function as a defense
system for organisms to inhibit excessive T cell activation

and prevent autoimmune responses. The activity of T cells
is suppressed by ligands binding to CTLA-4 and PD-1. For
example, the costimulatory molecule CD80/CD86 expressed
on APCs enhances T cell activation by simultaneously bind-
ing to CD28 on T cells during antigen presentation. In con-
trast, CTLA-4 is induced on activated T cells and inhibits

Table 1: A list of currently approved cancer immunotherapies.

FDA/EMA MHLW (Japan)

Nivolumab (Anti-PD-1 Ab)

Melanoma Melanoma

non-small cell lung cancer non-small cell lung cancer

renal cell carcinoma renal cell carcinoma

Hodgkin's lymphoma Hodgkin's lymphoma

Head neck cancer Head neck cancer

MSI-H/dMMR colorectal cancer gastric cancer

hepatocellular carcinoma diffuse malignant pleural mesothelioma

small cell lung cancer Esophageal cancer

MSI-high colorectal cancer

Pembrolizumab (Anti-PD-1 Ab)

Melanoma Melanoma

non-small cell lung cancer non-small cell lung cancer

Head neck cancer Urothelial cancer

Hodgkin's lymphoma MSI-high solid tumor

Urothelial cancer renal cell carcinoma ∗ (combination)

MSI-high colorectal cancer Head neck cancer ∗∗ (mono/combination)

MSI-high cancer

gastric cancer

cervical cancer

hepatocellular carcinoma

Merkel cell carcinoma

renal cell carcinoma

endometrial cancer

Avelmab (Anti-PD-L1 Ab)

Merkel cell carcinoma Merkel cell carcinoma

renal cell carcinoma renal cell carcinoma ∗ (combination)

Urothelial cancer

Atezolizumab (Anti-PD-L1 Ab)

Urothelial cancer non-small cell lung cancer

non-small cell lung cancer extensive-disease small cell lung cancer.

breast cencer triple negative breast cancer

small cell lung cancer

Durvalumab (Anti-PD-L1 Ab)
Urothelial cancer non-small cell lung cancer (stage 3)

non-small cell lung cancer

Ipilimumab (Anti-CTLA4 Ab)

Melanoma Melanoma ∗∗∗ (mono/combination)

renal cell carcinoma renal cell carcinoma ∗∗∗∗ (combination)

MSI-H/dMMR colorectal cancer

Kymriah (CAR-T)
B-ALL (<25 yars-old) B-ALL (<25 yars-old)

DLBCL (Hodgkin's lymphoma)

Yescarta (CAR-T) DLBCL (Hodgkin's lymphoma) not approved

Sipuleucel-T (Provenge) (DC-vaccine) Prostate cancer not approved
∗Combination with axitinib, ∗∗monotherapy or combination with chemotherapy, ∗∗∗monotherapy or combination with nivolumab, ∗∗∗∗combination with
nivolumab. MSI-H/dMMR: microsatellite instability-high/deficient mismatch repair; B-ALL: B cell acute lymphoblastic leukemia; DLBCL: diffuse large B
cell lymphoma; Ab: antibody; PD-1: programmed death-1; PD-L1: programmed death ligand-1; CAR: chimeric antigen receptor; DC: dendritic cell; FDA:
Food and Drug Administration; EMA: European Medicines Agency; MHLW: Ministry of Health, Labour and Welfare.
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the costimulatory signal mediated by CD80/CD86 through
competition with CD28. Additionally, antigen-stimulated T
cells express PD-1, which suppresses excessive T cell activa-
tion by binding to its ligand, PD-L1 or programmed death-
ligand 2 (PD-L2) [119]. Additional constituents of the cancer
microenvironment, such as DCs [120], macrophages [121],
and fibroblasts [122], can also express PD-L1 and/or PD-
L2, forming an immunosuppressive environment where can-
cer is more prone to progress.

In addition to evading the immune system by deleting
cell surface molecules required for antigen recognition, can-
cer cells can often directly use (e.g., hijack) the immunosup-
pression system, such as immune checkpoints. Some cancer
cells strongly express ligands for immune checkpoint mole-
cules, such as PD-L1 and PD-L2 [123, 124]. A remarkable
antitumor effect can thus be observed in some patients by
administering treatments that block inhibitory molecules in
T cells [125, 126]. Once antitumor activity is induced and
immune memory is established by immune checkpoint
inhibitors in patients with cancer, their clinical effects should
be long-lasting.

In 2011, both the FDA and EMA approved anti-CTLA-4
antibody treatment (ipilimumab) for patients with mela-
noma [127, 128]. Since then, several immune checkpoint
inhibitors, anti-PD-1, and anti-PD-L1 antibodies have been
approved every year. Table 1 shows several currently

approved immune checkpoint inhibitors and their indica-
tions. These immune checkpoint inhibitors often show only
limited and/or transient efficacy, reflecting the complexities
of antitumor immunity [129, 130]. For example, immune
checkpoint inhibitors are less effective in microsatellite stable
tumors [131]. Such tumors often express only minor genetic
abnormalities and thus possess little antigenic capacity.
Therefore, these tumors fail to induce cancer antigen-
specific T cells, resulting in unresponsiveness to immune
checkpoint inhibitors. In addition, the immunosuppressive
TME might also affect the clinical effects of immune check-
point inhibitors.

6. Challenges for the Future Development of
Cancer Immunotherapies: Requirement of
Lymphocyte Infiltration/Accumulation
within Tumors

Analysis of the interaction among tumor infiltrating immune
cells (e.g., DCs, MDSCs, CD4/8T cells, and Tregs), stromal
cells, and tumor cells is essential to understand the relation-
ship between the TME and the clinical effects of cancer
immunotherapies. Especially, many clinical trials using can-
cer immunotherapies indicate that TIL abundance in the
tumor is an important prognostic factor [132]. For example,
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Figure 2: Classification of tumors by immune cell infiltration. Tumor types can be classified by the level of immune cell infiltration into
tumors. “Cold tumor,” characterized by the poor infiltration of immune cells, is reported to be one of the reasons why immune
checkpoint inhibitors are ineffective. Contrastingly, a “hot tumor” is characterized by the abundant infiltration of immunocompetent cells,
showing good responses to immune checkpoint inhibitors. Recently, aggregated infiltration of immune cells, known as the tertiary
lymphoid structure (hot tumor, type B), has gained increasing attention compared to separated infiltration of immune cells (hot tumor,
type A).
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the magnitude of lymphocyte infiltration to tumors signifi-
cantly contributes to immune checkpoint inhibitor effective-
ness [133, 134]. The effectiveness of immune checkpoint
inhibitors is high against inflammatory-type tumors (hot
tumors) [135, 136], where immunocompetent cells are suffi-
ciently present. In contrast, in immune desert-type tumors
(cold tumors) with less intratumoral lymphocyte infiltration
[137], immune checkpoint inhibitors are less effective.

The difference between these tumor types might depend
on whether the immune responses to tumors are maintained
or not, suggesting that the recruitment/accumulation of
tumor-specific T cells is the limiting factor for therapeutic
effects. Treatment could thus be optimized by the develop-
ment of techniques to increase lymphocyte infiltration into
tumors either before or during immunotherapy treatment
(Figure 2).

For the development of more effective CAR-T cell thera-
pies, modification with cytokine/chemokine-related genes
was recently reported to efficiently drive infiltration of
administered CAR-T cells into tumors [138]. Nevertheless,
few studies are available on the development of methods for
changing cold tumors to hot tumors. Thus, more studies
are needed to develop a method to efficiently recruit/accu-
mulate lymphocytes within tumors in combination with
immunotherapeutic approaches, including cancer vaccines
to stimulate antigen-specific immunocompetent cells,
antigen-specific cytotoxic T cell therapies using ex vivo
genetic modification, or blockade of inhibitory signals from
the tumor.

6.1. Induction of Tertiary Lymphoid Structures (TLS). As
shown in “hot tumor (type B)” in Figure 2, the accumulation
of various immune cell types, especially the formation of
lymphoid follicles where immunocompetent cells can
exchange information in the tumor, may be important
[139, 140]. Indeed, lymphoid follicles in tumors, known as
TLS, are associated with better prognosis in several cancers
and have recently attracted attention. Several TLS-inducing
factors have been reported, including CCL19, CCL21,
CXCL12, CXCL13, LIGHT, and lymphotoxin [141–144].
While some basic studies for inducing lymphoid follicles
have been conducted in mice, there are no promising
methods that are clinically applicable for human therapy.
Since efforts so far have been generally focused on a single
factor, they might fail to reproduce an induction of TLS
due to the complicated mechanisms within the TME. A novel
method to efficiently induce TLS in humans, combined with
other immunotherapies, such as cancer vaccines and
immune checkpoint inhibitors, may be a promising approach
for tumor control.

7. Conclusions

The clinical application of immune checkpoint inhibitors has
greatly advanced cancer treatment. However, their effects are
limited because tumor cells use various mechanisms to evade
antitumor effects. To overcome these mechanisms and to
improve the versatility of current cancer immunotherapies,
it is necessary to understand the TME in more detail and

develop novel approaches, including cancer vaccines. We
hope that this review will facilitate the further development
of cancer immunotherapies.
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Chronic consumption of β-sitosterol-β-D-glucoside (BSSG), a neurotoxin contained in cycad seeds, leads to Parkinson’s disease in
humans and rodents. Here, we explored whether a single intranigral administration of BSSG triggers neuroinflammation and
neurotoxic A1 reactive astrocytes besides dopaminergic neurodegeneration. We injected 6 μg BSSG/1 μL DMSO or vehicle into
the left substantia nigra and immunostained with antibodies against tyrosine hydroxylase (TH) together with markers of
microglia (OX42), astrocytes (GFAP, S100β, C3), and leukocytes (CD45). We also measured nitric oxide (NO), lipid
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peroxidation (LPX), and proinflammatory cytokines (TNF-α, IL-1β, IL-6). The Evans blue assay was used to explore the blood-
brain barrier (BBB) permeability. We found that BSSG activates NO production on days 15 and 30 and LPX on day 120.
Throughout the study, high levels of TNF-α were present in BSSG-treated animals, whereas IL-1β was induced until day 60 and
IL-6 until day 30. Immunoreactivity of activated microglia (899:0 ± 80:20%) and reactive astrocytes (651:50 ± 11:28%)
progressively increased until day 30 and then decreased to remain 251:2 ± 48:8% (microglia) and 91:02 ± 39:8 (astrocytes)
higher over controls on day 120. C3(+) cells were also GFAP and S100β immunoreactive, showing they were neurotoxic A1
reactive astrocytes. BBB remained permeable until day 15 when immune cell infiltration was maximum. TH immunoreactivity
progressively declined, reaching 83:6 ± 1:8% reduction on day 120. Our data show that BSSG acute administration causes
chronic neuroinflammation mediated by activated microglia, neurotoxic A1 reactive astrocytes, and infiltrated immune cells.
The severe neuroinflammation might trigger Parkinson’s disease in BSSG intoxication.

1. Introduction

Clinical studies indicate that neuroinflammation plays a
pivotal role in Parkinson’s disease (PD) [1], the second more
common chronic neurodegenerative illness worldwide [2].
Postmortem studies have demonstrated the presence of acti-
vated microglia and reactive astrocytes, the professional
immune cells of the central nervous system, in the brain of
patients with PD. Activated microglia have been evidenced
by the increased number of OX42 immunoreactive cells with
a phagocytic phenotype [3]. Besides, inflammation mediators
of microglial origin, such as nitric oxide (NO) and proinflam-
matory cytokines, have been found in mesencephalon slices,
spinal cord fluid (SCF), and serum of PD patients [4–8].
Similarly, reactive astrocytes have been evidenced by the
increased number of calcium-binding protein S100β immu-
noreactive cells in PD patients’ brains and high levels of
S100β in the SCF [9–11]. Different from the glial fibrillary
acidic protein (GFAP), S100β is a more suitable neuroin-
flammation marker because this protein can act as a cytokine.
It can be secreted and stimulates the expression of inducible
nitric oxide synthase (iNOS), thus elevating NO production
[12, 13]. NO is known to be involved in neuroinflammation
and the subsequent degeneration of dopaminergic neurons
[14] by promoting the generation of reactive oxygen species
(ROS) and cyclooxygenase 2- (COX-2-) dependent synthesis
of prostaglandin in microglial cells [15, 16]. A recent study
has shown that the A1-classified reactive astrocytes are
harmful, rapidly killing neurons and oligodendrocytes after
acute central nervous system injury [10]. The A1 reactive
astrocytes are induced by the classically activated neuroin-
flammatory microglia and identified by their immunoreac-
tivity to complement component C3 [10].

The presence of neurotoxic A1 reactive astrocytes in PD
patient brains suggests that these cells contribute to the death
of dopaminergic neurons [10]. This is why the new antipar-
kinsonian therapy is aimed at inhibiting A1 reactive astro-
cytes [17, 18]. The mechanism by which neurotoxic A1
reactive astrocytes cause neuron death is still under research.

Pathological α-synuclein aggregates can elicit neuroin-
flammation in PD by activating microglia to produce ROS
[19–22] and recruiting peripheral immune cells [23, 24]. T
lymphocytes extravasate into the central nervous system
(CNS) via a blood-brain barrier (BBB) leaky in PD patients
[25]. Accordingly, large numbers of CD4(+) and CD8(+) T
cells populate the ventral midbrain of patients and animal
models of PD [26–28]. Recent studies indicate that the

infiltrated T cells could generate an autoimmune response
to α-synuclein [29], thus worsening and prolonging the pri-
mary neuroinflammation caused by the activated microglia.
Regardless of the specific mechanism, activated microglia is
the leading player in the α-synuclein-induced neuroinflam-
mation. Therefore, microglia-activated A1 reactive astrocytes
could also mediate the neurotoxic effect of pathological
α-synuclein [17]. The study of this issue in other rat
models of α-synucleinopathy is necessary to gain insight
into PD pathology and validate new therapies.

Toxins present in the flour of washed seeds from the
plant Cycas micronesica (cycad) have been linked to the
amyotrophic lateral sclerosis/parkinsonism/dementia com-
plex (ALS/PDC) in the Chamorro population of Guam island
[30, 31] and have been used to generate PD-like disorders in
rodents [32]. Sprague-Dawley rats fed with cycad flour
for at least 16 weeks show a loss of dopaminergic neu-
rons in the substantia nigra pars compacta (SNpc) and
α-synuclein aggregates in the SNpc and striatum along
with motor deficits [33].

Moreover, a faithful model for PD was developed in
Sprague-Dawley rats chronically fed with pellets supple-
mented with β-sitosterol-D-glucoside (BSSG), a neurotoxin
isolated from cycad [34, 35]. This model replicates the three
cardinal features of PD, i.e., motor and cognitive dysfunc-
tions, dopaminergic neurodegeneration, and insoluble α-
synuclein aggregates that follow the Braak stages of PD
[34]. Neuroinflammation also occurs in the chronic oral
BSSG administration, as shown by a significant elevation in
the number of activated microglia in the SNpc [34, 36]. How-
ever, whether BSSG administration could lead to reactive
astrocyte induction, leukocyte infiltration, and production
of chemical mediators of inflammation is still unknown.
We recently showed that a single intranigral administration
of BSSG reproduces, in less time, most of the features of oral
administration, including dopaminergic neuron loss and
pathological α-synuclein aggregation in the SNpc [37, 38].

Herein, we aim at demonstrating the induction of neuro-
toxic A1 reactive astrocytes as part of the inflammatory
response and their link to nigral dopaminergic neurodegen-
eration after the stereotaxic administration of 6μg BSSG/1μL
DMSO [37]. Our results confirm the activation of microglial
cells and advance the knowledge showing the production of
NO and proinflammatory cytokines, released by microglia,
astrocytes, infiltrating leukocytes, neurons [39], and possibly
by BBB-endothelial cells known to express IL-1β and IL-6
genes [40, 41]. We showed, for the first time, astrocyte
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reactivity through increasing immunoreactivity to S100β and
C3, two specific markers of neurotoxic A1 reactive astrocytes.
The increase in these markers associated with the progressive
loss of TH (+) cells suggests that the neurotoxic A1 reactive
astrocytes mediate the death of nigral dopaminergic neurons
in the stereotaxic BSSG model in the rat. This model can be
used to analyze new antiparkinsonian therapies aimed at
blocking the conversion of A1 astrocytes by microglia.

2. Materials and Methods

2.1. Ethics Statement. Adult male Wistar rats (210-230 g)
were obtained from the Laboratory of Animal Production
and Experimentation Unit of CINVESTAV-IPN (Protocol
162-15). Animals were kept under standard conditions of
inverted light-dark 12h cycles in a room with a temperature
of 22 ± 2°C and relative humidity of 60 ± 5%, with access to
water and Chow croquettes ad libitum.

2.2. Experimental Groups. Animals (n = 147 in total) were
randomly assigned to the BSSG group (n = 52), with a stereo-
taxic infusion of 6μg BSSG/1μL of DMSO [42], the mock
group (stereotaxic injection of 1μL of DMSO; n = 52), and
the untreated (Ut) group (without surgery and treatment;
n = 43). Four rats of each experimental group were evalu-
ated with nitrosative and oxidative stress assays (n = 4 rats
per each procedure per group), three rats for ELISA (n = 3
rats per group), three rats for Evans blue staining (brain
permeability; n = 3 rats per group), and three for immuno-
staining (n = 3 rats per group). These assays were per-
formed at days 15, 30, 60, and 120 after the lesion. The
total rats for the four times evaluated were 16 for nitrosa-
tive and oxidative stress assays, 12 for ELISA, and 12 for
immunostaining assays. Brain permeability was evaluated
at days 7, 15, 30, and 60 after the lesion (n = 12). For immu-
nostaining assays, only 3 rats of the untreated group were
evaluated on day 120 (n = 3). All the immunostaining mea-
surements were performed in 4 anatomical levels (1 anterior,
2 medials, 1 posterior), from which mean value and SD were
calculated. The total number of animals was 147, which was a
minimum for statistical significance and by the experimental
design in compliance with the Guide for the Care and Use of
Laboratory Animals (The National Academies Collection:
Reports funded by National Institutes of Health, 2011). No
animal deaths occurred during the study (Supplementary
Figure 1).

2.3. Stereotaxic Injection of BSSG.Amixture of xylazine/keta-
mine (10mg/kg/100mg/kg, i.p.) was used to anesthetize the
rats and fix them with a stereotaxic apparatus. After trepana-
tion, 1μL of BSSG (6μg/1μL of DMSO; Sigma-Aldrich; St.
Louis, MO, USA) was injected into the left substantia nigra.
The stereotaxic coordinates were anterioposterior, +3.2mm
from the interaural midpoint; mediolateral, +2.0mm from
the intraparietal suture; and dorsoventral, -6.6mm from
the dura mater [43]. A microperfusion pump (Mod. 100;
Stoelting; Wood Dale, IL, USA) maintained the flow rate
at 0.16μL/min. After injecting the total volume, the needle
was allowed to remain in the brain for 5min and then was

withdrawn in 1min steps to avoid reflux of the injected
solution. The mock group was injected with 1μL of
DMSO. After surgery, the surgical wound was sutured,
and rats were maintained in an individual cage until
complete recovery.

2.4. Dissection of Cerebral Nuclei for Molecular and
Biochemical Assays. Animals were euthanized with sodium
pentobarbital (50mg/kg; intraperitoneally). For biochemical
measurements (nitrosative and oxidative stress) and ELISA
assays, each brain was obtained after decapitation and dis-
sected out free of meninges and immediately submerged in
cold PBS. Using a cold metallic rat brain matrix (Stoelting;
Wood Dale, IL, USA), we cut twelve 0.5mm coronal slices
of each brain between the occipitotemporal anterior border
and the anterior border of the cerebellum [44]. The substan-
tia nigra was quickly dissected out from each coronal slice in
cold and sterile conditions using a stereomicroscope (Leica
ZOOM 2000; Buffalo, NY, USA) equipped with a void metal-
lic stage to contained dry ice [44]. Each sample was immedi-
ately stored in a respective Eppendorf tube at −70°C until
used [45]. For immunostaining and brain permeability, the
animals were intracardially perfused with 100mL of PBS,
followed by 100mL 4% paraformaldehyde in PBS, as previ-
ously described by Flores-Martinez et al. [44]. The brain
was dissected out and maintained in the fixative for 24 h at
4°C and then in 30% sucrose in PBS at 4°C. For immuno-
staining assay, the brain was frozen and then sectioned at
20μm thickness using a sliding microtome (Leica SM1100;
Heidelberg, Germany). The slices were consecutively col-
lected in 6 wells, and only those in one well were used for
immunostaining. For evaluation of brain permeability, the
mesencephalon was cut into 100μm thick coronal slices with
the aid of a vibratome (Leica Microsystems Inc, VT1200S;
Buffalo Grove, IL, USA).

2.5. NO Production Measurements. We followed the method
of Flores-Martinez et al. [44] to measure nitrite (NO2

-) accu-
mulation in the supernatant of homogenized substantia nigra
samples as an index of nitric oxide (NO) production. Briefly,
the tissue samples were mechanically homogenized in
phosphate-buffered saline pH 7.4 (PBS). Homogenates were
centrifuged at 20,000 g for 30min at 4°C, and 2.5μL of super-
natant was used to measure NO by adding 100μL of the
Griess reagent. The color in the samples was read at 540nm
with a Nanodrop (Thermo Fisher Scientific; Wilmington,
USA), and the values were interpolated in a standard curve
of sodium nitrite (NaNO2; 1 to 10μM) to calculate the exper-
imental nitrite values. The protein content was measured in
the pellet using the BCA method and bovine serum albumin
(BSA) for the standard curve following the manufacturer’s
protocol (Thermo Fisher Scientific; Rockford, IL, USA).
The nitrite content values were expressed as μmol/mg of
protein.

2.6. Assessment of Lipid Peroxidation. We measured malon-
dialdehyde (MDA) and 4-hydroxyalkenals (4-HAE) concen-
tration in the supernatant of homogenized substantia nigra
samples as an index of lipid peroxidation, following the
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methodology reported by Flores-Martinez et al. [44]. Briefly,
the samples were homogenized in PBS and centrifuged at
20,000 g at 4°C for 40min. Then, 100μL of the supernatant
was supplemented with 325μL of a mixture of acetonitrile
to methanol (3 : 1 volume) containing 10.3mM N-methyl-
2-phenylindole. The colorimetric reaction was initiated by
the addition of 75μL of methanesulfonic acid. The reaction
mixture was vigorously shaken and incubated at 45°C for
1 h and then centrifuged at 1000 g for 10min. The absorbance
was interpolated in a 1,1,3,3-tetramethoxypropane standard
curve (0.5 to 5μM) to calculate MDA and 4-HAE content
in the samples. The protein content was measured in the pel-
let using the BCA method and bovine serum albumin (BSA)
for the standard curve following the manufacturer’s protocol
(Thermo Fisher Scientific; Rockford, IL, USA). The values
were expressed as μmol of MDA+4-HAE/mg of protein.

2.7. Immunostaining. The slices were permeabilized with
PBS-0.1% Triton for 20min and incubated with 1% BSA in
PBS-0.1% Triton for 30min to block unspecific binding sites.
Then, they were incubated with the primary antibodies over-
night at 4°C and with the secondary antibodies for 2 h at
room temperature (RT). For immunofluorescence, the pri-
mary antibodies were a rabbit polyclonal anti-TH (1 : 1000;
Merck Millipore, USA), a mouse monoclonal anti-CD11b/c
(OX42; 1 : 200; Abcam, Cambridge, UK), a goat polyclonal
anti-ionized calcium-binding adapter molecule 1 (Iba1) as a
microglial marker (1 : 500 Abcam; Cambridge,UK), a mouse
anti-CD45 (1 : 50; BD Bioscience, USA), a mouse monoclonal
anti-GFAP Clone GA5 (1 : 500; Cell Signaling Technology;
Danvers, Massachusetts, USA), a mouse monoclonal anti-
S100β (1 : 200; Merck-Sigma-Aldrich, St. Louis, MO, USA),
and a goat polyclonal anti-C3 (1 : 50; Invitrogen; Waltham,
Massachusetts, USA). The secondary antibodies were an
Alexa 488 chicken anti-rabbit H+L IgG (1 : 300; Invitrogen
Molecular Probes; Eugene, OR, USA), an Alexa 488 chicken
anti-goat H+L IgG (1 : 300; Invitrogen Molecular Probes;
Eugene, OR, USA), and a Texas red horse anti-mouse H+L
IgG (1 : 500; Vector Laboratories; Burlingame, CA, USA).
After washing with PBS, the slices were mounted on
glass slides using VECTASHIELD (Vector Laboratories;
Burlingame, CA, USA). The fluorescence images were
obtained with a Leica confocal microscope (TCS SP8;
Heidelberg, Germany), using 20x, 40x, 63x, and 100x objec-
tives. Serial 1μm optical sections were also obtained in the
Z-series (scanning rate of 600Hz). The images were acquired
and analyzed with the LAS AF software (Leica Application
Suite; Leica Microsystems; Nussloch, Germany). The immu-
nofluorescence area density (IFAD) for the double fluores-
cence assays was measured using the ImageJ software
v.1.46r (National Institutes of Health; Bethesda, MD). The
measurements were made on images taken with a 20x (TH-
GFAP), 40x (TH-OX42, TH-S100β, and S100β-GFAP), and
63x (C3-GFAP, C3-S100β, and TH-CD45) of the central
zone of the SNpc in four different anatomic levels (one ros-
tral, two medials, and one caudal) per rat (n = 3 independent
rats per group and time).

Immunohistochemistry staining of microglial cells was
performed in permeabilized slices incubated with a chicken

polyclonal Iba1 (1 : 1000; Abcam; Cambridge, UK) overnight
at 4°C, followed by incubation with a biotinylated donkey
anti-chicken IgG (1 : 500; Jackson ImmunoResearch; Palo
Alto, CA, USA) for 2 h at RT. Endogenous peroxidase was
eliminated by incubating the slices with 3% hydrogen perox-
ide in PBS/Triton and 10% methanol at RT for 10min. The
immunohistochemical staining was developed using the
ABC kit (1,10; Vector Laboratories; Burlingame, CA, USA)
and 3′3-diaminobenzidine (DAB; Sigma-Aldrich; St. Louis,
MO, USA) as reported previously [38]. The brain slices were
washed 3 times for 5min in PBS, counterstained with β-Gal
and mounted on slides using Entellan resin (Merck, KGaA;
Darmstadt, Germany), and observed with a light Leica
DMIRE2 microscope with 63x (oil immersion) objective
(Leica Microsystems; Nussloch, Germany).

2.8. Enzyme-Linked Immunosorbent Assay (ELISA). We
followed the methods of Flores-Martinez et al. [44] to mea-
sure TNF-α, IL-1β, and IL-6. Briefly, the left substantia nigra
(n = 3 independent rats) was homogenized using extraction
buffer containing 100mM Tris HCl (pH 7.4), 750mM NaCl
(sodium chloride), 10mM EDTA (ethylenediaminetetraace-
tic acid), 5mM EGTA (ethylene glycol tetraacetic acid), and
mix of protease inhibitors (Mini EDTA-free Protease Inhib-
itor Cocktail Tablets) used as indicated by the manufacturer
(Roche, Basel, Switzerland) [46]. The substantia nigra sam-
ples were centrifuged at 1000 g for 10 minutes at 4°C. Then,
the supernatant was centrifuged at 20000 g for 40min at
4°C again to eliminate the remaining debris. The levels of
inflammatory cytokines were detected by ELISA technique,
using the Milliplex MAP Rat cytokine/chemokine magnetic
bead panel kit (RECYTMAG_65K; Millipore; Temecula,
CA, USA), and reading was done by the LUMINEX MAG-
PIX detection system with the xPONET software (Millipore
Corporation; Billerica, MA, USA). The values in the superna-
tant were extrapolated in a curve of 2.4 to 10000 pg/mL for
TNF-α and IL-1β and 73.2 to 300000 pg/mL for IL-6. The
pellet was resuspended to measure protein content using
the BCA method and bovine serum albumin (BSA) for the
standard curve following the manufacturer’s protocol
(Thermo Fisher Scientific; Rockford, IL, USA). The values
were expressed as pg of cytokine/mg of protein.

2.9. Evaluation of Brain Permeability. We injected a 2%
Evans blue dye solution in PBS (4mL/kg of body weight) into
the caudal vein [47] of untreated, mock, and BSSG rats at
days 7, 15, 30, and 60 after the BSSG injection. After 24 h,
the rats were anesthetized and perfused as described in the
immunostaining section. Upon completion perfusion of the
fixative, the brain was dissected out, and the mesencephalon
was cut into 100μm thick coronal slices with the aid of a
vibratome (Leica Microsystems Inc, VT1200S; Buffalo
Grove, IL, USA). Immediately, images were captured using
a Leica stereomicroscope MZ6 equipped with a digital
camera (Heidelberg, Germany).

2.10. Statistical Analysis. All values were presented as the
mean ± standard deviation (SD) from at least 3 independent
experiments (n = 3). The differences among groups were
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analyzed using repeated-measures two-way ANOVA and
Bonferroni post hoc test. One-way ANOVA and Newman-
Keuls post hoc test were used to analyze Iba1 data. The statis-
tical analysis was made with Sigma Plot 12.0, and the graphs
were built with GraphPad Prism 5.0 (GraphPad Software Inc;
La Jolla, CA, USA). Statistical significance was considered at
P < 0:05.

3. Results

3.1. Nitrosative and Oxidative Stress. Nitrite concentration
was assessed as a marker of nitrosative stress (n = 4 rats for
each time point), while MDA and 4-HAE levels were assessed
as a lipid peroxidation marker of oxidative stress (n = 4).
Importantly, these biomarkers remained constant in the Ut
and mock control groups. BSSG administration in the SNpc
provoked a 4-fold increase in NO levels on days 15 and 30
postadministration as compared with the untreated and
mock groups (Figure 1(a)). Afterward, NO levels decreased
and remained below the untreated and mock groups until
the end of the study (Figure 1(a)).

A significant 1.5-fold increase in NO levels was observed
after DMSO administration only at day 120 as compared
with the untreated control group (Figure 1(a)). In contrast,
lipid peroxidation was not different except at day 120 after
BSSG injection as compared with the untreated and mock
groups (Figure 1(b)).

3.2. Time Course of Microglia Activation. The double
immunofluorescence assays showed that TH and OX42
immunoreactivities in the SNpc of the mock group were
not statistically different from the respective untreated con-
trols throughout the study (Figure 2 and Supplementary
Figure 2). BSSG administration caused a progressive
decrease of TH immunoreactivity in the SNpc, reaching an
83:6 ± 1:8% reduction on day 120 after the administration
(Figures 2(a) and 2(b)). Conversely, OX42 immunoreactivity
gradually increased up to 899:0 ± 80:20% over the control

values on day 30 to decrease afterward and remain 251:2 ±
48:8% higher than the basal values at the end of the study
(Figures 2(a) and 2(c)). Iba1 immunohistochemistry assays
displayed the normal population and characteristics of
microglia in the substantia nigra of the untreated healthy
group (Supplementary Figure 3). A similar pattern in the
population and morphology of Iba1(+) cells was observed
in the DMSO group, confirming that this BSSG solvent
did not activate microglia (Supplementary Figure 3 and
Supplementary Figure 4). The opposite effect occurred in
the BSSG group, where the increase in the Iba1(+) cell
number over time was similar to that of OX42(+) cells
(Figure 3 and Supplementary Figures 3 and 4), giving
further support to microglial activation development.

Recent studies propose that changes in cell form reflect
the activation state and function of microglia in acute lipo-
polysaccharide- (LPS-) induced neuroinflammation in the
SNpc, as recently shown by Flores-Martinez et al. [44,
48]. Interestingly, BSSG-induced changes in the form of
OX42-immunoreactive cells and Iba1(+) cells are similar
to those induced by LPS, but they appear throughout the
120 days evaluated (Figure 3) than in the LPS model,
where these changes in microglial shape occur only for 7
days [44]. OX42 and Iba1 immunoreactivity in untreated
and mock conditions suggest the resting or quiescent con-
dition of microglia (Figure 3). Robust branched cells, with
long thick branches, and well-defined enlarged soma
appeared on day 15 post-BSSG treatment (Figure 3). Irreg-
ular shaped OX42(+) and Iba1(+) cells with short, stout
branches, and a larger soma and nucleus were seen on day
30. Round-shaped cells with scarce processes and enlarged
body also referred to as the reactive-state or amoeboid form
could be observed on day 60. Finally, OX42(+) and Iba1(+)
small ovoid cells surrounded by 3 to 4 short and irregular
nuclei appeared on day 120 post-BSSG administration
suggesting cells in apoptosis (Figure 3). These changes
suggest different activity states of microglia during chronic
inflammation.
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Figure 1: Nitrosative and lipid peroxidation after a BSSG injection in the SNpc. (a) Nitrosative stress was evaluated through the measurement
of nitrite levels. (b) Lipid peroxidation was assessed as a proxy for oxidative stress by MDA and 4-HAE determinations. Ut: untreated control
rats; Mock: rats injected with vehicle (DMSO); BSSG: rats injected with 6 μg of BSSG. The values represent themean ± SD from 4 rats for each
time point and each experimental condition. Two-way ANOVA and Bonferroni post hoc tests were applied. (∗∗∗) indicates a P < 0:001 for
statistical difference between the BSSG group compared with the Ut group or (#) for the respective mock group.
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3.3. Time Course of Reactive Astrocyte Induction. The
astrocytic response and its association with dopaminergic
neurodegeneration were assessed with GFAP intermediate
filament [49] and S100β calcium-binding protein [12]
immunoreactivity following BSSG administration. GFAP
(Figure 4) and S100β (Figure 5) immunoreactivity increased
in response to BSSG following the time course of microglial
activation. The two astroglial markers were observed

together with TH (+) neurons, which declined in number
as expected (Figures 4 and 5). The astroglial markers were
also assessed in parallel showing substantial colocalization,
best observed during the time points of maximal microglial
activation, on days 15 and 30 (Figure 6).

3.4. Presence of Neurotoxic A1 Reactive Astrocytes. To
identify the presence of neurotoxic A1 reactive astrocytes,
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Figure 2: Time course of OX42 immunoreactivity after a BSSG injection in the SNpc. (a) Representative micrographs of the double
immunofluorescence for TH and OX42 in untreated rats (Ut) and rats at different times (shown at the left side of micrographs) after
BSSG injection. Immunofluorescence area density (IFAD) for TH (b) and OX42 (c) was determined using the ImageJ software v.1.46r
(National Institutes of Health, Bethesda, MD). The TH and OX42 values for the mock rats correspond to the quantification in
Supplementary Figure 2. The values are the mean ± SD from four anatomical levels. n = 3 independent rats in each time of each
experimental condition. Two-way ANOVA and post hoc Bonferroni tests were applied for statistical analysis. (∗) indicates a P < 0:05
compared with the DMSO mock and Ut groups of the respective immunostaining.
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the specific marker C3, characteristic for these astrocytes
[10], was monitored together with GFAP or S100β in dou-
ble immunofluorescence assays. C3-immunoreactive cells
were absent in the SNpc of untreated and mock groups
(Figures 7 and 8). In contrast, a significant number of
C3(+) cells appeared on day 15 after BSSG administra-
tion, and the cell amount significantly augmented on
day 30 to decrease afterward. The pattern of appearance
over time for GFAP(+) cells (Figures 7(a) and 7(c)) and
S100β(+) cells (Figure 8) was consistent with reactive
astrocytic induction on days 15 and 30 post-BSSG
administration. C3(+) cells colocalized with GFAP(+) cells

and S100β(+) cells on day 30 after BSSG administration,
suggesting the presence of A1 cytotoxic astrocytes. Closer
views of the colocalization between the three markers
showed significant overlap but also an independent
expression of these proteins in some cells (Figures 7(d)
and 8(b)).

3.5. Leukocyte Infiltration. In neuroinflammation, activated
microglia release proinflammatory cytokines, which pro-
mote the BBB opening, allowing leukocytes to pass from
circulation to the brain parenchyma. Accordingly, CD45
immunoreactive leukocytes [50], which are absent in the
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Figure 4: Time course of the astrocytic reactivity marker GFAP after
a BSSG injection in the SNpc. (a) Representative micrographs of
double immunofluorescence of TH and GFAP in untreated (Ut)
control rats and rats at different times (shown at the left side of
micrographs) after BSSG injection. (b) IFAD quantification for TH
and GFAP during the experimental time course. The values are the
mean ± SD from four anatomical levels. n = 3 independent rats in
each time of each experimental condition. Two-way ANOVA and
post hoc Bonferroni tests were applied for statistical analysis. The
levels of significance were (∗) P < 0:05, (∗∗) P < 0:01, and (∗∗∗) P <
0:001 compared with the DMSO mock and Ut groups of the
respective immunostaining.
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Figure 5: Time course of the reactive astrocyte induction marker
S100β after a BSSG injection in the SNpc. (a) Representative
micrographs of double immunofluorescence of TH and S100β in
untreated (Ut) control rats and rats at different times (shown at
the left side of micrographs) after BSSG injection. (b) IFAD
quantification for TH and S100β during the experimental time
course. The values are the mean ± SD from four anatomical levels.
n = 3 independent rats in each time of each experimental
condition. Two-way ANOVA and post hoc Bonferroni tests were
applied for statistical analysis. (∗∗∗) indicates a P < 0:001
compared with the DMSO mock and Ut groups of the respective
immunostaining.
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SNpc of untreated and DMSOmock groups (Figures 9(a) and
9(c)), appeared on day 15 after BSSG administration and then
followed the time course of microglial activation. Once
again, the TH (+) cells followed the pattern described in
the previous assays (Figures 9(a) and 9(b)). The presence
of Evans blue dye in the SNpc confirmed the loss of BBB
integrity on days 7 and 15 following BSSG administration

(Figure 9(d)). These results suggest that the BSSG treatment
resulted in the infiltration of leukocytes across a leaky BBB,
as a consequence of neuroinflammation.

3.6. Proinflammatory Cytokines. TNF-α, IL-1β, and IL-6
were evaluated in the substantia nigra through ELISA
(Figure 10). The basal levels expressed in pg/mg of protein
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Figure 6: Colocalization of S100β and GFAP immunoreactivity after a BSSG injection in the SNpc. (a) Representative micrographs of the
double immunofluorescence in untreated (Ut) control rats and rats at different times (shown at the left side of micrographs) after BSSG
injection. IFAD quantification for S100β (b) and GFAP (c) during the experimental time course. The S100β and GFAP values for the
mock rats correspond to the quantification in Supplementary Figure 5. The values are the mean ± SD from four anatomical levels. n = 3
independent rats in each time of each experimental condition. Two-way ANOVA and post hoc Bonferroni tests were applied for statistical
analysis. The levels of significance were (∗∗∗) P < 0:001 and (∗) P < 0:05 compared with the DMSO mock and Ut groups of the respective
immunostaining.
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Figure 7: Colocalization of C3 and GFAP immunoreactivities after a BSSG injection in the SNpc. (a) Representative micrographs of the double
in untreated (Ut) control rats and rats at different times (shown at the left side of micrographs) after BSSG injection. Immunofluorescence area
density (IFAD) for C3 (b) and GFAP (c) was determined using the ImageJ software v.1.46r (National Institutes of Health, Bethesda, MD). The C3
and GFAP values for the mock rats correspond to the quantification in Supplementary Figure 6. (d) Details of cells coexpressing C3 and GFAP
on day 30 after a BSSG injection in the SNpc. The values are themean ± SD from four anatomical levels. n = 3 independent rats in each time of
each experimental condition. Two-way ANOVA and post hoc Bonferroni tests were applied for statistical analysis. (∗∗∗) indicates a P < 0:001
compared with the DMSO mock and Ut groups of the respective immunostaining.
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were 41:5 ± 12:8 for TNF-α, 127:4 ± 31:7 for IL-1β, and
1619:9 ± 761:6 for IL-6.The DMSO vehicle injection did not
significantly change the basal levels for the three proinflam-
matory cytokines (Figure 10). In contrast, the levels of those
proinflammatory cytokines were significantly and differen-
tially increased by the BSSG administration as compared
with the Ut and DMSO groups. All proinflammatory cyto-
kine levels were markedly higher from day 15 to day 30, cor-
responding to the period of BBB opening. TNF-α levels
remained high throughout the time points included in this
study, whereas IL-1β was induced until day 60, and IL-6
was not detected beyond day 30 (Figure 10). These results
are consistent with the conclusion that BSSG injection caused
chronic neuroinflammation.

4. Discussion

This report provides evidence that A1 neurotoxic reactive
astrocytes contribute to chronic neuroinflammation elicited
by a single intranigral administration of BSSG. Activated
microglia may be involved in the induction of A1 astrocytes
from GFAP(+) and S100β(+) cell populations through the
release of proinflammatory cytokines [10, 18], which also
could be released by infiltrating immune cells, neurons, and
possibly by BBB-endothelial cells known to express IL-1β
and IL-6 genes [40, 41]. In vitro, conditioned medium from
LPS-activated microglia induces A1 reactive astrocytes,
which rapidly kill neurons by secreting unidentified neuro-
toxins [10]. Based on this evidence, we propose that A1
reactive astrocytes could also participate in the death of
dopaminergic neurons in the BSSG-treated animals, as
shown here and also in the oral administration model [34].

This suggestion is further supported by the identification of
A1 astrocytes in postmortem samples of PD brains [10].

Reactive oxygen and nitrogen species (RONS) are notable
contributors to neuronal death in neuroinflammation
through the irreversible oxidative or nitrosative injury to
biomolecules [44, 51]. Here, we found that BSSG induced a
fast NO production that remained increased during the first
month after its intranigral administration. This fast increase
in NO production might be due to the contribution of neuro-
nal nitric oxide synthase (nNOS) in dopaminergic neurons
that is stimulated by NMDA receptor-mediated excitotoxi-
city [52, 53]. This pathological process seems to mediate
the BSSG-triggered dopaminergic loss [32] because these
neurons express NMDA receptors [54, 55] and are sensitive
to glutamate [56]. The increase in glutamate can be caused
by pathological α-synuclein aggregates [57] known to occur
in the acute [38] and chronic [35] BSSG administration.
The sustained NO production that coincided with the
periods of microglia activation, reactive astrocyte induction,
and leukocyte infiltration can be due to the iNOS expression
in those inflammatory cells [58, 59]. Nitrosative/oxidative
stress affects particularly dopaminergic neurons because they
lack an efficient antioxidant defense showing low levels of
glutathione and moderate catalase, superoxide dismutase,
and glutathione peroxidase activities [60, 61]. Besides, the
SNpc is a nucleus with a high microglial population, which
can detect a minimum imbalance of oxidative stress and
mount a fast response [62, 63] that is potentiated by the infil-
trating immune cells. We also found that BSSG-induced
nitrosative stress coincided with the periods of reactive astro-
cyte induction and reduction of dopaminergic neuron viabil-
ity. Since S100β can stimulate NO production [12, 13], then
S100β released by reactive astrocytes after BSSG intranigral
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Figure 8: Cellular colocalization of C3 and S100β immunoreactivity on day 30 after a BSSG injection in the SNpc. (a) Representative
micrographs of double immunofluorescence of C3 and S100β in untreated (Ut) control rats and rats injected with DMSO or BSSG.
(b) Details of cells coexpressing C3 and S100β on day 30 after a BSSG injection in the SNpc.
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Figure 9: Time course of leukocyte infiltration after a BSSG injection in the SNpc. (a) Representative micrographs of double
immunofluorescence of TH and CD45 in untreated (Ut) control rats and rats at different times (shown at the left side of micrographs)
after BSSG injection. IFAD quantification for TH and CD45 during the experimental time course. The (b) TH and (c) CD45 values for the
mock rats correspond to the quantification in Supplementary Figure 7. The values are the mean ± SD from four anatomical levels. n = 3
independent rats in each time of each experimental condition. Two-way ANOVA and post hoc Bonferroni tests were applied for statistical
analysis. (∗) indicates a P < 0:05 compared with the DMSO mock and Ut groups of the respective immunostaining. (d) Representative
photographs of brain slices after intravenous injection of the Evans blue dye on the days shown at the left of each row.
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administration may also contribute to nitrosative stress and
consequently, to the death of dopaminergic neurons. Since
S100β(+) cells colocalize with C3(+) cells, NO could be one
of the unknown neurotoxins that mediate the harmful effect
of A1 reactive astrocytes on dopaminergic neurons [14].
Interestingly, oxidative stress did not occur until day 120
after the BSSG administration, when the maximum decrease
in dopaminergic neuron population was attained. This result
suggests that apoptosis of dopaminergic neurons occurs
during the NO production period and that other cells
undergo lipid peroxidation in the late phase of
neuroinflammation.

Microglia are parenchymal CNS macrophages that per-
form a surveillance function, scanning the entire brain tissue
in the resting state [64]. Upon detecting a hazardous stimu-
lus, they become rapidly activated, changing shape and
acquiring immunological functions [44, 65]. In the BSSG
injection model, microglia activation evidenced through
OX42 and Iba1 markers and cell morphology [44, 48] devel-
oped progressively up to day 30 after the injection. In con-
trast, shape changes appeared for more prolonged times as
compared with laser stimulation (up to 5.5 hours) [64], trau-
matic brain injury [66], neurotoxic lesions (24 hours after
injury) [43], and LPS stimulation (up to 168 hours) [44]
models. The relatively long duration of the response observed
suggests that microglia was not activated by the direct haz-
ardous stimulus of BSSG but by downstream effects. A possi-
ble activation stimulus could be the pathological α-synuclein
aggregates that appear as a delayed outcome of stereotaxic
[37] and oral [34] BSSG administration models. Accumulat-
ing evidence supports the notion that α-synuclein aggregates
activate microglial cells by different mechanisms, including
nitrosative/oxidative stress [19–22] and immune cell infiltra-
tion [23, 24, 44]. Here, these two events were associated with
cell morphology and the increased OX42 and Iba1 markers
over time, suggesting their participation in the development
of microglia activation. This putative activation was also
associated with the time course of proinflammatory cyto-
kines (TNF-α, IL-1β, and IL-6), which were present through-

out the study (120 days). Such interrelationship supports the
microglia source of those cytokines, although they could also
come from the infiltrating immune cells that showed a simi-
lar time course. Together, these findings show that the BSSG-
induced neuroinflammation is chronic, similar to the one
occurring in Parkinson’s disease but in contrast to the acute
response induced by LPS [44], traumatic brain injury [66],
or transient ischemia [67]. In the acute neuroinflammation
by LPS, TNF-α and IL-1β reached maximum levels at 5 h
after the lesion and at 8 h for IL-6 [44]. The balance between
pro- and anti-inflammatory cytokinesis is crucial for control-
ling the neuroinflammatory response, as recently shown in
the acute LPS-induced neuroinflammation in the substantia
nigra [44]. However, this issue was not explored in SNpc
injected because the profound dopaminergic neurodegenera-
tion suggests that the contribution of anti-inflammatory
cytokines might be smaller than that of proinflammatory
cytokines. Similar to A2 reactive astrocytes, it would be
relevant to study the balance between pro- and anti-
inflammatory cytokinesis to gain insight into the control of
the immune response in those brain regions where neuroin-
flammation is emerging by the presence of pathological α-
synuclein [37, 38].

Following traumatic brain injury, A1 neurotoxic astro-
cytes appeared before microglia, suggesting the existence of
microglia-independent induction mechanisms in vivo [66].
In contrast, after BSSG injection, A1 neurotoxic astrocytes
followed a similar time course with activated microglia and
the increase in proinflammatory cytokine levels. These
results do not identify the primary event for A1 reactive
astrocyte induction because an earlier time after the BSSG
administration was not explored. Nevertheless, it is possible
that in chronic inflammation, a more complex interaction
between astrocytes and microglia exists. For instance, A1
astrocytes induced in a microglia-independent manner
might be themselves a cause of microglial activation [42,
68] and microglia migration by secreting S100β protein
[69]. The colocalization of C3 and S100β immunoreactivities
observed in our study would support such a notion. The
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Figure 10: Levels of proinflammatory cytokines in the substantia nigra after BSSG intranigral injection. ELISA was used to measure protein
levels of (a) TNF-α, (b) IL-1β, and (c) IL-6. All values represent themean ± SD (n = 3 rats per time point per experimental condition). Two-
way ANOVA and Bonferroni post hoc test were applied for statistical analysis. The levels of significance were ∗P < 0:05, ∗∗P < 0:01, and
∗∗∗P < 0:001. ns: not significant.
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BSSG stereotaxic model can help clarify the mechanism of
A1 astrocyte induction in chronic neuroinflammation. Con-
trary to neurotoxic A1 reactive astrocytes, A2 reactive astro-
cytes that are identified by the specific marker S100A10 have
been postulated to be protective based on transcriptome anal-
ysis showing upregulation of many neurotrophic factors and
thrombospondins, which promote synapse repair in animal
models of acute injury [10, 70]. In the stereotaxic BSSGmodel,
the severe and progressive dopaminergic neurodegeneration
in the substantia nigra suggests that A2 reactive astrocytes
do not play a significant protective role. The intranigral BSSG
model is known to trigger pathological α-synuclein aggregates
that spread from the neurotoxin application site to diverse
brain regions, possibly producing neuroinflammation, as sug-
gested by behavioral impairments [37, 38]. Then, it would be
relevant to study the induction of A1 and A2 reactive astro-
cytes and determine the balance between cells with phenotype
A1 and A2 in those brain regions where neuroinflammation is
emerging.

A failure of BBB permeability in Parkinson’s disease [25]
permits the infiltration of lymphocytes [23, 24] that could
generate an autoimmune response to α-synuclein aggregates
[29]. In the stereotaxic model, BBB opening is of such magni-
tude as shown by the Evans blue assay that it enabled a great
infiltration of bone marrow- (BM-) derived cells that can be
detected by the antibody to CD45, which is a pan-leukocyte
marker [71]. Therefore, it is plausible to assume that macro-
phages, lymphocytes, CD4, CD8, TReg, and NK infiltrate the
substantia nigra. The immune response of such diverse
immune cells does potentiate the response of resident defen-
sive cells, thus contributing to the severity and irreversibility
of BSSG-induced dopaminergic neurodegeneration, as
shown here and by other works [34, 35, 37, 38]. Furthermore,
the increased BBB permeability may also enable the invasion
to the brain of microbiota metabolic products, peripheral α-
synuclein aggregates, and mediators of the innate immune
system resulting from gut dysbiosis and/or bacterial over-
growth, which are implicated in the brain-gut-microbiota
axis in Parkinson’s disease [72–74]. A contrary flow from
the brain to blood circulation and peripheral organs of harm-
ful cell decomposition products, proinflammatory cytokines,
and pathological α-synuclein aggregates triggered by the
BSSG-induced severe neuroinflammation might also occur
[74, 75]. The BSSG stereotaxic model represents a valuable
tool to clarify this hypothesis and advance the knowledge in
the pathogenesis of Parkinson’s disease.

In this work, DMSO was used to dissolve BSSG because
pyridine used to solubilize BSSG [76] caused necrosis in the
substantia nigra (data not shown). Although concentrated
DMSO may be a methodological drawback, its single admin-
istration (1μL) did not significantly change any variables
studied as compared with the untreated healthy animals.
These results agree with a recent report showing that DMSO
does not trigger apoptosis or senescence in the substantia
nigra cells, neither elicits changes in the cytoskeleton or den-
sity of dendritic spines [38] or behavioral alterations [37].
Other authors that used 100% DMSO also do not report
damage or altered function in vivo [77–80]. In contrast, other
studies have reported that DMSO is toxic in cell cultures. For

instance, it affects cell proliferation and production of proin-
flammatory cytokines in cultures of peripheral blood
lymphocytes [81] and impairs mitochondrial integrity and
membrane potential in cultured astrocytes [81, 82]. However,
our results with lipoperoxidation assay suggest that DMSO
did not damage cell membranes at times here evaluated, nei-
ther augmented proinflammatory cytokines. A possible
explanation is that the glymphatic system [83] diluted the
DMSO concentration in the one μL injected, thus dampening
its toxicity. On the contrary, cultured cells are directly
exposed to DMSO because they lack the defensive physiolog-
ical mechanisms present in vivo. It would be interesting to
evaluate whether DMSO triggers neuroinflammation signal-
ing in other cells, such as oligodendrocytes and ependymal
cells in the stereotaxic BSSG model.

The chronic oral administration of BSSG to Sprague-
Dawley rats faithfully models Parkinson’s disease, reproduc-
ing the development of motor and nonmotor behavior
impairments and insoluble α-synuclein appearance accord-
ing to the Braak stages of PD [34]. Likewise, intranigral
administration of BSSG replicates similar characteristics,
such as the progression of behavioral alterations, dopaminer-
gic neuron loss, and the presence of Lewy body-like synuclein
aggregations in a shorter time [37]. The hallmark of the
aggregates triggered by an acute BSSG intranigral injection
is the ability to spread in a prion-like manner to anatomically
interconnected and noninterconnected regions in the whole
brain [38]. Furthermore, behavioral tests have shown that
motor and nonmotor impairments could result from neuro-
logical damage in those diverse regions [37, 38]. These
antecedents and the finding that pathological α-synuclein
aggregates can induce neuroinflammation [84, 85] strongly
suggest that the acute BSSG intranigral administration also
leads to neuroinflammation in the whole brain. Thus, sys-
tematic or local BSSG administration models can be used to
clarify the mechanisms of chronic neuroinflammation and
validate the emerging therapeutic approaches for Parkinson’s
disease, such as anti-inflammatory gene therapy [45], anti-α-
synuclein immunotherapy [86, 87], and A1 reactive astrocyte
induction blocking therapy [17].

5. Conclusion

Our data show that a single intranigral BSSG injection
triggers chronic neuroinflammation in the SNpc and degen-
eration of dopaminergic neurons. All markers of neuroin-
flammation, including those for neurotoxic A1 reactive
astrocytes, showed similar changes over time with a maxi-
mum elevation in the first month, whereas the loss of dopa-
minergic neurons was progressive to reach a drastic decline
on day 120 postadministration. These data suggest that neu-
roinflammation triggers dopaminergic neurodegeneration
via neurotoxic A1 reactive astrocytes. However, infiltrating
BM-derived cells in the SNpc due to BBB breakdown may
also participate in the neuronal loss via an autoimmune
response against α-synuclein aggregates present in the SNpc
of both BSSG administration models [34, 37]. Besides, the
sustained high levels of proinflammatory cytokines resulting
from activated microglial cells, reactive astrocytes, infiltrating
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BM-derived cells [10, 39, 65], and possibly BBB-endothelial
cells [40, 41] could account for the severity of the BSSG-
induced neuroinflammation in the SNpc. Further studies
are needed to explore control mechanisms of neuroinflam-
mation, such as the role of A2 reactive astrocytes and anti-
inflammatory cytokines. The BSSG stereotaxic administra-
tion in the rat is an easy model of Parkinson’s disease that will
help to answer open questions on mechanisms of chronic
neuroinflammation and neurodegeneration. Also, emerging
therapies for Parkinson’s disease can be validated in this rat
model of chronic neuroinflammation.
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Supplementary Materials

Supplementary Figure 1: illustration of experimental design.
(a) Timeline of the tests performed after the injection of
BSSG or DMSO. Ut: untreated group. (b) Table with the
number of animals used per assays every time point and
group evaluated. Supplementary Figure 2: representative
micrographs of TH and OX42 double immunofluorescence
in untreated control and mock rats at different times (shown
on the left side of micrographs) after DMSO injection. The
immunofluorescence area (IFAD) density was measured in
four anatomical levels per rat with the ImageJ software
v.1.46r 40 (National Institutes of Health; Bethesda, MD).
The mean ± SD values are shown in the graph of
Figure 2(b) for TH and Figure 2(c) for OX42. n = 3 indepen-
dent rats in each time of each experimental condition.
Supplementary Figure 3: a single intranigral BSSG adminis-
tration increases the Iba1(+) cell population over time. (a)

Representative micrographs of Iba1 immunohistochemistry
in the SNpc of a rat per condition (shown at the left side
micrographs). (b) The graph shows the area density that
was determined with the ImageJ software v.1.46r (National
Institutes of Health; Bethesda, USA). The mean ± SD (n = 3
slices in each time of each experimental condition). One-
way ANOVA and Newman-Keuls post hoc tests were applied
for statistical analysis. (∗∗∗) P < 0:001, (∗) P < 0:05 as com-
pared with the values of DMSO mock and untreated groups.
Supplementary Figure 4: a single intranigral BSSG adminis-
tration increases the Iba1(+) cell population over time. (a)
Representative micrographs of Iba1 immunofluorescence in
the SNpc of a rat per condition (shown at the left side micro-
graphs). (b) The graph shows the immunofluorescence area
density (IFAD) that was determined with the ImageJ soft-
ware v.1.46r (National Institutes of Health; Bethesda, USA).
The mean ± SD (n = 3 slices in each time of each experimen-
tal condition). One-way ANOVA and Newman-Keuls post
hoc tests were applied for statistical analysis. (∗∗∗) P < 0:001,
(∗) P < 0:05 as compared with the values of DMSO mock
and untreated groups. Supplementary Figure 5: representative
micrographs of S100β andGFAP double immunofluorescence
in the SNpc of untreated control rats and mock rats at differ-
ent times (shown at the left side of micrographs) after DMSO
injection. The immunofluorescence area density (IFAD) was
measured in four anatomical levels per rat with the ImageJ
software v.1.46r 40 (National Institutes of Health; Bethesda,
MD). The mean ± SD values are shown in the graph of
Figure 6(b) for S100β and Figure 6(c) for GFAP. n = 3 inde-
pendent rats in each time of each experimental condition.
Supplementary Figure 6: representative micrographs of the
double immunofluorescence for C3 and GFAP in the SNpc
of untreated control rats and mock rats at different times
(shown at the left side of micrographs) after DMSO injection.
The immunofluorescence area density (IFAD) was measured
in four anatomical levels per rat with the ImageJ software
v.1.46r 40 (National Institutes of Health; Bethesda, MD).
The mean ± SD values are shown in the graph of Figure 7(b)
for C3 and Figure 7(c) for GFAP. n = 3 independent rats in
each time of each experimental condition. Supplementary
Figure 7: representative micrographs of the double immuno-
fluorescence for TH and CD45 in untreated control rats and
mock rats at different times (shown at the left side of micro-
graphs) after DMSO injection. The immunofluorescence area
density (IFAD) was measured in four anatomical levels per rat
with the ImageJ software v.1.46r 40 (National Institutes of
Health; Bethesda, MD). The mean ± SD values are shown in
the graph of Figure 9(b) for TH and Figure 9(c) for CD45. n
= 3 independent rats in each time of each experimental condi-
tion. Supplementary Figure 8: merged image sets below
display double immunofluorescence assays in three indepen-
dent rats per time point after DMSO or BSSG intranigral
administration in comparison with untreated rats. Headings
indicate the double immunostaining type. Left labels show
the time and experimental condition. Legends indicate the
main figure number where the quantification data appear.
Set 1: DMSO effect on dopaminergic neurons (TH) and
microglia (OX42) compared with untreated controls. Quanti-
fication data appear in the graph of Figure 2(b) for TH and
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Figure 2(c) for OX42. Set 2: DMSO effect on dopaminergic
neurons (TH) and astrocytes (GFAP) compared with
untreated controls. Quantification data appear in the graph
of Figure 4(b) for TH and Figure 4(c) for GFAP. Set 3: DMSO
effect on dopaminergic neurons (TH) and astrocytes (S100β)
compared with untreated controls. Quantification data appear
in the graph of Figure 5(b) for TH and Figure 5(b) for S100β.
Set 4: DMSO effect on astrocytes (S100β) and (GFAP) com-
pared with untreated controls. Quantification data appear in
the graph of Figure 6(b) for S100β and Figure 6(c) for GFAP.
Set 5: DMSO effect on astrocytes (C3) and (GFAP) compared
with untreated controls. Quantification data appear in the
graph of Figure 7(b) for C3 and Figure 7(c) for GFAP. Set 6:
DMSO effect on dopaminergic neurons (TH) and leukocytes
(CD45) compared with untreated controls. Quantification
data appear in the graph of Figure 9(b) for TH and
Figure 9(c) for CD45. Set 7: BSSG effect on dopaminergic
neurons (TH) andmicroglia (OX42) compared with untreated
controls. Quantification data appear in the graph of
Figure 2(b) for TH and Figure 2(c) for OX42. Set 8: BSSG
effect on dopaminergic neurons (TH) and astrocytes (GFAP)
compared with untreated controls. Quantification data appear
in the graph of Figure 4(b) for TH and Figure 4(b) for GFAP.
Set 9: BSSG effect on dopaminergic neurons (TH) and astro-
cytes (S100β) compared with untreated controls. Quantifica-
tion data appear in the graph of Figure 5(b) for TH and
Figure 5(b) for S100β. Set 10: BSSG effect on astrocytes
(S100β) and (GFAP) compared with untreated controls.
Quantification data appear in the graph of Figure 6(b) for
S100β and Figure 6(c) for GFAP. Set 11: BSSG effect on astro-
cytes (C3) and (GFAP) compared with untreated controls.
Quantification data appear in the graph of Figure 7(b) for
C3 and Figure 7(c) for GFAP. Set 12: BSSG effect on dopami-
nergic neurons (TH) and leukocytes (CD45) compared with
untreated controls. Quantification data appear in the graph
of Figure 9(b) for TH and Figure 9(c) for CD45.
(Supplementary Materials)
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Background. Systemic lupus erythematosus (SLE) is a disease characterized by the production of a large number of autoantibodies.
Defected phagocytosis of macrophage plays an important role in innate immunity in the pathogenesis of SLE. Tyro3 is a receptor
responsible for the recognition of apoptotic cells during efferocytosis by macrophages. To investigate the role of Tyro3 receptor in
macrophages’ efferocytosis of apoptotic cells in SLE, we aimed to reveal the clinical relevance and impact of Tyro3 autoantibody on
SLE.Methods. The serum levels of IgG-type autoantibody against Tyro3 receptor were detected in new-onset, treatment-naïve SLE
patients (n = 70), rheumatoid arthritis (RA) (n = 24), primary Sjögren’s Syndrome (pSS) (n = 21), and healthy controls (HCs)
(n = 70) using enzyme-linked immunosorbent assay (ELISA). The effects of purified Tyro3 autoantibody from SLE patients on
the efferocytosis of human monocyte-derived macrophages were measured by flow cytometry and immunofluorescence. Results.
The serum levels of IgG-type autoantibody against Tyro3 receptor were significantly elevated in patients with SLE compared to
RA, pSS, and HCs (all p < 0:0001). The levels of anti-Tyro3 IgG were positively associated with the SLE disease activity index
(SLEDAI) score (r = 0:254, p = 0:034), erythrocyte sedimentation rate (ESR) (r = 0:430, p < 0:001), C-reactive protein (CRP)
(r = 0:246, p = 0:049), and immunoglobulin G (IgG) (r = 0:408, p = 0:001) and negatively associated with haemoglobin (Hb)
(r = −0:294, p = 0:014). ROC curves illustrated that the anti-Tyro3 antibody could differentiate patients with SLE from HCs.
Furthermore, flow cytometry and immunofluorescence demonstrated that purified anti-Tyro3 IgG inhibited the efferocytosis of
macrophages (p = 0:004 and 0.044, respectively) compared with unconjugated human IgG. Conclusions. These observations
indicated that autoantibody against Tyro3 was associated with disease activity and could impair efferocytosis of macrophages. It
might be a potential novel disease biomarker and might be involved in the pathogenesis of SLE.

1. Introduction

Systemic lupus erythematosus (SLE), which is characterized
by the production of a large number of autoantigens and

autoantibodies [1, 2], is a chronic autoimmune disease that
affects almost all organs. A large number of studies have
shown that functional defect of mononuclear macrophages,
especially phagocytosis, plays an important role in innate
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immunity in the pathogenesis of SLE [3]. Numerous lines of
evidence have revealed that the overproduction of autoanti-
bodies is attributed to the impaired efferocytosis of apoptotic
cells and debris [1, 4, 5]. Our group previously reported that
autoantibodies against type A scavenger receptors, which
was a type of receptors related to the efferocytosis of macro-
phages, could reduce its ability to clear apoptotic cells in lupus
patients [6]. However, the mechanism underlying the impair-
ment of efferocytosis in SLE is not fully understood.

Macrophages belong to the largest subset of immune cells
that are principally responsible for efferocytosis [2, 7]. Gener-
ally, efferocytosis in macrophages is initiated by the recogni-
tion of apoptotic cells via receptors on the cell surfaces of
macrophages, which then trigger the phagocytic process [8,
9]. A 3-member transmembrane kinase receptor family
named Tyro3/Axl/Mertk (TAM) is responsible for the recog-
nition of apoptotic cells during efferocytosis by macrophages
[10]. TAM family receptors include the Tyro3, Axl, andMertk
receptor tyrosine kinases and can be activated by interaction
with the “eat-me” phosphatidylserine on the surfaces of apo-
ptotic cells, which rely on the assistance of the ligands growth
arrest-specific 6 (GAS6) and protein S [11, 12]. Emerging evi-
dence has revealed that a deficiency in TAM receptors results
in the accumulation of apoptotic cells [4, 13]. For instance,
Mertk knockdown or knockout mice showed the delayed
clearance of infused apoptotic cells [14]. Not only Mertk but
also Axl and Tyro3 function in the phagocytosis of apoptotic
cells. Axl−/− and Tyro3−/− macrophages had ∼40–50% reduc-
tion in their abilities to phagocytose apoptotic thymocytes
[15]. Furthermore, triple knockout Tyro3/Axl/Mertk mice
developed SLE-like autoimmunity and overproduced autoan-
tibodies, such as anti-double-stranded DNA (dsDNA) [16],
indicating that the dysfunction of the TAM receptors on mac-
rophages contributed to the development of SLE. Among
TAM receptors, Tyro3 is the least characterized member. In
the hematopoietic system, Tyro3 receptor is expressed on den-
dritic cells, natural killer cells, monocytes and macrophages,
platelets and megakaryocytes, and osteoclasts [17]. It was
reported that primary peritoneal macrophages isolated from
Tyro3-/- mice had decreased ability to phagocytose apoptotic
cells compared to macrophages from wild-type mice [17].
Clinical studies revealed that the levels of the soluble forms
of Tyro3 (sTyro3) and Mertk receptors were increased in
plasma from SLE patients [18]. Both levels of soluble forms
of Mertk (sMertk) and sTyro3 were correlated with SLEDAI,
and levels of sTyro3 were higher in patients with higher SLE-
DAI [19]. It might be responsible for the defective function of
efferocytosis in the disease [20]. However, whether Tyro3
receptor could serve as an autoantigen to further affect the
function of macrophages has remained unexplored. Here, we
systematically investigated the profiles and clinical relevance
of the Tyro3 autoantibody in new-onset and treatment-naïve
SLE patients and further explored the implications of this
about the efferocytosis by macrophages.

2. Methods

2.1. Patients and Healthy Controls. The study included con-
secutive 70 new-onset and treatment-naïve patients with

SLE (including 60 females and 10 males) who met the 1997
American College of Rheumatology (ACR) classification cri-
teria for the diagnosis of SLE confirmed by two qualified
rheumatologists (Jialin Teng and Chengde Yang) [21].
Demographic data, clinical characteristics, and laboratory
findings such as anti-dsDNA IgG levels, erythrocyte sedi-
mentation rate (ESR), white blood cell counts in blood
(WBC), haemoglobin (Hb), platelets (PLT), C-reactive pro-
tein (CRP), immunoglobulin G (IgG), complement 3 (C3),
and complement 4 (C4) of SLE patients were collected. In
addition, 24 rheumatoid arthritis (RA) and 21 primary Sjög-
ren’s Syndrome (pSS) were enrolled, and samples from 70
sex- and age-matched healthy donors with neither autoim-
mune nor infectious diseases were collected as healthy con-
trols (HCs) (including 58 females and 12 males). All of the
sera samples were stored at -80°C until use. Disease activity
was measured using the SLEDAI score [22]. The study was
performed in accordance with the Declaration of Helsinki
and the Principles of Good Clinical Practice. Biological sam-
ples were obtained under a protocol approved by the Institu-
tional Research Ethics Committee of Ruijin Hospital (ID:
2016-62), Shanghai, China. We have obtained the written
consent from recruited patients and HCs.

2.2. Detection of Anti-Tyro3 Autoantibody. Recombinant
human Tyro3 protein (Abnova, Taiwan) was prepared by a
wheat germ expression system. The protein was fused with
a GST-tag at N-terminal and purified by glutathione sepha-
rose 4 fast flow. Antibody against human Tyro3 receptor in
the sera of SLE patients and HCs was determined by an
enzyme-linked immunosorbent assay (ELISA) at 450 nm.
Ninety-six-well high-binding plates (Corning, New York,
USA) were coated with recombinant human Tyro3 protein
overnight at 4°C. The antigen-coated wells were washed three
times with PBST buffer (PBS plus 0.05% Tween-20) and
blocked with PBST buffer containing 5% bovine serum albu-
min (BSA) for 2 h at 37°C. The human Tyro3/Dtk antibody
(R&D Systems, USA) was used as a positive control. The
blocking buffer was removed, and the plates were washed as
described above before the addition of 100μl of serum sam-
ple (1 : 100 diluted in 1% BSA). The human sera were incu-
bated for 2 h at room temperature followed by incubation
with HRP-conjugated goat anti-human IgG (Abcam, Cam-
bridge, UK) for another 1 h at room temperature. Then, the
plates were washed, and 100μl of tetramethylbenzidine sub-
strate solution was added. It was then stopped by the addition
of 50μl of 0.5M H2SO4. The absorbance was measured at a
wavelength of 450nm in a microplate reader (Bio-Rad Labo-
ratories, Richmond, USA).

2.3. IgG Purification. Total IgG was isolated from the serum
of new-onset SLE patients by a thiophilic adsorbent reagent
(Pierce, Thermo Scientific, Rockford, USA) according to the
manufacturer’s instructions and concentrated in a centrifuge
tube (Amicon, Millipore, Eschborn, Germany).

2.4. Purification of Anti-Tyro3 IgG. The purification of the
specific antibody was performed using AminoLink Plus Cou-
pling Resin according to the manufacturers’ instructions
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(MicroLink, Thermo Scientific, USA). We purchased recom-
binant human Tyro3 protein (Abnova, Taiwan) and coupled
the protein to the resin. Then, we used the purified total IgG
from SLE patients to form the resin-bound complex and
incubated them with gentle end-over-end mixing. The eluted
antibody was neutralized with 1M Tris (pH = 9:0). After
sterile filtration, the autoantibody was stored as small ali-
quots at -80°C.

2.5. Preparation of Macrophages. Peripheral blood mononu-
clear monocytes (PBMCs) were isolated from the blood of
healthy volunteers using Ficoll density gradient centrifuga-
tion (GEHealthcare, Madison, USA). The CD14+monocytes
were isolated by positive selection using CD14 microbeads
(Miltenyi Biotec, Auburn, USA) according to the manufac-
turer’s instructions. The selected cells were cultured in RPMI
1640 medium containing 10% fetal calf serum (FCS; Gibco,
NY, USA), 100 units/ml penicillin, and 100μg/ml strepto-
mycin that was supplemented with 100ng/ml of macro-
phage colony-stimulating factor (M-CSF) (R&D Systems,
Minneapolis, USA) in a humidified 5% CO2 incubator.
On day 4, the medium was replaced with RPMI 1640
medium containing M-CSF, and on day 7, the mature
macrophages were harvested.

2.6. Preparation of Apoptotic Cells. To generate apoptotic
cells, Jurkat cells (purchased from ATCC, Manassas, USA)
were cultured in RPMI 1640 medium without FCS, and apo-
ptosis was induced with 0.5μg/ml staurosporine (BBI Life
Science, Shanghai, China) for 3 h, as previously reported that
the inhibitor of protein kinase staurosporine showed remark-
able activity in inducing apoptosis in a wide variety of mam-
malian cells [23]. Afterwards, the cells were washed three
times with PBS and resuspended in RPMI 1640 medium.
Staurosporine treatment yielded a population of 90% apopto-
tic cells, which was verified by staining with annexin V and 7-
amino-actinomycin D (7-AAD, Tianjin Sungene Biotech
Co., China). Before being fed to the macrophages, the apo-
ptotic cells were labeled with iFL Green dye (pHrodo, Invi-
trogen, Thermo Scientific, USA), which could be detected
with FITC (fluorescein), protected from light at room tem-
perature for 20 minutes.

2.7. Efferocytosis Assays. Human CD14-positive monocyte-
derived macrophages were incubated with fresh medium
containing 60μg/ml purified human Tyro3 antibody from
SLE patients or unconjugated human IgG (BBI Life Science,
Shanghai) for 1 h at 37°C in an incubator.

Then, the macrophages were incubated with
staurosporine-induced apoptotic Jurkat cells labeled with
iFL Green dye (ratio of macrophages : apoptotic cells = 1 : 5)
in RPMI 1640 medium without FCS in an incubator for 30
minutes. After being washed with PBS, the macrophages
were collected using trypsin. Efferocytosis was determined
according to the percentage of macrophages that phagocy-
tosed apoptotic cells labeled with FITC using a FACS
Canto II cytometer (BD Biosciences, San Jose, USA). The
data were analyzed using FlowJo software (Tree Star Inc.,
Ashland, USA).

For immunofluorescence, the apoptotic cells were labeled
with 5μM 5-(and 6)-carboxyfluorescein diacetate succinimi-
dyl ester (CFSE) (eBioscience, Invitrogen, Thermo Scientific,
USA), protected from light at room temperature for 10
minutes, and washed with PBS. Then, the macrophages were
incubated with induced apoptotic Jurkat cells for 30 minutes.
After washing with PBS, macrophages were fixed with 4%
formaldehyde for 20 minutes. After three rinses with PBS,
the cells were permeabilized with Triton X-100 (Beyotime,
Shanghai, China) for 5 minutes. The cytoskeleton was dyed
with phalloidin (Servicebio, Shanghai, China) and incubated
for 1 h protected from light. DNA was stained with 10μg/ml
2-(4-amidinophenyl)-6-indolecarbamidine dihydrochloride
(Hoechst 33324) (Thermo Scientific, USA) for 5 minutes
protected from light. After rinsing 3 times with PBS, the cells
were viewed by a confocal fluorescence microscope LSM 800
(ZEISS, Oberkochen, Germany).

2.8. Statistical Analysis. Continuous variables were tested for
normality by the one-sample Kolmogorov-Smirnov test.
Continuous variables were expressed as mean ± standard
deviation (SD) or median (interquartile range) as per distri-
bution type, and categorical data were expressed as frequency
and percentages. The receiver operating characteristic (ROC)
curve and the area under the curve (AUC) were used to assess
the sensitivity and specificity of anti-Tyro3 IgG for the diag-
nosis of SLE. Statistical analysis was performed using the
independent samples t-test for normal data and the Mann-
Whitney U-test for nonnormal data. The analyses were car-
ried out under the two-sided principle. Correlations between
groups were evaluated by Spearman correlation. A p value
less than 0.05 was considered statistically significant. Graphs
were drawn using GraphPad Prism (version 7, GraphPad
Software Inc., San Diego, USA), and data were analyzed using
the SPSS software for Windows (version 23; SPSS Inc., Chi-
cago, USA).

3. Results

3.1. Increased Serum Levels of Tyro3 Receptor Autoantibody
in Patients with SLE. As TAM proteins are well-known
kinase receptors that are crucial for macrophage efferocytosis
for the clearance of apoptotic cells [10], to investigate the
profile and clinical relevance of autoantibody against Tyro3
receptor in SLE, we detected the serum levels of anti-Tyro3
IgG in patients with SLE, RA, pSS, and HCs by ELISA. We
recruited a total of 70 new-onset patients with SLE, and the
clinical data are listed in Table 1. The results showed that
the levels of anti-Tyro3 IgG were significantly higher in SLE
patients than those in RA, pSS, and HCs (all p < 0:0001)
(Figure 1). Then, we set a threshold using the mean control
levels plus 2 SD for abnormal titers; the positive rate of
anti-Tyro3 IgG in SLE, RA, and pSS was 24/70 (34.3%),
3/24 (12.5%), and 4/21 (19.0%), respectively, indicating that
Tyro3 receptor antibody might be an important biomarker
and play a role in the pathogenesis of SLE. Furthermore,
the positivity of anti-Tyro3 in anti-Sm-negative patients
was 16/53 (30.2%), while the positivity of which in anti-
dsDNA-negative patients was 2/7 (28.6%). The results
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strengthen the significance of anti-Tyro3 antibody in the
diagnosis of SLE. Besides, we detected serum from 11
patients before and after effective treatment by ELISA and
there was no significant change of anti-Tyro3 antibody after
effective treatment (p > 0:05, Supplementary Figure 1).

3.2. Association between Anti-Tyro3 IgG and the Clinical
Manifestations in SLE Patients. Next, we analyzed the associ-
ation of serum anti-Tyro3 IgG levels with the clinical data.
The levels of anti-Tyro3 IgG were negatively associated with
Hb (r = −0:294, p = 0:014) and positively correlated with the
SLEDAI score (r = 0:254, p = 0:034), ESR (r = 0:430, p <
0:001), CRP (r = 0:246, p = 0:049), and IgG (r = 0:408, p =
0:001) (Figure 2). Furthermore, the differences of levels of
anti-Tyro3 antibody in SLE patients with and without clinical
characteristics were determined. As shown in Table 2, higher
levels of anti-Tyro3 antibody were observed in patients with
oral ulcers than patients without oral ulcers (p = 0:035).

We also detected autoantibodies against Axl and Mertk,
which belong to TAM receptors, in the same cohort. The
results showed that the levels of anti-Axl and anti-Mertk
IgG were significantly higher in SLE patients than those in
RA, pSS, and HCs (all p < 0:05, Supplementary Figures 2A
and 2B). However, there was no correlation between anti-
Axl IgG and SLEDAI score, neither did anti-Mertk IgG (all
p > 0:05, Supplementary Figures 2C and 2D), indicating
that the high levels of anti-Axl and anti-Mertk antibodies
might not be associated with SLE disease activity.

3.3. Receiver Operating Characteristic Curves of Anti-Tyro3
IgG. To determine the efficacy of the measurement of autoan-
tibody against Tyro3 receptor for diagnosing SLE, we calcu-
lated the ROC curves to determine the sensitivity and
specificity of the autoantibody in distinguishing patients with
SLE, RA, and pSS from HCs. As shown in Figure 3, the AUCs
of anti-Tyro3 IgG in SLE, RA, and pSS were 0.8708 (95% CI:
0.8136-0.9281) (p < 0:0001), 0.5048 (95% CI: 0.3512-0.6583)
(p = 0:9447), and 0.6146 (95% CI: 0.4468-0.7824) (p = 0:1125),
respectively. ROC curves illustrated that the anti-Tyro3 anti-
body could differentiate patients with SLE from HCs.

3.4. SLE Patient-Derived Autoantibody against Tyro3
Receptor Inhibited the Efferocytosis of Macrophages. Since
TAM receptors mainly functioned in macrophage-
associated efferocytosis, we further determined the role of
Tyro3 receptor autoantibody in the efferocytosis of macro-
phages. First, we purified specific IgG-type antibody against
Tyro3 from the serum of new-onset SLE patients with high
optical density (OD) values at 450nm, which was further
confirmed by silver staining compared to different quantity
of unconjugated human IgG (Supplementary Figure 3).
Furthermore, we explored the cross-reaction between
purified anti-Tyro3 antibody and TAM receptors and
CD14, a surface antigen preferentially expressed mainly on
monocytes/macrophages, by ELISA assay following the
standard procedure (Supplementary Table 1).
Immunoprecipitation was also used to verify the binding of
purified anti-Tyro3 IgG to recombinant human Tyro3
protein (Supplementary Figure 4). Then, primary human
monocyte-derived macrophages and staurosporine-induced
apoptotic Jurkat cells were incubated with purified anti-
Tyro3 IgG or unconjugated human IgG, and macrophage
efferocytosis was analyzed by flow cytometry and
immunofluorescence. As shown in Figure 4,macrophage
efferocytosis was significantly decreased after anti-Tyro3

Table 1: The clinical and laboratory characteristics of new-onset
and treatment-naïve SLE patients.

Variable SLE patients

Gender (female/male, n) 60/10

Age (mean ± SD, years) 39 ± 16
Disease duration (months, median, IQR) 3.5 (1, 24)

SLEDAI (mean ± SD) 12 ± 5
Fever (n, %) 32 (45.7)

Arthritis (n, %) 42 (60.0)

Rash (n, %) 36 (51.4)

Oral ulcer (n, %) 16 (22.9)

Alopecia (n, %) 16 (22.9)

Vasculitis (n, %) 5 (7.1)

Serositis (n, %) 16 (22.9)

Photosensitivity (n, %) 10 (14.3)

Raynaud’s phenomenon (n, %) 13 (18.6)

Hematological (n, %) 54 (77.1)

Lupus nephritis (proteinuria ≥ 0:5 g/24 h) (n, %) 31 (44.3)

Neuropsychiatric manifestations (n, %) 1 (1.4)

Anti-dsDNA positive (n, %) 63 (90.0)

Anti-Sm positive (n, %) 17 (24.3)

Anti-SSA positive (n, %) 38 (54.3)

Anti-SSB positive (n, %) 8 (11.4)

Anti-U1RNP positive (n, %) 27 (38.6)

Anti-Rib-P positive (n, %) 29 (41.4)

Anti-nucleosome-A positive (n, %) 24 (34.3)

Note: SD: standard deviation; SLE: systemic lupus erythematosus; SLEDAI:
SLE disease activity index; IQR: interquartile range; dsDNA: double-
stranded DNA.

SLE RA pSS HC
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Figure 1: Detection of anti-Tyro3 IgG levels in SLE, RA, pSS, and
HCs. SLE: systemic lupus erythematosus; RA: rheumatoid
arthritis; pSS: primary Sjögren’s Syndrome; HC: healthy control.
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Figure 2: Continued.
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IgG (p = 0:004) treatment compared with unconjugated
human IgG treatment detected by flow cytometry.
Furthermore, immunofluorescence assay showed a
decreased engulfment of apoptotic cells in the macrophages
incubated with purified anti-Tyro3 IgG (p = 0:044)
compared with unconjugated human IgG. These data
suggested that Tyro3 receptor autoantibody reduced the
efferocytosis of macrophages by blocking Tyro3 receptor
and might result in the accumulation of cell debris, thus
might be involved in the pathogenesis of SLE.

4. Discussion

The overproduction of autoantibodies is a hallmark of the
pathogenesis of SLE. The contribution of the dysregulation
of macrophages to autoantibody overproduction in SLE has
been widely studied, but the effect of autoantibodies on mac-
rophages in SLE has rarely been reported. It was reported that
these antibodies could affect many cells via direct binding to
antigens on cells [24]. The functions of these autoantibodies
included the activation or inhibition of downstream signaling
and the blocking of interactions between targets and other
proteins [25]. Recently, our team found that the overpro-
duced antibodies in SLE included antibodies recognizing
proteins specifically expressed in immune cells that were
responsible for key immune responses, such as anti-PD-1
antibody [26]. These immune response-related antibodies

might further disturb the balance of the immune system
and contribute to the progression of SLE. Here, we demon-
strated that patients with SLE produced high levels of autoan-
tibody against Tyro3, which was one of the three key tyrosine
kinases involved in the macrophage-mediated elimination of
apoptotic cells. Besides, anti-Tyro3 antibody was associated
with the SLEDAI score, ESR, and CRP, indicating that the
antibody was related to SLE disease activity. Further func-
tional studies revealed that anti-Tyro3 IgG inhibited the
efferocytosis of macrophages, which might increase the accu-
mulation of autoantigen and further promote the production
of autoantibodies in SLE.

The major factor involved in the regulation of
macrophage-mediated efferocytosis is TAM receptors [11,
13, 27]. Our study also detected the levels of anti-Axl and
anti-Mertk IgG, which were significantly higher in SLE
patients than those in RA, pSS, and HCs. However, there
was no correlation between anti-Axl IgG and SLEDAI score,
neither did anti-Mertk IgG. It indicated that only the levels of
anti-Tyro3 IgG were associated with disease activity of SLE,
supporting it as a potential novel disease biomarker.

It was interesting that the statistical analysis showed that
patients with the presence of oral ulcers had higher levels of
anti-Tyro3 IgG, and there was little known about the rela-
tionship between TAM autoantibodies and oral ulcers. It
has been reported that CD68-positive macrophages are one
of the main inflammatory cells relevant to the pathogenesis
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Figure 2: The correlation of anti-Tyro3 IgG levels and clinical manifestations in SLE patients. (a–k) The correlation between anti-Tyro3 IgG
levels and SLEDAI score, ESR, Anti-dsDNA Ab, WBC, Hb, PLT, CRP, proteinuria, IgG, C3, and C4 in SLE patients. p < 0:05 represents a
significant difference. SLE: systemic lupus erythematosus; HC: healthy control; ESR: erythrocyte sedimentation rate; SLEDAI: SLE disease
activity index; anti-dsDNA Ab: anti-double-stranded DNA antibody; WBC: white blood cell; Hb: haemoglobin; PLT: platelet; CRP: C-
reactive protein; IgG: immunoglobulin G; C3: complement 3; C4: complement 4.
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of ulcers [28]. In oral ulcers, the apoptosis of epithelium
remains in large quantity and poses a great pressure of scav-
enging cells such as macrophages. The rapidly apoptotic epi-
thelial cell may exceed the ability of phagocytosis of

macrophages, which lead to sloughing of the dead epithelial
cells [29]. Furthermore, autoantibody-related defective
phagocytosis of macrophages might in turn worsen the
symptom of oral ulcers.
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Figure 3: The receiver operating characteristic (ROC) curves of anti-Tyro3 IgG in SLE, RA, pSS, and HCs. The areas under the curve (AUC)
of anti-Tyro3 IgG in SLE, RA, and pSS were 0.8708 (95% CI: 0.8136-0.9281) (p < 0:0001), 0.5048 (95% CI: 0.3512-0.6583) (p = 0:9447), and
0.6146 (95% CI: 0.4468-0.7824) (p = 0:1125), respectively. SLE: systemic lupus erythematosus; RA: rheumatoid arthritis; pSS: primary
Sjögren’s Syndrome.

Table 2: Comparison of anti-Tyro3 antibody according to disease manifestations in 70 new-onset and treatment-naïve SLE patients.

Anti-Tyro3 IgG (OD 450) p value

Photosensitivity
(+), n = 10 0:645 ± 0:185 0.185

(-), n = 60 0:578 ± 0:177

Raynaud’s phenomenon
(+), n = 13 0:594 ± 0:187 0.898

(-), n = 57 0:586 ± 0:178

Fever
(+), n = 32 0:618 ± 0:228 0.402

(-), n = 38 0:562 ± 0:121

Serositis
(+), n = 16 0:606 ± 0:153 0.243

(-), n = 54 0:582 ± 0:187

Oral ulcer
(+), n = 16 0:698 ± 0:264 0.035∗

(-), n = 54 0:555 ± 0:131

Rash
(+), n = 36 0:605 ± 0:214 0.953

(-), n = 34 0:569 ± 0:132

Alopecia
(+), n = 16 0:599 ± 0:157 0.796

(-), n = 54 0:584 ± 0:186

Arthritis
(+), n = 42 0:607 ± 0:178 0.148

(-), n = 28 0:558 ± 0:179

Vasculitis
(+), n = 5 0:634 ± 0:166 0.367

(-), n = 65 0:584 ± 0:180
Note: anti-Tyro3 IgG (OD 450) are shown as mean ± SD, and differences between two groups were analyzed using the independent samples t-test for normal
data and the Mann-Whitney U test for nonnormal data. SLE: systemic lupus erythematosus. ∗p < 0:05.
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Figure 4: Autoantibody against Tyro3 receptor reduced macrophage efferocytosis by flow cytometry and immunofluorescence. (a) The
efferocytosis of macrophages was analyzed by flow cytometry. (b) The statistical graph showing the flow cytometry data (n = 4). The
values represent the mean ± SD. ∗∗p < 0:01. (c) Representative photograph of the efferocytosis of macrophages monitored by
immunofluorescence, presented as merged pictures of Hoechst (blue), phalloidin (red), and CFSE (green). Bar, 20μm. (d) Statistical data
of the percentage of efferocytosis in 100x views of the confocal microscope (n = 3). The values represent the mean ± SD. ∗p < 0:05.
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The identification of pathological antibodies is key to
understand the abnormal events that occur in patients with
SLE. Our study is the first to report the enrichment of path-
ological anti-Tyro3 antibody in SLE and its association with
disease activity. We also indicated that autoantibody against
Tyro3 might be responsible for the reduced efferocytosis of
macrophages.

5. Conclusions

This study showed an elevated level of anti-Tyro3 IgG in
patients with SLE compared to HCs and was associated with
SLE disease activity, indicating anti-Tyro3 antibody a novel
disease biomarker. In addition, our results demonstrated that
autoantibody against Tyro3 impaired efferocytosis of macro-
phages, which might be involved in the pathogenesis of SLE.
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Supplementary Table 1: cross-reaction between purified anti-
Tyro3 antibody and TAM receptors and CD14 by ELISA.
Supplementary Figure 1: the levels of anti-Tyro3 IgG in SLE
before and after effective treatment. Supplementary Figure
2: the levels of anti-Axl and anti-Mertk IgG in patients with
SLE, RA, pSS, and HCs and its association with the SLEDAI
score. (A) The levels of anti-Axl IgG in patients with SLE,
RA, pSS, and HCs detected by ELISA assay; (B) the levels of
anti-Mertk IgG in patients with SLE, RA, pSS, and HCs
detected by ELISA assay; (C) the correlation between anti-
Axl IgG and SLEDAI score; (D) the correlation between
anti-Mertk IgG and SLEDAI score. SLE: systemic lupus ery-
thematosus; RA: rheumatoid arthritis; pSS: primary Sjögren’s
Syndrome; HC: healthy control; SLEDAI: SLE disease activity
index. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗∗p < 0:0001. Supplemen-
tary Figure 3: silver staining of purified anti-Tyro3 IgG from

SLE patients. The heavy chain and light chain of IgG were
50 kD and 25 kD, respectively. The quantity of IgG-1, IgG-
2, and IgG-3 was 1μg, 0.3μg, and 0.1μg, respectively. The
quantity of anti-Tyro3 IgG was 0.3μg. IgG: unconjugated
human IgG. Supplementary Figure 4: immunoprecipitation
of recombinant human Tyro3 protein and purified anti-
Tyro3 IgG vs. unconjugated human IgG using Protein A/G
PLUS-Agarose. Tyro3: recombinant human Tyro3 protein;
human IgG: unconjugated human IgG. (Supplementary
Materials)
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Objective. It has been shown that podocyte injury represents an important pathological basis that contributes to proteinuria and
eventually leads to kidney failure. High glucose (HG) activates macrophage polarization, further exacerbating HG-induced
podocyte injury. Our previous study on diabetic nephropathy rats indicated that thalidomide (Tha) has renoprotective properties.
The present study explored the effects of Tha on mRNA and protein expressions of inducible nitric oxide synthase (iNOS), tumor
necrosis factor- (TNF-) α, mannose receptor (CD206), and arginase- (Arg-) 1 in HG-activated macrophages. iNOS and TNF-α
are established as markers of classically activated macrophage (M1). CD206 and Arg-1 are regarded as markers of alternatively
activated macrophages (M2). During the experiment, the supernatants of (HG)-treated and (Tha)-treated macrophages,
designated as (HG) MS and (Tha) MS, were simultaneously collected and processed. TNF-α and interleukin- (IL-) 1β levels as
well as protein expressions of nephrin and podocin in HG, (HG) MS, and (Tha) MS-cultured podocytes were evaluated. The
results showed that compared to the 11.1mM normal glucose (NG), the 33.3mM HG-cultured RAW 264.7 cells exhibited
upregulated iNOS and TNF-α mRNAs and protein expressions, and downregulated CD206 and Arg-1 expressions significantly
(p < 0:05). Tha 200 μg/ml suppressed iNOS and TNF-α, and promoted CD206 and Arg-1 expressions significantly compared to
the HG group (p < 0:05). Furthermore, (HG) MS-treated podocytes showed an increase in TNF-α and IL-1β levels and a
downregulation in nephrin and podocin expression significantly compared to NG-treated and HG-treated podocytes (p < 0:05).
The (Tha 200μg/ml) MS group exhibited a decrease in TNF-α and IL-1β level, and an upregulation in nephrin and podocin
expressions significantly compared to the (HG) MS group (p < 0:05). Our research confirmed that HG-activated macrophage
differentiation aggravates HG-induced podocyte injury in vitro and the protective effects of Tha might be related to its actions on
TNF-α and IL-1β levels via its modulation on M1/M2 differentiation.

1. Introduction

The 60-year history of thalidomide (Tha) is riddled with
tragedy, resilience, and redemption [1]. It started in the late
1950s when Tha was given to pregnant women to relieve
morning sickness. It was later (in 1991) confirmed that Tha
selectively inhibited the production of human monocyte
tumor necrosis factor- (TNF-) α in lipopolysaccharide-
(LPS-) triggered cells [2].

From then on and for the next two decades, the redemp-
tion road was full of hardship until Tha became the first agent

to gain approval by the FDA for the treatment of plasma cell
myeloma in 2006 [3]. So far, its potential immunomodula-
tory, anti-inflammatory, and antiangiogenic properties make
it a good candidate for the treatment of many diseases such as
multiple myeloma, Behçet’s syndrome, and inflammatory
bowel disease [4–6].

Our preliminary work confirmed that pharmacologi-
cally and clinically, Tha had protective effects in diabetic
renal injury [7–9]. Diabetic kidney disease (DKD) is consid-
ered an immune-mediated disease, with increasing emerging
evidence suggesting greater immunological component in its
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pathophysiology. Infiltration of immune cells, predomi-
nantly macrophages, into the diabetic kidney has been
reported in a number of both experimental and clinical
studies [10]. Macrophage polarization could induce podo-
cyte injury, which is a typical characteristic of DKD [11].
Blocking activated macrophage subtype-derived TNF-α
could be an important therapeutic approach for the treat-
ment of DKD [12].

In the present study, we firstly explored the effects of
Tha on high-glucose- (HG-) induced macrophage polari-
zation. The classically activated macrophage (M1, damaged
type) markers including inducible nitric oxide synthase
(iNOS), TNF-α, and the markers of alternatively activated
macrophage (M2, protective type) including mannose
receptor (CD206) and arginase- (Arg-) 1 were compared.
Secondly, we proceeded to assess the effects of Tha on
podocyte injury via macrophage polarization. TNF-α and
interleukin- (IL-) 1β levels and nephrin and podocin pro-
tein expressions were compared in podocytes treated with
macrophage supernatant.

2. Methods

2.1. Cell Culture. The conditionally immortalized mouse
MPC-5 podocyte cell line was purchased from Fuheng Biol-
ogy Company (Shanghai, China) and cultured at 33°C in a
10% FBS (Gibco BRL, Gaithersburg, MD, USA) and recom-
binant interferon- (IFN-) γ (G1021, Achieve Perfection,
Explore the Unknown, USA) supplemented RPMI-1640
(HyClone, GE Healthcare Life Sciences, Logan, UT, USA)
medium. Podocytes were reseeded and cultured at 37°C in
an RPMI-1640 medium with 10mg/ml type-I collagen
(BD Bioscience, Bedford, MA, USA) and without IFN-γ
for 7–15 days to induce differentiation. Then, podocytes
were cultured with serum starvation overnight before the
stimulation.

The conditionally immortalized mouse RAW 264.7 mac-
rophage cell line was purchased from the Absin Biotechnol-
ogy Company (Shanghai, China) and cultured per the
instructions. RAW 264.7 cells were briefly cultured in a
10% FBS supplemented with RPMI-1640 medium at 37°C
in a 5% CO2 incubator. The medium was then replaced with
a new culture medium the next day. The serum-free RPMI-
1640 medium was synchronized for 12 hours before the
intervention.

2.2. Determination of the HG-Induced Phenotypic Transition
of M1 Macrophage [13–15]. RAW 264.7 cells (99μl, plated at
1 × 106 cells/ml) were stimulated with 25.0mM, 33.3mM,
and 44.4mM glucose after 12 hours, 24 hours, and 48 hours,
before assessment of nitric oxide (NO) production. The
11.1mM normal glucose (NG) group was considered as the
normal group [13, 14]. LPS-stimulated cells (1μl, 0.5μg/ml,
Wako Chemicals USA Inc., Richmond, VA, USA) were
cultured in a normal medium and considered as the model
control [15, 16]. Dimethyl sulfoxide (DMSO) was used as
the solvent control of LPS. Nitrite, a stable end-product of
NO metabolism, was measured using the Griess reaction.

2.3. Effects of Tha and HG on the Viability of Podocytes and
Macrophages. Podocytes and macrophages were separately
seeded into 96-well plates at a density of 5 × 104 cells/ml
and cultured in a 10% FBS RPMI-1640 medium for 24 hours.
Following another 24-hour treatment with 11.1mM glucose,
mannitol control, 33.3mM glucose, and Tha (at 25μg/ml
(Tha25), 50μg/ml (Tha50), 100μg/ml (Tha100), and
200μg/ml (Tha200)) in 33.3mM glucose, the supernatants
were removed, and each well was washed with PBS before
the addition of 10% FBS RPMI-1640 medium and 10μl
CCK-8 reagent (Boster Biological Technology, Wuhan,
China). Cell viability was determined by measuring the
absorbance at 450nm using a microporous plate reader
(Model 550; Bio-Rad Laboratories, Inc., Hercules, CA,
USA) after an incubation period of 2 hours at 37°C. The aver-
age optical density was determined by examining six wells
per group.

2.4. Effects of Tha on iNOS, TNF-α, Arg-1, and CD206 Protein
Expressions in HG-Induced Macrophages (Western Blot). The
treated cells in the 11.1mM glucose control, the 33.3mM
glucose model, the LPS model control [16], and the Tha50,
Tha100, and Tha200 in the 33.3mM glucose groups were
removed from the culture medium after 24 hours and
extracted using the RIPA lysis buffer (for 30 minutes) from
Solarbio Science & Technology (Beijing, China). Protein con-
centrations were determined using a BCA Protein Assay Kit
from Boster Biological Technology (Wuhan, China). Samples
containing 50μg of protein were run through 12% SDS-
PAGE electrophoresis and transferred to the nitrocellulose
membranes (Solarbio Science & Technology, Beijing, China).
Nonspecific binding was blocked by immersing the mem-
branes into 5% nonfat dried milk and 0.1% (v/v) Tween-20
in PBS for 3 hours at room temperature. After several consec-
utive rinses with a washing buffer (0.1% Tween-20 in PBS),
the membranes were incubated with primary antibodies
against iNOS at 1 : 500 dilution (Catalog No. BA0362, Bos-
ter), TNF-α (Catalog No. BA0131, Boster) at 1 : 500 dilution,
CD206 (Catalog No. A02285-2, Boster) at 1 : 500 dilution,
and antibody against Arg-1 (Catalog No. BM4000, Boster)
at 1 : 500 dilution overnight at 4°C. The membranes were
then washed several times and incubated with the corre-
sponding anti-mouse secondary antibody (Proteintech,
Wuhan, China) at room temperature for 3 hours. Subse-
quently, the analysis was performed on the Quantity One
analysis system (Bio-Rad, Hercules, CA, USA). GAPDH
was used as an internal loading control at a dilution of
1 : 1000 (Catalog No. A00227-1, Boster).

2.5. Effects of Tha on iNOS, TNF-α, Arg-1, and CD206 mRNA
Expressions in HG-Induced Macrophages (Real-Time
Quantitative PCR (qPCR)). Total RNAs were extracted from
the 11.1mM glucose, 33.3mM glucose, LPS, and Tha-treated
cells by TRIzol Reagent (Ambion, USA). An equal amount
(1μg) of RNAs was reverse transcribed using a high-
capacity RNA-to-cDNA PCR kit (Takara, Beijing, China).
Mouse gene PCR primer sets for TNF-α, Arg-1, and CD206
were obtained from SA Biosciences (Germantown, MD).
The Power SYBR Green PCR Master Mix (Applied
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Biosystems) was used with the step-one-plus real-time PCR
system (Applied Biosystems). The protocol included dena-
turing for 15min at 95°C, then 40 cycles of three-step PCR
including denaturing for 15 sec at 95°C, annealing for 30 sec
at 58°C, and extension for 30 sec at 72°C, with an additional
15-second detection step at 81°C, followed by a melting pro-
file from 55°C to 95°C at a rate of 0.5°C per 10 sec. 25 ng sam-
ples of cDNA were analyzed in quadruplicates in parallel
with RPLP1/3 controls. Standard curves (threshold 1 cycle
vs. log 2 pg cDNA) were generated from a series of log dilu-
tions of standard cDNAs (reverse transcribed from mRNAs
of RAW 264.7 cells in growth medium) from 0.1 pg to
100ng. Initial quantities of experimental mRNA were then
calculated from the standard curves and averaged using the
SA Bioscience software. The ratio of the experimental four
marker genes to RPLP1/3 mRNAwas calculated and normal-
ized to the 11.1mM glucose control.

2.6. Collection of Supernatants from HG- and Tha-Treated
Macrophages [17]. RAW 264.7 cells were seeded into six-
well plates and cultured in 33.3mM glucose, Tha50,
Tha100, and Tha200 in 33.3mM glucose, respectively. The
supernatants were collected 24 hours later and centrifuged
at 1500g for 15 minutes and then labeled as (33.3mM glu-
cose) MS, (Tha50) MS, (Tha100) MS, and (Tha200) MS.
The collected supernatants were filtered with 0.22μm sterile
membranes and used immediately.

2.7. Determination of TNF-α, IL-1β, Nephrin, and Podocin
Expressions in Podocytes. Podocytes were separately treated
with 11.1mM glucose, 33.3mM glucose, (33.3mM glucose)
MS, (Tha50) MS, (Tha100) MS, and (Tha200) MS. Cell
supernatants were then harvested after 24 hours and centri-
fuged at 1500g for 10 minutes at 4°C. TNF-α and IL-1β levels
were determined by an ELISA kit (Catalog No. EK0527 and
EK0394, Boster). Absorbance was measured using a micro-
plate reader (Model 550; Bio-Rad Laboratories, Inc.). Each
sample was repeatedly tested six times.

The treated podocytes were extracted and collected.
Then, protein expressions of nephrin and podocin were
determined using the method described in Section 2.4. Anti-
bodies against corresponding proteins, nephrin (Catalog No.
A01991, Boster) and podocin (Catalog No. BA1688-2,
Boster), were used at 1 : 500 dilution. The procedure was
repeated in triplicate for each sample.

2.8. Statistical Analysis. The SPSS 19.0 software (IBM,
Armonk, NY, USA) was used for statistical analysis. Data
were expressed as the mean ± standard error of themean.
Comparisons among groups were conducted by one-way
analysis of variance followed by Dunnett’s multiple compar-
isons test for continuous variables. All reported p values were
two-tailed, and a p < 0:05 was considered statistically
significant.

3. Results

3.1. Determination of HG-Induced Phenotypic Transition of
M1 Macrophage. The analysis results indicated that the 12-,
24-, and 48-hour LPS-induced NO productions were signifi-

cantly higher than those of DMSO (the solvent control of
LPS) (p < 0:001, Figure 1). Taking 0.5μg/ml LPS as a model
control [16], we proceeded to study the concentration of HG.

No significant difference was seen between the 12-, 24-,
and 48-hour incubation period NO productions of macro-
phages in the 25.0mM glucose group and the 11.1mM glu-
cose group (all: p = NS).

The results also showed that the 12-, 24-, 48-hour incu-
bation period macrophages in the 33.3mM and 44.4mM
glucose groups had significantly higher nitrite levels as
compared to the 11.1mM glucose group (all: p < 0:01).
No statistically significant difference in LPS-induced NO
production was seen between the 33.3mM and 44.4mM
glucose groups 24 hours and 48 hours after the treatment
(all: p = NS).

The comparison between the 11.1mM glucose and the
DMSO groups indicated that NO production was signifi-
cantly higher in the 11.1mM glucose 48 hours after the treat-
ment (p = 0:005). Meanwhile, no significant difference in NO
production was seen between the two groups at 12-hour and
24-hour time points (both: p = NS).

Based on above results, the 33.3mM glucose group and
the 24 hours after treatment time point were used as the
HG model, while the 11.1mM glucose group was used as
control for both 33.3mM glucose and LPS.

When compared to 11.1mM glucose, the LPS-treated,
and the 33.3mM glucose-treated macrophages, the Tha at
25, 50, 100, and 200μg/ml groups did not exhibit any effects
on NO production in 11.1mM glucose-cultured macro-
phage. Data did not show.

3.2. Effects of Tha and HG on Podocytes and Macrophage
Viability. Figure 2 shows that the survival rate of podocytes
in the 33.3mM glucose group decreased significantly com-
pared to the 11.1mM glucose group and also the mannitol
control group (both: p < 0:001). When compared to the
33.3mM glucose-treated podocytes, the Tha at 25, 50, 100,
and 200μg/ml groups did not exhibit any protective effects
on podocyte cell viability. However, all Tha groups did not
show further exacerbation of podocyte death, a trend seen
in the 33.3mM glucose group (all: p = NS).

No significant difference in macrophage survival rate was
observed between the 33.3mM glucose, the 11.1mM glucose,
and the mannitol control groups. The results showed that the
four tested Tha concentrations had no significant influence
on the cell survival rate compared to the 33.3mM glucose-
treated macrophages (all: p = NS).

Figure 2 also shows that the survival rate of podocytes in
the mannitol control and the 11.1mM glucose groups did not
differ significantly (p = NS), neither did the survival rate of
macrophages (p = NS).

3.3. The Effects of Tha on iNOS, TNF-α, Arg-1, and CD206
Protein Expressions in 33.3mM Glucose-Induced
Macrophages.Western blot was used to determine the effects
of Tha on iNOS, TNF-α, Arg-1, and CD206 protein expres-
sions. Figure 3 shows that compared to the 11.1mM glucose
group, both the LPS and 33.3mM glucose-cultured RAW
264.7 cell groups exhibited a significant increase in iNOS
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Figure 1: Effects of high glucose on nitric oxide production in RAW 264.7 cells. Values were expressed as the mean ± standard error of the
mean (n = 6). #p < 0:05; LPS versus DMSO after 12, 24, and 48 hours’ treatment separately. ∗p < 0:05; 33.3 and 44.4mM glucose versus
11.1mM glucose after 12, 24, and 48 hours’ treatment separately. ^p < 0:05; 33.3 and 44.4mM glucose versus LPS after 12 hours’
treatment. &p < 0:05, 11.1mM glucose versus DMSO after 48 hours’ treatment. Abbreviations: LPS: lipopolysaccharide; DMSO: dimethyl
sulfoxide, the solvent control of LPS.
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Figure 2: Effects of thalidomide on cell viability of podocyte and macrophage in 33.3mM glucose. Values were expressed as the mean ±
standard error (n = 6). ∗p < 0:05; versus 11.1mM glucose. Abbreviations: Tha25: 25μg/ml thalidomide; Tha50: 50μg/ml thalidomide;
Tha100: 100μg/ml thalidomide; Tha200: 200μg/ml thalidomide.

4 Journal of Immunology Research



GAPDH 36 kDa

iNOS 130 kDa

CD206 170 kDa

(a)

4.0

3.0

2.0

iN
O

S/
G

A
PD

H

1.0

0.0
11.1 mM
glucose

LPS 33.3 mM
glucose

Tha50 Tha100 Tha200

#

⁎ ⁎

(b)

1.5

1.0

0.5

CD
20

6/
G

A
PD

H

0.0
11.1 mM
glucose

LPS 33.3 mM
glucose

Tha50 Tha100 Tha200

⁎

⁎

#
#&

(c)

GAPDH 36 kDa

Arg-135 kDa

(d)

Figure 3: Continued.

5Journal of Immunology Research



and TNF-α protein expressions and a significant decrease in
Arg-1 and CD206 protein expressions (p < 0:05).

The above results further confirmed that the 0.5μg/ml
LPS, as a model control [16], induced M1 polarization but
decreased M2 polarization. There were no significant differ-
ences in iNOS, TNF-α, CD206, and Arg-1 expressions

between the LPS model and the 33.3mM glucose model
(all: p = NS).

The results of the four different Tha concentrations
indicated that compared to the 33.3mM glucose group,
the 50μg/ml Tha concentration significantly suppressed
TNF-α expression (p = 0:001), while Tha with 100μg/ml
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Figure 3: Effects of thalidomide on iNOS, CD206, Arg-1 and TNF-α protein expression in 33.3mM glucose-induced macrophage. (a) iNOS
and CD206 protein expressions. (d) Arg-1 protein expression. (f) TNF-α protein expression. The results of iNOS, CD206, Arg-1, and TNF-α
were represented in (b), (c), (e), and (g), respectively. All results were expressed as a ration with respect to control and represented as the
mean ± SD in triplicates. ∗p < 0:05; versus 11.1mM glucose. #p < 0:05; versus 33.3mM glucose. &p < 0:05; versus Tha100. ^p < 0:05; versus
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concentration showed significant effects on TNF-α,
CD206, and Arg-1 expressions (all: p < 0:05). Additionally,
the 200μg/ml Tha concentration also had significant
effects on TNF-α, iNOS, CD206, and Arg-1 expressions
(all: p < 0:05).

The between different Tha concentrations analysis indi-
cated that the 200μg/ml Tha concentration showed not only
significant effects on CD206 and Arg-1 compared to the
100μg/ml concentration (p = 0:027 and p = 0:007, respec-
tively) but also showed significant effects on TNF-α com-
pared to the 50μg/ml concentration (p = 0:047).

3.4. Effects of Tha on iNOS, TNF-α, Arg-1, and CD206 mRNA
Expressions in 33.3mM HG-Induced Macrophages. qPCR
was used to determine the effects of Tha on iNOS, TNF-α,
Arg-1, and CD206 mRNA expressions. Compared to the
11.1mM glucose group, both the LPS and the 33.3mM glu-
cose groups showed a significant increase in iNOS and
TNF-α mRNA expressions and a significant decrease in
Arg-1 as well as CD206 mRNA expressions (all: p < 0:05).

The 200μg/ml Tha group exhibited significant effects on
iNOS, TNF-α, CD206, and Arg-1 expressions compared to
the 33.3mM glucose group (all: p < 0:05). Additionally, the
100μg/ml Tha group also showed significant effects on iNOS,
TNF-α, and Arg-1 expressions compared to the 33.3mM glu-
cose group (all: p < 0:05). The analysis involving the 50μg/ml
Tha group indicated that 50μg/ml Tha significantly
decreased TNF-α expression (p = 0:001).

Tha 200μg/ml concentration showed significant effects
on iNOS and Arg-1 compared to Tha 100μg/ml (p = 0:003
and p = 0:011). Tha at both 100μg/ml and 200μg/ml concen-
trations had significant effects on TNF-α compared to Tha
50μg/ml concentration (p = 0:002 and p = 0:001). The above
results are shown in Figure 4.

3.5. Determination of TNF-α and IL-1β Levels in Podocytes.
We can see from Figure 5 that compared to the 11.1mM glu-
cose group, TNF-α levels increased significantly after
33.3mM glucose stimulation ((76:9 ± 1:6) pg/ml vs.
(27:0 ± 2:5) pg/ml, p < 0:001). Additionally, the (33.3mM
glucose) MS group showed significant promotion of TNF-α
levels in podocytes ((107:5 ± 3:5) pg/ml) compared to the
33.3mM glucose group (p < 0:001).

The (Tha50) MS, (Tha100) MS, and (Tha200) MS groups
showed a significant decrease in TNF-α levels compared to
that of the (33.3mM glucose) MS group (all: p < 0:001).
TNF-α levels of both the (Tha100) MS and (Tha200) MS
groups were significantly lower than those of the 33.3mM
glucose group ((67:9 ± 3:1) pg/ml and (61:0 ± 2:5) pg/ml vs.
(76:9 ± 1:6) pg/ml, both: p < 0:01).

The comparison in IL-1β levels between the 33.3mM
glucose group ((37.5± 2.1) pg/ml) and the 11.1mM glucose
group ((18.0± 1.2) pg/ml) indicated a significant difference
between the two groups (p < 0:001). The results also showed
that IL-1β was significantly promoted in the (33.3mM glu-
cose) MS group ((52.0± 2.2) pg/ml) compared to the
33.3mM glucose group (p < 0:001).

Additionally, IL-1β levels were significantly lower in the
(Tha100) MS and (Tha200) MS groups as compared to the
(33.3mM glucose) MS group (both: p < 0:001), with those
levels being significantly decreased in the (Tha200) MS group
compared to the 33.3mM glucose group (p = 0:003).

3.6. Determination of Nephrin and Podocin Protein
Expressions in Podocytes. Both nephrin and podocin
expressions were significantly lower in the 33.3mM glu-
cose group than in the 11.1mM glucose group (Figure 6,
both: p < 0:01). The results also showed a further decrease
in nephrin and podocin expressions in the (33.3mM
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Figure 4: Effects of thalidomide on iNOS, CD206, Arg-1, and TNF-αmRNA expressions in 33.3mM glucose-induced macrophage. (a) iNOS
mRNA expression. (b) CD206 mRNA expression. (c) CD206 mRNA expression. (d) TNF-α mRNA expression.All the results were
represented as the mean ± SD in triplicates ∗p < 0:05; versus 11.1mM glucose. #p < 0:05; versus 33.3mM glucose. &p < 0:05; versus
Tha100. ^p < 0:05; versus Tha50. Abbreviations: LPS: lipopolysaccharide; Tha50: 50 μg/ml thalidomide in 33.3mM glucose; Tha100:
100μg/ml thalidomide in 33.3mM glucose; Tha200: 200 μg/ml thalidomide in 33.3mM glucose; iNOS: inducible nitric oxide synthase;
CD206: mannose receptor; TNF-α: tumor necrosis factor-α; Arg-1: arginase-1.

8 Journal of Immunology Research



glucose) MS group as compared to the 33.3mM glucose
group (both: p < 0:01).

The Tha-related results indicated a significant increase in
nephrin and podocin expressions in the (Tha200) MS group
as compared to the (33.3mM glucose) MS group (both: p <
0:001) and a significant increase in podocin expressions
when compared to the 33.3mM glucose group (p = 0:006).

4. Discussion

During the past 30 years, Tha and its analogs could be alter-
natively used in the treatment of neurological and renal dis-

eases such as dyskinesia [18], Alzheimer’s disease [19],
lupus nephritis [20], and DKD [9] due to its immunomodu-
latory properties. It is reported that Alzheimer’s disease is
progressed by activated microglia, the resident brain macro-
phage, and release inflammatory mediators such as TNF-α
[21]. A study demonstrates that human umbilical cord-
derived mesenchymal stem cells ameliorated lupus nephritis
by preventing podocyte injury possibly through reducing
macrophage infiltration and polarizing macrophage into an
anti-inflammatory phenotype [22].

Our preliminary work on streptozotocin-induced rats
showed that Tha suppressed the inflammatory and fibrotic
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Figure 5: Effects of thalidomide on TNF-α and IL-1β level in podocyte. (a) TNF-α level. (b) IL-1β level. Values were expressed as the
mean ± standard error of themean (n = 6). ∗p < 0:05; versus 11.1mM glucose. #p < 0:05; versus (33.3mM glucose) MS. &p < 0:05; versus
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macrophage.

9Journal of Immunology Research



GAPDH 36 kDa

Nephrin 134 kDa

(a)

1.2

0.8

0.4

N
ep

hr
in

/G
A

PD
H

0.0
11.1 mM
glucose

33.3 mM
glucose

(33.3 mM
glucose) MS

(Tha50) MS (Tha100) MS (Tha200) MS

⁎

#

⁎#

(b)

GAPDH 36 kDa

Podocin 42 kDa

(c)

Figure 6: Continued.

10 Journal of Immunology Research



processes in diabetic renal injury [8]. These effects were
partly mediated by the activation of AMPKα and inhibition
of the NF-κB/MCP-1 and TGF-β1/Smad signaling pathways
[7]. The renoprotective effects of Tha were further confirmed
clinically [9].

DKD is one of the major complications of diabetes melli-
tus and is currently the most common cause of end-stage
renal disease in China [23]. Recent growing evidence hinted
at the participation of immunologic and inflammatory mech-
anisms in the development and progression of DKD [24].
Macrophage polarization plays a pivotal role in the process
of inflammation, a common occurrence in DKD. Therefore,
interventions during the M1 and M2 macrophage polariza-
tion processes might be a novel therapeutic strategy for
DKD [25].

Previous reports have shown that the M1 phenotype can
be induced by LPS [16]. The inhibition of iNOS in LPS-
induced macrophages may prove to be an important target
for the anti-inflammatory effects of Tha [26]. LPS was used
in our previous study to induce iNOS [15] and was consid-
ered as the model control in the present study.

As a TNF-α inhibitor [27], Tha had downregulatory
effects on 33.3mM glucose-induced iNOS and TNF-α
mRNA and protein expressions in our present study. Both
iNOS and TNF-α have been regarded as markers of the M1
subtype [28, 29]. Our results also showed that treatment with
33.3mM glucose significantly downregulated Arg-1 and

CD206 protein and mRNA expressions in macrophages, an
effect that was reversed with Tha treatment. Interestingly,
many studies have established that the upregulation of
CD206 and Arg-1 is an important indicator of M2 polariza-
tion [30, 31]. This is to our knowledge the first study to
explore the effects of Tha on markers of the M2 subtype.

A previous study revealed that activated macrophage
played a crucial role in the injury of podocytes located in
the outer layer of the filtration barrier. Such injury plays an
important role in the inflammatory processes of DKD [11].
We could see that the survival rate of podocytes decreased
significantly after treatment with 33.3mM glucose. Tha nei-
ther alleviated nor aggravated the mortality rate of 33.3mM
glucose-cultured podocytes.

According to the present study, two kinds of cells are
involved in the inflammatory process: the bone marrow-
derived leukocytes, including neutrophils and macrophages,
which are firstly activated, and the renal cells such as mesan-
gial cells and podocytes [32]. We hypothesized that Tha has
protective impacts on HG-induced podocyte injury via mod-
ulation of M1/M2 differentiation. To assess this hypothesis,
we used supernatants from 33.3mM glucose-treated and
Tha-treated macrophages to treat podocytes (in vitro).

Podocin and nephrin are podocyte-specific markers, and
a decrease in their expressions is indicative of podocyte dam-
age [33]. Our results showed that podocin and nephrin pro-
tein expressions in the (33.3mM glucose) MS-cultured
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Figure 6: Effects of thalidomide on nephrin and podocin protein expressions in podocyte. (a) Nephrin expression. (c) Podocin expression.
The results of nephrin and podocin were represented in (b) and (d). ∗p < 0:05; versus 11.1mM glucose. #p < 0:05; versus (33.3mM
glucose) MS. &p < 0:05; versus 33.3mM glucose. Abbreviations: (33.3mM glucose) MS: the supernatant from 33.3mM glucose-treated
macrophage. (Tha50) MS: supernatant from 50 μg/ml thalidomide and 33.3mM glucose-treated macrophage; (Tha100) MS: supernatant
from 100 μg/ml thalidomide and 33.3mM glucose-treated macrophage; (Tha200) MS: supernatant from 200μg/ml thalidomide and
33.3mM glucose-treated macrophage.
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podocytes were significantly lower than those in the 33.3mM
glucose-cultured podocytes. This confirmed that HG-
induced macrophage polarization aggravated HG-induced
podocyte injury. On the other hand, the increase in podocin
and nephrin expressions in the (Tha200) MS group proved
that the protective effects of Tha might be related to the used
supernatant.

Another study demonstrated that activated macrophages
could induce podocyte injury via a TNF-α-JNK/p38-depen-
dent mechanism [34]. Many inflammatory factors, such as
TNF-α, IL-1β, IL-6, and IL-17, took part in the inflammation
process and contributed to podocyte injury [35]. Our
research demonstrated that the increase in TNF-α and IL-
1β expressions played an important role in the podocyte
injury process in vitro. The decreasing effect of Tha on
TNF-α and IL-1β levels might explain the protective effects
of Tha on podocyte injury via the macrophage supernatant.

It was previously revealed that vitamin D and calcineurin
inhibitor prevented podocyte injury via regulation of macro-
phage M1/M2 phenotype in diabetic nephropathy rats [36,
37]. The connection between macrophage phenotype and
its relationship with renal function and histological changes
in human DKD has been extensively explored. It was demon-
strated that there is a positive correlation between the
M1/M2 differentiation state and the progress of DKD [38].

Metformin showed its podocyte-protective capacity in
type 2 diabetic patients, and the underlying mechanisms
might be partly attributable to its effects on the M1
polarization-related MIF-CD74 axis [39, 40]. Further explor-
atory studies on the protective effects of Tha on podocyte via
modulation of the balance between the M1/M2 phenotype
should be conducted in DKD animal models. The balance
between M1/M2 on different progress of DKD models, such
as early stages and late chronic tissue damage, will be further
compared in our future researches.

Many studies suggested that DKD podocyte injury is
induced by the association of multiple factors, including
inflammatory reaction, oxidative stress, TGF-β1 induction,
renin angiotensin aldosterone system activation, and AGEs
accumulation [41]. At present study, we just focused only
on NO, TNF-α, and IL-1β as proinflammatory cytokines
produced by activated macrophage. The precise mechanism
of macrophage-mediated podocyte injury induced by HG,
and how podocytes themselves involve in the pathogenesis
of DKD should be demonstrated in our future study.

From the perspective of drug toxicity, our research did
not indicate significant Tha toxicity on used macrophages
and podocytes in 33.3mM glucose. However, we should still
focus on daily dose-dependent toxicity and cumulative dose-
dependent toxicity of Tha in animal researches [42–44]. A
clinical phase II trial of Tha in patients with metastatic renal
cell carcinoma was performed; the results showed that low
doses of Tha resulted in manageable toxicity, better response
rates, and progression-free survival [43]. However, high
doses of Tha are not recommended [42], and reports have
shown that a cumulative dose greater than 20 g represented
a risk factor [44].

As a therapeutic alternative to traditional anti-TNF-α
compounds, we should pay more attention to its dose-

related side effects, with the most notable being peripheral
neuropathy [45]. Many analogs of Tha, such as lenalidomide
and pomalidomide, were clinically studied for the treatment
of relapsed or refractory multiple myeloma [46, 47]. Simulta-
neously, the safety parameters of these analogs were closely
monitored to achieve maximum clinical benefit [46, 47].

Summary of our results is as follows: (1) Macrophage
M1/M2 polarization could be induced by 33.3mM glucose,
and Tha exhibited modulatory effects on the M1/M2 pheno-
type. (2) 33.3mM glucose decreased nephrin and podocin
expressions in podocytes in vitro. 33.3mM glucose-induced
macrophage M1/M2 polarization further exacerbated the
decrease in nephrin and podocin expressions. (3) Tha dis-
played indirect protective effects on podocyte injury through
modulation of macrophage M1/M2 differentiation-related
activities. (4) Tha-related side effects should always be the
center of attention during the experiment.
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The level hydrolysis of myelin basic protein (MBP) by IgG in patients with schizophrenia was studied depending on the clinical
features and course of the disease. The patients were grouped according to type of schizophrenia and type of disease course. We
found that IgGs isolated and purified from sera of schizophrenia patients’ blood hydrolyses human MBP, and the level of this
hydrolysis significantly exceeds that of healthy individuals. Detection of protease activity corresponding only to intact IgGs in
polyacrylamide gel fragments, together with data of gel filtration of antibodies under conditions of “acid shock” (concordance of
optical density profile of IgG with profile of MBP-hydrolyzing activity) and with the absence of any other proteins and bands in
gradient SDS-PAGE and in PVDF membrane provides direct evidence that the IgGs from the schizophrenia patients have MBP-
hydrolyzing activity. The antibodies-specific proteolytic activity of patients with acute schizophrenia (1.026 [0.205; 3.372] mg
MBP/mg IgG/h) significantly exceeds the activity of IgG in patients in remission (0.656 [0.279; 0.873] mg MBP/mg IgG/h) and
in healthy individuals (0.000 [0.00; 0.367] mg MBP/mg IgG/h). When comparing the specific activity in patients with different
types of disease course, we have found that patients with a continuous course of paranoid schizophrenia (1.810 [0.746; 4.101mg
MBP/mg IgG/h]) had maximal activity values. It can be assumed that the increase in the activity of MBP-hydrolyzing antibodies
is due to the activation of humoral immunity in acute schizophrenia.

1. Introduction

The interconnection between the nervous and immune
systems has been recognised in recent years but many ques-
tions remain regarding their interactions in schizophrenia.
The idea of an autoimmune component in the pathogenesis
of schizophrenia was first proposed by Hermann Lehmann-
Facius in 1937, and it was further developed by others [1–4].

In schizophrenia, the inhibition of regulatory T-
lymphocytes was revealed, this leading to the activation of
humoral immunity and resulting in the formation of anti-
bodies to various components of the nervous tissue [5, 6]. It
was shown in a BALB/c mouse model that autoantibodies
(Abs) binding neuroantigens in the early stages of ontogeny

promote the occurrence of various structural anomalies in
the nervous system, and this subsequently leads to inhibitory
effect on physical development, training processes, and
memory [7, 8].

Postmortem studies in patients with schizophrenia have
revealed deficits in myelination, abnormalities in myelin gene
expression, and altered numbers of oligodendrocytes in the
brain [9]. Studies in adult postmortem samples using
electron microscopy and histochemistry suggest structural
changes in oligodendroglia cells that produce the myelin
sheath [10, 11], an atrophy of axons, abnormalities of the
myelin sheath surrounding [12, 13], a reduction in myelin
basic protein (MBP) in the anterior frontal cortex in cases
of schizophrenia [14], and a decrease in MBP expression in

Hindawi
Journal of Immunology Research
Volume 2020, Article ID 8986521, 12 pages
https://doi.org/10.1155/2020/8986521

https://orcid.org/0000-0003-0083-9124
https://orcid.org/0000-0001-7078-323X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8986521


the gray matter of the frontal cortex of patients with schizo-
phrenia [15]. MBP is one of the main protein components
of the central nervous system myelin, and it reflects the
myelin-forming activity of oligodendroglia through a posi-
tive correlation with the number of normal myelin fibres
[16, 17].

Antibodies to MBP in the serum of patients with schizo-
phrenia were found long ago [18]. An increase in the level of
antibodies to neuroantigens, including MBP-antibodies, in
schizophrenia correlates with the severity of clinical symp-
toms [19]. Increased antibody levels are often interpreted as
a breakdown of immune tolerance, causing an autoimmune
response [20]. But at the same time, this may reflect a
hyperactivity of the immune system as part of the etiology
of schizophrenia, in accordance with literature data about
an increase in proinflammatory molecules with increased
immune response in those undergoing both acute psychosis
and chronic schizophrenia [21–23].

The existence of catalytic antibodies (so-called abzymes)
has been known for over 30 years. The ability of immunoglob-
ulins to catalyze many chemical reactions, e.g., hydrolysis of
DNA, RNA, polysaccharides, and proteins has been described.
Abzymes capable of hydrolyzingMBP were found and studied
in detail in multiple sclerosis, systemic lupus erythematosus
[24, 25], and in the serum of autistic children [26].

Recently, we reported an ELISA study showing that titers
of autoantibodies against MBP in patients with schizophrenia
are ~1.8 fold higher than in healthy individuals, but 5.0-fold
lower than in patients with multiple sclerosis. More impor-
tantly, we also reported that such antibodies had abzyme
(catalytic) activity, meaning that they were also capable of
hydrolyzingMBP and its peptides [27]. In this report, we pres-
ent data on the catalytic properties of the MBP-hydrolyzing
abzymes in sera from patients having a more diverse diagnos-
tic profile in comparison with the previous study.

In our previous study, it was shown that the greatest
MBP-hydrolyzing activity is associated with negative symp-
toms and a long course of the disease, which allows us to sug-
gest a connection between the severity of clinical symptoms
and damage of myelin, causing an increase in the level of pro-
teolytic activity of antibodies. Therefore, the purpose of this
study was to investigate the characteristics of MBP proteoly-
sis by serum polyclonal antibody (abzymes) of schizophrenia
patients depending on the clinical features of the disease.

2. Materials and Methods

2.1. Characteristics of the Studied Subjects. In this work, 79
patients (61% males, 39% females) with schizophrenia were
recruited to study the proteolytic activity of their antibodies.
The age of patients varied from 21 to 61 years with a median
36.00 [31.00; 45.00] years. Inclusion criteria were the follow-
ing: paranoid or simple schizophrenia according to the Inter-
national Statistical Classification of Diseases and Related
Health Problems, 10th Revision (ICD-10: F20.0 and F20.6),
and the Structured Clinical Interview for DSM-IV Axis I
Disorders (SCID). Exclusion criteria were the following: the
presence of acute or chronic infectious, inflammatory, auto-
immune or neurological diseases, other organic mental disor-

ders, and mental retardation. The schizophrenia diagnosis
was confirmed and verified in accordance with the interna-
tional standard criterion, the psychometric PANSS scale.

The sample was formed from inpatients hospitalized due
to clinical symptoms (hereinafter “acute schizophrenia”) and
outpatients in remission. Of these, 48 patients exhibited signs,
according to ICD-10 criteria, for paranoid schizophrenia
(continuous F20.00, episodic with progressive deficit F20.01,
episodic with stable deficit F20.02) and simple schizophrenia
F20.6. These patients received treatment at the Mental Health
Research Institute TNMRC, Department of Endogenous Dis-
orders (Tomsk, Russia). A total of 31 patients were assigned to
a group with clinical remission (F20.05). Patients with clinical
remission were invited to the study by their doctors of the
Department of Endogenous Disorders. Data on the partici-
pants are presented in Tables 1 and 2.

The level of education of patients was as follows:
higher—25 people (32%), incomplete higher—10 (12%),
secondary special—27 (34%), secondary—17 (22%). Among
the patients in the study sample, the majority were not
married—55 people (70%), 16 (20%) married, 3 (4%)
divorced, 2 (2%) in a civil marriage, and 3 people were
widows (4%). Most patients received second-generation anti-
psychotics in maintenance dosages before admission to the
hospital (olanzapine, 20 patients (25.32%), quetiapine, 24
(30.38%), risperidone, 30 (37.98%), or clozapine, 5 (6.3%)).
They were often nonadherent, and thus were hospitalized
due to exacerbation of symptoms of schizophrenia. Blood
sampling was performed at hospitalization before the admin-
istration of antipsychotic therapy.

All individuals included in the study gave written
informed consent. Ethical approval was granted (protocol
N 78/1.2015) by the Local Bioethics Committee of the Mental
Health Research Institute in accordance with Helsinki ethics
committee guidelines. None of the participants were com-
promised in their capacity/ability to consent; thus, consent
from the next-of-kin was not necessary, and it was not
recommended by the local ethics committee.

The control group consisted of 24 subjects (38% males,
62% females). In this group, age varied from 23 to 53, with
a median 39.00 [29.00; 46.00] years. These control subjects
were mentally and somatically healthy individuals. The
excluding criteria for the controls were the presence of acute
and chronic infectious, inflammatory, autoimmune, or neu-
rological diseases, and organic brain disorders.

2.2. Object of Study. Blood samples were obtained after an
overnight fast from a vein into tubes with a clot activator
(CAT, BD Vacutainer). To isolate the serum, the blood
samples were centrifuged for 30min at 2000 × g at 4°C. The
sera were stored at −80°C until analysis.

2.3. Purification of IgGs. Affinity chromatography on a
chromatographic matrix with immobilized protein G from
group G streptococci is a widely used and effective method
for the isolation of immunoglobulins. Protein G has a high
affinity for the Fc regions of immunoglobulins G. This prop-
erty allows selective elution of components of the immune
complexes (proteins, polysaccharides, nucleic acids) under
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conditions with increased ionic strength or in the presence of
nonionic detergents without destroying the Ig complexes
with protein G [28]. Antibodies from the blood sera of
schizophrenia patients and healthy controls were purified
and analyzed by earlier developed procedures for purification
of electrophoretically and immunologically homogenous IgG
preparations from human blood serum [29, 30]. The proce-
dure included affinity chromatography of serum proteins
on Protein G-Sepharose, followed by high-performance gel
filtration on a Superdex-200 HR 10/30 column. Quantitative
elution of IgG was carried out using an acid buffer with a pH
of 2.6, after which the resulting sample was immediately
neutralized.

2.4. SDS-PAGE Analysis of Proteins. Electrophoretic separa-
tion of proteins according to the Laemmli method [31] was
used to analyze the homogeneity of antibodies as well as to
analyze the products of hydrolysis of MBP by Abs. The
concentrating gel contained 4% acrylamide (AA: Bis-AA
ratio = 30 : 1), 125mM Tris-HCl, pH6.8, and 0.5% SDS.
The separating gel contained 5-20% AA, 375mM Tris-HCl,
pH8.8, and 0.4% SDS. The protein preparations were incu-
bated in buffer containing 50mM Tris-HCl, pH6.8, 2%
SDS, 10% glycerol, 0.025%, and bromophenol blue at 100°C
for 1min and then applied to the gel. The electrophoresis
was performed at the current 15-20 A. Homogeneity of the
Abs was tested in 4–15% gradient gels (0.1% SDS). The
polypeptides were visualized by silver or Coomassie R250
staining and by Western blotting on a nitrocellulose mem-
brane [32]. The gels were imaged by scanning and quantified
using the Image Quant 5.2 program.

2.5. FPLC Gel Filtration under “Acid Shock” Conditions.
Acidic pH of the medium allows dissociation and subsequent
separation of all components of immunocomplexes consist-
ing of immunoglobulins and their associated antigens.
Electrophoretically homogeneous preparations of IgG were
preincubated in glycine buffer (pH2.6) followed by gel
filtration in the same buffer (acid shock). The IgG was
separated by high-performance gel filtration on a Superdex
200 HR column equilibrated with 50mM glycine-HCl
(pH2.6) containing 0.1M NaCl (buffer B) using Akta Pure
chromatography (GE). The IgG samples (150μl, 20mg/ml)
were preincubated with 50μl of buffer B; then, the high-
performance gel filtration was performed at 22°C. The
resulting fractions were immediately neutralized with 1M
Tris-HCl buffer (pH8.8). The eluate was sequentially
collected in individual tubes (Eppendorfs) at a volume of
1ml. Each tube with 1ml of antibody preparation is a
separate fraction of the IgG preparation. The concentration
of IgG preparations was determined at a wavelength of λ =
280 nm, in quartz cuvettes with 1 cm optical path length
against a buffer in which IgG was dissolved on an Eppendorf
BioPhotometer (Germany) single-beam spectrophotometer.
After one week of storage at 4°C for refolding after the acid
shock, the IgG was used in activity assays as described below.

This work was performed at the laboratory of Repair
Enzymes of the Institute of Chemical Biology and Fundamen-
tal Medicine at the Siberian Branch of the Russian Academy of
Sciences in Novosibirsk under the guidance of V. Buneva.

2.6. In Situ Proteolytic Activity Assay. This approach gives an
indication of the enzymatic activity of a specific fragment of a

Table 1: Demographic and clinical characteristics of schizophrenia patients and healthy control subjects.

Healthy control
subjects

Patients with acute
schizophrenia

Patients with schizophrenia in
remission

p value Mann–Whitney
U test

Number 24 48 31 NS

Age median (IQR) 39.00 [29.00; 46.00] 38.00 [30.00; 46.00] 35.00 [31.00; 44.00] NS

Male/female 9/15 12/28 16/15 NS

Duration of disease, years
median (IQR)

12.50 [6.00; 17.00] 15.00 [10.00; 18.00] NS

PANSS total score 89.00 [80.00; 105.00] 54.50 [52.00; 59.00] 0.0001
∗NS: nonsignificant between the group of healthy control subjects and different groups of patients р = 0:0001 between the groups of patients with acute
schizophrenia and patients in remission.

Table 2: Demographic and clinical characteristics of patients with different types of schizophrenia.

Subgroups of
patients with
schizophrenia

Continuous course of
schizophrenia

Episodic course of
schizophrenia with
progressive deficit

Episodic course of
schizophrenia with stable

deficit

Simple
schizophrenia

p value
Kruskal–
Wallis test

Number 12 12 12 12 NS

Age median (IQR) 34.00 [32.00; 54.00] 39.00 [38.00; 46.00] 39.00 [34.00; 41.00] 34.00 [26.00; 45.00] NS

Male/female 4/7 3/8 2/7 3/6 NS

Duration of disease,
years median (IQR)

14.00 [13.00; 20.00] 13.00 [6.00; 17.00] 11.00 [5.00; 12.00] 8.00 [5.00; 17.00] NS

PANSS total score 100.00 [87.00; 116.00] 83.00 [74.00; 98.00] 76.00 [65.00; 81.00] 92.00 [84.00; 111.00] 0.0381
∗NS: nonsignificant; p value for multiple comparisons with Kruskal–Wallis test including all groups of patients.
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gel or a specific protein band. One of the options for this
approach is to determine the activity of enzymes in the elu-
ates of various fragments of the gel. After standard SDS-
PAGE of IgGs, to restore the MBP-hydrolyzing activity of
IgGs, SDS was removed by incubation of the gel for 1 h at
300 C with 4M urea and washed 10 times (7-10min) with
H2O. Then 2-4mm cross-sections of longitudinal slices of
the gel were cut up and incubated with 50μl of 50mM
Tris-HCl, pH7.5, containing 50mM NaCl for 6-7 days at
40°C to allow protein refolding and eluting from the gel.
The solutions were removed from the gels by centrifugation
and used for assay of MBP hydrolysis as described below.
Parallel control longitudinal lanes were used to detect the
position of intact IgG as well as its light and heavy chains
after Ab reduction on the gel by silver staining.

This work was performed at the laboratory of Repair
Enzymes of the Institute of Chemical Biology and
Fundamental Medicine at the Siberian Branch of the Russian
Academy of Sciences in Novosibirsk under the guidance of
V. Buneva.

2.7. Proteolytic Activity of Immunoglobulin G Fractions
Purified from Serum. The purified IgG was tested for MBP-
hydrolyzing activity with MBP isolated from human brain
tissue. The MBP was obtained from the Department of
Biotechnology, Research Center of Molecular Diagnostics
and Therapy (Moscow). The reaction mixture (10-40μl) for
analysis of MBP-hydrolyzing activity of IgG contained IgG
in concentration 0.2mg/ml, 20mM Tris-HCl (pH7.5), and
0.2-0.7mg/ml MBP. The products of MBP cleavage were
analyzed in 4-15% or 12% SDS-PAGE as described earlier
in Section 2.5. All quantitative measurements (initial rates)
were taken under pseudo-first-order conditions of the
reaction within the linear region of Abs concentrations, of
the time courses (1-24 h), and the formation of products
(15-40% of MBP hydrolysis). The catalytic activity of the
IgG in the cleavage of MBP was estimated from the decrease
in the intensity of the Coomassie-stained MBP band after
electrophoresis. Differences in the hydrolysis levels of MBP
incubated in the absence and in the presence of IgG were
used to correct the values. Quantitative evaluation of proteins
was estimated using the Image Quant 5.2 program. The activ-
ity of the Abs is expressed in units of specific enzyme activity
as the quantity of substrate cleavage by 1mg Abs per/h.

2.8. Statistical Analysis. Statistical analyses were performed
with Statistica 10.0 software for Windows. The data were
checked for normal distribution using the Shapiro–Wilk W
test. Most of the sample sets did not meet the normal Gauss-
ian distribution. For this reason, the differences between IgG
samples of different groups were estimated using the Mann–
Whitney test and the Kruskal–Wallis Test; a difference was
considered statistically significant at p < 0:05. The median
(M) and interquartile ranges (IQR) were estimated.

3. Results and Discussion

In this study, we analyzed Abs (IgGs), having MBP-
hydrolyzing activity, purified from sera of patients with

schizophrenia and healthy controls. The important tasks of
our work with catalytic antibodies were to show that the
studied activity belonged to the antibodies, but not to
simultaneous-obtained competing proteases. It was proven
that checking the three most stringent, indicative, and
reliable criteria is sufficient to unambiguously conclude that
the studied catalytic activity belongs to isolated antibodies.
The efficiency of substrate hydrolysis by antibodies belonging
to different subclasses may be different. Given this, we
decided to study the content of IgG subclasses with proteo-
lytic activity in the groups of schizophrenia patients.

3.1. Application of Strict Criteria for IgGs with Proteolytic
Activity. Several strict criteria were tested to show that
detected catalytic activity belonged to the antibodies:
purification of Abs on sorbent with affinity to IgG,
electrophoretic homogeneity of antibodies in SDS-PAGE,
gel filtration chromatography of Abs under conditions of
dissociation of immune complexes (pH shock analysis),
and proteolytic activity in situ. It turned out that checking
of these most stringent, indicative, and reliable criteria is
sufficient to unambiguously conclude that the studied
catalytic activity belongs to the Abs. These criteria for
checking the presence of catalytic activity in antibodies are
generally accepted and are used by various independent
research teams [26, 28, 33–36].

Based on the specific binding of isolated IgG to Pro-
tein G-Sepharose sorbent, the catalytic activity of IgG is
directly shown.

The isolated IgG preparations were electrophoretically
and immunologically homogeneous in accordance with
silver staining and immunoblotting after separation in gradi-
ent SDS-PAGE and transferred to the PVDF membrane.

The homogeneity of the 150 kDa IgG was confirmed by
4-18% SDS-PAGE, which showed a single protein band
corresponding to the molecular mass of IgG (Figure 1(a)).
The electrophoretic mobility of usually low molecular mass
canonical proteases (24-25 kDa) cannot coincide with that
of intact IgG (150 kDa). A major band 150 kDa correspond-
ing to the whole IgG molecule consisting of two light and
two heavy chains (H2L2) is visible (lane 1), also after incuba-
tion with 10mM DTT (membrane stained with silver) bands
corresponding to the light chain (25 kDa) and heavy chain of
IgG (50 kDa) (lane 2).

Western blot analysis (Figure 1(b)) reveals additional
bands—oligomeric forms of IgG of H2 composition. Partial
decomposition of the Abs into their subunits L and H2
subunits in the presence of SDS is due to disulfide exchange
[37]. Since the IgG molecule has two disulfide bonds between
heavy chains and only one covalent bond is formed between
the L and H chains, the probability of separation of the light
chain from the IgG molecule in the presence of a denaturing
agent is theoretically higher than the formation of HL dimers.
Only in the IgG4 subclass, whose share is 3–4% of the total
IgG pool, one S-S bond is formed between the heavy chains,
and it is characterized by high lability [38].

Thus, in the SDS-PAGE analysis of the total IgG prepara-
tion, all oligomeric forms can be observed as minor compo-
nents: H2L, HL, and H2, as well as the free L chain. The
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mobility of the light chain decreases after the restoration of
intra-chain S-S bonds, which is explained by the complete
unfolding of the polypeptide chain and a decrease in its
compactness. We also present an analysis of the electropho-
retic homogeneity of IgG in several schizophrenic patients
with silver stain (Figure 2).

One of the most important criteria for attributing the
activity to Abs is gel filtration of the Abs under acidic
conditions, where noncovalent complexes are dissociated.
Electrophoretically homogeneous preparations of IgG were
preincubated in glycine buffer (pH2.6) followed by gel filtra-
tion in the same buffer (acid shock). After the gel filtration,
we obtained 25 fractions of one IgG preparation with differ-
ent antibody concentrations. To assess the level of antibody
activity in MBP hydrolysis, we took the fraction correspond-
ing to the peak of the chromatogram. Standard reaction
conditions used with high-performance gel filtration of the
IgGs under acid-shock conditions (pH2.6) demonstrated
the concordance of the optical density profile (λ = 280 nm)
with the profiles of the MBP-hydrolyzing activity, which is
another indication of the studied activity being due to the
IgGs (Figure 3).

In addition, we present the results of the determination of
proteolytic activity in situ. To exclude possible hypothetical
traces of contaminating canonical proteases, the IgG
preparations were separated by SDS-PAGE, and their MBP-
hydrolyzing activity was detected after extraction of the pro-

teins from the separated gel slices only in the IgG band, while
the other gel fragments were catalytically inactive (Figure 4).
The electrophoretic mobility of usually low molecular mass
canonical proteases (24–25 kDa) cannot coincide with that
of intact IgGs (150 kDa).

Therefore, the detection of protease activity in the gel
fragments corresponding only to intact IgGs (Figure 4)
together with data of gel filtration of the Abs under acid-
shock conditions (Figure 3) and with the absence of any other
proteins and bands (Figures 1 and 2) provides direct evidence
that the IgGs have MBP-hydrolyzing activity.

3.2. Аnalysis Of the Product Profile of MBP Hydrolysis by
Antibodies of Patients with Schizophrenia. Various molecular
products are formed during the MBP hydrolysis by the
catalytic IgG of schizophrenia patients. The MBP hydrolysis
was accompanied by the appearance of new bands of MBP
products that are not represented in the control in the
molecular weight regions corresponding to 16.0 kDa,
14.3 kDa, 12.7 kDa, 11.5 kDa, 10.7 kDa, 9.7 kDa, and 7.4 kDa
(Figure 5). A change in the color intensity of the bands
represented in control was detected: in the area of molecular
weight 18.5 kDa—a decrease in color intensity and band size;
in the area of molecular weight 13.5 kDa and 12.8 kDa—an
increase in color intensity and band size.

The spectrum of MBP hydrolysis products depended on
the level of IgG activity. High activity IgGs were character-
ized by the formation of numerous low molecular weight
products that were located in the 13.5-7.0 kDa region.
MBP-products profile after hydrolysis by antibodies with
medium or low activity was characterized by products with
a molecular weight of 18.5-12.0 kDa. Thus, highly active anti-
bodies almost completely hydrolyzed the band of intact MBP
with an isoform of 18.5 kDa (the main isoform of this protein
for humans). While in electrophoretic tracks corresponding
to antibodies with medium or low activity, the band
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Figure 1: Analysis of homogeneity of IgG preparations using SDS-
PAGE in 5–18% gradient gel and Western blot. (а) Silver staining:
IgG preparation before (lane 1) and after (2) incubation with
10mM DTT (membrane stained with silver). (b) Western blot
analysis after incubation with horseradish peroxidase conjugates
with rabbit anti-H IgG: 1 and 2, before and after incubation with
10mM DTT, respectively. (c) Western blot analysis after incubation
with a horseradish peroxidase conjugates with rabbit anti-L IgG: 1
and, 2 before and after incubation with 10mM DTT, respectively.
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Figure 2: Analysis of homogeneity of IgG preparations after SDS-
PAGE in a 5–18% gradient gel and silver staining. Lines 1-7—IgG
of different schizophrenia patients; М—protein molecular mass
markers.
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18.5 kDa remains clearly visible. For this reason, the activity
level of catalytic IgG was assessed by the reduction of the
color intensity of the bands in the region of 18.5 kDa.

Thus, the spectrum of products of the reaction of hydro-
lysis of MBP is extremely variable from person to person.

3.3. Proteolytic Activity of Autoantibodies to MBP in Sera of
Schizophrenia Patients. We evaluated the proteolytic
activities of polyclonal antibodies to MBP in the sera of
schizophrenia patients. After incubation of MBP with IgG,
the proteins were separated using gel electrophoresis and
analyzed. The reaction conditions and the detection of the
hydrolysis products are described in Section 2.

Analysis of our data showed that most patients had
significant activity, while IgG from healthy controls had
almost no such activity. Furthermore, the level of Abs activity
was different depending on the type of the disease course.

Our results demonstrate that the specific anti-MBP IgGs
from patients with schizophrenia catalyze the hydrolysis of
MBP. The IgGs with the highest proteolytic activity are
present in the analyzed serum samples of patients with acute
schizophrenia, and the activity was twice higher than in
patients in remission and significantly higher than in IgGs
from healthy controls (Table 3). Thus, we conclude that the
level of MBP hydrolysis by IgG of the schizophrenia patients
decreased simultaneously with a decrease in the severity of
their clinical symptoms. This was confirmed by their PANSS
scores.

Comparison of MBP-hydrolyzing activity in IgGs using
the Mann–Whitney U test showed the greatest difference
between the groups of healthy controls and patients in acute
schizophrenia (p = 0:000009); between healthy individuals
and schizophrenia patients in remission (p = 0:000037); and

between patients in the acute phase and patients in remission
(p = 0:000127) (Figure 6).

Comparison of the level of MBP-hydrolyzing activity of
Abs in groups with paranoid schizophrenia (median [Q1;
Q2] 1.042 [0.123; 4.156] mg MBP/mg IgG/h) and simple
schizophrenia (0.630 [0.309; 2.05] mg MBP/mg IgG/h)
revealed no significant differences (p = 0:334).

A more detailed analysis of the MBP-hydrolyzing activity
of patients with paranoid schizophrenia revealed that the
activity differs significantly depending on the type of disease
course (Table 4).

All groups of paranoid schizophrenia with different
courses and simple schizophrenia also showed significant
differences from the control group (Table 5).

Thus, the highest activity was found in patients with the
continuous course of schizophrenia (median: 1.810mg
MBP/mg IgG/h), which differed significantly from that in
patients in remission (p = 0:000729; Mann–Whitney U test)
and in controls (р = 0:000038; Mann–Whitney U test). This
result also coincided with the maximum PANSS score in
patients with the continuous course of schizophrenia.

Multiple lines of evidence now suggest damage to
oligodendroglia and myelin in schizophrenia patients. This is
confirmed by genetic, morphological, immunohistochemical,
and neuroimaging studies. Expression levels of a number of
myelin-related genes were significantly downregulated in
schizophrenic brains including myelin-associated glycoprotein
(MAG), CNP, myelin and lymphocyte protein (MAL), gelsolin
(CSN), ErbB3 (also called HER3), and transferrin [39–46]. It is
known that MBP reflects the myelin-forming activity of
oligodendroglia through a positive correlation with the
number of normal myelin fibers [16, 17]. Postmortem studies
show a decrease in the expression of MBP mRNA and protein
levels in various regions of the brain [10, 11, 14]. Morpholog-
ical studies also demonstrate ultrastructural anomalies of
myelin fibers in schizophrenia patients according to studies
on postmortem autopsy samples of the brain [12, 13]. These
changes were most pronounced in the prefrontal cortex and
reliably correlated with the degree of expression in the caudate
nucleus and hippocampus. A decrease in the density of white
matter oligodendrocytes in the postmortem frontal cortex
was described for a small sample group of elderly schizophre-
nia patients, but myelin protein expression was not quantified
for white matter [47]. Data of neuroimaging studies suggest
that white matter abnormalities are present even before the
onset of the illness but may be a stable characteristic of the
disease. Changes in brain structure might be formed immedi-
ately after the first episode of schizophrenia and increase with
the course of the disease [48–52].

Antibodies toMBP and an increase in theMBP level were
detected in cerebrospinal fluid (CSF) and serum of patients
with schizophrenia [53]. However, the total level of immuno-
globulin G in both CSF and peripheral blood of patients with
schizophrenia was not always found to be different from that
in healthy individuals, and sometimes it was found to be
lower than in healthy individuals [54, 55]. In studies with
experimental animals, it was noted that autoantibodies bind-
ing neuroantigens in the early stages of ontogenesis contrib-
ute to the formation of various structural anomalies in the
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Figure 5: Electrophoretic analysis of MBP-hydrolyzing activity of
IgG in SDS-PAGE 12.5% gel: 1-5 products profile of MBP-
hydrolysis by individual IgG of patients with schizophrenia (line
1,4—low and medium rate of MBP-hydrolyzing activity; line
2,3,5—high rate of MBP-hydrolyzing activity); 6—control: MBP
incubated without IgG; 7—protein molecular mass markers.
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nervous system and subsequently lead to a violation of the
behavior of young animals. Thus, a high level of antibodies
to nerve growth factor in the blood of pregnant females has
a pronounced inhibitory effect on the learning process and
significantly increases the threshold of pain sensitivity in
the offspring [8, 56, 57]. Considering the data on the penetra-
tion of immunoglobulins through the blood-brain barrier in
autoimmune disorders [58, 59] and the detected BBB hyper-
permeability in schizophrenia [60], this phenomenon can be
explained by the fact that MBP stimulates the synthesis of
antibodies to myelin components. Also, it is generally
accepted that the detection of MBP in blood is indicative of
impairment of myelination in the brain, but the reason for
this is not established.

Our results demonstrate that IgGs from schizophrenia
patients catalyze the hydrolysis of MBP, and this activity is
significantly higher than in control subjects. We have found
that the activity differs significantly depending on the type
of the disease course, particularly patients with paranoid
schizophrenia and continuous course of schizophrenia dem-
onstrated the highest activity (1.810mg MBP/mg IgG/h),

which was significantly different from that in patients in
remission and the control. Signs of continuous course are
expressed in the regular development, complication, and
deterioration of symptoms as the disease progresses, which
affects the immunological reactivity of the organism on the
whole. Our data suggest that in patients with a continuous
course of schizophrenia, the violation of myelination is
perhaps more pronounced.

According to the results of our colleagues from the Labo-
ratory of Clinical Psychoneuroimmunology, specific features
of dysregulation of the immune system in patients with
schizophrenia were identified. Suppression of the T-cellular
immune response (decrease CD2+, CD3+, CD4+, CD16+
subtypes of T-lymphocytes) and activation of humoral immu-
nity (increase in levels of circulating immune complexes, IgM
levels, and B-lymphocytes), a disturbance of cytokine produc-
tion was revealed [61]. It should be noted that patients with a
continuous course of schizophrenia have more pronounced
changes in their immune system. In particular, they have
simultaneous activation of Th1 and Th2 cytokines with the
dominance profile of the Th1-cell-response pathway [62].
Thus, we assume that the proteolytic activity of Abs in MBP
hydrolysis demonstrates the course of autoimmune reactions
in patients with a continuous course of schizophrenia. Accord-
ing to recent studies, the immunological basis of schizophrenia
is like that of chronic inflammation [63–66]. Proteolytic IgG in
patients with schizophrenia can also play a positive role by
hydrolyzing MBP as a potential immunogen in peripheral
blood, since in some other diseases, catalytic antibodies can
perform a protective function by hydrolyzing pathological
proteins [67–70].

Since we cannot completely exclude the effect of antipsy-
chotic drugs in our study, we must consider their potential
impact on the immune response and catalytically activity.
Clinical trials of risperidone have shown that the drug can
reduce circulating levels of IL-1β in patients with schizophre-
nia, as well as increase the levels of neurotrophin BDNF [71].
Risperidone, clozapine, and haloperidol have a positive
correlation with improved clinical symptoms of schizophre-
nia and decreased levels of circulating IL-2, IL-6, IL-18,
IFN-γ, and TNF-α [72–74]. Haloperidol treatment inhibits
the immune response by suppressing NF-κB signaling via
the dopamine D2 receptor and inhibition of proinflamma-
tory cytokine release [75, 76]. Moreover, according to the
results of our study, proteolytic activity was maximal before
the prescription of antipsychotic therapy and decreased after
drug treatment in the remission group. Thereby, we suggest it
is unlikely that the induction of catalytic activity is caused by
the antipsychotics.

Table 3: MBP-hydrolyzing activity levels in IgGs from schizophrenia patients and healthy control subjects.

Healthy control subjects, median
[Q1-Q4] mg MBP/mg IgG/h

Patients with acute schizophrenia,
median [Q1-Q4] mg MBP/mg IgG/h

Patients with schizophrenia in remission,
median [Q1-Q4] mg MBP/mg IgG/h

p value
Kruskal–
Wallis test

N = 24 N = 48 N = 31
0.00 [0.00; 0.24] 1.026 [0.205; 3.372] 0.656 [0.279; 0.873] 0.0001∗

∗p value from multiple comparisons with Kruskal–Wallis test including all groups of patients and healthy control group; p significant at <0.05.
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Figure 6: Levels of proteolytic activity in hydrolysis of MBP
corresponding to IgG from sera of patients with acute
schizophrenia, patients in remission, and healthy individuals; (—)
median of catalytic activity; (between-group differences: ∗p =
0:000009; ∗∗p = 0:000127; ∗∗∗p = 0:000037 (by the Mann–
Whitney U test).
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4. Conclusions

Our results demonstrate that IgGs from schizophrenia
patients catalyze the hydrolysis of MBP, and this activity is
significantly higher than IgGs from control subjects. We
found that the activity level differs depending on the type of
the disease course, particularly in patients with paranoid
schizophrenia with continuous course demonstrating the
highest activity level (1.810mg MBP/mg IgG/h), which sig-
nificantly exceeded the activity level in patients in remission
and control. Thus, we suggest that patients with a continuous
type of schizophrenia have a more pronounced violation of
the myelination in brain structures. This reflects the peculiar-
ity of the immunological reactivity of the organism as a whole
of the continuous type of schizophrenia.
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Calcitonin gene-related peptide (CGRP) is a mediator of microglial activation at the transcriptional level. The involvement of
the epigenetic mechanism in this process is largely undefined. Histone deacetylase (HDAC)1/2 are considered important
epigenetic regulators of gene expression in activated microglia. In this study, we examined the effect of CGRP on HDAC2-
mediated gene transcription in microglial cells through the chromatin immunoprecipitation sequencing (ChIP-seq) method.
Immunofluorescence analysis showed that mouse microglial cells (BV2) expressed CGRP receptor components. Treatment of
microglia with CGRP increased HDAC2 protein expression. ChIP-seq data indicated that CGRP remarkably altered promoter
enrichments of HDAC2 in microglial cells. We identified 1271 gene promoters, whose HDAC2 enrichments are significantly
altered in microglia after CGRP treatment, including 1181 upregulating genes and 90 downregulating genes. Bioinformatics
analyses showed that HDAC2-enriched genes were mainly associated with immune- and inflammation-related pathways, such
as nitric oxide synthase (NOS) biosynthetic process, retinoic acid-inducible gene- (RIG-) like receptor signaling pathway, and
nuclear factor kappa B (NF-κB) signaling pathway. The expression of these key pathways (NOS, RIG-I, and NF-κB) were
further verified by Western blot. Taken together, our findings suggest that genes with differential HDAC2 enrichments induced
by CGRP function in diverse cellular pathways and many are involved in immune and inflammatory responses.

1. Introduction

Microglia are innate immune cells of the central nervous sys-
tem that are responsible for the excessive and chronic neu-
roinflammatory response following damage and disease [1,
2]. Calcitonin gene-related peptide (CGRP) as a mediator
of glial cell activation plays a role as signaling molecule,
mediating interactions between damaged neurons and sur-
rounding glial cells [3]. Previous research has demonstrated
that the presence of CGRP induced the activation of microg-
lia at the transcriptional level through expression of the
immediate-early genes in cultured microglia [4, 5].

CGRP operates via its receptor that, in many cell types,
leads to a range of biological effects including those associ-
ated with neurons and microglia [6, 7]. A functional CGRP

receptor consist of 3 components, the calcitonin receptor-
like receptor (CRLR), receptor activity-modifying protein 1
(RAMP1), and CGRP receptor component protein (CRCP)
that couple the receptor to the cellular signal pathway
leading to increased intracellular cAMP and activated pro-
tein kinase A (PKA) [8]. Accumulating evidence suggested
that microglia express functional CGRP receptors, as treat-
ment with CGRP triggers microglial activation by induc-
tion of c-fos gene expression, cAMP accumulation, and
release of proinflammatory mediators in microglia [4, 5,
9]. A previous study indicated that CGRP may act as a
paracrine mediator to induce activation of glial activation
[10, 11]. Administration of CGRP in rat models of tempo-
romandibular joint disorder contributed to the increased
microglial marker of OX-42 expression and microglial
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activation in the spinal cord [12], suggesting a functional
link between CGRP and microglial activation.

Histone deacetylase (HDAC)1/2 are essential for micro-
glial survival and expansion during development [13].
Increased activity of HDAC2 is closely related to glial acti-
vation in a mouse model of retinal injury [14]. Selective
inhibition of HDAC1 or 2 suppresses the expression of
inflammatory cytokines in BV2 murine microglia activated
with lipopolysaccharide (LPS) [15]. Previous data indicated
that HDAC2 activates NF-κB and promotes NF-κB-depen-
dent gene expression [16], which plays a crucial role in
microglial activation [17].

The ability of CGRP to activate microglial cells at the
level of transcription raises the question of whether the gene
expression induced by CGRP associates with epigenetic reg-
ulation by HDAC2 in activated microglia. In the present
study, we adopted chromatin immunoprecipitation followed
by sequencing (ChIP-seq) to profile and compare the varia-
tion of HDAC2 enrichments in target genes at the genome-
wide level in the microglial cell line (BV2) from treatment
of CGRP and control to gain a better understanding of a
potential role for this peptide in the responses of microglia.
In addition, the expression of CGRP receptor components
was also explored in BV2 cells and Western blot was used
to determine whether the expression of HDAC2 in microglia
was influenced by CGRP, hoping that these studies could fur-
ther understand the underlying regulatory mechanism of
microglial activation by CGRP at the molecular level.

2. Materials and Methods

2.1. Cell Culture and Drug Administration. The mouse
microglial cell line (BV2) was obtained from the Cell Bank
of the Chinese Academy of Sciences (Beijing, China). Micro-
glial cells were cultured in Dulbecco’s modified Eagle’s
medium (DMEM, Gibco) supplemented with 10% fetal
bovine serum (FBS, Biological Industries) incubated at 37°C
in an atmosphere of 5% CO2. BV2 cells continuously stimu-
lated with CGRP peptide (1μmol/L, Tocris Bioscience, Cat.
#1161) at 1, 2, 4, and 6h, respectively. Cells without CGRP
peptide were used as the control. To assess the possible
impact of HDAC2 on the expression of iNOS, RIG-I, and
NF-κB induced by CGRP, 0.5mmol/L valproic acid (VPA,
HDAC2 inhibitor, MedChemExpress, Cat. #1069-66-5) were
preapplied for 60min and coapplied together with CGRP for
2 h at 37°C.

2.2. Immunofluorescence of Cultured Cells. Immunofluores-
cence was performed essentially as described before [18].
BV2 cells were cultured on poly-L-lysine-coated coverslips
in six-well plates. Following a single wash in phosphate-
buffered saline (PBS), cultured microglial cells were fixed
in 4% paraformaldehyde for 15min at room temperature.
Double-labeling immunofluorescence staining for primary
antibodies against ionized calcium binding adaptor molecule
1 (Iba1, a marker for microglia; 1 : 200, Novus, Cat. #NB
100-1028) and CRLR (1 : 200, Abcam, Cat. #ab84467),
RAMP1 (1 : 200, Sigma-Aldrich, Cat. #SAB250086), or CRCP
(1 : 200, Proteintech, Cat. #14348-1-AP) on coverslip-cultured

microglia was performed. Coverslips were incubated with a
mixture of the two primary antibodies overnight. Following
three washes with tris-buffered saline (TBS), coverslips were
treated with a mixture of matching secondary antibodies
(Jackson ImmunoResearch). The specificity of antibodies used
was checked by Western blotting and/or omission of the pri-
mary antibodies. No specific immunoreactivity was detected
in these controls.

2.3. Chromatin Immunoprecipitation. Chromatin was pre-
pared from fixed mouse microglial cells (stimulated with
1μmol/L CGRP, 2 h) and sonicated fragments ranged in size
from 200 to 1500 bp. Approximately 2 × 107 cell equivalents
were used for each immunoprecipitation. ChIP was per-
formed as described previously [19], using anti-HDAC2 anti-
body (Abcam, Cat. #ab12169, ChIP Grade) or a control
rabbit IgG.

2.4. Sequencing Library Preparation, Cluster Generation, and
Sequencing. DNA samples were end-repaired, A-tailed, and
adaptor-ligated using TruSeq Nano DNA Sample Prep Kit
(Cat. #FC-121-4002, Illumina), following the manufacturer’s
instructions. ~200-1500 bp fragments were size-selected
using AMPure XP beads. The final size of the library was
confirmed by Agilent 2100 Bioanalyzer. Samples were diluted
to a final concentration of 8 pmol/L, and cluster generation
was performed on the Illumina cBot using HiSeq 3000/4000
PE Cluster Kit (Cat. #PE-410-1001, Illumina), following the
manufacturer’s instructions. Sequencing was performed on
Illumina HiSeq 4000 using HiSeq 3000/4000 SBS Kit
(300 cycles) (Cat. #FC-410-1003, Illumina), according to the
manufacturer’s instructions.

2.5. Data Collection and ChIP-seq Analysis. After sequenc-
ing platform-generated sequencing images, stages of image
analysis and base calling were performed using Off-Line
Basecaller software (OLB V1.8). Sequence quality was
examined using the FastQC software. After passing Solexa
CHASTITY quality filter, clean reads were aligned to
mouse genome (UCSC MM10) using Bowtie software
(V2.1.0) [20]. Aligned reads were used for peak calling
of ChIP regions using MACS V1.4.2 [21]. Statistically sig-
nificant ChIP-enriched regions (peaks) were identified by
comparison of IP vs. input or comparison to a Poisson
background model, using a P value threshold of 10-4.
Peaks in samples were annotated by the nearest gene using
the newest UCSC RefSeq database [22]. The annotation of
the peaks which were located within -2 kb to +2 kb around
the corresponding gene TSS in samples can be found from
the peaks-promoter-annotation.

2.6. Bioinformatics Analysis. The Gene Ontology (GO) func-
tional and Kyoto Encyclopedia of Genes and Genomes
(KEGG) pathway enrichment analyses were performed using
the Database for Annotation, Visualization and Integrated
Discovery (DAVID) and KEGGOrthology-Based Annotation
System (KOBAS) online tools (http://www.geneontology.org
and http://www.genome.jp/kegg) [23, 24].
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2.7. Western Blotting.Western blot analysis was performed as
described before [18]. Cultured microglial cells were lysed,
and the protein was extracted. The protein lysate from each
sample was separated electrophoretically on a 10% sodium
dodecyl sulfate-polyacrylamide gel and then transferred to a
polyvinylidene fluoride (PVDF) membrane. After blocking
with 5% nonfat milk in TBS-T (containing 0.1% Tween-
20) for 2 h, membranes were incubated with HDAC2
(Abcam, Cat. #ab32117), NF-κB (Abcam, Cat. #1559-1),
RIG-I (Abcam, Cat. #ab45428), and iNOS (Abcam, Cat.
#ab3523) in 5% nonfat milk in TBS-T overnight at 4°C.
After washes with TBS-T, membranes were incubated with
appropriate secondary antibodies for 2 h. Results were
visualized using an ECL chemiluminescence system.
GAPDH rabbit mAb antibody (Cell Signaling Technology,
Cat. #2118) was also used as a probed control to ensure
the loading of equivalent amounts of sample proteins.
Band densities were compared in TotalLab software (ver-
sion 2.01; Bio-Rad, Hercules, CA).

2.8. Statistical Analysis. Data are presented as the mean ±
standard error of the mean (SEM). For the analyses of West-
ern blot data, Mann-Whitney U tests were used for compar-
isons between two groups, and Kruskal-Wallis tests with
Dunn’s multiple comparisons post hoc tests were used for
comparisons among multiple groups. The data from the
Rotarod test were compared using Kruskal-Wallis tests with
Dunn’s multiple comparisons post hoc tests. Significance
was defined by P values < 0.05.

3. Results

3.1. CGRP Increases HDAC2 Expression in Microglial Cells.
To study the effect of CGRP on microglial cells, we first
investigated the expression of CGRP receptor components
on microglia. Figure 1(a) shows an example of colocalization
of CRLR, RAMP1, and CRCP with the Iba1 (microglial
marker) immunoreactivity on microglial cells in culture.
Nearly all of the Iba1-positive cells expressed CGRP receptor
components CRLR, RAMP1, and CRCP.

The expression of HDAC2 protein in microglia was
assessed by Western blot following treatment with CGRP
for 0, 1, 2, 4, and 6h, respectively. As shown in Figure 1(b),
CGRP treatment significantly increased the expression of
the HDAC2 protein level in microglia (P < 0:05). CGRP
was found to induce the expression of HDAC2 in a
time-dependent manner with a maximal effect observed
after 6 h.

3.2. Genome-Wide Profile of HDAC2 Targets in Microglia
after CGRP Treatment. To investigate the role of HDAC2
on microglia after treatment with CGRP, the profile of
HDAC2 targets in microglial cells was analyzed using an Illu-
mina HiSeq 4000 sequencing technique after stimulation
with CGRP for 2 h. Model-based Analysis of ChIP-seq
(MACS, v1.4.2) software was used to detect the ChIP-
enriched regions (peaks) from ChIP-seq data. Differentially
enriched regions with statistical significance between the
CGRP-treated group and the control were identified by

Detecting Differential Chromatin Modification Sites from
ChIP-seq Data with Biological Replicates (diffReps), cut-off:
FC = 2:0, P = 10−4).

The ChIP-seq for the CGRP-treated microglial cells gen-
erated 21827 enriched regions (peaks), including 17646 up
peaks and 4181 down peaks, compared with the control
group. The peak distribution of ChIP-seq reads of HDAC2
was showed in Figures 2(a) and 2(b). We identified 1271 gene
promoters, whose HDAC2 enrichments are significantly
altered in microglial cells treated with CGRP, including 1181
upregulated genes and 90 downregulated genes (Table S1).
The distribution of HDAC2-enriched promoters was mapped
to proximal regions of transcription start sites (TSSs) of
RefSeq genes (from about -1800 bp to +1800 bp of TSSs,
Figure 2(c)).

3.3. GO Analysis of Peaks Relative to Annotated Genes. To
further understand functions of annotated genes related to
peaks, they were functionally classified using GO terminol-
ogy. According to the functional annotation in GO database,
key upregulated HDAC2 target genes were mostly enriched
for biological process (BP) terms associated with positive reg-
ulation of T cell cytokine production (e.g., tumor necrosis
factor receptor associated factor 6 (TRAF6), mucosa-
associated lymphoid tissue lymphoma translocation gene 1
(MALT1)), histone acetylation (e.g., lysine acetyltransferase
8 (KAT8), KAT8 regulatory NSL complex subunit 2
(KANSL2)), activation of NF-κB-inducing kinase activity
(e.g., ZFP91 zinc finger protein (ZFP91), TRAF6, and
MALT1), and NOS biosynthetic process (e.g., Fc fragment
of IgE receptor II (FCER2A), nucleotide binding oligomeri-
zation domain containing 2 (NOD2), prostaglandin E recep-
tor 4 (PTGER4), and toll-like receptor 2 (TLR2)). When
focusing on cellular components (CC), the most represented
categories were BLOC-1 complex, nuclear exosome (RNase
complex), and NADPH oxidase complex. The most repre-
sented categories for molecular function (MF) were related
to 3′,5′-cGMP phosphodiesterase activity, histone acetyl-
transferase activity, nucleosomal DNA binding, and NADPH
binding. Most genes are well-known immune and inflamma-
tory responses (e.g., TRAF6, TLR2, and FCER2A). Associa-
tion with immune- and inflammation-related genes seems
therefore to be a feature of CGRP-mediated HDAC2 enrich-
ments. GO enrichment terms of BP, CC, and MF for upreg-
ulated genes are shown in Figure 3(a).

Meanwhile, key dowregulated HDAC2 target genes
were enriched in BP terms such as regulation of histone
H3K9 acetylation, toll-like receptor 9 signaling pathway,
astrocyte activation, and negative regulation of tumor
necrosis factor signaling. The most represented categories
for CC were related to SMN complex and nuclear lamina
and MF terms such as cyclic nucleotide-gated ion channel
activity and cGMP binding. GO enrichment terms of BP,
CC, and MF for downregulated genes are shown in
Figure 3(b).

3.4. KEGG Pathway Analysis of Peaks Relative to Annotated
Genes. KEGG pathway enrichment analysis was performed
using the software KOBAS. The P < 0:05 was set as the
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threshold of significant enrichment. Based on the KEGG
pathway enrichment analysis, key upregulated genes were
significantly enriched in 10 signaling pathways, such as the
Fc epsilon RI signaling pathway, RIG-like receptor signaling
pathway, NF-κB signaling pathway, and T cell receptor sig-
naling pathway, which were mostly related to immune and
inflammatory responses (Figure 3(c)). From these data,
KEGG enrichment analysis related to immune and inflam-
matory responses accounted for the enrichment score which

also agree with the GO enrichment analysis above. However,
none of downregulated genes was significantly enriched in
any KEGG pathway.

3.5. Validation of Key Pathways from ChIP-seq by Western
Blot. In order to explore whether or not CGRP involves the
NOS biosynthetic process, RIG-like receptor signaling path-
way, and NF-κB signaling pathway, the expression of iNOS,
RIG-I, and NF-κB protein levels in microglial cells was
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Figure 1: Cultured mouse microglial cells (BV2) expressed Iba1 and CGRP receptor components CRLR, RAMP1, or CRCP. (a) Expression of
Iba1 (a marker of microglia, red) and its colocalization with CRLR, RAMP1, or CRCP staining (green) in cultured microglial cells. Scale bar
40μm. (b) Western blot analysis of HDAC2 expression in microglia with treatment with CGRP at 0, 1, 2, 4, and 6 h, respectively. Relative
amounts of proteins were calculated by normalizing to GAPDH. Data are presented as the mean ± SEM (N = 4 independent cell culture
preparations, Mann-Whitney U tests or Kruskal-Wallis tests). ∗P < 0:05.
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assessed by Western blot after treatment with CGRP for 0, 1,
2, 4, and 6h, respectively. As shown in Figure 4(a), CGRP
treatment significantly increased the expression of iNOS,
RIG-I, and NF-κB protein levels in microglia (P < 0:05).
CGRP was found to induce the expression of iNOS, RIG-I,
and NF-κB in a time-dependent manner with a maximal
effect observed after 6 h which was well in agreement with
the HDAC2 enrichment analysis observed by bioinformat-
ics analysis. The results of Western blot analyses provided
evidence that the ChIP-seq method for large-scale gene
expression quantification was reliable.

3.6. HDAC2 Inhibitor Suppresses the Increase of iNOS,
RIG-I, and NF-κB Expression Induced by CGRP. A recent
report showed that HDAC2 increased the expression of
iNOS in macrophages following inflammatory stimulation
[25]. To test whether HDAC2 was involved in CGRP-
induced expression of iNOS, RIG-I, and NF-κB in this
study, a HDAC2 inhibitor VPA was coapplied together
with CGRP. As shown in Figure 4(b), CGRP increased

the expression of iNOS, RIG-I, and NF-κB following treat-
ment of microglia with CGRP, and the HDAC2 inhibitor
VPA partially or completely blocked the CGRP-mediated
upregulation of iNOS, RIG-I, and NF-κB (P < 0:05).

4. Discussion

Here, we mapped HDAC2 enrichment profiles induced by
CGRP at these loci using ChIP-seq in mouse microglial cells
and examined the influence of CGRP on HDAC2 enrich-
ment profiles on promoter regions to test the hypothesis that
the gene expression induced by CGRP was associated with
HDAC2-mediated epigenetic regulation in microglia [15,
17]. ChIP-seq data showed that CGRP could substantially
change HDAC2 enrichments on gene promoters, including
1181 upregulated genes and 90 downregulated genes, sug-
gesting that CGRP could alter enrichment profiles of HDAC2
at promoters in a gene-specific manner.

HDAC2 is involved in regulating microglial activation
and gene transcription [14, 15]. Our results showed that
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Figure 2: Effect of CGRP on the enriched region (peak) distribution of the ChIP-seq reads of HDAC2 in microglia treated with CGRP
compared with the control. (a) Genome-wide distribution of enrichments relative to annotated genes. (b) The peak distribution of ChIP-
seq reads of HDAC2 in control and microglial cells treated with CGRP. (c) The distribution of HDAC2 peaks on promoters relative to
gene transcription start sites (TSSs). Shown are HDAC2 peak frequencies relative to the distance from the nearest annotated TSS in
microglial cells treated with CGRP.
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Figure 3: Continued.
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Figure 3: The Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analyses of genes with differentially
enriched HDAC2 in microglial cells treated with CGRP. GO annotation of upregulated genes (a) or downregulated genes (b) with HDAC2
enrichments of the CGRP treatment group versus the control. Bar plots show the top ten fold enrichment values of the significant enrichment
terms involving biological process (BP), cellular component (CC), and molecular function (MF). (c) KEGG pathway analysis of genes with
differentially enriched HDAC2 in microglial cells treated with CGRP. The bar plot shows the top ten fold enrichment values of the
significant enrichment pathway. Analysis by DAVID and KOBAS online tools (http://www.geneontology.org and http://www.genome.jp/
kegg).
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Figure 4: CGRP evokes increases in the expression of iNOS, RIG-I, and NF-κB in microglial cells in a time-dependent manner. (a) Western
blot analysis of iNOS, RIG-I, and NF-κB expression in microglial cells with treatment of CGRP at 0, 1, 2, 4, and 6 h, respectively. (b) Western
blotting analyses for the effect of HDAC2 inhibitor VPA on CGRP-evoked iNOS, RIG-I, and NF-κB protein expression in microglial cells with
treatment of CGRP and pretreatment with VPA. Relative amounts of proteins were calculated by normalizing to GAPDH. All values are
expressed as the means ± SEMs (N = 4 independent cell culture preparations, Mann-Whitney U tests or Kruskal-Wallis tests). ∗P < 0:05
versus controls; #P < 0:05 versus CGRP only groups.
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almost all cultured microglial cells expressed CGRP receptor
components CRLR, RAMP1, and CRCP. Treatment of
microglial cells with CGRP also increased the HDAC2 pro-
tein level. These results suggested that CGRP operated via
its receptor that might contribute to modulation of gene tran-
scription through HDAC2-medated epigenetic mechanism
[26]. In order to obtain insights into HDAC2 target gene
function, GO and KEGG analysis annotations were applied
to the HDAC2 target gene pool. GO terms for BP process cat-
egories showed that key higher genes related with positive
regulation of T cell cytokine production, NOS biosynthetic
process, and activation of NF-κB-inducing kinase activity.
KEGG pathways for upregulated genes were mainly related
to the Fc epsilon RI signaling pathway, RIG-like receptor sig-
naling pathway, and NF-κB signaling pathway. The expres-
sion of NOS, RIG-I, NF-κB was further verified by Western
blot in microglia following CGRP treatment. Therefore,
alterations of this histone deacetylase induced by CGRP
could have severe consequences on microglial activation at
the level of transcription [5].

HDAC2 has been shown to regulate microglial activa-
tion and induce cytokine expression through the NF-κB
pathway [15, 17]. Previous data indicated that HDAC2
activates NF-κB and promotes NF-κB-dependent gene
expression [16], which plays a crucial role in microglial
activation [17]. NF-κB can interact with corepressors
HDAC1 and HDAC2 to regulate gene transcription [27,
28]. Activation of NF-κB seems essential for the transcrip-
tion of most of the proinflammatory molecules, such as
cytokines and chemokines [29]. A previous report showed
that activation of NF-κB regulates microglial conversion to
a proinflammatory type [30]. In the present study, we
found CGRP increased the expression of HDAC2 and
NF-κB in microglia, suggesting that they might coordi-
nately regulate the gene transcription for microglial activa-
tion induced by CGRP.

CGRP has been reported to activate microglia directly to
produce proinflammatory mediators, including NOS and
cytokines [31–33]. The specific recruitment of HDAC2 to
NF-κB at target promoters and the consequent effects on
acetylation status may play an important role in regulating
iNOS as well as other NF-κB-dependent genes involved in
inflammation [27, 34]. Activation of microglia displays NO
production via iNOS activity which upregulates microglial
phagocytosis and increases TRPV2 expression [35]. Our
experiment showed that CGRP increased the expression of
iNOS, NF-κB, and RIG-I protein levels in microglia after
CGRP treatment. Nonetheless, these increases in iNOS, NF-
κB, and RIG-I expression were inhibited by HDAC2 inhibi-
tor, suggesting that increases of iNOS, NF-κB, and RIG-I
expression in microglia by CGRP might be associated with
HDAC2. Furthermore, activation of RIG-I may induce the
expression of proinflammatory cytokines through the activa-
tion of NF-κB [36, 37]. A previous study demonstrated that
HDAC2 inhibitor VPA reduced induction of RIG-I expression
in different cancer cell lines by decitabine [38], suggesting that
HDAC2 might be involved in regulation of RIG-I expression.
Taken together with our results, these indicate that the upreg-
ulation of HDAC2 by CGRP may contribute to immune and

inflammatory responses through the NO/iNOS, NF-κB, and
RIG-I signal pathways in microglial activation [39].

5. Conclusions

In summary, we systematically evaluated CGRP-mediated
HDAC2 enrichments in microglial cells and gained new
insights into links between key pathways and HDAC2
induced by CGRP in the microglial activation. Genomic
analyses suggested that genes with the differential HDAC2
enrichments induced by CGRP function in diverse cellular
pathways and many are involved in immune and inflam-
matory responses. However, further studies are needed to
confirm our results.
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Gastric mucosa plays its immune function through innate and adaptive immunity by recruiting immune cells and releasing
corresponding cytokines, which have an inseparable relationship with gastric diseases. Whether infective gastric diseases caused
by Helicobacter pylori, Epstein-Barr virus or other microbe, noninfective gastric diseases, or gastric cancer, gastric mucosal
immunity plays an important role in the occurrence and development of the disease. Understanding the unique immune-related
tissue structure of the gastric mucosa and its role in immune responses can help prevent gastric diseases or treat them through
immunotherapy. In this review, we summarize the basic feature of gastric mucosal immunity and its relationship with gastric
diseases to track the latest progress of gastric mucosal immunity, update relevant knowledge and provide theoretical reference
for the prevention and treatment of gastric diseases based on the gastric mucosal immunity.

1. Introduction

The human body exerts immune responses through innate
and adaptive immunity. After the invasion of pathogens,
innate immunity acts as the first line of immune defense by
recruiting innate immune cells, which belongs to natural
nonspecific immunity. Adaptive immunity acts as a process
of preventing infection by recruiting immune lymphocytes
and producing immunoglobulins, which belongs to specific
immunity. Gastrointestinal mucosal immune system is an
important immune organ of the human body and exerts
the same immune response as the human body [1]. However,
some scholars reject the stomach as part of the gastrointesti-
nal mucosal immune system, considering there is no
mucosa-associated lymphoid tissue (MALT) in the gastric
mucosa [2, 3]. With the deepening of research, it is now
believed that the gastric mucosa can play its immune func-

tion in a layer-by-layer progressive mode through innate
and adaptive immunity [4] and maintain the balance of
microbe in an immune homeostasis mechanism [5]. On the
one hand, when pathogens such as bacteria and viruses
invade the gastric mucosa, both epithelial cells and innate
immune cells begin to defend them through physical, chem-
ical and biological processes. On the other hand, cytokines
such as interleukin and chemokines secreted by immune cells
help present antigens to lymphocytes such as T cells and B
cells through antigen presentation, further triggering adap-
tive immunity. Understanding the unique immune-related
tissue structure of the gastric mucosa and its role in immune
responses can help prevent gastric diseases or treat them
through immunotherapy. In this review, we will describe
the basic feature of gastric mucosal immunity and its
relationship with gastric diseases to track the latest progress
of gastric mucosal immunity, update relevant knowledge
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and provide theoretical reference for the prevention and
treatment of gastric diseases based on the gastric mucosal
immunity.

2. Basic Features of Gastric Mucosal Immune
System (Composition and Function)

The gastric mucosa is the inner layer of the gastric wall,
which can be divided into three layers in histology: epithelial
layer, lamina propria, and mucosal muscle layer. The gastric
mucosa exerts different physiological functions through sub-
stances secreted by cells in different layers. Under normal cir-
cumstances, the lamina propria of the gastric mucosa does
not have the same diffuse lymphoid tissue as intestinal
mucosa and it does not have immune cells that immune
directly. When the gastric mucosa is infected, immune cells
are recruited to the gastric mucosa through a complex pro-
cess, in which chemokines play an important role [6]. When
antigens contact with the human body, immune cells in the
blood will interact with activated vascular endothelial cells,
slow down the movement of cells in the blood, and induce
them to roll along the vessel wall. During this rolling process,
the combination of immune cells and chemokines induces
immune cells to adhere to the cell adhesion factor of endo-
thelial cells via integrins and then migrate across the endo-
thelial cells to the stomach [7]. After the recruitment of
immune cells, many immune-related cells gather in the lam-
ina propria of the gastric mucosa and play an important role
in the subsequent inflammation and immune response
together with natural epithelial barrier of the gastric mucosa.

2.1. Gastric Mucosal Innate Immunity-Associated Cells. Gas-
tric mucosal innate immunity-associated cells consist of gas-
tric mucosal epithelial cells, macrophages, dendritic cells
(DCs), etc. Gastric mucosal epithelial cells locate in the epi-
thelium of the gastric mucosa as the first line of defensing
in the gastric mucosal immunity. Since gastric mucosal epi-
thelial cells can express the major class II histocompatibility
complex (MHC-II), we can consider it as an antigen-
presenting cell (APC) participating in the initiation of innate
immune response, which plays an important role in immune
alert [8–10]. Other immune cells (such as macrophages,
(DCs and natural killer cells) recruited in the lamina propria
of the gastric mucosa also play an important role in the gas-
tric mucosal immunity [11]. Macrophage microaggregates
are widely distributed in the gastric mucosa [12]. After acti-
vation, cytokines produced by macrophage stimulate the
occurrence of immune response, play a role in immune
regulation and also promote the occurrence of adaptive
immune response [13, 14]. In 2010, Bimczok et al. first iden-
tified the presence of dendritic cells in human gastric mucosa
and confirmed the role of DCs as key initiators of immune
response [15]. Interestingly, only activated mature DCs can
play the initial immune response to pathogens. In the process
of activation and maturation, DCs are affected by pathogen-
associated molecular patterns (such as lipopolysaccharide,
flagellin and bacterial DNA [16, 17]) and gastric stroma
[18]. After activation, mature DCs act as APCs to induce
adaptive immune responses via Toll-like receptor (TLR) sig-

naling by activating effector T and B cells [3, 7, 19–21].
Nature killer cells (NK cells) also play an important role in
innate immunity [22, 23]. In addition, when the gastric
mucosa is invaded by pathogens, lymphocytes can gather in
the lamina propria of the gastric mucosa through the forma-
tion of gastric lymph follicles; neutrophils and eosinophils
can perform the immune functions of phagocytosis of patho-
gens and inhibition of bacterial colonization by upregulating
the expression of chemokines and chemokine receptors [19].

2.2. Gastric Mucosa Adaptive Immunity-Associated Cells.
Gastric mucosa adaptive immunity-associated cells consist
of T cells, B cells, and other immune lymphocytes and are
closely related to the formation of immunoglobulin. In the
cellular immunity of the gastric mucosa, CD4+ T cells and
Treg cells play an important role [2, 24]. Previous studies in
mice have reported that Th1 and Th17 of CD4+ T cells play
a protective role under the intermediation of neutrophils to
maintain the dynamic balance of the immune system [6,
24]. Activated CD4+ T cells can also recruit neutrophils by
secreting cytokines such as IL-17 and interferon-γ (IFN-γ)
and upregulate the expression of β-protection and antimi-
crobial peptides [6]. The humoral immunity of the gastric
mucosa mainly involves B cells and immunoglobulins. With
the joint participation of macrophages, Th cells and chemo-
kine (such as CCL28), B cells exert humoral immune func-
tions [6]. As for immunoglobulins, as early as 40 years ago,
S. Baur et al. [25] confirmed the existence of IgA and IgG
containing cells in the glands of gastric lamina propria by
immunofluorescence staining, which was further confirmed
by A.J. Knox et al. [26]. They also confirmed the presence
of IgG autoantibodies in inflammatory cells of the gastric
mucosa. Nowadays, we believe that secretory IgA (sIgA)
and IgM system play an important role in humoral immu-
nity. After local immune cells produce immunoglobulins,
dimer IgA and pentamer IgM act as secretory receptors to
pass across the tight epithelium of the gastric mucosa
through the way of selective transport [27]. The production
of IgA is the first line of this immune defense. When the first
line is breached, IgG was produced in the local gastric
mucosa as the second line of defense and the number
increased as the increase of inflammation in the gastric
mucosa. Previous studies revealed that the ratio of IgA to
IgG cells in normal gastric mucosa was 6 : 1. Although IgM
is difficult to evaluate, a high proportion of IgM cells can also
be seen in the gastric mucosa [27].

2.3. Basic Functions of Gastric Mucosal Immunity. In accor-
dance with the immune response of the human body, the gas-
tric mucosal immunity also exerts through innate immunity
and adaptive immunity synergistically. The innate immunity
of the gastric mucosa recognizes and phagocytizes pathogens
through immune cells recruited in the lamina propria of the
gastric mucosa and corresponding cytokines, playing a role
of early immune alert as the first line of immune defense.
In the gastric mucosal innate immunity, related cells (such
as macrophages and dendritic cells) act as APCs to present
antigens and then stimulate the adaptive immunity, as the
second line of immune defense. As for the gastric mucosal
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adaptive immunity infected by pathogens, on the one hand,
mediums produced by immune cells play a protective role
to the gastric mucosa. On the other hand, pathogens play a
damaging role to the gastric mucosa by escaping immune
responses. When the damage of the gastric mucosa cannot
be repaired, the dynamic balance of gastric mucosa barrier
will be broken, which further leads to gastric diseases.

3. Gastric Mucosal Immunity and
Gastric Diseases

3.1. Gastric Mucosal Immunity and Helicobacter pylori
(H. pylori) Infection-Associated Gastric Diseases

3.1.1. Gastric Mucosal Immunity and H. pylori-Infective
Gastritis. H. pylori-infective gastritis is a very remarkable
clinical outcome ofH. pylori infection, which is closely related
to the gastric mucosal immunity. After the infection of H.
pylori, many innate immune cells play an important role.
For example, the H. pylori CagA+ chain can interact with
DCs to help them secrete IL-23, therefore promoting the
polarization of Th22 and the expression of IL-22 receptor 1
in gastric epithelial cells. Consequently, the increased release
of IL-22 stimulates gastric epithelial cells to secrete CXCL2,
which further suppresses the Th1 protective immune response
and leads to the occurrence of gastritis [28]. Some studies sug-
gest that pathogens phagocytized by macrophages can be
released byH. pylori and the damage effect ofH. pylori is grad-
ually greater than the protection effect, which eventually
causes the damage of the gastric mucosa [7]. Not only innate
immune-related cells but also other cells and molecules are
involved in the development of H. pylori-infective gastritis.
Recent evidence reveals that CCR6+ Treg cells in H. pylori-
infected area of the gastric mucosa are positively correlated
with the inflammation degree of H. pylori-related gastritis,
which may be involved in the process of immunosuppression
[29].H. pylori infection can activate nucleotide-binding oligo-
merization domain 1(NOD1) and unable to regulate inflam-
matory body activation through mucin MUC1, which is also
involved in the molecular mechanism of H. pylori infectious
gastritis [30].

3.1.2. Gastric Mucosal Immunity and Gastric Ulcer. Gastric
ulcer is another common clinical outcome of H. pylori infec-
tion. Different from the immune response in gastritis, gastric
ulcer is closely related to the distribution of gastric T cell sub-
populations, which mainly performs in the ratio difference of
CD4+/CD8+ T cell in the gastric mucosa [31]. When gastric
ulcer occurs, CD3+ T cells transform into CD4+ T cells and
CD19+ B cells [32]. The number of CD3+ T cells in H.
pylori-positive gastric ulcer patients is significantly higher than
that in gastritis, while the number of CD19+ B cells has no sig-
nificant change [31]. According to the results of flow cytome-
try and immunohistochemistry, the number of CD19+ B cells,
CD4+ Th cells, and CD8+ Tc cells in the gastric mucosa of gas-
tric ulcer patients was higher than that of non-gastric ulcer
patients. In addition, gastric ulcer can promote the expression
of upstream IL-8, IL-10, and IL-10 in chronic infection to

inhibit the occurrence of adaptive immune responses and
weaken the clearance effect on antigen [32].

3.1.3. Gastric Mucosal Immunity and Gastric MALT
Lymphoma.Gastric MALT Lymphoma (GML) is an adaptive
immune response to the immune inflammatory stimulation
caused by H. pylori. It is a disease highly mediated by
immune and inflammatory response. H. pylori infection ini-
tially leads to chronic infections, causing lymphoid hyperpla-
sia. Then, under the chronic infection of H. pylori, H. pylori
CagA is transferred from the human body to human B lym-
phocytes via type 4 secretion system encoded by cagPAI.
After entering the cytoplasm, CagA binds to SHP-2 to form
lymphoma by stimulating proliferation and inhibiting apo-
ptosis of B lymphocytes through regulating intracellular
pathway. CagA can also inhibit the proliferation of B lym-
phocytes by inhibiting the JAK-STAT signal pathway, help-
ing bacteria escape from human body’s specific immune
response [33]. Moreover, data from several sources have
identified the key role of directed mutation of immunoglob-
ulin (Ig) heavy chain genes and the continuous activation
of gene enhancer in the immune response of GML [34].
The involvement of Treg cells, BCR, and some cytokines
(such as IL-22) was also confirmed in GML [35]. Recent
evidence suggests that the chronic infection of H. pylori
may cause GML, in which low-grade GML can possibly
be cured by antibiotic therapy through eradicating H.
pylori [36, 37].

3.1.4. The Pathophysiological Mechanism of Gastric Mucosal
Immune-Related H. pylori Infection. The gastric mucosa is
protected and damaged by innate and adaptive immune
responses after H. pylori infection, but gastric diseases will
not occur in the early stage of infection. Therefore, the
immune mechanism of H. pylori infection in the gastric
mucosa is worth exploring. The study of the gastric mucosal
immunity in mice has shown the recruitment of eosino-
phils and CD4+ T cells in the lamina propria of the gastric
mucosa with increasing cell number as the increasing time
of infection [6]. The large accumulation of immune cells
and release of cytokines in the gastric mucosa offer a help
to the activation of adaptive immune response [6, 38, 39].
In the gastric mucosal innate immunity associated with H.
pylori infection, TIFA complex acting as the core regula-
tory factor and human β-defensin acting as the main
component of the innate immune defense mechanism
both stimulate the occurrence of adaptive immune
response [40, 41]. In the gastric mucosal adaptive immu-
nity associated with H. pylori infection, H. pylori initiates
the immune response by recognizing pathogen-related
molecular pattern through the pattern recognition receptor
on gastric epithelial cells and innate immune cells [42]
with the occurrence of Th1- and CD4+ T cell-related
response (Th17 and Tregs response), the infiltration of
corresponding immune cells and the participation of
TNF-α signal pathway [32, 38, 43]. H. pylori can lead to
the formation of gastric lymph follicles and the aggrega-
tion of lymphocytes in the lamina propria and induce
the adaptive immune response by promoting the
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expression of T cells and B cells with the ability of adsorb-
ing cell adhesion molecule-1 and attracting chemokines
(CXCL10 and CCL28) [19].

At present, it is considered thatH. pylori has both protec-
tive and damaging effects on mucosal immunity. Th1 and
Th2 immune responses, along with cytokines and transcrip-
tion regulators produced in the immune process, play an
important role in the protective immune process of the
gastric mucosa [32, 44, 45]. For example, the expression of
chemokines CXCL1, CXCL2, and CXCL5 and their common
receptor CXCR2 will increase to recruit neutrophils after H.
pylori infection. The recruited neutrophils can kill H. pylori
by directly phagocytosing bacteria or releasing active inter-
mediates to resist H. pylori colonization and protect the
gastric mucosa [6]; the expression of IFN-regulatory factor
8 and diversified immune-related gene characteristics of
IL-11/STAT3 in the gastric mucosa are related to the inhibi-
tion of H. pylori colonization [45]. However, when the dam-
age of the gastric mucosa cannot be completely repaired by
the gastric mucosal immunity, H. pylori will smartly escape
the immune response to cause further damage to the gastric
mucosa, which is called immune escape. In this process, H.
pylori escapes from immune response by activating inflam-
mation and TLR cell signal pathways and changing surface
molecules to avoid the recognition of innate immune recep-
tors (such as TLRs and RIG-I of DCs) [38, 42]. In addition,
the infiltration of immune cells (Th1, Treg cells, etc.) and
the expression of corresponding cytokines (such as CCR6
ligand, chemokine CCL20, IFN-γ, and tumor necrosis fac-
tor-α) increase. Chemical gradients produced by cytokines
can regulate the expression of cell adhesion receptor-ligand
pairs and promote the recruitment of leukocytes to the site
of injury, which is beneficial for H. pylori to escape from
the host’s immune defense, causing chronic inflammation
and even gastric cancer [19, 42, 46–48].

3.2. Gastric Mucosal Immunity and Epstein-Barr Virus (EBV)
Infection-Associated Gastric Diseases. EBV infection is closely
related to gastritis and gastric cancer [49]. EBV can directly
inhibit the proliferation of T cells and the toxicity of natural
killer cells to maintain the activity of virus in host cells and
cause continuously damage to the gastric mucosa [50]. The
gastric mucosa infected by EBV can express high levels of
ncRNA (EBV-encoded RNA and BART), and EBV miRNA
can keep the virus at a very low expression level by targeting
regulation of viral gene expression to avoid being attacked by
human body’s immune response [50, 51]. Increased expres-
sion of EBV-related genes also promotes the infiltration of
immune cells and IFN-γ [52]. According to the infiltration
of lymph immune cells in cellular immune responses,
Epstein-Barr virus-associated gastric carcinoma (EBVaGC)
can be divided into three histological subtypes: lymphoe-
pithelial neoplasia (LELC), Crohn’s disease-like lymphoid
response (CLR), and conventional adenocarcinoma (CA)
[52]. During the recruitment of immune lymphocytes to
the gastric mucosa in EBVaGC, the expression of EBVaGC-
related genes plays an important role. For example, IL-1β
overexpression can recruit nonspecific lymphocytes to pre-
vent direct contact between EBV-specific cytotoxic T cells

and tumor cells [52]; IFN-γ overexpression can inhibit the
proliferation and activation of CTL and NK cells [53]; PD-
L1 expansion can inhibit the proliferation of T cells and the
release of cytokines by interacting with PD-L1 receptors on
T cells, and they can also induce CTL apoptosis and promote
the differentiation from CD4+ T cells into Treg cells [53]. If
the above-mentioned reactive immune cells are recruited
into the tumor site or the surrounding area of EBVaGC, it
may play a role in prolonging the survival time of EBVaGC
patients.

3.3. Gastric Mucosal Immunity and Other Microbial
Infection-Associated Gastric Diseases. In recent years, it has
been suggested that microbiota is closely related to the occur-
rence and development of gastric diseases, and the immunity
status is an important determinant of gastric microbiota [54].
Under normal circumstances, gastric microbiota is mainly
composed of Prevotella, Neisseria, Streptococcus, Fusobac-
teria, and other microorganisms [55]. However, under the
influence of host factors (anatomical characteristics, physio-
logical characteristics, gender, age, etc. [56, 57]), external fac-
tors (diet, drug treatment, etc. [58]), and environmental
factors (race, geographical location, etc. [59]), the composi-
tion of microorganisms in the stomach will change. Interest-
ingly, the normal or abnormal stomach function composed
by various microorganisms is regulated by both innate and
adaptive immune responses. For example, recent studies on
Fusobacterium are very popular. According to the 16S rRNA
gene sequencing result of gastric cancer tissue, the distribu-
tion of Fusobacterium in gastric cancer tissues is significantly
different from the adjacent tissue [60, 61]. Some studies have
shown that Fusobacterium can protect tumors from the kill
of NK cells and tumor-infiltrating T cells; therefore, we have
reason to believe that the change of microbiota also has a cer-
tain impact on the gastric mucosal immunity [62].

3.4. Gastric Mucosal Immunity and Noninfective Gastric
Diseases. The noninfective gastric disease is mainly autoim-
mune gastritis. Autoimmune gastritis is a chronic gastritis
characterized by gastric mucosa atrophy, which is closely
related to the lack of intrinsic factors [63]. The main targets
of autoimmune reaction are parietal cells and intrinsic fac-
tors, in which the parietal cell antibody (PCAs) can be found
in the gastric mucosa of 90% patients with atrophic gastritis
[64]. Treg cells also play an important role in autoimmune
gastritis and maintain certain tolerance to gastric autoanti-
bodies. Treg cells can control the response of Tfh cells (follic-
ular helper T cells) and the production of autoantibodies
caused by gastric H+-K+-ATP enzymes and internal factors.
They can also produce immunosuppressive cytokines (IL-
10, TGF-β, IL-35, etc.) to exert immunosuppressive effects
[65]. Studies have shown that the occurrence of autoimmune
gastritis in Treg-deficient mice is closely related to the Th2
immune response. The immune response allows eosinophils
to penetrate from the submucosal layer to the deeper layer,
accompanied by the decrease in parietal cells and the produc-
tion of autoimmune antibodies, leading to serious CD+ T cell
dependent-autoimmune gastritis [66].
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3.5. Gastric Mucosal Immunity and Gastric Cancer. Immuno-
suppression is an important factor in the development of gas-
tric cancer. In recent years, immunotherapy for immune
checkpoints represented by anti-PD-1/PD-L1 comes into
the public eyes and plays an important role in tumor immu-
notherapy [67]. Immune checkpoint inhibitors enable
immune cells such as T cells to recognize and kill tumor cells
by lifting the restrictions of immune system and tumor cell
defense system. Understanding the role and regulation of
the gastric mucosal immunity in the development of gastric
cancer may provide valuable reference for the diagnosis and
treatment of gastric cancer. On the one hand, the activation
of the gastric mucosal innate immunity and the increase of
inflammatory cell infiltration lead to the increased risk of
gastric cancer. On the other hand, the gastric mucosal adap-
tive immunity prevents the body from clearing pathogens,
helping the pathogen escape the host’s immune defense,
leading to aggravated gastric mucosal damage and further
developing gastric cancer.

In innate immune response, NK cells can play the role of
innate immune response, and its mutation is closely related
to the risk of gastric cancer. The activity of NK cells by killer
cell immunoglobulin-like receptor (KIR), whose gene muta-
tions can cause the mutation of NK cell activity to aggravate
the inflammatory reaction of the gastric mucosa and the
occurrence of gastric mucosa damage, eventually leads to
gastric cancer [22, 23]. NOD1 is a sensor of intracellular
innate immunity. Studies have shown that the expression
level of NOD1 and TRAF3 in gastric cancer is lower than that
in noncancer tissues. When the activation of the NOD1-
TRAF3 signal pathway is impaired, it will appear intestinal
metaplasia in the gastric mucosa [68]. Some other studies
have reported that genetic mutations or gene polymorphisms
are closely related to the gastric mucosal immunity in gastric
cancer. For example, a Japanese study found that mutations
of RIPK2 gene (receptor-interacting serine/threonine kinase
2) (rs16900627 minor allele genotype) increased the aggrega-
tion of inflammatory cells by changing the innate immune
response of the gastric mucosa, leading to the atrophy of
the gastric mucosa and increased risks of intestinal gastric
cancer [69]. When pathogens pass APCs (such as DCs),
aggregate through lymphocyte subsets and present antigens
to corresponding immature T cells through TLRs, the adap-
tive immune response is activated [49]. In this way, under
the specific conditions of foreign antigen presentation and
cytokine aggregation, different types of T cells prevent the
body from the elimination of pathogens through the corre-
sponding inflammatory response and secretion of immuno-
suppressive cytokines, resulting in chronic infection and
disease. Th17 can induce the production of specific matrix
metalloproteinases by releasing IL-17 and IL-21, causing
the damage of the gastric mucosa [46]. There are also studies
showing that B cells are active in gastric cancer and can
reflect the immune status of the gastric mucosa [70].

In addition to immune cells and cytokines in the above
processes, genes that involved in the carcinogenesis of gastric
cancer also play an important role in immune regulation. For
example, when the gastric mucosa is infected with H. pylori,
the expression of GATA-binding protein 3, a transcription

factor regulating adaptive immune response, is increased,
which inhibits the normal expression of Cx43 and causes
the gastric mucosa to undergo a malignant transformation
from inflammation to tumor [71]. Another transcription fac-
tor, Foxp3, promotes tumor growth by suppressing IL-10-
and/or TGF-β-mediated tumor cell killing after increased
infiltration of Treg cells [72]. SLFN5, as an IFN-α regulatory
gene in immune cells, is also associated with the occurrence
of gastric cancer [73]. When the gastric mucosa is infected
with EBV, as mentioned above, PD-L1 and other immune
checkpoints are closely related to the occurrence and progno-
sis of EBVaGC.

4. Conclusions and Prospect

In summary, the various immune cells, cytokines, and signal
pathways effecting in the process of the gastric mucosal
immunity have an inseparable relationship with gastric
diseases. Whether H. pylori, EBV and other pathogen
infective-associated gastric diseases, or noninfective-
associated gastric diseases, the gastric mucosal immunity
plays an important role in the occurrence and development
of the disease. However, the gastric mucosal immunity
induced by pathogen is a dynamic balance between protec-
tive immunity and damage immunity, by which this specific
balance function mechanism needs further study. Among
many pathogens, the study of microbial flora is in a hot spot
and its mechanism of gastric mucosal immune regulation for
gastric diseases still needs to be explored. Meanwhile, in view
of the rapid development of immunotherapy, whether gastric
diseases can be treated through more perfect and accurate
immune targets according to the research progress of the
gastric mucosal immunity and the corresponding mecha-
nism is still worth further exploration. At present, some gas-
tric cancer immune checkpoint inhibitors (such as PD1/PD-
L1 inhibitors) have entered Phase 2 and Phase 3 clinical trials
[74, 75] and immunotherapy combined with chemotherapy
or radiotherapy has the opportunity to be used as first-line
treatment for gastric cancer [76, 77]. In the future, based
on the theory of the gastric mucosal immunity, searching
for specific tumor microenvironment-related indicators as
biomarkers for assessing treatment efficacy will play an
important role in precision immunotherapy of gastric
diseases.
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Helping B cells and antibody responses is a major function of CD4+T helper cells. Follicular helper T (Tfh) cells are identified as a
subset of CD4+T helper cells, which is specialized in helping B cells in the germinal center reaction. Tfh cells express high levels of
CXCR5, PD-1, IL-21, and other characteristic markers. Accumulating evidence has demonstrated that the dysregulation of Tfh cells
is involved in infectious, inflammatory, and autoimmune diseases, including lymphocytic choriomeningitis virus (LCMV)
infection, inflammatory bowel disease (IBD), systemic lupus erythematosus (SLE), rheumatoid arthritis (RA), IgG4-related
disease (IgG4-RD), Sjögren syndrome (SS), and type 1 diabetes (T1D). Activation of subset-specific transcription factors is the
essential step for Tfh cell differentiation. The differentiation of Tfh cells is regulated by a complicated network of transcription
factors, including positive factors (Bcl6, ATF-3, Batf, IRF4, c-Maf, and so on) and negative factors (Blimp-1, STAT5, IRF8,
Bach2, and so on). The current knowledge underlying the molecular mechanisms of Tfh cell differentiation at the
transcriptional level is summarized in this paper, which will provide many perspectives to explore the pathogenesis and
treatment of the relevant immune diseases.

1. Introduction

CD4+helper T cells play a critical role in forming and ampli-
fying the abilities of the immune system. Follicular helper T
(Tfh) cells are identified as a subset of CD4+T helper cells,
which provides help to B cells for the formation and mainte-
nance of the germinal center (GC) , the production of high
affinity class-switched antibodies, long-lived plasma cells,
and memory B cells [1]. There were a great deal of researches
about Tfh cells in the past 10 years; in particular, the differen-
tiation and function of Tfh cells were involved in a range of
diseases including infectious diseases, vaccines, autoimmune
diseases, and allergies. Tfh cells are characterized by high

expression of the chemokine receptor CXCR5, the transcrip-
tion factor Bcl6, the costimulatory molecule ICOS, and the
coinhibitory molecule PD-1. Once naïve CD4+T cells are
activated by antigen-presenting cells (APCs) together with
IL-6 and IL-21, they will differentiate into Tfh cells.

A multiple-stage process is involved in the generation of
Tfh cells from naïve CD4+T cells, which consists of initiation,
maintenance, and full polarization stages [1]. During the
initiation phase of Tfh cell differentiation, multiple signals take
part in the process, including transcription factors (Bcl6,
Ascl2, Batf, IRF4, c-Maf, and so on), costimulatory molecu-
le(ICOS), and cytokines(IL-6/IL-21); in particular, higher
TCR affinity is necessary for initiation of Tfh cell
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(Bcl6+CXCR5+) differentiation at the phase of dendritic cell
priming [2–7]. Then, Bcl6+CXCR5+ Tfh precursor cells move
into the T-B border zone, where they accept other differentia-
tion signals from activated B cells [8]. After this appointment,
the toughened expression of Bcl6 regulates surface markers,
which accelerates the migration of Tfh cells into GC, where
they offer assistant signals for B cells [9, 10] (Figure 1).

Differentiation of naïve CD4+T cells into Tfh cells is
modulated by a multipart transcriptional network (Figure 2).
Multiple transcription factors that either support or oppose
the differentiation and function of Tfh cells have been identi-
fied (Table 1).

Now, the knowledge of the transcriptional mechanism
underlying Tfh cell differentiation will be comprehensively
described in this paper, which will highlight the possible
future directions.

2. Bcl6 and Blimp-1

Bcl6 has been known as a key transcription factor for Tfh cell
development by pathways essentially independent of Blimp-
1 [3, 39]. Bcl6 consists of a zinc finger domain; a bric-a-brac,
tramtrack, broad-complex (BTB) domain; and a middle
domain [40]. The Bcl6 DNA binding zinc finger domain is
essential for Bcl6 activity in CD4+T cells [8]. The BTB
domain of Bcl6 participates in the correct differentiation of
Tfh cells most likely by interacting with Bcl6-interacting
corepressor (BCOR) [41]. The middle domain of Bcl6 pre-
vents the association with the corepressor metastasis-
associated protein 3 (MTA3) and inhibits the differentiation
and function of Tfh cells by distressing Prdm1 (encodes
Blimp-1) and other crucial target genes [42].

Bcl6 expression is induced by IL-6-STAT1/STAT3 sig-
naling [43], and it is driven very early after T cell activation
in a CD28-dependent manner [44]. The E3 ubiquitin ligase
Itch is essential for Bcl6 expression at the early stage of Tfh
cell development [45]. The deficiency of the Wiskott-
Aldrich syndrome protein suppresses Bcl6 transcription,
which results in a deficient response of Tfh cells [46].
Research shows that Bcl6 inhibits the IL-7R/STAT5 axis dur-
ing Tfh cell generation [47]. Bcl6 mediates the effect of acti-
vating transcription factor 3 (ATF-3) on Tfh cells in the gut
[16]. ATF-3 is a stress-inducible transcription factor and
plays a critical role in the prevention of colitis by regulating
the development of Tfh cells in the gut. In addition, Bcl6 also
suppresses the expression of specific microRNAs that are
thought to control the differentiation of Tfh cells, such as
miR-17-92 [9] and miR-31 [48]. The miR-17-92 inhibits
CXCR5 expression, and miR-31 directly binds to Bcl6
promoter.

Blimp-1 has been found to be a critical transcriptional
repressor for Tfh cell differentiation. Blimp-1 has the inhibi-
tory effect on Bcl6 expression, indicating that Bcl6 and
Blimp-1 are antagonistic regulators in the differentiation of
Tfh cells. Blimp-1 is induced by IL-2/STAT5 signaling, and
it suppresses the expression of Tfh-associated genes includ-
ing Bcl6, c-Maf, Batf, CXCR5, and IL-21 [25, 26]. Blimp-1-
deficient CD4+T cells in mice show enhanced Tfh cell
differentiation and GC formation [3, 49]. Taken together,

these results indicate that Bcl6 is both necessary and suffi-
cient for Tfh cell development and the proper differentiation
of Tfh cells in vivo, and the differentiation of Tfh cells
requires keeping the expression balance between Bcl6 and
Blimp-1.

Bcl6 and Blimp-1 are associated with various infectious
and autoimmune diseases by regulating Tfh cells. Bcl6 is
highly expressed in sinus tissues, parotid gland tissues, and
lacrimal gland tissues of IgG4-related disease (IgG4-RD)
patients [14]. Blimp-1 in peripheral blood is upregulated in
patients with IgG4-RD [14]. Compared with the healthy con-
trols, higher expression of Bcl6 and lower Blimp-1 expression
in the peripheral blood are observed in patients with rheuma-
toid arthritis (RA) [15].

3. c-Maf and Batf

c-Maf and Batf are the members of the activator protein 1
(AP-1) family. c-Maf is a bZIP transcriptional factor , and
promotes the differentiation of Tfh cells. [6]. It is highly
expressed in Th17 cells and mature Tfh cells. The selective
loss of c-Maf expression in Tfh cells results in the downregu-
lated expression of Bcl6, CXCR5, PD-1, and IL-21 [6]. In
addition, one study reveals that Bcl6 and c-Maf synergisti-
cally orchestrate the expression of Tfh cell-associated genes
(PD-1, ICOS, CXCR5, and so on) [4].

Batf is known to control switched antibody responses.
Batf is highly expressed in Tfh cells and is essential for the
differentiation of Tfh cells through regulating the expression
of Bcl6 and c-Maf [50, 51]. Batf directly binds to and activates
the conserved noncoding sequence 2 (CNS2) region in the
IL-4 locus and then triggers the production of IL-4 in Tfh
cells [52].

Both c-Maf and Batf are related with immune diseases.
Compared with the healthy controls, c-Maf mRNA expres-
sion level and percentage of Tfh cells in peripheral blood
mononuclear cells (PBMCs) are increased in patients with
chronic immune thrombocytopenia (cITP), and they are
decreased after the effective treatment [12]. Compared with
the healthy controls, Batf in the submandibular glands and
affected lymph nodes is markedly increased in patients with
IgG4-RD [17].

4. IRF4 and IRF8

IRF4 and IRF8 belong to the evolutionarily conserved IRF
family. IRF4 is expressed in hematopoietic cells and plays
pivotal roles in the immune response. It has been acknowl-
edged that the IRF4 locus “senses” the intensity of TCR sig-
naling to determine the expression level of IRF4 [18]. IRF4
plays a critical role in regulating the generation of Tfh cells.
In IRF4-/- mice, CD4+T cells in lymph nodes and Peyer’s
patches fail to express Bcl6 and other Tfh-related molecules
[53]. IL-21 is a key cytokine for the development of Tfh cells
[54], and IRF4 regulates the production of IL-21 [55]. There-
fore, IL-21 takes part in regulating the differentiation of Tfh
cells by IRF4. In wild-type mice, IRF4 can interact with
Batf-JUN family protein complexes to form a heterotrimer
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that can bind to AP1-IRF4 complexes and regulate Tfh cell
differentiation [50, 51].

IRF8 plays various and important regulatory roles in the
growth, differentiation, and function of immune cells in
inflammatory bowel disease (IBD) patients [19]. IRF8
inhibits the differentiation of Tfh cells by directly binding
to the promoter region of the IRF4 gene and inhibiting the
transcription and activation of IRF4. In contrast, IRF8 defi-

ciency significantly enhances IRF4 binding the promoter
region of the IL-21 gene and results in the expansion of Tfh
cell differentiation in vitro and in vivo [19].

5. STATs

Members of the STAT family including STAT1, STAT3,
STAT4, and STAT5 are the important regulators for the
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factors, including Bcl6, Blimp-1, ATF-3, c-Maf, Batf, IRF4, IRF8, STATs, T-bet, TOX2, Ascl2, LEF-1, TCF-1, Bach2, FOXO1, FOXP1, and
KLF2. “+” means positive factors and “−” means negative factors. “→” means the promoting effect and “⊣” means the inhibitory effect.
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Table 1: Transcription factors in the differentiation of Tfh cells.

Transcription factors
Abbreviation of
transcription

factors

Function in Tfh cell
differentiation

Signaling pathways Related diseases

B-cell lymphoma
6 protein

Bcl6
Initiates the differentiation
of Tfh cells at the early

stage of Tfh cell generation

Be induced by IL-6-
STAT1/STAT3

signaling, inhibits the
IL-7R/STAT5 axis, suppresses

microRNAs
(miR-17-92 and miR-31),
a direct target of ATF-3

Acute lymphocytic
choriomeningitis virus
(LCMV) infection [11]

Chronic immune
thrombocytopenia (cITP) [12]

Systemic lupus
erythematosus (SLE) [13]

IgG4-related disease
(IgG4-RD) [14]

Rheumatoid arthritis
(RA) [15]

B lymphocyte
maturation protein 1

Blimp-1
Inhibits the differentiation

of Tfh cells
Inhibits the expression of Bcl6 IgG4-RD [14]

Activating
transcription factor 3

ATF-3
Initiates the differentiation

of Tfh cells
Targets Bcl6 in CD4+T cells Colitis [16]

c-Musculoaponeurotic-
fibrosarcoma

c-Maf
Promotes the differentiation

of Tfh cells

c-Maf and Bcl6 synergistically
orchestrate genes that

define core characteristics
of Tfh cell biology

cITP [12]

Basic leucine zipper
transcription factor

Batf
Promotes the differentiation

of Tfh cells

Regulates the expression
of Bcl6 and c-Maf,

cooperates with IRF4
during the development of
Tfh cells, be regulated
by IL-4-STAT6 and
IL-6-STAT3 signaling

IgG4-RD [17]

Interferon regulatory
factor 4

IRF4
Promotes the differentiation

of Tfh cells

Regulates the generation of Tfh
cells in a Bcl6-dependent
manner, regulates the
production of IL-21
and controls most

IL-21-regulated genes
by IL-21-STAT3 axis

LCMV infection [18]

Interferon regulatory
factor 8

IRF8
Inhibits the differentiation

of Tfh cells

Binds to the promoter region of
IRF4 gene and inhibits

transcription and
transactivation of IRF4

Inflammatory bowel
disease (IBD) [19]

Signal transducers and
activators of
transcription 1

STAT1
Promotes the differentiation

of Tfh cells at the early
stage of Tfh cell generation

Regulates the differentiation
of Tfh cells by IL-6-STAT1-

Bcl6 signaling

Viral infection [20]

SLE [21, 22]

Signal transducers and
activators of
transcription 3

STAT3
Promotes the differentiation

of Tfh cells
Regulates the expression

of Bcl6
RA [23]

Signal transducers and
activators of
transcription 4

STAT4
Promotes the differentiation

of Tfh cells

STAT4 and T-bet are
coexpressed with Bcl6 to

coordinate the production of
IL-21 and IFN-γ by Tfh cells

Acute LCMV infection [24]

SLE [22]

Signal transducers
and activators of
transcription 5

STAT5
Inhibits the differentiation

of Tfh cells

Downregulates Bcl6
expression and upregulates
Blimp-1 expression through
IL-2/IL-7/IL-10-STAT5

signaling

LCMV infection [25, 26]
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generation of Tfh cells [43, 54]. STAT1 is necessary for IL-6-
mediated Bcl6 induction during the early differentiation of
Tfh cells [43]. STAT3 has been found to be critical for Tfh
cell development in a Bcl6-dependent manner [23]. The
major STAT3-stimulating cytokines include IL-6, IL-21, IL-
12, IL-10, and TGF-β [23, 56, 57]. Besides, STAT3 regulates
Bcl6 expression by cooperating with the Ikaros zinc finger
transcription factors Aiolos and Ikaros [58]. TRAF6 inhibits
the activation of type I interferon-STAT3 signaling [59]. The
latest research clearly shows that T-bet, although mildly inhi-

biting early Tfh cell differentiation, mainly plays a crucial and
specific supporting role for Tfh cell response by promoting
cell proliferation and apoptotic intervention at the end-
stage effector phase of acute viral challenge [2]. T-bet and
STAT4 are coexpressed with Bcl6 to coordinate the produc-
tion of IL-21 and IFN-γ by Tfh cells and promote the GC
response [24]. STAT5 is shown as an inhibitory factor for
the differentiation of Tfh cells. Molecular analyses reveal that
the activation of the IL-2/STAT5 signaling enhances the
expression of Blimp-1 and prevents the binding of STAT3

Table 1: Continued.

Transcription factors
Abbreviation of
transcription

factors

Function in Tfh cell
differentiation

Signaling pathways Related diseases

T-box expressed in
T cells

T-bet

Mildly inhibits the early
differentiation of Tfh cells,
but promotes Tfh cell

proliferation and apoptotic
intervention at

the late effector phase

T-bet and STAT4
are coexpressed

with Bcl6 to coordinate the
production of IL-21 and

IFN-γ by Tfh cells

LCMV infection [2, 24, 27]

SLE [22]

T cell-specific
transcription factor 1

TCF-1
Promotes the differentiation
of Tfh cells at the early stage

of Tfh cell generation

Promotes the expression of
Bcl6, but represses the
expression of Blimp-1

LCMV infection [7, 28–30]

Lymphoid enhancer
binding factor 1

LEF-1
Promotes the differentiation

of Tfh cells at the early
stage of Tfh cell generation

Works synergistically with
TCF-1 to enhance the

expression of ICOS and Bcl6
LCMV infection [30]

The high-mobility
group- (HMG-) box 2

TOX2
Initiates the differentiation

of Tfh cells

Be regulated by Bcl6 and
STAT3 in the initial stage
of Tfh cell generation,
inhibits IL-2 and/or

enhances IL-6 signaling
to promote Bcl6 expression

Viral infection [31]

Achaete-scute
homolog 2

Ascl2
Promotes the differentiation

of Tfh cells

Upregulates CXCR5 but
not Bcl6 and downregulates
CCR7 expression as well

as IL-2 signaling

Sjögren syndrome (SS) [32]

BTB and CNC
homolog 2

Bach2
Inhibits the differentiation

of Tfh cells

Suppresses the expression of
Bcl6 by directly binding to
the promoter, negatively

regulates CXCR5 expression

Viral infection [33, 34]

Forkhead-box
protein O1

FOXO1
Inhibits the differentiation

of Tfh cells

Negatively regulates the
differentiation of Tfh cells

through an ICOS-mTORC2-
FOXO1 signaling axis
in the early stages of

differentiation,
negatively regulates the

expression of Bcl6

Angioimmunoblastic
T cell lymphoma
induced [35]

Forkhead-box
protein P1

FOXP1
Inhibits the differentiation

of Tfh cells

Negatively regulates the
expression of CTLA-4
and IL-21 in activated

CD4+T cells

LCMV infection [36]

Krüppel-like factor 2 KLF2
Inhibits the differentiation

of Tfh cells

Downregulates S1PR1, induces
the expression of Blimp-1,

miRNA92a-mediated
Tfh precursor induction

is regulated by
PTEN-PI3K-KLF2 signaling

Type 1 diabetes
(T1D) [37]

LCMV infection [38]

5Journal of Immunology Research



to the Bcl6 locus [25], resulting in the decrease of GC and the
long-lived antibody responses [26]. Similarly, IL-7-
dependent activation of STAT5 contributes to Bcl6 repres-
sion [60]. The latest research shows that IL-10 suppresses
the differentiation of Tfh cells in human and mice by
promoting STAT5 phosphorylation [61]. He et al. [62] dem-
onstrate that the secreted protein extracellular matrix protein
1 induced by IL-6 and IL-21 in Tfh cells promotes the differ-
entiation of Tfh cells by downregulating the level of STAT5
phosphorylation and upregulating Bcl6 expression.

T-bet and STATs are the important regulators for Tfh cell
development in infectious and autoimmune diseases. STAT1
serine-727 phosphorylation (designated STAT1-pS727)
plays an important role in promoting Tfh cell responses,
leading to systemic lupus erythematosus- (SLE-) associated
autoantibody production [21]. Compared with the healthy
controls, the expression levels of pSTAT1, pSTAT4, and T-
bet in PBMCs are upregulated in patients with SLE [22].
The expression level of pSTAT3 in PBMCs in patients with
RA is higher than that in healthy controls [23].

6. TCF-1 and LEF-1

TCF-1 is expressed in both developing and mature T cells
and is essential for initiating and securing the differentiation
of Tfh cells [7, 63]. TCF-1 directly binds to the Bcl6 tran-
scription start site and Prdm1 5′ regulatory regions, which
promotes the expression of Bcl6 and represses the expression
of Blimp-1 during acute viral infection [7, 28, 29]. TCF-1
synergistically works with LEF-1 to promote the early differ-
entiation of Tfh cells by the multipronged approach of
maintaining the expression of IL-6Ra and gp130, enhancing
the expression of ICOS, and promoting the expression of
Bcl6 [30].

7. TOX2

The high-mobility group- (HMG-) box transcription factor
TOX2 is selectively expressed in human Tfh cells and regu-
lated by Bcl6 and STAT3 in the initial stage of Tfh cell gener-
ation [31]. There is a feed-forward loop centering on TOX2
and Bcl6, which drives Tfh cell development. TOX2 pro-
motes Bcl6 expression by inhibiting IL-2 and/or enhancing
IL-6 signaling during Tfh cell development. Furthermore,
TOX2 is bound to the sites shared by Batf and IRF4, which
suggests that TOX2, Batf, and IRF4 may functionally con-
verge in developing Tfh cells.

8. Ascl2

Ascl2, a basic helix-loop-helix domain-containing transcrip-
tion factor, is highly expressed in Tfh cells, and its expression
may precede Bcl6 expression. The expression of Ascl2 in the
spleen is upregulated in sjögren syndrome (SS) model mice
compared with control mice [32]. Ascl2 initiates the differen-
tiation of Tfh cells via upregulating CXCR5 and downregu-
lating C-C chemokine receptor 7(CCR7) expression as well
as the IL-2 level in T cells in vitro. The Ikappa BNS is highly
expressed in Tfh cells and is essential for Ascl2-induced

CXCR5 expression during the differentiation of Tfh cells
[64]. After activation of the signals related to Tfh cells
described above, Ascl2 accelerates T cell migration into the
follicles in mice [5]. Acute deletion of Ascl2, as well as inhibi-
tion of its function with the Id3 protein, can result in
impaired Tfh cell development and GC response [5]. In addi-
tion, epigenetic regulations, such as histone modifications,
also coordinately control the differentiation and function of
Tfh cells along with transcription factors. The Ascl2 locus is
marked with the active chromatin marker trimethylated his-
tone H3 lysine 4 (H3K4me3) in Tfh cells, and other tran-
scription factors including Bcl6, Maf, Batf, and IRF4 are
uniformly associated with H3K4me3 [65].

9. Bach2

Bach2 is a negative regulator of Tfh cell differentiation. Bach2
directly represses the expression of Bcl6 by inhibiting Bcl6
promoter activity [34] and negatively regulates CXCR5
expression [34]. Overexpression of Bach2 in Tfh cells inhibits
the expression of Bcl6, IL-21, and the coinhibitory receptor
TIGIT [34]. The deletion of Bach2 leads to the upregulation
of CXCR5 expression and contributes to preferential Tfh cell
differentiation [33].

10. FOXO1 and FOXP1

FOXO1 has been found to negatively regulate the differenti-
ation of Tfh cells through the ICOS-mTORC2-FOXO1 sig-
naling in the early stage of differentiation [66]. FOXO1
regulates the differentiation of Tfh cells by negatively regulat-
ing Bcl6. The E3 ubiquitin ligase Itch is essential for the
differentiation of Tfh cells. Itch associates with FOXO1 and
promotes its ubiquitination and degradation [45] and then
positively regulates the differentiation of Tfh cells. FOXP1
negatively regulates the expression of CTLA-4 and IL-21 in
activated CD4+T cells [36]. Naïve CD4+T cells deficient in
the FOXP1 preferentially differentiate into Tfh cells, which
results in substantially enhanced GC and antibody responses
[67]. In addition, FOXP1-deficient Tfh cells restore the gen-
eration of high-affinity Abs when cocultured with high num-
bers of single clone B cells [36].

11. KLF2

The transcription factor KLF2 serves to inhibit Tfh cell gen-
eration by downregulating sphingosine-1-phosphate recep-
tor (S1PR1). KLF2 deficiency in activated CD4+T cells
contributes to Tfh cell generation, whereas KLF2 overexpres-
sion prevents Tfh cell production. KLF2 also induces the
expression of Blimp-1 and thereby inhibits the differentiation
of Tfh cells [38]. ICOS maintains the phenotype of Tfh cells
by downregulating KLF2. KLF2 is identified as a target of
miRNA92a in inducting the expression of the human Tfh
precursor, and the miRNA92a-mediated Tfh precursor
induction is regulated by PTEN-PI3K-KLF2 signaling [37].
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12. Conclusions

Multiple transcription factors have been found to regulate
Tfh cell generation. In this paper, the regulatory mechanisms
of transcription factors on Tfh cell differentiation are sum-
marized. However, many questions remain to be further
investigated. (i) Are there other Tfh-specific transcription
factors beyond the abovementioned factors? (ii) How do
Tfh-specific transcriptional factors impact epigenetic mecha-
nisms during inducing Tfh cell generation? (iii) What are the
factors’ stage-specific requirements? (iv) What are the molec-
ular mechanisms contributing to Tfh cell maintenance and
memory formation?

As summarized in this review, Tfh cell-related transcrip-
tion factors including Bcl6, IRF4, STAT1/STAT4/STAT5, T-
bet, TCF-1, LEF-1, TOX2, Bach2, FOXP1, and KLF2 are all
involved in the virus infection. Both Bcl6 and STAT3 play
an important role in RA. ="The expression levels of Bcl6,
STAT1, STAT4 and T-bet are upregulated in SLE patients.
Bcl6, Blimp-1, and Batf are associated with IgG4-RD. Due
to the association of Tfh cells with a broad spectrum of dis-
eases, subsequent in-depth investigation of regulatory factors
for the differentiation of Tfh cells may provide the potential
therapeutic targets for various immune diseases, especially
the virus infection, SLE, RA, and IgG4-RD.
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Interleukin- (IL-) 17 is increased in acute myocardial infarction (AMI) and plays a key role in inflammatory diseases through its
involvement in the activation of leukocytes. Here, we describe for the first time the effect of IL-17 in the migration and
activation of monocyte subsets in patients during ST-segment elevation myocardial infarction (STEMI) and post-STEMI. We
analyzed the circulating levels of IL-17 in patient plasma. A gradual increase in IL-17 was found in STEMI and post-STEMI
patients. Additionally, IL-17 had a powerful effect on the recruitment of CD14++CD16+/CD14+CD16++ monocytes derived from
patients post-STEMI compared with the monocytes from patients with STEMI, suggesting that IL-17 recruits monocytes with
inflammatory activity post-STEMI. Furthermore, IL-17 increased the expression of TLR4 on CD14+CD16- and CD14+
+CD16+/CD14+CD16++ monocytes post-STEMI and might enhance the response to danger-associated molecular patterns post-
STEMI. Moreover, IL-17 induced secretion of IL-6 from CD14++CD16− and CD14++CD16+/CD14+CD16++ monocytes both in
STEMI and in post-STEMI, which indicates that IL-17 has an effect on the secretion of proinflammatory cytokines from
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monocytes during STEMI and post-STEMI. Overall, we demonstrate that in STEMI and post-STEMI, IL-17 is increased and
induces the migration and activation of monocyte subsets, possibly contributing to the inflammatory response through TLR4
and IL-6 secretion.

1. Introduction

Acute coronary syndromes comprise the acute manifesta-
tions of coronary artery disease, including ST-segment ele-
vation myocardial infarction (STEMI), which in the
majority of cases occurs from a complete thrombotic
occlusion developing from an atherosclerotic plaque in
an epicardial coronary vessel and is associated with great
morbidity and mortality [1]. In the first days of STEMI,
a strong inflammatory response is induced that involves
an increased release of several cytokines and infiltration
of leukocytes in the heart tissue [2], followed by a second
phase starting on day 4 (post-STEMI) that is maintained
for several days[3] .

After myocardial infarction, the monocyte subset
(CD14++CD16−, CD14++CD16+, and CD14+CD16++) num-
bers in the circulation increase in patients with STEMI [4].
These cells release inflammatory mediators, such as tumor
necrosis factor- (TNF-) α, interleukin- (IL-) 1, and IL-6,
which contribute to myocardial injury [2]. Furthermore,
previous studies have shown that CD14++CD16− mono-
cytes predict cardiovascular events [5] and that
CD14+CD16− monocytes predominate in the infarct bor-
der zone [6]. In addition, human monocytes express pat-
terns of genes associated with inflammation after acute
myocardial infarction (AMI) [7], suggesting that these
populations of monocytes have a relevant role in AMI in
humans.

Inflammatory cytokines in AMI potently activate endo-
thelial cells, increase expression of adhesion molecules on
endothelial cells, and promote the activation of leukocytes to
enhance the inflammatory response. IL-17 is an inflamma-
tory cytokine produced by a variety of cell types, including
macrophages and T cells [8, 9]. IL-17 contributes to the
expression of molecules such as IL-8 and CCL2 and increases
that of intercellular adhesion molecule- (ICAM-) 1 on endo-
thelial cells [8, 9]. It has also been proposed that IL-17 con-
tributes to the recruitment of neutrophils and monocytes
[10, 11] and even induces the activation of human macro-
phages, which secrete cytokines such as IL-1β and TNF-α
[12]. IL-17 levels are increased in the plasma and tissues such
as the aorta of apolipoprotein E-deficient (Apoe−/−) mice,
promoting monocyte recruitment into lesions, and blockade
of the effect of IL-17A inApoe−/−mice reduces atherosclerotic
plaque burden. In humans, higher levels of IL-17 have been
found in patients with AMI than in those with unstable
angina or stable angina [13, 14].

The dynamics of monocyte subsets and levels of IL-17
post-STEMI have been reported. However, the role of IL-17
in the activation of monocyte subsets derived from patients
with STEMI remains unclear. This prompted us to explore
the circulating levels of IL-17 and its effect on the recruitment
and activation of monocyte subsets derived from STEMI and
post-STEMI patients.

2. Materials and Methods

2.1. Experimental Protocol. The study was approved by the
Human Ethics and Medical Research Committee of the Insti-
tuto Mexicano del Seguro Social (IMSS) on April 30, 2013,
and registered (R-2013-785-030). It was conducted accord-
ing to the Helsinki Declaration guidelines, and all patients
provided written informed consent.

2.2. Patient Population. This study included 65 patients eval-
uated during STEMI (patients who had an acute myocardial
infarction with ST-segment elevation and successfully treated
with primary angioplasty within the first 24 hours) and post-
STEMI (patients who had an acute myocardial infarction
with ST-segment elevation and successfully treated with pri-
mary angioplasty five days after the onset of STEMI) who
were admitted to the Hospital de Cardiología, Centro Médico
Nacional Siglo “XXI”, IMSS. The plasma levels of cytokines
in the 65 patients were determined, and 11 of these patients
were included in the experimental assay. STEMI was diag-
nosed with the following criteria: (1) chest pain > 30
minutes, with or without shortness of breath, sweating, nau-
sea, and/or vomiting; (2) ST-segment elevation and/or
abnormal Q-wave on an electrocardiogram and/or the
presence of an emerging left block bundle branch; and (3)
an elevated troponin level, specifically 10% above the 99th
percentile of the upper limit of the reference value, or an ele-
vated creatinine kinase MB isoenzyme (CKMB) level, higher
than the 99th percentile of the upper limit of the reference
value. The exclusion criteria included the following: (1)
hemodynamic instability or electrical shock; (2) mechanical
complications of infarction; (3) presence of malignancies,
hematological or immunological disorders, or any other
inflammatory condition or infection likely to be associated
with the acute phase response; (4) previous immunosuppres-
sive or anti-inflammatory therapy; and (5) a serum creatinine
level ≥ 1:5mg/dl or known allergy to iodine contrast
medium.

2.3. Plasma Cytokine Determinations. Plasma samples were
obtained from the 65 STEMI and post-STEMI patients. The
plasma levels of CX3CL1, CCL2, and IL-17A were analyzed
using a ProcartaPlex multiplex assay according to the
manufacturer’s instructions (Merck Millipore, Darmstadt,
Germany). The detection limit was >0.5 pg/ml for CX3CL1,
37.5 pg/ml for CCL2, and 2.4 pg/ml for IL-17A.

2.4. Human Umbilical Vein Endothelial Cells. Human umbil-
ical vein endothelial cells (HUVECs) were obtained from
human umbilical cords [15], and the cells were cultured at
37°C in a humidified atmosphere with 5% CO2 using an
Endothelial Cell Growth Medium (EGM-2) medium bullet
kit (Lonza, Verviers, Belgium). Cells in their third or fourth
passage were used for all the reported experiments.
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Recuperated cells were stained with anti-CD31 FITC-conju-
gated, anti-CD309 (KDR/VEGFR2) APC-conjugated, and
anti-CD146 PE-conjugated antibodies (BD Biosciences, San
Jose, California, USA) and evaluated with a MACS Quant
Analyzer 10 cytometer (Miltenyi Biotec, Bergisch Gladbach,
Germany) flow cytometer; molecular analysis was performed
with FlowJo software version 7.6.5 (TreeStar, Inc.).

2.5. Monocyte Isolation. Peripheral blood mononuclear cells
(PBMCs) were obtained from patients on days 1 (STEMI)
and 5 (post-STEMI) after the onset of STEMI by density cen-
trifugation using Lymphoprep (Axis-Shield, Oslo, Norway).
Blood samples were mixed with an equal volume of
phosphate-buffered saline (PBS), pH7.4, layered over 3ml
of Lymphoprep, and centrifuged at 700 × g for 30 minutes.
The recovered PBMCs were washed three times with PBS
(pH7.4). Classical monocytes (CD14+CD16−) were then
isolated from the PBMCs using Monocyte Isolation Kit II
(Miltenyi Biotec, Bergisch Gladbach, Germany), and inter-
mediate/nonclassical monocytes were isolated in two phases.
In the first phase, all monocytes were enriched using human
Pan Monocyte Isolation Kit (Miltenyi Biotec); in the second
phase, intermediate/nonclassical monocytes were isolated
using magnetic microbeads coupled to an anti-CD16 mono-
clonal antibody. The purified cells were stained for CD14; the
purity of the classical monocytes was >93%, and that of the
intermediate/nonclassical monocytes was >89%.

2.6. Transendothelial Migration Assay. HUVECs were grown
overnight on 1% gelatin-coated porous membranes in a
Transwell chamber (Corning Inc., Cambridge, USA) of
6.5mm diameter, and 5μm pore size until a monolayer was
formed. The HUVECs were activated for 1 day with IL-17
(60 ng/ml), interferon- (IFN-) γ (25 ng/ml), which was used
as an inhibitory control for monocyte migration, or IL-
17/IFN-γ (R&D Systems, Minnesota, USA), and culture
medium alone was used as a negative control. A total of 3
× 105 monocytes in 50μl medium were added to the upper
chamber. In the transendothelial migration assay, serum-
free RPMI medium was used in both compartments, and cul-
ture medium alone was used as a negative control. CCL2
(10ng/ml) and CX3CL1 (25ng/ml) were used as positive
controls for classical monocytes and intermediate/nonclassi-
cal monocytes, respectively. After 3 hours, the migrating
monocytes were recovered and quantitated by flow cytome-
try. The concentrations of CCL2 and CX3CL1 used were
obtained through curves (Additional files).

2.7. Expression of Receptors. A total of 3 × 105 CD14+CD16−
and CD14++CD16+/CD14+CD16++ monocytes were cultured
for 1 day with IL-17 (60 ng/ml), IFN-γ (25 ng/ml), which was
used as a positive control of monocyte activation, or IL-
17/IFN-γ (R&D Systems); culture medium alone was used
as a negative control. The monocyte subsets were then
stained with anti-TLR (Toll-like receptor) 4 PE-conjugated,
anti-CD86 PECy5-conjugated, and anti-HLA-DR FITC-
conjugated antibodies (BioLegend, San Diego, CA, USA) or
isotype control antibodies for 20 minutes in the dark at 4°C.
The cells were washed twice with PBS containing 1% BSA

and 1% sodium azide. The expression levels of different mol-
ecules were measured using a MACS Quant flow cytometer
(Miltenyi Biotec), and the mean fluorescence intensity
(MFI) of each sample was quantified using FlowJo software
(TreeStar, Inc.). The concentrations of IL-17 and IFN-γ used
were obtained through curves (Additional files).

2.8. TNF-α and IL-6 Assays. TNF-α and IL-6 levels in super-
natant were measured using an enzyme-linked immunosor-
bent assay (ELISA) (eBioscience, San Diego, USA)
according to the manufacturer’s instructions. The measure-
ments in each assay were performed in duplicate. The detec-
tion limit was 1.65 pg/ml for TNF-α and <2 pg/ml for IL-6.

2.9. Statistical Analysis. All statistical analyses were per-
formed using GraphPad Prism version 7 (GraphPad Soft-
ware, Inc., San Diego, CA, USA), and a level of p < 0:05 was
considered statistically significant. Levels of CCL2, CX3CL1,
and IL-17, which are presented as medians (interquartile
ranges), were analyzed with theWilcoxon test. Multiple com-
parisons of the groups were analyzed by the Mann-Whitney
U and Kruskal-Wallis tests (data shown in the figures are
expressed as the mean ± SEM). The experimental study
included eleven independent experiments and measured cir-
culating cytokine levels in sixty-five patients.

3. Results

3.1. Patient Characteristics. The characteristics of the study
population are shown in Table 1. The STEMI patients
included 51 men and 14 women, with a mean age of 63 ±
10 years (range, 37 to 83 years). Of these patients, 31 had dia-
betes, 32 had systemic arterial hypertension, 42 were
smokers, 22 had obesity, and 30 had hyperlipidemia. The
mean value of the maximum creatine kinase (CK) level was
2:216 ± 1:850 IU/l, the maximum CK-MB level was 196 ±
188:1, and the maximum creatine phosphokinase (CPK)
level was 2:730 ± 1:827.

3.2. Cytokine Levels in Patients with STEMI and Post-STEMI.
Cytokine secretion is particularly active after myocardial
infarction and contributes to cellular recruitment and activa-
tion cellular [2, 16, 17]. To obtain a picture of the circulating
levels of chemokines that contribute to the recruitment of
monocytes and IL-17 in patients, we determined CCL2,
CX3CL1, and IL-17 in the plasma of STEMI and post-
STEMI patients. Plasma CCL2 levels were higher in patients
with STEMI and decreased post-STEMI (Figure 1(a)) (CCL2:
497:2 ± 229:3 pg/ml vs. 346:3 ± 162:6 pg/ml, p = 0:0001).
Conversely, circulating plasma CX3CL1 levels were lower in
STEMI patients than in post-STEMI patients (CX3CL1:
271:0 ± 192:9 pg/ml vs. 334:8 ± 224:8 pg/ml, p = 0:0094), as
shown in Figure 1(b). These findings suggest that CCL2
and CX3CL1 might facilitate the mobilization of circulating
CD14++CD16− and CD14++CD16+/CD14+CD16++ mono-
cytes, respectively. Interestingly, IL-17 levels were higher in
post-STEMI patients than in STEMI patients, as shown in
Figure 1(c) (IL-17: 12:25 ± 11:69 vs. 19:09 ± 17:86, p =
0:0001). This result suggests that IL-17 may favor proinflam-
matory responses to induce cell activation after AMI.
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3.3. Effect of IL-17 on the Transendothelial Migration of
Monocyte Subsets. The recruitment of monocyte subsets
toward damaged tissue requires migration of monocytes
through the endothelium [16–18]. First, we examined the
transmigration of monocyte subsets from STEMI and post-
STEMI patients in response to CCL2 and CX3CL1 and found
that CD14+CD16− monocytes from the former patients
migrated more than those derived from the latter patients
in response to CCL2 (Figure 2(a)). Moreover, CX3CL1
induced, in a similar way, the transmigration of CD14+
+CD16+/CD14+CD16++ monocytes in patients during
STEMI and post-STEMI (Figure 2(d)). IL-17 has the ability
to promote inflammation through the induction of cytokines
and chemokines, which contribute to the migration of mono-
cytes [8, 19, 20]. To characterize the role of IL-17 in the
migration of monocyte subsets through the endothelium in
patients with STEMI, we assessed whether treatment of
HUVECs with IL-17 results in an increased migration of
monocyte subsets across the endothelial monolayer. Indeed,
treatment of HUVECs with IL-17 induced the transmigra-
tion of CD14++CD16− monocytes from patients during
STEMI and post-STEMI (Figures 2(b) and 2(c)). However,
treatment of HUVECs with IFN-γ (inhibition of migration
control for monocytes) and the combination of IL-17/IFN-
γ resulted in lower migration of CD14++CD16− monocytes
than with IL-17 alone. Nonetheless, IL-17 induced the migra-
tion of CD14++CD16+/CD14+CD16++ monocytes from
STEMI patients via HUVECs, and IL-17 increased the migra-
tion of CD14++CD16+/CD14+CD16++ monocytes from post-
STEMI patients (Figures 2(e) and 2(f)) in relation to IFN-γ
or IL-17/IFN-γ. These results suggest that IL-17 similarly
contributes to the transmigration of CD14+CD16− mono-
cytes in STEMI and post-STEMI and considerately enhances

the migration of CD14++CD16+/CD14+CD16++ monocytes
in post-STEMI versus STEMI.

3.4. Effect of IL-17 on Markers in Monocyte Subsets. IL-17 is
an inflammatory cytokine that induces the activation of mye-
loid lineage cells [12]. In this context, we treated the two
patient monocyte subsets (obtained during STEMI or post-
STEMI) with IL-17 and evaluated the markers TLR4,
CD86, and HLA-DR. Stimulation of CD14+CD16- or
CD14++CD16+/CD14+CD16++ monocytes from patients
with STEMI with IL-17 did not affect expression of TLR4
(Figures 3(a) and 3(c)). However, IL-17 treatment of
CD14+CD16− and CD14++CD16+/CD14+CD16++ mono-
cytes from patients post-STEMI resulted in a 2.6-fold and
1.3-fold increase in the expression of TLR4, respectively,
compared to unstimulated cells (Figures 3(b) and 3(d)). In
contrast, IL-17 did not affect expression of CD86
(Figures 3(e)–3(h)) or HLA-DR (Figures 3(i)–3(l)) on
CD14+CD16− and CD14++CD16+/CD14+CD16++ from
STEMI and post-STEMI patients. Additionally, IFN-γ (posi-
tive control) and IL-17/IFN-γ treatment significantly
increased the levels of TLR4, CD86, and HLA-DR in STEMI
and post-STEMI monocyte subsets; CD14+
+CD16+/CD14+CD16++ monocytes treated with IL-17/IFN-
γ exhibited a 1.6-fold increase in expression of TLR4 com-
pared with monocytes treated with IFN-γ. These results sug-
gest that IL-17 slightly affects expression of molecules related
to pattern recognition receptors such as TLR4 in both mono-
cyte subsets in post-STEMI patients, which may contribute to
the inflammatory response.

3.5. Effect of IL-17 on the Secretion of Proinflammatory
Cytokines in Monocyte Subsets.Next, we determined the effect
of IL-17 on CD14+CD16− and CD14++CD16+/CD14+CD16++

monocytes with regard to the secretion of cytokines. Mono-
cytes are essential cells in the inflammatory response during
infarction [2, 7, 4]. CD14+CD16− monocytes from STEMI
and post-STEMI patients treated with IL-17 exhibited
increased the levels of TNF-α (Figures 4(a) and 4(b)). How-
ever, CD14++CD16+/CD14+CD16++ monocytes from post-
STEMI patients cultured with IL-17 displayed 2.6-fold
increased production of TNF-α compared with cells cultured
with medium alone (Figures 4(e) and 4(f)). IL-17 induced a
3.4-fold increase in IL-6 levels in CD14+CD16− monocytes
from STEMI patients and a 1.9-fold increase in post-STEMI
patients compared with monocytes cultured in medium
alone (Figures 4(c) and 4(d)). In addition, IL-17 treatment
of CD14++CD16+/CD14+CD16++ monocytes from STEMI
and post-STEMI patients caused 3.7-fold and 7.4-fold
increases in IL-6, respectively, in relation to monocytes
cultured only with medium alone (Figures 4(g) and 4(h)).
We also found that IFN-γ and the combination of IL-
17/IFN-γ increased TNF-α and IL-6 levels in CD14+CD16−

and CD14++CD16+/CD14+CD16++ monocytes from patients
with STEMI and post-STEMI. These results suggest that IL-
17 induces the activation of CD14+CD16− and CD14+
+CD16+/CD14+CD16++ monocytes to produce inflamma-
tory cytokines, which might contribute to the inflammatory
response in STEMI and post-STEMI.

Table 1: Characteristics of the population on day 1.

Patient characteristics
Characteristic STEMI (n = 65)
Age (years) 70 (63-80)

Sex, male/female 51/14

Diabetes mellitus, n (%) 31 (47)

Hypertension, n (%) 32 (49)

Hyperlipidemia, n (%) 30 (46)

Smoking, n (%) 42 (64)

Obesity, n (%) 22 (33)

Statin, n (%) 63 (96)

Beta-blocker, n (%) 31 (47)

ACE/ARB, n (%) 34 (52)

Aspirin, n (%) 63 (96)

Serum creatinine (mg/dl) 1.0 (0.9-1.3)

Max CK (IU/l) 2216 (1361-3438)

Max CK-MB (IU/l) 196 (117-340)

Glucose (mg/dl) 130 (130-218)

Total cholesterol (mg/dl) 138 (125-176)

Triglyceride (mg/dl) 140 (106-175)

Body mass index (kg/m2) 26.7 (24.2-29.4)
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4. Discussion

This study demonstrates for the first time higher circulating
levels of IL-17 post-STEMI than during STEMI. Addition-
ally, IL-17 differentially induces the migration and activation
of CD14+CD16− and CD14++CD16+/CD14+CD16++ mono-
cytes during STEMI and post-STEMI.

During AMI, cytokines in the circulation play essential
roles in the recruitment of cells to damaged tissue and in
the activation of cells of the innate immune system [2]. We

found that patients with STEMI had high levels of CCL2
and that these levels decreased post-STEMI [21–24], which
is crucial for CD14++CD16− monocyte recruitment [16, 17]
and monocyte infiltration into the infarcted area [25]. On
the other hand, we found higher levels of CX3CL1 in post-
STEMI patients than in STEMI patients. Previous reports
have shown increased circulating levels of CX3CL1 in
patients with STEMI [26]. Additionally, in vivo studies in
mouse models of AMI found an increase in the expression
of CX3CL1 during phase 2 of infarction, which suggested
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Figure 2: Monocytes transmigrate across a human umbilical vein endothelial cell monolayer in response to IL-17. A sample of 3 × 105 (a–c)
CD14++CD16− or (d–f) CD14++CD16+/CD14+CD16++ monocytes was added to the upper surface of monolayers of human umbilical vein
endothelial cells (HUVECs) previously treated with IL-17, IFN-γ, or IL-17/IFN-γ; culture medium alone was used as a negative control. The
monocytes were allowed to transmigrate across the HUVEC monolayers in the presence of CCL2, CX3CL1, or culture medium for 3 hours.
All data are presented as the migration index, which relates the number of cells that migrated in response to the indicated stimulus to the
number of cells that migrated in response to the negative control. White column: STEMI: black column: post-STEMI; n = 11. ∗p < 0:05.
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the mobilization of Ly-6Clow monocytes (mouse counter-
parts of human CD14++CD16+/CD14+CD16++ monocytes)
[4, 6]. Our results also demonstrate that patients had higher
levels of IL-17 in the circulation post-STEMI than during
STEMI. Several reports have shown elevated levels of IL-17
in infarction and even a significant increase in IL-17 expres-
sion have been observed during the first hours of STEMI [13,
27]. These results suggest that IL-17 might have proinflam-
matory activity in STEMI and post-STEMI.

In this context, we hypothesize that circulating IL-17 in
STEMI and post-STEMI patients might be essential for endo-
thelial activation and the subsequent recruitment and activa-
tion of CD14++CD16− and CD14++CD16+/CD14+CD16++

monocytes, which may induce the secretion of proinflamma-
tory cytokines. IL-17 is a cytokine whose level increases after
AMI [28]. These findings suggest that IL-17 may be
involved in the pathophysiology of infarction. We demon-
strate that IL-17 contributes to similar transmigration of
CD14+CD16− monocytes from STEMI and post-STEMI
patients through a HUVEC monolayer; we also found that
IL-17 preferentially contributes to the transmigration of
CD14+CD16+/CD14+CD16++ monocytes from post-STEMI
patients. In accordance with our results, in vitro studies have
shown that IL-17 contributes to the recruitment of mononu-

clear cells, such as monocytes, through its ability to induce
expression of CCL2 and increase that of adhesion molecules,
such as selectin E, ICAM-1, and VCAM-1, in HUVECs
[11, 13, 29]. Moreover, direct inhibition of IL-17 in Apoe−/−

mice causes a considerable reduction in the accumulation of
macrophages in atherosclerotic plaques [30]. Additionally,
IFN-γ and IL-17/IFN-γ reduced the migration of
CD14+CD16−and CD14+CD16+/CD14+CD16++ monocytes
through a HUVEC monolayer, which is consistent with
previous reports [31, 32]. On the other hand, we found
only slight increases in TLR4, CD86, and HLA-DR expres-
sion on CD14+CD16− and CD14+CD16+/CD14+CD16++

monocytes in response to IL-17, and this effect was most
evident for TLR4, suggesting an increase in the response
to danger-associated molecular patterns post-STEMI. Previ-
ous reports have indicated that IL-17 in human macro-
phages induces the expression of TLR4, which is essential
in the inflammatory response [2, 33]. Additionally, we show
that IFN-γ or the combination of IL-17 and IFN-γ mark-
edly increased the expression levels of TLR4, CD86, and
HLA-DR on monocytes from STEMI and post-STEMI
patients. IFN-γ plays an essential role in the inflammatory
response through activation of monocytes [34] and shows
a synergistic effect with IL-17 [35].

0

5000

10000

15000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

M
FI

 o
f T

LR
4 ⁎

⁎

(a)

0

2000

4000

6000

8000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

M
FI

 o
f T

LR
4

⁎

⁎ ⁎

(b)

0

1000

2000

3000

4000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

M
FI

 o
f T

LR
4

(c)

M
FI

 o
f T

LR
4

0

1000

2000

3000

4000

5000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

⁎

(d)

M
FI

 o
f C

D
86

0

1000

2000

3000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

⁎

(e)

M
FI

 o
f C

D
86

0

500

1000

1500

2000

2500

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

(f)

0

500

1000

1500

2000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

M
FI

 o
f C

D
86

(g)

M
FI

 o
f C

D
86

0

2000

4000

6000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

(h)

M
FI

 o
f H

LA
-D

R

0

2000

4000

6000

8000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

(i)

M
FI

 o
f H

LA
-D

R

0

10000

20000

30000

40000

50000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

⁎

(j)

M
FI

 o
f H

LA
-D

R

0

1000

2000

3000

4000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

⁎

(k)

M
FI

 o
f H

LA
-D

R

0

5000

10000

15000

+

–

Medium
IL-17
IFN-𝛾

+ +

+
– +

–

–

+

+
+

(l)

Figure 3: Expression of surface markers on monocytes stimulated with IL-17. Human CD14++CD16− and CD14++CD16+/CD14+CD16++

monocytes were treated with IL-17, IFN-γ, which was used as a positive control, IL-17/IFN-γ, or culture medium alone, which was used
as a negative control, for 24 hours. Human CD14++CD16− in STEMI: (a) TLR4, (e) CD86, and (i) HLA-DR. Human CD14++CD16−in
post-STEMI: (b) TLR4, (f) CD86, and (j) HLA-DR. Human CD14++CD16+/CD14+CD16++ monocytes in STEMI: (c) TLR4, (g) CD86,
and (k) HLA-DR. CD14++CD16+/CD14+CD16++ monocytes post-STEMI: (d) TLR4, (h) CD86, and (l) HLA-DR. Expression levels of
TLR4, CD86, and HLA-DR are expressed as MFI. White column: STEMI; black column: post-STEMI; n = 11. ∗p < 0:05.
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Monocytes that infiltrate into ischemic cardiac tissue can
be activated by inflammatory mediators such as IL-17 [2, 20].
According to our results, CD14++CD16− and CD14+

+CD16+/CD14+CD16++ monocytes produce low levels of
TNF-α in response to IL-17, both during STEMI and post-
STEMI. However, post-STEMI CD14++CD16+/CD14+CD16++
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Figure 4: IL-17 induces the secretion of proinflammatory cytokines in monocyte subsets. Human CD14++CD16− or CD14+
+CD16+/CD14+CD16++ monocytes were treated with IL-17, IFN-γ, which was used as a positive control, IL-17/IFN-γ, or culture medium
alone, which was used as a negative control, for 24 hours. Human CD14++CD16−in STEMI: (a) TNF-α and (c) IL-6. Human CD14+
+CD16−in post-STEMI: (b) TNF-α and (d) IL-6. Human CD14++CD16+/CD14+CD16++ monocytes in STEMI: (e) TNF-α and (g) IL-6.
CD14++CD16+/CD14+CD16++ monocytes post-STEMI: (f) TNF-α and (h) IL-6. Concentrations of TNF-α and IL-6 in the culture
supernatants were determined by ELISA. White column: STEMI; black column: post-STEMI; n = 11. ∗p < 0:05.
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monocytes exhibited increased secretion of TNF-α after stimu-
lation with IL-17. Additionally, we showed that IL-17 induced a
slight increase in IL-6 production in CD14+CD16 monocytes
derived from patients during STEMI, and this level of IL-6
was markedly increased in monocytes from patients post-
STEMI. IL-17 was also able to enhance secretion of IL-6 by
CD14++CD16+/CD14+CD16++ monocytes from STEMI
patients and lower secretion by the corresponding post-
STEMI monocytes. Previous reports have found that IL-17
induces secretion of TNF-α and IL-6 by human monocytes
and macrophages [12, 36]. Similarly, blocking IL-17 decreases
TNF-α and, to a larger magnitude, IL-6 production in athero-
sclerotic lesions in mouse models [29]. Our results suggest that
IL-17 acts on CD14++CD16− monocytes in the post-STEMI
environment and on CD14++CD16+/CD14+CD16++ mono-
cytes in both the STEMI and post-STEMI environments, indi-
cating that IL-17 induces a proinflammatory effect on both
monocyte subsets. This likely occurs through IL-6 production,
which may contribute to inflammation in cardiac tissue during
both stages of infarction. Additionally, our results demonstrate
that IFN-γ or the combination of IL-17/IFN-γ induced a proin-
flammatory effect on bothmonocyte subsets during STEMI and
post-STEMI, though we did not find an additive or synergistic
effect with the combination of IFN- γ and IL-17.

5. Conclusions

In conclusion, we show a gradual increase in IL-17 in STEMI
and post-STEMI patients. IL-17 increases the expression of
TLR4 on CD14+CD16- and CD14++CD16+/CD14+CD16++

cells post-STEMI. Moreover, IL-17 has a potential role in
the recruitment of CD14++CD16+/CD14+CD16++ mono-
cytes post-STEMI. In addition, IL-17 contributes to secretion
of IL-6 by CD14++CD16− and CD14++CD16+/CD14+CD16+
+ monocytes in STEMI and post-STEMI. These findings for
an in vitro model suggest that in STEMI and post-STEMI
patients, IL-17 induces the recruitment and activation of
monocyte subsets through an increase in TLR4 and IL-6
secretion, which might cause damage to myocardial tissue
in STEMI and post-STEMI.
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Despite the shared pattern of surface antigens, neoplastic cells in chronic lymphocytic leukemia (CLL) are highly heterogeneous in
CD5 expression, a marker linked to a proliferative pool of neoplastic cells. To further characterize CD5high and CD5low neoplastic
cells, we assessed the chemokine receptors (CCR5, CCR7, CCR10, CXCR3, CXCR4, CXCR5) and adhesion molecules (CD54,
CD62L, CD49d) on the CD5high and CD5low subpopulations, defined by CD5/CD19 coexpression, in peripheral blood of CLL
patients (n = 60) subgrouped according to the IgHV mutational status (IgHVmut, n = 24; IgHVunmut, n = 36). CD5high

subpopulation showed a high percentage of CXCR3 (P < 0:001), CCR10 (P = 0:001), and CD62L (P = 0:031) and high levels of
CXCR5 (P = 0:005), CCR7 (P = 0:013) compared to CD5low cells expressing high CXCR4 (P < 0:001). Comparing IgHVmut and
IgHVunmut patients, high levels of CXCR3 on CD5high and CD5low subpopulations were detected in the IgHVmut patients, with
better discrimination in CD5low subpopulation. Levels of CXCR3 on CD5low subpopulation were associated with time to the
next treatment, thus further confirming its prognostic value. Taken together, our analysis revealed higher CXCR3 expression on
both CD5high and CD5low neoplastic cells in IgHVmut with a better prognosis compared to IgHVunmut patients. Contribution of
CXCR3 to CLL pathophysiology and its suitability for prognostication and therapeutic exploitation deserves future investigations.

1. Introduction

Chronic lymphocytic leukemia (CLL) is a lymphoprolifera-
tive malignancy of clonally expanded heterogeneous pool
of neoplastic B cells with aberrant expression of CD5 [1,
2], which are highly variably distributed between bone mar-
row, lymphoid organs, and peripheral blood. There is a
growing body of evidence that proliferation of neoplastic
cells plays a critical role in CLL pathogenesis [3–5], with

the highest degree of proliferation being observed in the
lymph nodes [6].

CD5, a marker normally present on T cells, acts as a
repressor of B-cell receptor (BCR) signalling in CLL [7]. Pro-
liferating, migrating CLL cells have been shown to preferen-
tially express high levels of CD5, while the low levels of CD5
are associated with resting, circulating cells [8]. The overlap-
ping BCR repertoires between CD5high and CD5low cells
suggest a dynamic relationship of these two B-CLL cell
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subpopulations [2]. The inversed expression of CD5 and
CXCR4 was used for the identification of fractions
enriched in recently born/divided and older/quiescent
CLL cells [8, 9]. It has been shown that CXCR4dimCD5bright

“proliferative” cells overexpress more “cell division” genes,
while CXCR4brightCD5dim “resting” cells express higher levels
of “antiproliferative” genes, suggesting that the last subset
could be a distinct self-renewing one from which all clonal
members derive [8, 9].

Given the dynamic variability and heterogeneity of CD5
expression and its link to the proliferative pool of neoplastic
cells, we aimed to further characterize the chemokine and
adhesion molecule profile of CD5high and CD5low neoplastic
clones using the novel CD5/CD19 model in peripheral blood
of CLL patients. Being important for lymphocyte migration,
we evaluated the expression of molecules linked to adhesion
and extravasation (CD54, CD62L, CD49d), migration into
lymph nodes (CCR7, CXCR3, CXCR5), homing lymphocytes
to the bone marrow (CXCR4), and lymphocyte trafficking
(CCR5, CCR10) in CD5high and CD5low neoplastic clones.
Moreover, the differential expression pattern of chemokines
and adhesion molecules on CD5high and CD5low clones was
for the first time studied in two biologically and clinically dis-
tinct CLL subtypes defined by the abundance of somatic
hypermutations affecting the Ig variable heavy-chain locus
(IgHV), which markedly differ in their prognosis and
response to the chemoimmunotherapy [10–12].

2. Materials and Methods

2.1. Patients. The patient cohort consisted of 60 patients
with CLL, all diagnosed according to the IWCLL guidelines
[13]. Patient subgroups were formed based on IgHV muta-
tional status (IgHVmut, n = 24; IgHVunmut, n = 36). Clinical
characteristics of CLL patients are shown in Table 1. All
patients provided written informed consent for the use of
peripheral blood for research purposes in accordance with
the Declaration of Helsinki. The study was approved by
the ethics committee of University Hospital and Palacký
University Olomouc.

2.2. Flow Cytometry Analysis of Chemokine Receptors and
Adhesion Molecules. Cells in whole blood were stained with
optimal concentrations of monoclonal antibody combina-
tions directed against the following surface antigens: CD45-
PerCP/Cy5.5, CD5-PE, CD19-APC/Cy7, CD54-FITC,
CD62L-APC, CD49d-PE/Cy7, CD183-FITC (CXCR3),
CD184-APC (CXCR4), CD185-FITC (CXCR5), CD197-
PE/Cy7 (CCR7), CD195-PE/Cy7 (CCR5), CCR10-APC (all
BioLegend), as reported previously [14, 15]. Isotype-matched
antibodies were used as negative controls. The analysis
was performed on BD FACSCanto II (Becton Dickinson).
Data acquisition was performed using BD FACSDiva soft-
ware (Becton Dickinson). Flow cytometry data were analysed
using the FlowJo vX0.7 software (Tree Star, Inc, San Carlos,
CA). In all experiments, a minimum of 10,000 events was
counted. Results are expressed as the percentage and median
fluorescence intensity (MFI).

2.3. Identification of CD5high and CD5low Subpopulations.
Coexpression of CD5 and CD19, surface molecules essential
for phenotypic characteristic of CLL cells, was used to dis-
criminate between CD5high and CD5low subsets of CLL cells.
Gating strategy for detection of CD5high and CD5low subpop-
ulations and representative examples of CXCR3 and CXCR4
expression in IgHVmut and IgHVunmut patients are shown in
Figure 1.

2.4. Chemotaxis Assay. Peripheral blood mononuclear cells
(PBMC) were isolated using a Ficoll density gradient centri-
fugation; only samples containing more than 70% CLL cells
in PBMC were chosen for the assay. Transmigration of CLL
cells was assessed using polycarbonate Transwell inserts with
5-μm pore size (Corning Costar). Briefly, the cells at 1 × 10
exp 6/mL were applied to the upper chamber in RPMI-1640
containing 1% bovine serum albumin (BSA) in the presence
or absence of CXCL11 (BioLegend). Filters were transferred
into the lower wells containing RPMI-1640 with 1% BSA in
the presence or absence of CXCL12 (BioLegend). After 3
hours at 37°C in 5% CO2, cells that migrated into the lower
chambers were counted and analysed for CXCR3 and
CXCR4 expression on BD FACSCanto II.

2.5. Statistical and Data Mining Analyses. Statistical analyses
(Mann-Whitney U-test, paired Wilcoxon nonparametric
test, Kruskal-Wallis test, 95% confidence intervals (CI),
receiver operating characteristic (ROC) curves, the Kaplan-
Meier curve, Spearman correlation analysis) were performed
using the R statistical software package (http://www.r-project
.org/). The multivariate patient similarity networks (PSNs)
based on the nearest neighbour analysis [16, 17] were applied
for the visualization of patient similarities of chemokine pro-
files. Correlation networks using LRNet algorithm [16] and
Spearman’s rank correlation coefficient were constructed
and visualized to investigate the relationships between
expression of individual molecules on CLL cells [18]. P
values <0.05 were considered significant.

3. Results

3.1. CD5/CD19 Markers as Identifiers of CD5high and CD5low

Cells. First, we identified CD5high and CD5low cells based on
the CD5/CD19 model and compared it with the reported
CD5low/CXCR4high model [8, 9]. The CD5high cells in
the CD5/CD19 model corresponded to those in the
CD5high/CXCR4low model, and similarly CD5low cells corre-
sponded to those in the CD5low/CXCR4high one (Figure S1A).
High interindividual variability in the proportion of both
closely related subpopulations of CD5high and CD5low cells
was observed, irrespective of IgHV mutational status and
other clinical characteristics (Figure S1B).

3.2. Differential Expression of Chemokine Receptors and
Adhesion Molecules on CD5high and CD5low CLL Cells. The
expression of CD54, CD62L, CD49d, CCR5, CCR7, CCR10,
CXCR3, CXCR4, and CXCR5 was evaluated on CD5high

and CD5low subpopulations (Table S1).
When analysing levels of studied markers (MFI) in

CD5high and CD5low subpopulations, the CD5high cells
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expressed higher levels of CXCR5 (P = 0:005) and CCR7
(P = 0:013) and lower levels of CXCR4 receptor (P < 0:001)
than the population of CD5low cells. Besides, more CD5high

cells were positive for CXCR3 (P < 0:001), CCR5 (P = 0:012),
CCR10 (P = 0:007), and CD62L (P = 0:047) than CD5low

cells (Figure 2, Table S1).

3.3. Characterization of CD5high and CD5low CLL Cells in
Patient Subgroups according to the IgHV Mutational Status.
To characterize the CLL cells and their subpopulations in
patient subgroups according to the IgHV mutational status,
we compared the expression of studied markers on CLL cells
as a whole and separately on CD5high and CD5low cells in CLL
patients with IgHVmut and IgHVunmut status (Figure 3,
Table S2, Table S3).

Of the studied markers, patients with IgHVmut had a
higher percentage of cells expressing CXCR3 (P = 0:003,
Figure 3(a)) and CD62L (P = 0:003) in the whole population
of CLL cells compared to those with IgHVunmut status. When
IgHVmut and IgHVunmut patients were evaluated separately,
in both groups, a higher proportion of CLL cells positive on
CXCR3 (in both P < 0:001) and lower expression of CXCR4
(in both P < 0:001) was observed on CD5high subpopulation
in comparison with CD5low cells (Figure 3(b)). Similarly,
when CD5high and CD5low cell populations were evaluated
separately, the IgHVmut group exhibited higher percentages
of CXCR3 (in both P < 0:001), CD62L (in both P = 0:003)

positive cells, as well as higher expression of CXCR5
(P < 0:001 and P = 0:011, respectively) in comparison with
IgHVunmut (Table S2, Table S3).

To exclude possible influence of the treatment on the
studied parameters, we performed subanalysis on a cohort
of untreated patients subdivided according to the IgHV
mutational status, and we confirmed the differences for
studied markers observed in the whole patient cohort
(Figure S2A). Moreover, we did not observe significant
differences in studied markers between IgHVunmut patients
untreated and those with treatment history (Figure S2B).

3.4. Correlation of CXCR3, CXCR4, and CXCR5 with CD5
Expression on CLL Cells. On CLL cells, CD5 expression
(MFI) positively correlated with the percentages and MFI of
CXCR3 (rs = 0:54, P < 0:001 and rs = 0:54, P < 0:001) and
MFI of CXCR5 (rs = 0:34, P = 0:010). There was a trend
towards inverse correlation between CD5 and CXCR4
expression on the whole CLL subpopulation (rs = −0:23,
P=0.086) (Figure 4(a)). Further information about correla-
tions of CXCR3, CXCR4, and CXCR5 expression on CD5high

and CD5low subpopulations is provided in the Supplemen-
tary file.

Regarding the relationship between CXCR3 and CXCR4,
correlation analysis revealed a negative correlation between
percentages as well as expression (MFI) of CXCR3 with
CXCR4 on CLL cells (rs = −0:35, P = 0:009 and rs = −0:38,
P = 0:006, respectively) (Figure S3). Network correlation
analysis among studied chemokines and CD5 further
confirmed a relationship and importance of CD5-CXCR3-
CXCR5 axis on CLL cells (Figure 4(b)).

3.5. Migration Rate of CLL Cells in the Presence of CXCL11.
To analyse the cooperative interplay between CXCR3 and
CXCR4, we analysed the migratory ability of CXCL11-
treated and untreated CLL cells towards chemokine CXCL12.
The highest migration rates were observed for the CXCL11-
untreated cells that migrated towards CXCL12 (P = 0:010)
(Figure 5). When CLL cells were treated with CXCL11, their
spontaneous migration as well as migration rate toward
CXCL12 decreased (Figure 5).

3.6. CXCR3 On CLL Cells as a Prognostic Marker. To study
the prognostic value of studied markers, we constructed
ROC curves for CLL patients with favourable (IgHVmut)
and unfavourable (IgHVunmut) prognostic groups. Among
the studied markers, CXCR3 had the highest sensitivity and
specificity on both CD5high and CD5low populations. Cut-
off values for CXCR3 were 65.2%, 24.0%, and 54.8% for
CD5high, CD5low, and CLL cells as a whole, respectively. Cor-
respondingly, AUC reached values of 0.810, 0.859, and 0.763
on CD5high, CD5low, and CLL cells as a whole (Figure 6(a)).
Kaplan-Meier curves using CXCR3 cut-off values showed
the prognostic value of CXCR3 on CD5low (P = 0:030) on
time to the next treatment, calculated from the sampling time
(Figure 6(b)). For the analysis, only patients with sufficient
follow-up time were included.

3.7. Multivariate Patient Similarity Networks. To gain more
insights into CD5high and CD5low subpopulations in IgHVmut

Table 1: Patient demographic and clinical characteristics.

Parameter
CLL

(n = 60)
Age, years, median (min-max) 67 (50-86)

Gender (male/female) 35/25

Binet stage (A/B/C) 26/23/11

IgHV gene mutational status∗
(mutated/unmutated)

24/36

Genetics

11q-/17p- 13/6

N/O 6/46

Not determined 2

Follow-up time months (mean, min–max) 53 (0-160)

Treatment history (yes/no) 29/31

Time of last treatment in treated patients
(in respect to the sampling time) months
(mean, min–max)

23 (1-61)

Time to the next treatment (in respect to the
sampling time) months (mean, min–max)

29 (0-49)

CLL cells in peripheral blood

Percentage, mean (95% CI) 69.3 (62.3-76.3)

Absolute number (×109/L), mean (95% CI) 49.1 (32.3-65.9)

∗ IgHVmutational status was defined as follows: IgHVunmut with a cut-off of
2% deviation or >98% sequence identity to germline in the IgHV sequence
(13). 11q- and 17p-: any FISH or karyotypic abnormality involving 11q or
17p; N: no detectable cytogenetic aberration by FISH; O: other cytogenetic
abnormality (excluding 11q- or 17p-).
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and IgHVunmut patients, we constructed the multivariate
PSNs and performed their clustering based on the CXCR3,
CXCR4, CXCR5, and CCR7 expression in enrolled CLL
patients. Clusters with high CXCR3 include predominantly
patients with IgHVmut status, and vice versa clusters with
low CXCR3 include predominantly patients with IgHVunmut

status. CXCR3 and other selected markers on CD5low sub-
populations better discriminate between patients with
IgHVmut and IgHVunmut subgroups than markers on CD5high

(Figure 7). For clustering and distribution of chemokine

expression in particular clusters and corresponding expres-
sion patterns, see the Supplementary file (Figure S4).

4. Discussion

There is a growing body of evidence that CLL neoplastic
cells are composed of subpopulations of cells that differ in
their biological function [1, 2, 8, 19, 20]. Our study revealed
differences in the expression of molecules linked to adhe-
sion, extravasation, migration, and homing, on CD5high
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Figure 1: (a) Gating strategy for detection of CD5high and CD5low subpopulations within CD5+CD19+neoplastic cells and visualization of
their CXCR3 and CXCR4 expression. (b) CXCR3 and CXCR4 expression on CD5high and CD5low subpopulations in IgHVunmut and
IgHVmut patient—representative example.

4 Journal of Immunology Research



and CD5low CLL populations, defined using the CD5/CD19
coexpression model, in the patient subgroups according to
the IgHV mutational status.

In our CLL cohort, we observed high expression levels of
CXCR3, CXCR5, CCR10, and CD62L on CD5high cells and
high CXCR4 on CD5low cells, which is in line with a previous
study [8]. Interestingly, our data showed that CXCR3 better
discriminates both CD5high and CD5low cell populations than
CXCR4, a key chemokine receptor involved in migration of

CLL cells to the supportive lymphoid tissues [1, 21, 22].
Moreover, our study revealed differences in expression pat-
tern between patient subgroups according to the IgHVmuta-
tional status, a key prognostic predictor of overall survival
and treatment-response duration [10–12]. The most promi-
nent were the differences between the percentages of CXCR3
on CD5low cell subpopulation between IgHVmut and IgHVun-

mut statuses. Moreover, our results revealed that CXCR3 on
CD5low cells has the best prognostic utility in discriminating
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patients with IgHVmut and IgHVunmut status, and corre-
spondingly the patients with favourable or poor prognosis.
This observation contributes to further characterization of

IgHVmut and IgHVunmut mutation statuses, known to differ
in gene expression [23], methylation status [24], and the
mutational landscape [25].

Recently, CXCR3 has been found as a marker of indepen-
dent prognostic significance in CLL [26]. High CXCR3
expression and CXCR3/CXCR4 ratio delineated patients
with a significantly better clinical course, as opposed to
patients with low CXCR3 and high CXCR4 expression [26,
27]. To date, there is no clear understanding of how CXCR3
influences the pathogenesis of CLL. A formation of CXCR3-
CXCR4 heteromers and a negative binding cooperativity
between CXCR3 and CXCR4 at the cell surface was reported
on CLL [26] and HEK293T [28] cells. Importantly, the
CXCR3-CXCR4 heteromerization has been shown to alter
the ligand-binding kinetics: CXCR3 and CXCR4 agonists
have been proved to inhibit each other’s equilibrium binding
on membranes and specifically accelerate dissociation of
CXCL12 from CXCR4 [28]. The negative impact of CXCR3
stimulation by its ligands CXCL9, CXCL10, and CXCL11
was shown to be highly specific for CXCR4-induced migra-
tion and resulted in reduced CXCR4-CXCL12 chemotaxis
[26], as we also confirmed by the migration experiment in
our patients. Given the critical role of CXCR4-CXCL12 axis
in migration of CLL cells between blood and supportive
lymphoid tissues in CLL, the formation of CXCR3-CXCR4
heterodimers on CLL cells and its consequences may
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significantly reduce the migration of CLL cells [1, 21, 22].
Since the proportion of CXCR3-CXCR4 heteromers is rela-
tive to homomers of both receptors [28], low levels of CXCR3
on CLL cells, observed in our patients with mutated IgHV
status, might not be sufficient to abrogate migration of CLL
cells driven by CXCR4. Contribution of CXCR3 to better
prognosis and attenuation of CLL cell migration deserves
future investigations.

Our study introduced a simple model based on
CD5/CD19 coexpression for studying the CLL subpopula-
tions. Given comparable data to a study using markers
CD5/CXCR4 [8], CD5/CD19 coexpression might represent
a combination of markers capable of reflecting biological dif-
ferences between CLL clones, an assumption that needs to be
verified in future studies. Moreover, the fact that the subpop-
ulation of CLL cells in the CD5/CD19 model correspond to
those in the CD5/CXCR4 model suggests that CD5 may play
a more important pathogenic role in CLL than previously
recognized. The precise function of CD5 in the interactions

of immune cells remains unclear, especially on CLL cells. It
was shown that this molecule negatively regulates B1 cell
activation and activation-induced cell death [29, 30]. There
is growing evidence of several pools of leukemia cells present
in CLL, including circulating cell cycle arrested CLL cells
expressing preferably low levels of CD5, and migrated acti-
vated cells that express high levels of CD5 and that are driven
to proliferate via signals from the lymphoid tissue microenvi-
ronment [2, 8, 31, 32]. Despite this, CD5 positive cells were
shown to have a longer lifespan than CD5 negative cells
[29]. Whether CD5 contributes also to the recirculating
capacity of CLL cells and their differential proliferative
potential deserves further investigations. A deeper under-
standing of the CD5 role in CLL clones’ biology may permit
potentiation of current immunotherapeutic strategies.

The studyhas several limitations. First, we analysed a diag-
nostic real-world CLL cohort of patients sampled at different
time points and treatment regimes. Second, our exploratory
study should be followed by functional investigations on
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the role of CXCR3 on CD5high and CD5low cell populations in
future studies. Despite these limitations, we believe that our
novel model for distinguishing between proliferative and
resting fractions of neoplastic cells and first study on charac-
teristics of CLL subpopulations in CLL patients with different
IgHV mutational statuses highlights the critical contribution
of chemokine receptors to the disease outcome in CLL.

In summary, we present for the first time the marked dif-
ferences in expression of chemokine receptor CXCR3 on
CD5high and CD5low cell populations in patients with differ-
ent IgHV mutational statuses. The wide presence of CXCR3
marker on CLL cells appears to portend a favourable progno-
sis, thus further supporting its potential as a prognostic
marker. Understanding the pathological relevance of CD5high

and CD5low cell subsets, their characteristics and phenotypes
may likely broaden our understanding of CLL pathology as
well as reveal novel therapeutic avenues.
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Background. The implication of the immune system in the physiopathology of pregnancy complicated by diabetes has been
reported. Here, we investigated the effects of insulin treatment on the frequencies of immune cell subpopulations as well as T
cell-derived cytokines in type 2 diabetic (T2D) pregnancy compared to gestational diabetes mellitus (GDM). Methods. Fifteen
(15) women with GDM, twenty (20) insulin-treated T2D pregnant women, and twenty-five (25) pregnant controls were
selected. Immune cell subpopulation frequencies were determined in blood using flow cytometry. The proliferative capacity of T
cells was performed, and serum and cell culture supernatant cytokine levels were also quantified. Results. The frequencies of
total CD3+ and CD4+ T cells and nonclassical monocytes significantly increased in insulin-treated T2D pregnant women
compared to pregnant controls. The proportions of CD4+ T cells as well as B cells were significantly higher in women with
GDM than in pregnant controls. GDM was associated with high frequencies of total CD3+ and CD4+ T cells and B cell
expansion, suggesting a concomitant activation of cellular and humoral immunity. Concomitantly, Th1/Th2 ratio, determined
as IFN-γ/IL-4, was shifted towards Th1 phenotype in women with GDM and insulin-treated T2D pregnant women. Besides,
isolated T cells elicited similar proliferative capacity in the three groups of women. Insulin-treated T2D pregnant women and
women with GDM exhibited a low serum IL-10 level, without any change in the number of Treg cells. Conclusion. Our study
showed that, despite insulin treatment, pregnant women with T2D displayed a proinflammatory status consistent with high
proportions of CD3+ and CD4+ T cells, upregulation of Th1 cytokines, and low IL-10 production, suggesting a reduced
immune-suppressive activity of regulatory T cells. However, GDM, although associated with proinflammatory status, has shown
increased humoral immunity consistent with high proportion of CD19+ B cells. Thus, the lack of response to insulin in diabetes
during pregnancy and clinical implications of these immunological parameters deserves further investigations.

1. Introduction

Several studies have gained interest into the immunopathol-
ogy and physiopathology of gestational diabetes mellitus
(GDM), type 1 or type 2 diabetic pregnancy [1–4]. However,
few is known about the implication of immune cells in preg-
nancy complicated by diabetes. In a recent study, we have
investigated the modulation of immunological parameters
in insulin-treated type 2 diabetic patients, without pregnancy

[5]. However, not much is known how insulin treatment can
modulate immune status in GDM and T2D during preg-
nancy. Gestational diabetes mellitus (GDM) is defined as
glucose intolerance and increased insulin resistance which
occurs most often during the second or third trimester of
pregnancy while type 2 diabetes (T2D) is characterized by
defects in insulin secretion and by impaired insulin sensitiv-
ity [6, 7]. The physiopathology of GDM and T2D appears to
be similar, so that GDM may reflect an early stage of T2D
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occurring in the context of pregnancy [8]. GDM and T2D are
known as a state of chronic systemic inflammation mediated
by proinflammatory cytokines which are involved in the
development of insulin resistance and in the increase of mis-
carriage rate during pregnancy [1, 9–12]. Thus, patients with
GDM have an increased risk of developing T2D after their
pregnancy [13, 14]. Moreover, T2D is currently regarded as
a chronic inflammatory disease associated with proinflam-
matory cytokine production and immune cell activities,
including B and T cell subsets as pathogenic mediators [15–
17]. But so far, not much literature exists about circulating
immune cell distribution in pregnant women with T2D and
GDM. Nonetheless, some studies showed that GDM is not
only due to metabolic disturbances during pregnancy but
also by a state of low-grade systemic inflammation [18]. This
dysregulation of the immune system is characterized by an
altered profile of monocytes and regulatory T cells in periph-
eral blood and an imbalance between T helper 1 (Th1) and 2
(Th2) cells favoring proinflammatory responses [12, 19–21].
As the hyperglycemia and disrupted immunological adap-
tations during pregnancy are responsible for increased
maternal-fetal morbidity, as well as the short- and long-
term complications in mothers and offspring [1, 22, 23],
improving glycemic control by insulin therapy may substan-
tially reduce the risks of these maternal and neonatal out-
comes of diabetes in pregnancy [24–26]. In fact, insulin not
only prevents the deleterious effects of hyperglycemia by
improving the anabolism of glucose, proteins, and lipids
but also promotes a systemic anti-inflammatory response
through the reduction of proinflammatory cytokines. Con-
versely, the increase of anti-inflammatory cytokines supports
a successful pregnancy due to their immunosuppressive
effects [27–30]. Moreover, many studies have shown that
insulin can modulate in vitro the proliferation, differentia-
tion, metabolism, and immune functions of neutrophils,
monocytes, macrophages, effector, and regulatory T cells
[31–33]. In a recent previous study, we have showed, in type
2 diabetes without pregnancy, that insulin treatment can
modulate immunological parameters, through immune cell
subpopulation and cytokines, and confer to these patients a
protective Th2 phenotype [5]. However, despite some prog-
ress in understanding the immunophysiopathology of GDM
and T2D during pregnancy, there still exists some controver-
sies about the profile of immune parameters in diabetes dur-
ing pregnancy. Moreover, it remains unclear whether insulin
treatment can modulate the immune status of pregnant
women with GDM and T2D through the pattern of immune
cell subtypes and cytokines. Therefore, the present study was
undertaken to investigate the effect of insulin treatment on
the frequencies of leucocyte subpopulations along with the
profile of T cell-derived cytokines in pregnant women with
T2D in comparison with women with GDM and healthy
pregnant women.

2. Material and Methods

2.1. Subjects and Diabetes Diagnosis in Pregnant Women. For
first general selection of participants in this cross-sectional
study, a total of one hundred and seventy-five (175) pregnant

women were enrolled by specialist clinicians of the Depart-
ment of Obstetrics and Gynecology of three national hospital
centers in southern Benin. Based on the exclusion criteria
(please see below), one hundred and fifty-three (153) preg-
nant women, aged from 19 to 43 years, were selected and
then screened for GDM (please see below the detailed proto-
col). Consequently, fifteen (15) pregnant women were found
as positive for GDM which represent 9.80% of total. Among
women negative for GDM, twenty-five (25) age-matched and
body mass index-matched pregnant women were selected
and considered as the control group. Pregnant women with
preexisting insulin-treated T2D were separately selected in
the population of women already monitored by the clinicians
at the department of obstetrics and gynecology of these hos-
pital centers. The number of twenty (20) insulin-treated
T2D pregnant women corresponds to the mean of the num-
ber of women with GDM (15) and the number of control
pregnant (25) women. The size of each group, fifteen (15)
women with GDM, twenty (20) pregnant women with
insulin-treated T2D, and twenty-five (25) pregnant controls,
was appropriate for statistics. All selected participants were
then submitted to blood collection for biochemical and
immunological assays.

GDM was diagnosed in pregnant women by an oral
glucose tolerance test (OGTT), according to the criteria
of the International Association of Diabetes and Pregnancy
Study Group (IADPSG). Briefly, women between 24 and
28 weeks of gestation, after overnight fasting, were given
75 g of glucose. Subjects were declared as positive for GDM
when overnight fasting plasma glucose was ≥92mg/dL
(5.1mmol/L), or 1 h OGTT plasma glucose level was
≥180mg/dL (10.0mmol/L), or 2 h OGTT plasma glucose
level was ≥153mg/dL (8.5mmol/L) [34–36]. Pregnant
women with T2D were long-established diabetic patients
(disease duration = 3:4 ± 2:1 years) diagnosed according to
the criteria of the American Diabetes Association [37] and
were on insulin treatment.

Exclusion criteria included clinical coronary artery dis-
ease, renal and hepatic diseases, and clinical signs of infec-
tious disease, hepatitis B, hepatitis C, HIV, and malaria
infection after blood sample tests. Subjects were included
after informed and written consent. The study was con-
ducted in accordance with the Declaration of Helsinki
(1964) (as revised in Edinburgh 2000) and was approved
by the Ethics Committee on Research of the Institute of
Applied Biomedical Sciences of Cotonou, Benin, under the
number Dec.n°100/CER/ISBA-2016.

2.2. Blood Samples. In women with GDM, blood samples
were collected immediately after diagnostic of GDM,
between 24 and 28 weeks of gestation, and before any treat-
ment. In pregnant control women as well as in insulin-
treated pregnant women with T2D, blood samples were col-
lected between 24 and 28 weeks of gestation. A fasting whole
blood sample was collected by venipuncture from each
woman into sterile vacuum blood collection tubes (Vacutai-
ner System, Becton Dickinson, CA, USA) containing either
ethylenediaminetetraacetic acid (EDTA) or fluoride oxalate
or nothing. EDTA tube was used for immune cell subtypes
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phenotyping within 2 h after sampling. Glycosylated hemo-
globin (HbA1c) levels were determined in the whole blood.
HbA1c concentration was calculated using a percentage of
total hemoglobin, according to the manufacturer’s instruc-
tions (Ref. 41190, Labkit Chemelex SA, Barcelona, Spain).
Plasma from blood collected in fluoride oxalate tubes was
immediately used for glucose determinations by a glucose
oxidase method using a glucose analyzer (Beckman Instru-
ments). Serum was obtained by low-speed centrifugation
(1000 g/20min), distributed in aliquots and frozen at −80°C
for the measurement of cytokine concentrations.

2.3. Immune Cell Phenotyping. The following monoclonal
antibody combinations (mAbs) purchased from BD Phar-
mingen (France) were used to evaluate the frequencies of
innate and adaptive immunity cells in whole blood: anti-
CD3-FITC/anti-CD4-PerCP/anti-CD8-PE/anti-CD25-PE/
anti-CD127-FITC/anti-FoxP3-APC for T cell staining, anti-
CD19-FITC for B lymphocytes, anti-CD3-FITC/anti-CD56-
APC for NK and NKT cells, anti CD45-APC/anti-CD14-
FITC/CD16-PE for monocytes, and anti-CD45-APC/anti-
CD16-PE for polynuclear cells, according to the manufac-
turer’s instructions. Briefly, whole blood was stained with
appropriate combination of specific mAbs for 45min at
4°C in the dark. After erythrocyte lysing with FACS lysing
solution (BD Pharmingen), cells were washed twice with
FACS buffer. Regulatory T (Treg) cells were labelled by dou-
ble staining. Anti-CD4-PerCP, anti-CD25-PE, and anti-
CD127-FITC were used for Treg cell membrane labelling.
Anti-FoxP3-APC was used for intracellular staining of FoxP3
in Treg cells after permeabilization and fixation with BD
Cytoperm/Cytofix for 20min at 4°C. Cells were then washed
with Cytoperm/Wash and resuspended in 200μL of PBS 1x.
The stained cells were acquired using a FACSCanto II flow
cytometer (BD Pharmingen, France) and analyzed using
FlowJo version V 10.6.1. gating strategies shown in Figure 1.

2.4. PBMC Isolation and T Cell Proliferation Assay. Periph-
eral blood mononuclear cells (PBMCs) were isolated from
peripheral blood collected in tubes containing EDTA by
Ficoll-Paque™PLUS (GE Healthcare, Vélizy-Villacoublay,
France) gradient centrifugation (30min at 500×g, 20°C).
Cells were then suspended in RPMI-1640 culture medium
(Gibco BRL, Thermo Fischer Scientific, Villebon sur Yvette,
France) supplemented with 10% of complement-inactivated
fetal calf serum (Invitrogen, France), 1% of nonessential
amino acids (Invitrogen, France), 50μg/mL of penicillin
and streptomycin (Invitrogen, France), and 2mM of L-
glutamine (Invitrogen, France). The concentration of viable
cells was assessed by trypan blue staining. Cells were distrib-
uted in quadruplicate at a concentration of 105 per well in a
Falcon polystyrene 96-well plate (Thermo Fisher Scientific,
Illkirch-Graffenstaden, France) and were cultured either in
the absence or in the presence of 5μg/mL of PHA (Sigma
Chemical Company, MO, USA) or of anti-CD3/anti-CD28
(BD Pharmingen, France) at a respective dose of 1μg/mL
and 2μg/mL. After 6 days of culture at 37°C in a humid
environment with 5% CO2, the supernatants were collected
and stored at -80°C for cytokine measurement (IFN-γ, IL-2,

IL-4, and IL-10) and T cell proliferation was evaluated
through cell count using the trypan blue exclusion test on
microscopy [38].

2.5. In Vivo and In Vitro Cytokine Level Determinations.
Cytokines were quantified in serum samples and in PBMC
culture supernatants using enzyme-linked immunosorbent
assay kits (BioLegend human Th1/Th2 ELISA MAX™
Deluxe, San Diego, CA, USA), according to the manufac-
turer’s instructions. The minimum detectable concentrations
were 4 pg/mL (standard ranges = 7:8 – 500 pg/mL) for IL-2
and IFN-γ and 2pg/mL (standard ranges = 3:9 – 250 pg/mL)
for IL-4 and IL-10.

2.6. Statistical Analysis. Data analyses were performed using
GraphPad Prism 6.0 (GraphPad Inc., CA, USA). Values are
means ± SD or medians ± IQR. The Kruskal-Wallis test,
followed by Dunn’s multiple comparison test, was used to
analyze differences between the three groups (women with
GDM, pregnant women with T2D, and healthy pregnant
women). The Mann–Whitney U test was also used when
appropriate. p values < 0.05 were considered to indicate sta-
tistically significant differences.

3. Results

3.1. Anthropometric and Biochemical Data of Subjects.
Anthropometric and biochemical data of the participants
appear in Table 1. There was no significant difference in age
and gestational age between the three groups of participants.
HbA1c values did not differ between the three groups of preg-
nant women. As compared to control pregnant women,
insulin-treated T2D pregnant women showed a normal level
of fasting glycemia. However, fasting glycemia was signifi-
cantly higher in women with GDM than in either insulin-
treated T2D pregnant women (1:23 ± 0:05 g/L vs. 0:89 ±
0:02 g/L, p = 0:001) or pregnant controls (1:23 ± 0:05 g/L
vs. 0:80 ± 0:03 g/L, p = 0:001) (Table 1). The duration of dis-
ease was 3:4 ± 2:1 years in insulin-treated T2D pregnant
women (Table 1).

3.2. Immune Cell Frequencies in GDM and Insulin-Treated
T2D. The frequencies of total CD3+ and CD4+ T lymphocytes
were significantly higher in insulin-treated pregnant women
with T2D compared to pregnant controls (p = 0:0008 and
p = 0:019, respectively) (Figures 2(a) and 2(b)). The propor-
tions of CD4+ T cells as well as B cells were significantly
higher in women with GDM than in pregnant controls
(p = 0:043 and p = 0:017, respectively) (Figures 2(b) and
2(f)). The frequencies of CD8+ T cells, effector T cells, and
regulatory T cells did not significantly change between the
three groups (Figures 2(c)–2(e)). Besides, the frequencies of
NK cells, NKT cells, intermediate monocytes, and polynu-
clear neutrophils did not differ between the three groups
(Figures 3(a)–3(c) and 3(e)). In contrast, the frequency of
classical monocytes was significantly lower in women with
GDM than in pregnant controls (p = 0:022) (Figure 3(d))
and nonclassical monocytes were increased in insulin-
treated pregnant women with T2D compared to those in
pregnant controls (p = 0:011) (Figure 3(f)).
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3.3. Proliferative Capacity of T Cells in GDM and Insulin-
Treated T2D. Under anti-CD3/anti-CD28 and PHA stimula-
tion, the proliferative abilities of T cells were similar between
the three groups, women with GDM (p = 0:035 and p = 0:04),

insulin-treated T2D pregnant women (p = 0:028 and p =
0:012), and pregnant control women (p = 0:001 and p =
0:001), as compared to unstimulated cells (Figure 4). How-
ever, it is interesting to note that the mitogens (antiCD3/CD28
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Figure 1: Cytometry-based gating strategies. Total lymphocytes (a) were gated to identify NK cells (CD3-CD56+) and NKT cells (CD3
+CD56+) (b). CD4+ and CD8+ cells were gated from CD3 T cells (c). Regulatory T cells (d) and effector T cells (e) were, respectively,
gated from CD4+CD25+CD127- and CD4+CD25+CD127+ cells. Neutrophil and eosinophil cells were identified based on CD16 from
CD45+ cells in polymorphonuclear (PMN) cells (f). The nonclassical (CD16++CD14+), intermediate (CD14++CD16+), and classical
(CD14++CD16-) monocytes were gated from CD45+ in total monocyte region (g). Total B cells were gated from lymphocytes (h).

Table 1: Anthropometric and biochemical data of subjects.

Pregnant controls n = 25 Women with GDM n = 15 Insulin-treated T2D pregnant women n = 20
Age of subjects

Mean 29:19 ± 3:94 30:6 ± 3:04 33 ± 3:38
Minimum-maximum 25-39 26-37 29-38

Gestational age (weeks) 28-32 28-35 28-36

Fasting glucose (g/L) 0:80 ± 0:03 1:23 ± 0:05αβ 0:89 ± 0:02
HbA1c (%) 5:62 ± 0:27 6:58 ± 0:53 5:90 ± 0:1
Duration of disease (years) — — 3:4 ± 2:1
HbA1c: glycosylated hemoglobin. Values are means ± SEM. n = 15 women with GDM, n = 20 insulin-treated T2D pregnant women, and n = 25 pregnant
controls. αp < 0:001 indicates significant difference between pregnant controls and women with GDM. βp < 0:001 indicates significant difference between
women with GDM and insulin-treated T2D pregnant women.
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and PHA) have shown the same power of stimulation on T
cells from three groups of pregnant women (Figure 4).

3.4. Cytokine Profiles in Serum and in T Cell Culture
Supernatants. As compared to control pregnant women,
serum IL-2 and IFN-γ increased (p = 0:002 and p = 0:029)
while IL-10 diminished (p = 0:017 and p = 0:002) in women
with GDM and insulin-treated T2D pregnant woman
(Figure 5). However, IL-4 concentrations did not differ
between the three groups of pregnant women. Th1/Th2 ratios
determined as IL-2/IL-4 and IFN-γ/IL-4 were shifted towards

Th1 phenotype in women with GDM and insulin-treated
T2D pregnant women (Table 2).

Besides, in PBMC culture supernatants, IL-2 and IFN-γ
concentrations were significantly increased after PHA stim-
ulation in the three groups compared to unstimulated cells
(Figure 6). The IL-4 secretion level in culture supernatant
did not differ in all pregnant women before and after stim-
ulation with PHA (Figure 6). In contrast, IL-10 produc-
tion in the supernatant after PHA-stimulation significantly
increased in pregnant controls (p = 0:002) and in insulin-
treated T2D pregnant women (p = 0:027) but not in women
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Figure 2: Frequencies of peripheral blood adaptative immunity cells in women with gestational diabetes mellitus (GDM), insulin-treated T2D
pregnant women, and pregnant controls. Data shown as box plots representing medians (with 25th and 75th percentiles) and whiskers (10th
and 90th percentiles) of immune cell subset frequencies: (a) total lymphocytes, (b) CD4+ T cells, (c) CD8+ T cells, (d) effector T cells (CD4
+CD25+CD127+), (e) regulatory T cells (CD4+CD25+CD127-FoxP3+), (f) CD19+ B lymphocytes from n = 15 women with GDM, n = 20
insulin-treated T2D pregnant women, and n = 25 pregnant controls. The statistical differences were determined using the nonparametric
Kruskal-Wallis test. ∗p < 0:05; ∗∗p < 0:01; ∗∗∗p < 0:001.
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with GDM (Figure 6). It is worthy to note that, IL-2, IFN-γ,
and IL-4 increased at a similar level after PHA stimulation
(Figure 6).

4. Discussion

More and more evidence is accumulating and showing that
the immune system, through immune cells and their prod-
ucts (cytokines and antibodies), plays a crucial role in modu-

lating the severity of preexisting diabetes or diabetes
occurring during pregnancy called gestational diabetes melli-
tus [39, 40]. In this context, any therapeutic intervention that
could minimize the severity of diabetes during pregnancy
could have an impact on the immune status of women with
GDM and T2D pregnancy. Here, we investigated the effect
of insulin treatment on the profile of immune cell subpopu-
lations and their cytokines in pregnant women with T2D in
comparison to women with GDM and healthy pregnant
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Figure 3: Frequencies of peripheral blood innate immunity cells in women with gestationnel diabetes mellitus (GDM), insulin-treated T2D
pregnant women and pregnant controls. Data shown as box plots representing medians (with 25th and 75th percentiles) and whiskers (with
10th and 90th percentiles) of immune cell subset frequencies: (a) NK cells (CD3-CD56+), (b) NKT cells (CD3+CD56+), (c) polynuclear
neutrophils (CD45+CD16+), (d) classical monocytes (CD45+CD14++CD16-), (e) intermediate monocytes (CD45+CD14++CD16+),
(f) nonclassical monocytes (CD45+CD14+CD16++) from n = 15 women with GDM, n = 20 insulin-treated T2D pregnant women, and
n = 25 pregnant controls. The statistical differences were determined using the nonparametric Kruskal-Wallis test. ∗p < 0:05; ∗∗p < 0:01;
∗∗∗p < 0:001.
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women. As far as the model of diabetes is concerned, several
points are worth noting. The GDM offers the opportunity to
study the early pathogenesis of T2D due to their similar path-
ophysiology and their interrelationship [7]. Thus, women
with newly diagnosed GDM represent an ideal population
model to study the immune status of pregnant women with
T2D before insulin treatment. By the same way, prepreg-
nancy care is also needed to prepare women with preexisting

diabetes for pregnancy, such as improving glycemic control
by insulin therapy [23].

As far as metabolic aspect is concerned, all the three
groups of pregnant women, in the present study, exhibited
normal levels of HbA1c, suggesting adequate glycemic con-
trol, although women with GDM elicited high fasting glyce-
mia as compared to other groups. It has been proven that
insulin therapy may improve glycemic control and reduce
the risk of long-term complications in persons with diabetes
[41, 42]. The high glycemia was observed in women with
GDM although their normal level of glycosylated hemoglo-
bin might be explained by the fact that these pregnant
women are newly diagnosed for GDM and they have not
yet been submitted to any treatment [41, 42]. However, preg-
nant women with type 2 diabetes who showed normal glyce-
mia and HbA1c were still on insulin treatment during almost
3:4 ± 2:1 years of duration of disease [43, 44].

It has been proven that insulin therapy through the regu-
lation of metabolic mechanisms and immune responses may
improve glycemic control and reduce the risk of long-term
complications in persons with diabetes [45, 46]. However, it
remains unclear whether the control of glycemia may modu-
late the immune status in persons with diabetic pregnancy on
insulin treatment. Very recently, we investigated the effect of
glycemic control on a wide array of immune parameters in
insulin-treated persons with type 1 diabetes [47]. We found
that the insulin-treated persons with type 1 diabetes dis-
played a Th2-biased immune phenotype with a high propor-
tion of effector CD4+ T cells and CD19+ B cells, and a
downregulation of Th1 serum cytokines, irrespective of their
capacity for glycemic control [47]. Moreover, we have
recently conducted another study on nonpregnant person
with type 2 diabetes on insulin treatment. We have observed
in these patients, compared to control subjects, a shift of
Th1/Th2 balance towards an anti-inflammatory Th2 pheno-
type [33]. This phenotype was consistent with a decrease of
the percentages of total lymphocytes (CD3+) and CD8+ T-
cells without any change in CD4+ T cells. However, the fre-
quencies of effector CD4+ T cells, regulatory T cells, and B
cells increased, suggesting a decrease of proinflammatory cel-
lular immunity in nonpregnant type 2 diabetic patients
treated with insulin, as compared to control subjects [33].
The present study evaluates the effects of insulin in combined
context of type 2 diabetes and pregnancy, and we observed an
inverse situation: increased frequencies of total CD3+ lym-
phocytes and CD4+ T cells, without any change in the fre-
quencies of effector CD4+ T cells, and regulatory T (Treg)
cells and B cells in insulin-treated pregnant women with
T2D. Based on these observations, we may state that preg-
nancy did not permit insulin treatment to shift the Th1/Th2
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Table 2: Ratios of serum Th1 and Th2 cytokine concentrations of
subjects.

IL2/IL4 IFN-γ/IL4

Pregnant controls 1.38 3.21

Women with GDM 6.13∗ 6.92∗

Insulin-treated T2D pregnant women 4.08∗ 7.15∗
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balance to an anti-inflammatory phenotype in pregnant
women with T2D [26–29, 31]. The same observations had
been made in women with GDM in whom the profiles of
CD3+, CD4+, and CD8+ T and Treg cells were similar to
those observed in insulin-treated pregnant women with
T2D, with the exception of B cells which increased in GDM
compared to pregnant women with T2D and control preg-
nant women. In fact, our results were supported by those of
Angelo et al. [20] and Mahmoud et al. [48] who have also
observed high percentages of CD4+CD25+ and CD4+Th17
cells in insulin-treated women with GDM, suggesting that
insulin treatment did not influence the proportion of these
cells in pregnant women with in type 2 diabetes as well as
in women with GDM [49].

In addition, the decrease of cellular immunity observed in
nonpregnant women with T2D treated with insulin was con-
comitant with the increase of the humoral immunity, consis-
tent with a high number of B cells in these patients [33]. This
is not the case in pregnant women with T2D treated with
insulin as in the present study. However, the proportion of
B cells increased in women with GDM, suggesting an
increased humoral immunity during GDM, although the cel-
lular immunity increased. This finding was in accordance

with previous results which reported that GDM was associ-
ated with an increased maternal humoral immune response
against paternal HLA antigens expressed by the fetus [50].
Besides, other researchers have very recently confirmed that
the percentage of B lymphocytes was positively associated
with insulin resistance in GDM [51].

Interestingly in the present study, high frequencies of
total CD3+ and CD4+ T cells were concomitant with high
serum IL-2 and IFN-γ concentrations observed in insulin-
treated pregnant women with T2D and women with GDM
compared to pregnant controls. In fact, being a T cell growth
factor, IL-2 could induce the increase of T cells by its auto-
crine action [52]. High production of IFN-γ and low level
of IL-4 confirmed the proinflammatory Th1 phenotype in
insulin-treated T2D pregnant women as well as in women
with GDM in this study. Our results are in agreement with
those of Seck et al. [4] who reported the proinflammatory sta-
tus in pregnant diabetic women, which could be responsible
of recurrent miscarriage and spontaneous abortion [3].

The anti-inflammatory effect of insulin has been also
revealed in our previous study through the increase of serum
IL-10 level in T2D patients without pregnancy treated with
insulin [33]. In the present study, the serum IL-10 level was
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lower in insulin-treated T2D pregnant women and women
with GDM compared to pregnant controls. In fact, the present
results showed that, despite its anti-inflammatory and immu-
noregulatory properties [26–29, 31], insulin did not induce an
anti-inflammatory effect on T2D pregnancy or GDM. Similar
results have been obtained by Seck et al. [4] who have
observed, at a transcriptional level, a decrease of IL-10 mRNA
expression in obese gestational diabetic mothers without insu-
lin treatment, suggesting that insulin had no effect on this
cytokine in diabetic mothers [4]. Such observations could be
explained by a strong correlation between low systemic IL-
10 levels and hyperinsulinemia and insulin resistance or by
impaired suppressive activity of regulatory T cells in insulin-
treated T2D pregnant women and in women with GDM [53,
54]. Again, low IL-10 levels, confirming decreased suppressive
activity of Treg cells, were consistent with Th1 proinflamma-
tory phenotype and increased cellular immunity in these
patients. However, it is important to recognize that other stud-
ies have reported a downregulation of Th1 cytokines in GDM
[1]. Be that it may, our current findings showed that insulin
could not induce the shift of Th1/Th2 balance to an anti-
inflammatory Th2 phenotype in T2D pregnant patients, as
we had previously observed in nonpregnant T2D patients
[4]. However, the proinflammatory phenotype associated with
GDM was offset by the increased humoral immunity in
women with GDM [50, 51].

The T cell functional test performed by in vitro stimula-
tion assay of T cells showed similar proliferative capacity of
T lymphocytes and similar secretion of IL-2 and IFN-γ in
pregnant women, regardless of GDM and T2D, suggesting
that lymphocyte reactivity was not affected neither by
GDM nor by insulin-treated T2D. Moreover, the mitogen
did not increase IL-10 secretion in the supernatants of T cell
culture in women with GDM, although it increased its
secretion in insulin-treated T2D pregnant women and preg-
nant controls, despite the no difference in the proportion of
regulatory T cells between the three groups. These data were
supported by previous studies which showed that the per-
centage of total CD4+CD127low+/−CD25+FoxP3+ Treg
cells was not affected in women with GDM although
immune-suppressive activity of these cells reduced as
observed in these patients compared to pregnant controls
[53]. This may also explain the low IL-10 secretion by
PBMCs in women with GDM. In fact, it has been reported
that high IL-10 production capacity could confer protection
against insulin resistance and T2D [55].

As well as innate immunity cells are concerned,
human blood monocytes can be classified into three subsets:
classical monocytes (CD14++CD16-), intermediate mono-
cytes (CD14++CD16+), and nonclassical monocytes (CD14
+CD16++) [56]. Since monocytes which express CD16 rep-
resent a sensitive marker of inflammation or cellular acti-
vation, the role of these cells in various diseases has
considerable interest in recent years [57–60]. In the present
study, the frequencies of classical monocytes decreased while
those of nonclassical monocytes increased without any
change in intermediate monocytes in women with GDM
and insulin-treated T2D pregnant women, compared to con-
trol pregnant women. In fact, contradictory results have been

obtained by other researchers who have observed an increased
percentage of total and classical monocytes in women with
GDM compared to the controls [19]. This discrepancy may
be explained by the proinflammatory status of GDM women
[4], since nonclassical monocytes are involved in the produc-
tion of inflammatory cytokines [61]. Similar results have
been reported in type 2 diabetic patients without pregnancy
[60–62], suggesting that pregnancy did not affect the number
of these cells.

In summary, our study showed that, although treated with
insulin, T2D pregnant women displayed a proinflammatory
status consistent with high proportions of CD3+ and CD4+
T cells, upregulation of Th1 cytokines, and low IL-10 produc-
tion, suggesting a reduced immune-suppressive activity of
regulatory T cells. However, GDM, showing proinflamma-
tory status, was associated with activation and maintenance
of humoral immunity consistent with high proportion of
CD19+ B cells. Further investigations are needed to better
understand the lack of response to insulin in T2D pregnancy
and the clinical implications of theses immunological param-
eters in the monitoring of complications associated with
diabetes during pregnancy.
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