
Mathematical Problems in Engineering

Recent Progress in Sliding Mode
Control Theory and Applications

Lead Guest Editor: Shihong Ding
Guest Editors: Haibo Du, Chih-Chiang Chen, and Jyoti Mishra

 



Recent Progress in Sliding Mode Control
Theory and Applications



Mathematical Problems in Engineering

Recent Progress in Sliding Mode Control
Theory and Applications

Lead Guest Editor: Shihong Ding
Guest Editors: Haibo Du, Chih-Chiang Chen, and
Jyoti Mishra



Copyright © 2021 Hindawi Limited. All rights reserved.

is is a special issue published in “Mathematical Problems in Engineering.” All articles are open access articles distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor
Guangming Xie  , China

Academic Editors
Kumaravel A  , India
Waqas Abbasi, Pakistan
Mohamed Abd El Aziz  , Egypt
Mahmoud Abdel-Aty  , Egypt
Mohammed S. Abdo, Yemen
Mohammad Yaghoub Abdollahzadeh
Jamalabadi  , Republic of Korea
Rahib Abiyev  , Turkey
Leonardo Acho  , Spain
Daniela Addessi  , Italy
Arooj Adeel  , Pakistan
Waleed Adel  , Egypt
Ramesh Agarwal  , USA
Francesco Aggogeri  , Italy
Ricardo Aguilar-Lopez  , Mexico
Afaq Ahmad  , Pakistan
Naveed Ahmed  , Pakistan
Elias Aifantis  , USA
Akif Akgul  , Turkey
Tareq Al-shami  , Yemen
Guido Ala, Italy
Andrea Alaimo  , Italy
Reza Alam, USA
Osamah Albahri  , Malaysia
Nicholas Alexander  , United Kingdom
Salvatore Alfonzetti, Italy
Ghous Ali  , Pakistan
Nouman Ali  , Pakistan
Mohammad D. Aliyu  , Canada
Juan A. Almendral  , Spain
A.K. Alomari, Jordan
José Domingo Álvarez  , Spain
Cláudio Alves  , Portugal
Juan P. Amezquita-Sanchez, Mexico
Mukherjee Amitava, India
Lionel Amodeo, France
Sebastian Anita, Romania
Costanza Arico  , Italy
Sabri Arik, Turkey
Fausto Arpino  , Italy
Rashad Asharabi  , Saudi Arabia
Farhad Aslani  , Australia
Mohsen Asle Zaeem  , USA

Andrea Avanzini  , Italy
Richard I. Avery  , USA
Viktor Avrutin  , Germany
Mohammed A. Awadallah  , Malaysia
Francesco Aymerich  , Italy
Sajad Azizi  , Belgium
Michele Bacciocchi  , Italy
Seungik Baek  , USA
Khaled Bahlali, France
M.V.A Raju Bahubalendruni, India
Pedro Balaguer  , Spain
P. Balasubramaniam, India
Stefan Balint  , Romania
Ines Tejado Balsera  , Spain
Alfonso Banos  , Spain
Jerzy Baranowski  , Poland
Tudor Barbu  , Romania
Andrzej Bartoszewicz  , Poland
Sergio Baselga  , Spain
S. Caglar Baslamisli  , Turkey
David Bassir  , France
Chiara Bedon  , Italy
Azeddine Beghdadi, France
Andriette Bekker  , South Africa
Francisco Beltran-Carbajal  , Mexico
Abdellatif Ben Makhlouf  , Saudi Arabia
Denis Benasciutti  , Italy
Ivano Benedetti  , Italy
Rosa M. Benito  , Spain
Elena Benvenuti  , Italy
Giovanni Berselli, Italy
Michele Betti  , Italy
Pietro Bia  , Italy
Carlo Bianca  , France
Simone Bianco  , Italy
Vincenzo Bianco, Italy
Vittorio Bianco, Italy
David Bigaud  , France
Sardar Muhammad Bilal  , Pakistan
Antonio Bilotta  , Italy
Sylvio R. Bistafa, Brazil
Chiara Boccaletti  , Italy
Rodolfo Bontempo  , Italy
Alberto Borboni  , Italy
Marco Bortolini, Italy

https://orcid.org/0000-0001-6504-0087
https://orcid.org/0000-0002-7624-9748
https://orcid.org/0000-0002-2062-4801
https://orcid.org/0000-0001-8841-3165
https://orcid.org/0000-0002-6567-8109
https://orcid.org/0000-0002-2682-7474
https://orcid.org/0000-0002-4965-1133
https://orcid.org/0000-0003-0580-3200
https://orcid.org/0000-0003-1951-2148
https://orcid.org/0000-0002-0557-8536
https://orcid.org/0000-0002-9642-1023
https://orcid.org/0000-0001-9414-3763
https://orcid.org/0000-0003-2697-3153
https://orcid.org/0000-0001-9427-4296
https://orcid.org/0000-0002-5020-199X
https://orcid.org/0000-0002-6846-5686
https://orcid.org/0000-0001-9151-3052
https://orcid.org/%200000-0002-8074-1102
https://orcid.org/0000-0002-6691-6965
https://orcid.org/0000-0002-7844-3990
https://orcid.org/0000-0002-6837-5330
https://orcid.org/0000-0001-5316-3063
https://orcid.org/0000-0002-0721-201X
https://orcid.org/0000-0002-6417-841X
https://orcid.org/0000-0003-1100-7446
https://orcid.org/0000-0003-2791-8105
https://orcid.org/0000-0002-4017-1184
https://orcid.org/0000-0001-7173-0981
https://orcid.org/0000-0002-3987-5555
https://orcid.org/0000-0002-6616-2008
https://orcid.org/0000-0002-0505-6068
https://orcid.org/0000-0002-5164-6122
https://orcid.org/0000-0002-7188-7687
https://orcid.org/0000-0002-2270-2527
https://orcid.org/0000-0001-7931-8844
https://orcid.org/0000-0002-7815-8946
https://orcid.org/0000-0003-3474-4684
https://orcid.org/0000-0001-9953-7657
https://orcid.org/0000-0002-1152-2336
https://orcid.org/0000-0003-2007-339X
https://orcid.org/0000-0002-4082-2944
https://orcid.org/0000-0003-4573-9338
https://orcid.org/0000-0001-5542-348X
https://orcid.org/0000-0003-2711-4385
https://orcid.org/0000-0003-3313-581X
https://orcid.org/0000-0001-9684-8417
https://orcid.org/0000-0002-1271-8488
https://orcid.org/0000-0002-0492-4003
https://orcid.org/0000-0002-7476-2257
https://orcid.org/0000-0002-5364-9992
https://orcid.org/0000-0003-3875-2817
https://orcid.org/0000-0003-4793-5674
https://orcid.org/0000-0001-5244-5587
https://orcid.org/0000-0001-7142-7026
https://orcid.org/0000-0001-5999-5629
https://orcid.org/0000-0003-3755-2768
https://orcid.org/0000-0003-3949-8232
https://orcid.org/0000-0002-4888-4904
https://orcid.org/0000-0002-8389-3355
https://orcid.org/0000-0003-3598-2182
https://orcid.org/0000-0003-1122-7510
https://orcid.org/0000-0002-7070-1545
https://orcid.org/0000-0001-8474-2885
https://orcid.org/0000-0002-7803-9218
https://orcid.org/0000-0003-1873-4670
https://orcid.org/0000-0003-3548-5741
https://orcid.org/0000-0001-8087-5111
https://orcid.org/0000-0001-7069-1095


Paolo Boscariol, Italy
Daniela Boso  , Italy
Guillermo Botella-Juan, Spain
Abdesselem Boulkroune  , Algeria
Boulaïd Boulkroune, Belgium
Fabio Bovenga  , Italy
Francesco Braghin  , Italy
Ricardo Branco, Portugal
Julien Bruchon  , France
Matteo Bruggi  , Italy
Michele Brun  , Italy
Maria Elena Bruni, Italy
Maria Angela Butturi  , Italy
Bartłomiej Błachowski  , Poland
Dhanamjayulu C  , India
Raquel Caballero-Águila  , Spain
Filippo Cacace  , Italy
Salvatore Caddemi  , Italy
Zuowei Cai  , China
Roberto Caldelli  , Italy
Francesco Cannizzaro  , Italy
Maosen Cao  , China
Ana Carpio, Spain
Rodrigo Carvajal  , Chile
Caterina Casavola, Italy
Sara Casciati, Italy
Federica Caselli  , Italy
Carmen Castillo  , Spain
Inmaculada T. Castro  , Spain
Miguel Castro  , Portugal
Giuseppe Catalanotti  , United Kingdom
Alberto Cavallo  , Italy
Gabriele Cazzulani  , Italy
Fatih Vehbi Celebi, Turkey
Miguel Cerrolaza  , Venezuela
Gregory Chagnon  , France
Ching-Ter Chang  , Taiwan
Kuei-Lun Chang  , Taiwan
Qing Chang  , USA
Xiaoheng Chang  , China
Prasenjit Chatterjee  , Lithuania
Kacem Chehdi, France
Peter N. Cheimets, USA
Chih-Chiang Chen  , Taiwan
He Chen  , China

Kebing Chen  , China
Mengxin Chen  , China
Shyi-Ming Chen  , Taiwan
Xizhong Chen  , Ireland
Xue-Bo Chen  , China
Zhiwen Chen  , China
Qiang Cheng, USA
Zeyang Cheng, China
Luca Chiapponi  , Italy
Francisco Chicano  , Spain
Tirivanhu Chinyoka  , South Africa
Adrian Chmielewski  , Poland
Seongim Choi  , USA
Gautam Choubey  , India
Hung-Yuan Chung  , Taiwan
Yusheng Ci, China
Simone Cinquemani  , Italy
Roberto G. Citarella  , Italy
Joaquim Ciurana  , Spain
John D. Clayton  , USA
Piero Colajanni  , Italy
Giuseppina Colicchio, Italy
Vassilios Constantoudis  , Greece
Enrico Conte, Italy
Alessandro Contento  , USA
Mario Cools  , Belgium
Gino Cortellessa, Italy
Carlo Cosentino  , Italy
Paolo Crippa  , Italy
Erik Cuevas  , Mexico
Guozeng Cui  , China
Mehmet Cunkas  , Turkey
Giuseppe D'Aniello  , Italy
Peter Dabnichki, Australia
Weizhong Dai  , USA
Zhifeng Dai  , China
Purushothaman Damodaran  , USA
Sergey Dashkovskiy, Germany
Adiel T. De Almeida-Filho  , Brazil
Fabio De Angelis  , Italy
Samuele De Bartolo  , Italy
Stefano De Miranda  , Italy
Filippo De Monte  , Italy

https://orcid.org/0000-0001-6511-4998
https://orcid.org/0000-0002-1392-6932
https://orcid.org/0000-0001-5602-9919
https://orcid.org/0000-0002-0476-4118
https://orcid.org/0000-0001-5867-5842
https://orcid.org/0000-0003-3403-6127
https://orcid.org/0000-0002-4760-9062
https://orcid.org/0000-0003-1639-6065
https://orcid.org/0000-0001-6021-0374
https://orcid.org/0000-0001-9958-754X
https://orcid.org/0000-0001-7659-7649
https://orcid.org/0000-0003-1060-744X
https://orcid.org/0000-0002-2438-2395
https://orcid.org/0000-0003-4470-7107
https://orcid.org/0000-0003-3471-1196
https://orcid.org/0000-0001-8698-1329
https://orcid.org/0000-0001-6640-1905
https://orcid.org/0000-0002-3336-8683
https://orcid.org/0000-0001-6663-8603
https://orcid.org/0000-0003-2614-9084
https://orcid.org/0000-0002-2590-8379
https://orcid.org/0000-0001-9732-9969
https://orcid.org/0000-0001-9326-9575
https://orcid.org/0000-0002-7985-7722
https://orcid.org/0000-0002-2447-7570
https://orcid.org/0000-0003-0415-0666
https://orcid.org/0000-0002-9386-7046
https://orcid.org/0000-0001-8137-8838
https://orcid.org/0000-0001-6426-7327
https://orcid.org/0000-0003-3744-1371
https://orcid.org/0000-0002-6197-1623
https://orcid.org/0000-0002-7994-4252
https://orcid.org/0000-0002-2254-723X
https://orcid.org/0000-0001-6356-1655
https://orcid.org/0000-0003-2072-7592
https://orcid.org/0000-0002-9122-4493
https://orcid.org/0000-0001-8648-631X
https://orcid.org/0000-0001-8073-5741
https://orcid.org/0000-0001-6799-7667
https://orcid.org/0000-0002-4759-0904
https://orcid.org/0000-0002-0621-788X
https://orcid.org/0000-0003-1259-2990
https://orcid.org/0000-0001-7782-2043
https://orcid.org/0000-0002-2049-578X
https://orcid.org/0000-0002-2068-170X
https://orcid.org/0000-0003-4266-6356
https://orcid.org/0000-0002-1787-173X
https://orcid.org/0000-0001-9296-0874
https://orcid.org/0000-0003-3167-019X
https://orcid.org/0000-0002-6574-5551
https://orcid.org/0000-0003-4107-6282
https://orcid.org/0000-0003-0562-8596
https://orcid.org/0000-0003-3164-977X
https://orcid.org/0000-0003-3811-8074
https://orcid.org/0000-0003-3098-2693
https://orcid.org/0000-0001-5768-1829
https://orcid.org/0000-0003-4504-7550
https://orcid.org/0000-0002-0358-6049
https://orcid.org/0000-0001-6880-4361
https://orcid.org/0000-0002-5031-7618
https://orcid.org/0000-0002-8687-9348
https://orcid.org/0000-0002-3194-7710
https://orcid.org/0000-0002-7912-1280
https://orcid.org/0000-0002-6925-8486
https://orcid.org/0000-0001-6069-3601
https://orcid.org/0000-0002-2745-6396
https://orcid.org/0000-0002-6158-6055
https://orcid.org/0000-0002-9624-651X
https://orcid.org/0000-0003-0174-6990


José António Fonseca De Oliveira
Correia  , Portugal
Jose Renato De Sousa  , Brazil
Michael Defoort, France
Alessandro Della Corte, Italy
Laurent Dewasme  , Belgium
Sanku Dey  , India
Gianpaolo Di Bona  , Italy
Roberta Di Pace  , Italy
Francesca Di Puccio  , Italy
Ramón I. Diego  , Spain
Yannis Dimakopoulos  , Greece
Hasan Dinçer  , Turkey
José M. Domínguez  , Spain
Georgios Dounias, Greece
Bo Du  , China
Emil Dumic, Croatia
Madalina Dumitriu  , United Kingdom
Premraj Durairaj  , India
Saeed Eekhar Azam, USA
Said El Kaali  , Morocco
Antonio Elipe  , Spain
R. Emre Erkmen, Canada
John Escobar  , Colombia
Leandro F. F. Miguel  , Brazil
FRANCESCO FOTI  , Italy
Andrea L. Facci  , Italy
Shahla Faisal  , Pakistan
Giovanni Falsone  , Italy
Hua Fan, China
Jianguang Fang, Australia
Nicholas Fantuzzi  , Italy
Muhammad Shahid Farid  , Pakistan
Hamed Faroqi, Iran
Yann Favennec, France
Fiorenzo A. Fazzolari  , United Kingdom
Giuseppe Fedele  , Italy
Roberto Fedele  , Italy
Baowei Feng  , China
Mohammad Ferdows  , Bangladesh
Arturo J. Fernández  , Spain
Jesus M. Fernandez Oro, Spain
Francesco Ferrise, Italy
Eric Feulvarch  , France
ierry Floquet, France

Eric Florentin  , France
Gerardo Flores, Mexico
Antonio Forcina  , Italy
Alessandro Formisano, Italy
Francesco Franco  , Italy
Elisa Francomano  , Italy
Juan Frausto-Solis, Mexico
Shujun Fu  , China
Juan C. G. Prada  , Spain
HECTOR GOMEZ  , Chile
Matteo Gaeta  , Italy
Mauro Gaggero  , Italy
Zoran Gajic  , USA
Jaime Gallardo-Alvarado  , Mexico
Mosè Gallo  , Italy
Akemi Gálvez  , Spain
Maria L. Gandarias  , Spain
Hao Gao  , Hong Kong
Xingbao Gao  , China
Yan Gao  , China
Zhiwei Gao  , United Kingdom
Giovanni Garcea  , Italy
José García  , Chile
Harish Garg  , India
Alessandro Gasparetto  , Italy
Stylianos Georgantzinos, Greece
Fotios Georgiades  , India
Parviz Ghadimi  , Iran
Ștefan Cristian Gherghina  , Romania
Georgios I. Giannopoulos  , Greece
Agathoklis Giaralis  , United Kingdom
Anna M. Gil-Lafuente  , Spain
Ivan Giorgio  , Italy
Gaetano Giunta  , Luxembourg
Jefferson L.M.A. Gomes  , United
Kingdom
Emilio Gómez-Déniz  , Spain
Antonio M. Gonçalves de Lima  , Brazil
Qunxi Gong  , China
Chris Goodrich, USA
Rama S. R. Gorla, USA
Veena Goswami  , India
Xunjie Gou  , Spain
Jakub Grabski  , Poland

https://orcid.org/0000-0002-4148-9426
https://orcid.org/0000-0001-7132-1264
https://orcid.org/0000-0002-1688-167X
https://orcid.org/0000-0001-8523-8189
https://orcid.org/0000-0001-9567-5534
https://orcid.org/0000-0001-7589-8570
https://orcid.org/0000-0003-4558-1497
https://orcid.org/0000-0002-8531-6383
https://orcid.org/0000-0002-8671-0657
https://orcid.org/0000-0002-8072-031X
https://orcid.org/0000-0002-2586-5081
https://orcid.org/0000-0002-4484-8789
https://orcid.org/0000-0002-9978-9499
https://orcid.org/0000-0002-3965-3362
https://orcid.org/0000-0001-9282-5154
https://orcid.org/0000-0001-5208-4494
https://orcid.org/0000-0001-6175-9553
https://orcid.org/0000-0002-7881-1642
https://orcid.org/0000-0002-0339-4653
https://orcid.org/0000-0002-0344-7508
https://orcid.org/0000-0002-6303-5986
https://orcid.org/0000-0003-2668-5100
https://orcid.org/0000-0002-8406-4882
https://orcid.org/0000-0002-8384-2830
https://orcid.org/0000-0002-7321-6772
https://orcid.org/0000-0003-0273-780X
https://orcid.org/0000-0003-1057-9581
https://orcid.org/0000-0003-4507-8170
https://orcid.org/0000-0002-8696-9116
https://orcid.org/0000-0003-2646-0905
https://orcid.org/0000-0003-2055-3764
https://orcid.org/0000-0003-1192-6733
https://orcid.org/0000-0002-8831-8309
https://orcid.org/0000-0002-9869-2820
https://orcid.org/0000-0003-0438-5115
https://orcid.org/0000-0002-6776-465X
https://orcid.org/0000-0002-7793-8625
https://orcid.org/0000-0003-3726-5507
https://orcid.org/0000-0001-7209-3355
https://orcid.org/0000-0002-5048-4141
https://orcid.org/0000-0002-0187-6181
https://orcid.org/0000-0002-8208-0432
https://orcid.org/0000-0002-9023-0752
https://orcid.org/0000-0002-2100-2289
https://orcid.org/0000-0001-8604-8272
https://orcid.org/0000-0003-0148-3713
https://orcid.org/0000-0002-3253-7529
https://orcid.org/0000-0002-1889-399X
https://orcid.org/0000-0001-5464-3288
https://orcid.org/0000-0002-0842-3521
https://orcid.org/0000-0003-3126-8352
https://orcid.org/0000-0001-9099-8422
https://orcid.org/0000-0001-9902-9783
https://orcid.org/0000-0002-2784-6976
https://orcid.org/0000-0002-9315-5428
https://orcid.org/0000-0003-2911-6480
https://orcid.org/0000-0002-0004-8421
https://orcid.org/0000-0002-2952-1171
https://orcid.org/0000-0003-0905-3929
https://orcid.org/0000-0002-0044-9188
https://orcid.org/0000-0003-1694-5132
https://orcid.org/0000-0003-0845-2274
https://orcid.org/0000-0002-5072-7908
https://orcid.org/0000-0003-0170-6083
https://orcid.org/0000-0001-9076-0537
https://orcid.org/0000-0002-4260-4721
https://orcid.org/0000-0003-1963-0451
https://orcid.org/0000-0002-0553-1084


Antoine Grall  , France
George A. Gravvanis  , Greece
Fabrizio Greco  , Italy
David Greiner  , Spain
Jason Gu  , Canada
Federico Guarracino  , Italy
Michele Guida  , Italy
Muhammet Gul  , Turkey
Dong-Sheng Guo  , China
Hu Guo  , China
Zhaoxia Guo, China
Yusuf Gurefe, Turkey
Salim HEDDAM  , Algeria
ABID HUSSANAN, China
Quang Phuc Ha, Australia
Li Haitao  , China
Petr Hájek  , Czech Republic
Mohamed Hamdy  , Egypt
Muhammad Hamid  , United Kingdom
Renke Han  , United Kingdom
Weimin Han  , USA
Xingsi Han, China
Zhen-Lai Han  , China
omas Hanne  , Switzerland
Xinan Hao  , China
Mohammad A. Hariri-Ardebili  , USA
Khalid Hattaf  , Morocco
Defeng He  , China
Xiao-Qiao He, China
Yanchao He, China
Yu-Ling He  , China
Ramdane Hedjar  , Saudi Arabia
Jude Hemanth  , India
Reza Hemmati, Iran
Nicolae Herisanu  , Romania
Alfredo G. Hernández-Diaz  , Spain
M.I. Herreros  , Spain
Eckhard Hitzer  , Japan
Paul Honeine  , France
Jaromir Horacek  , Czech Republic
Lei Hou  , China
Yingkun Hou  , China
Yu-Chen Hu  , Taiwan
Yunfeng Hu, China

Can Huang  , China
Gordon Huang  , Canada
Linsheng Huo  , China
Sajid Hussain, Canada
Asier Ibeas  , Spain
Orest V. Iime  , e Netherlands
Przemyslaw Ignaciuk  , Poland
Giacomo Innocenti  , Italy
Emilio Insfran Pelozo  , Spain
Azeem Irshad, Pakistan
Alessio Ishizaka, France
Benjamin Ivorra  , Spain
Breno Jacob  , Brazil
Reema Jain  , India
Tushar Jain  , India
Amin Jajarmi  , Iran
Chiranjibe Jana  , India
Łukasz Jankowski  , Poland
Samuel N. Jator  , USA
Juan Carlos Jáuregui-Correa  , Mexico
Kandasamy Jayakrishna, India
Reza Jazar, Australia
Khalide Jbilou, France
Isabel S. Jesus  , Portugal
Chao Ji  , China
Qing-Chao Jiang  , China
Peng-fei Jiao  , China
Ricardo Fabricio Escobar Jiménez  , Mexico
Emilio Jiménez Macías  , Spain
Maolin Jin, Republic of Korea
Zhuo Jin, Australia
Ramash Kumar K  , India
BHABEN KALITA  , USA
MOHAMMAD REZA KHEDMATI  , Iran
Viacheslav Kalashnikov  , Mexico
Mathiyalagan Kalidass  , India
Tamas Kalmar-Nagy  , Hungary
Rajesh Kaluri  , India
Jyotheeswara Reddy Kalvakurthi, India
Zhao Kang  , China
Ramani Kannan  , Malaysia
Tomasz Kapitaniak  , Poland
Julius Kaplunov, United Kingdom
Konstantinos Karamanos, Belgium
Michal Kawulok, Poland

https://orcid.org/0000-0002-6900-7951
https://orcid.org/0000-0003-1562-3633
https://orcid.org/0000-0001-9423-4964
https://orcid.org/0000-0002-4132-7144
https://orcid.org/0000-0002-7626-1077
https://orcid.org/0000-0001-7017-5170
https://orcid.org/0000-0002-4116-5624
https://orcid.org/0000-0002-5319-4289
https://orcid.org/0000-0002-8304-2788
https://orcid.org/0000-0002-7273-0446
https://orcid.org/0000-0002-8055-8463
https://orcid.org/0000-0001-5322-5375
https://orcid.org/0000-0001-5579-1215
https://orcid.org/0000-0002-6248-0439
https://orcid.org/0000-0002-1607-8262
https://orcid.org/0000-0002-7239-9546
https://orcid.org/0000-0002-0960-2281
https://orcid.org/0000-0002-0794-0797
https://orcid.org/0000-0002-5636-1660
https://orcid.org/0000-0002-1716-7718
https://orcid.org/0000-0001-6772-1468
https://orcid.org/0000-0002-5032-3639
https://orcid.org/0000-0002-8183-2372
https://orcid.org/0000-0003-2719-8128
https://orcid.org/0000-0002-4648-1554
https://orcid.org/0000-0002-6091-1880
https://orcid.org/0000-0003-2968-5309
https://orcid.org/0000-0002-2392-3786
https://orcid.org/0000-0001-5284-8060
https://orcid.org/0000-0002-5587-6750
https://orcid.org/0000-0002-3042-183X
https://orcid.org/0000-0001-7045-3070
https://orcid.org/0000-0003-0271-7323
https://orcid.org/0000-0003-2153-9040
https://orcid.org/0000-0002-5055-3645
https://orcid.org/0000-0001-7128-6964
https://orcid.org/0000-0002-4737-7601
https://orcid.org/0000-0002-3044-2630
https://orcid.org/0000-0001-5094-3152
https://orcid.org/0000-0002-2867-9524
https://orcid.org/0000-0003-4420-9941
https://orcid.org/0000-0002-2110-826X
https://orcid.org/0000-0003-0855-5564
https://orcid.org/0000-0002-0536-7149
https://orcid.org/0000-0001-9446-1825
https://orcid.org/0000-0001-9983-247X
https://orcid.org/0000-0003-2300-1375
https://orcid.org/0000-0003-2768-840X
https://orcid.org/0000-0002-0252-9712
https://orcid.org/0000-0002-9773-0688
https://orcid.org/0000-0001-8167-731X
https://orcid.org/0000-0002-8961-103X
https://orcid.org/0000-0002-7545-5822
https://orcid.org/0000-0002-2657-0509
https://orcid.org/0000-0002-3402-9018
https://orcid.org/0000-0003-1049-1002
https://orcid.org/0000-0003-3367-6552
https://orcid.org/0000-0001-6749-4592
https://orcid.org/0000-0003-4554-520X
https://orcid.org/0000-0001-8361-9308
https://orcid.org/0000-0001-6228-4916
https://orcid.org/0000-0001-6747-580X
https://orcid.org/0000-0003-2323-3328
https://orcid.org/0000-0003-1374-2620
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0003-4103-0954
https://orcid.org/0000-0001-5672-7055
https://orcid.org/0000-0001-9651-752X


Irfan Kaymaz  , Turkey
Vahid Kayvanfar  , Qatar
Krzysztof Kecik  , Poland
Mohamed Khader  , Egypt
Chaudry M. Khalique  , South Africa
Mukhtaj Khan  , Pakistan
Shahid Khan  , Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev  ,
Russia
P.V.V Kishore  , India
Jan Koci  , Czech Republic
Ioannis Kostavelis  , Greece
Sotiris B. Kotsiantis  , Greece
Frederic Kratz  , France
Vamsi Krishna  , India
Edyta Kucharska, Poland
Krzysztof S. Kulpa  , Poland
Kamal Kumar, India
Prof. Ashwani Kumar  , India
Michal Kunicki  , Poland
Cedrick A. K. Kwuimy  , USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei  , Ukraine
Márcio J. Lacerda  , Brazil
Eduardo Lalla  , e Netherlands
Giovanni Lancioni  , Italy
Jaroslaw Latalski  , Poland
Hervé Laurent  , France
Agostino Lauria  , Italy
Aimé Lay-Ekuakille  , Italy
Nicolas J. Leconte  , France
Kun-Chou Lee  , Taiwan
Dimitri Lefebvre  , France
Eric Lefevre  , France
Marek Lefik, Poland
Yaguo Lei  , China
Kauko Leiviskä  , Finland
Ervin Lenzi  , Brazil
ChenFeng Li  , China
Jian Li  , USA
Jun Li  , China
Yueyang Li  , China
Zhao Li  , China

Zhen Li  , China
En-Qiang Lin, USA
Jian Lin  , China
Qibin Lin, China
Yao-Jin Lin, China
Zhiyun Lin  , China
Bin Liu  , China
Bo Liu  , China
Heng Liu  , China
Jianxu Liu  , ailand
Lei Liu  , China
Sixin Liu  , China
Wanquan Liu  , China
Yu Liu  , China
Yuanchang Liu  , United Kingdom
Bonifacio Llamazares  , Spain
Alessandro Lo Schiavo  , Italy
Jean Jacques Loiseau  , France
Francesco Lolli  , Italy
Paolo Lonetti  , Italy
António M. Lopes  , Portugal
Sebastian López, Spain
Luis M. López-Ochoa  , Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito  , Italy
Zhiguo Luo  , China
Gabriel Luque  , Spain
Valentin Lychagin, Norway
YUE MEI, China
Junwei Ma  , China
Xuanlong Ma  , China
Antonio Madeo  , Italy
Alessandro Magnani  , Belgium
Toqeer Mahmood  , Pakistan
Fazal M. Mahomed  , South Africa
Arunava Majumder  , India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi  , Italy
Adnan Maqsood  , Pakistan
Muazzam Maqsood, Pakistan
Giuseppe Carlo Marano  , Italy
Damijan Markovic, France
Filipe J. Marques  , Portugal
Luca Martinelli  , Italy
Denizar Cruz Martins, Brazil

https://orcid.org/0000-0002-9391-7218
https://orcid.org/0000-0001-8268-9873
https://orcid.org/0000-0001-8293-6977
https://orcid.org/0000-0003-2436-0927
https://orcid.org/0000-0002-1986-4859
https://orcid.org/0000-0002-4933-6192
https://orcid.org/0000-0003-0361-4887
https://orcid.org/0000-0003-1635-4746
https://orcid.org/0000-0002-3247-3043
https://orcid.org/0000-0001-5425-3108
https://orcid.org/0000-0003-2882-2914
https://orcid.org/0000-0002-2247-3082
https://orcid.org/0000-0003-2620-803X
https://orcid.org/0000-0003-2192-3018
https://orcid.org/0000-0001-5357-142X
https://orcid.org/0000-0002-2100-900X
https://orcid.org/0000-0003-4281-0127
https://orcid.org/0000-0002-2949-3000
https://orcid.org/0000-0001-8426-0026
https://orcid.org/0000-0001-8487-3535
https://orcid.org/0000-0002-7286-9501
https://orcid.org/0000-0003-2189-9820
https://orcid.org/0000-0001-7745-4391
https://orcid.org/0000-0002-7275-0076
https://orcid.org/0000-0003-4608-3684
https://orcid.org/0000-0002-1762-419X
https://orcid.org/0000-0002-5607-256X
https://orcid.org/0000-0002-7867-4860
https://orcid.org/0000-0001-7060-756X
https://orcid.org/0000-0002-0038-8872
https://orcid.org/0000-0002-5167-1459
https://orcid.org/0000-0003-4447-9861
https://orcid.org/0000-0003-3853-1790
https://orcid.org/0000-0002-6461-4381
https://orcid.org/0000-0003-3439-7539
https://orcid.org/0000-0003-3465-1621
https://orcid.org/0000-0002-1614-0302
https://orcid.org/0000-0002-2502-5330
https://orcid.org/0000-0003-1166-9482
https://orcid.org/0000-0003-4959-2329
https://orcid.org/0000-0002-5523-4467
https://orcid.org/0000-0003-2291-7592
https://orcid.org/0000-0003-4082-9692
https://orcid.org/0000-0003-3923-7526
https://orcid.org/0000-0002-2128-6015
https://orcid.org/0000-0003-3724-0596
https://orcid.org/0000-0002-6660-6780
https://orcid.org/0000-0003-4910-353X
https://orcid.org/0000-0003-2211-3535
https://orcid.org/0000-0001-9306-297X
https://orcid.org/0000-0002-7538-4833
https://orcid.org/0000-0003-3335-4182
https://orcid.org/0000-0003-4853-3861
https://orcid.org/0000-0003-3967-091X
https://orcid.org/0000-0003-0678-6860
https://orcid.org/0000-0001-7359-4370
https://orcid.org/0000-0001-5883-8832
https://orcid.org/0000-0001-7987-0487
https://orcid.org/0000-0002-8669-372X
https://orcid.org/0000-0001-7909-1416
https://orcid.org/0000-0001-8408-2821
https://orcid.org/0000-0003-3263-0616
https://orcid.org/0000-0001-5693-8848
https://orcid.org/0000-0001-6719-7467
https://orcid.org/0000-0003-3125-2430
https://orcid.org/0000-0002-6995-5820
https://orcid.org/0000-0001-7315-7381
https://orcid.org/0000-0002-0574-8945
https://orcid.org/0000-0003-0406-9438
https://orcid.org/0000-0001-8472-2956
https://orcid.org/0000-0001-6453-6558
https://orcid.org/0000-0002-0491-3363


Francisco J. Martos  , Spain
Elio Masciari  , Italy
Paolo Massioni  , France
Alessandro Mauro  , Italy
Jonathan Mayo-Maldonado  , Mexico
Pier Luigi Mazzeo  , Italy
Laura Mazzola, Italy
Driss Mehdi  , France
Zahid Mehmood  , Pakistan
Roderick Melnik  , Canada
Xiangyu Meng  , USA
Jose Merodio  , Spain
Alessio Merola  , Italy
Mahmoud Mesbah  , Iran
Luciano Mescia  , Italy
Laurent Mevel  , France
Constantine Michailides  , Cyprus
Mariusz Michta  , Poland
Prankul Middha, Norway
Aki Mikkola  , Finland
Giovanni Minafò  , Italy
Edmondo Minisci  , United Kingdom
Hiroyuki Mino  , Japan
Dimitrios Mitsotakis  , New Zealand
Ardashir Mohammadzadeh  , Iran
Francisco J. Montáns  , Spain
Francesco Montefusco  , Italy
Gisele Mophou  , France
Rafael Morales  , Spain
Marco Morandini  , Italy
Javier Moreno-Valenzuela  , Mexico
Simone Morganti  , Italy
Caroline Mota  , Brazil
Aziz Moukrim  , France
Shen Mouquan  , China
Dimitris Mourtzis  , Greece
Emiliano Mucchi  , Italy
Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee  , India
Josefa Mula  , Spain
Jose J. Muñoz  , Spain
Giuseppe Muscolino, Italy
Marco Mussetta  , Italy

Hariharan Muthusamy, India
Alessandro Naddeo  , Italy
Raj Nandkeolyar, India
Keivan Navaie  , United Kingdom
Soumya Nayak, India
Adrian Neagu  , USA
Erivelton Geraldo Nepomuceno  , Brazil
AMA Neves, Portugal
Ha Quang inh Ngo  , Vietnam
Nhon Nguyen-anh, Singapore
Papakostas Nikolaos  , Ireland
Jelena Nikolic  , Serbia
Tatsushi Nishi, Japan
Shanzhou Niu  , China
Ben T. Nohara  , Japan
Mohammed Nouari  , France
Mustapha Nourelfath, Canada
Kazem Nouri  , Iran
Ciro Núñez-Gutiérrez  , Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France
Krzysztof Okarma  , Poland
Mitsuhiro Okayasu, Japan
Murat Olgun  , Turkey
Diego Oliva, Mexico
Alberto Olivares  , Spain
Enrique Onieva  , Spain
Calogero Orlando  , Italy
Susana Ortega-Cisneros  , Mexico
Sergio Ortobelli, Italy
Naohisa Otsuka  , Japan
Sid Ahmed Ould Ahmed Mahmoud  ,
Saudi Arabia
Taoreed Owolabi  , Nigeria
EUGENIA PETROPOULOU  , Greece
Arturo Pagano, Italy
Madhumangal Pal, India
Pasquale Palumbo  , Italy
Dragan Pamučar, Serbia
Weifeng Pan  , China
Chandan Pandey, India
Rui Pang, United Kingdom
Jürgen Pannek  , Germany
Elena Panteley, France
Achille Paolone, Italy

https://orcid.org/0000-0002-7655-2915
https://orcid.org/0000-0002-1778-5321
https://orcid.org/0000-0001-8620-9507
https://orcid.org/0000-0001-8778-7237
https://orcid.org/0000-0003-2513-2395
https://orcid.org/0000-0002-7552-2394
https://orcid.org/0000-0002-0045-7364
https://orcid.org/0000-0003-4888-2594
https://orcid.org/0000-0002-1560-6684
https://orcid.org/0000-0003-3381-6690
https://orcid.org/0000-0001-5602-4659
https://orcid.org/0000-0002-8728-2084
https://orcid.org/0000-0002-3344-1350
https://orcid.org/0000-0002-2339-1214
https://orcid.org/0000-0001-8913-7393
https://orcid.org/0000-0002-2016-9079
https://orcid.org/0000-0003-1743-799X
https://orcid.org/0000-0003-2762-8503
https://orcid.org/0000-0003-1331-9080
https://orcid.org/0000-0001-9951-8528
https://orcid.org/0000-0002-9601-628X
https://orcid.org/0000-0003-2700-6093
https://orcid.org/0000-0001-5173-4563
https://orcid.org/0000-0002-0046-6084
https://orcid.org/0000-0002-3264-9686
https://orcid.org/0000-0001-7949-8152
https://orcid.org/0000-0002-9327-8030
https://orcid.org/0000-0002-1992-9077
https://orcid.org/0000-0003-0670-5979
https://orcid.org/0000-0003-0116-9118
https://orcid.org/0000-0001-9617-5726
https://orcid.org/0000-0003-4354-0085
https://orcid.org/0000-0003-0765-6646
https://orcid.org/0000-0002-7923-7363
https://orcid.org/0000-0002-1875-9205
https://orcid.org/0000-0001-7462-3217
https://orcid.org/0000-0002-8447-3387
https://orcid.org/0000-0002-0083-3673
https://orcid.org/0000-0002-1005-3224
https://orcid.org/0000-0001-7728-4046
https://orcid.org/0000-0002-4399-6472
https://orcid.org/0000-0003-3871-2188
https://orcid.org/0000-0002-5841-2193
https://orcid.org/0000-0002-7898-1107
https://orcid.org/0000-0002-0443-221X
https://orcid.org/0000-0002-3552-7211
https://orcid.org/0000-0002-4554-7371
https://orcid.org/0000-0003-3018-6638
https://orcid.org/0000-0001-7746-9331
https://orcid.org/0000-0002-7922-5848
https://orcid.org/0000-0003-2451-421X
https://orcid.org/0000-0002-6721-3241
https://orcid.org/0000-0002-8660-5435
https://orcid.org/0000-0002-0491-0883
https://orcid.org/0000-0001-9581-1823
https://orcid.org/0000-0002-6525-2941
https://orcid.org/0000-0001-6646-1529
https://orcid.org/0000-0003-2127-1160
https://orcid.org/0000-0002-6891-7849
https://orcid.org/0000-0002-6666-1755
https://orcid.org/0000-0003-1098-6216
https://orcid.org/0000-0002-9371-2802
https://orcid.org/0000-0001-6355-1385
https://orcid.org/0000-0001-6993-2429


George A. Papakostas  , Greece
Xosé M. Pardo  , Spain
You-Jin Park, Taiwan
Manuel Pastor, Spain
Pubudu N. Pathirana  , Australia
Surajit Kumar Paul  , India
Luis Payá  , Spain
Igor Pažanin  , Croatia
Libor Pekař  , Czech Republic
Francesco Pellicano  , Italy
Marcello Pellicciari  , Italy
Jian Peng  , China
Mingshu Peng, China
Xiang Peng  , China
Xindong Peng, China
Yuexing Peng, China
Marzio Pennisi  , Italy
Maria Patrizia Pera  , Italy
Matjaz Perc  , Slovenia
A. M. Bastos Pereira  , Portugal
Wesley Peres, Brazil
F. Javier Pérez-Pinal  , Mexico
Michele Perrella, Italy
Francesco Pesavento  , Italy
Francesco Petrini  , Italy
Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka  , Poland
Dario Piga  , Switzerland
Marco Pizzarelli  , Italy
Javier Plaza  , Spain
Goutam Pohit  , India
Dragan Poljak  , Croatia
Jorge Pomares  , Spain
Hiram Ponce  , Mexico
Sébastien Poncet  , Canada
Volodymyr Ponomaryov  , Mexico
Jean-Christophe Ponsart  , France
Mauro Pontani  , Italy
Sivakumar Poruran, India
Francesc Pozo  , Spain
Aditya Rio Prabowo  , Indonesia
Anchasa Pramuanjaroenkij  , ailand
Leonardo Primavera  , Italy
B Rajanarayan Prusty, India

Krzysztof Puszynski  , Poland
Chuan Qin  , China
Dongdong Qin, China
Jianlong Qiu  , China
Giuseppe Quaranta  , Italy
DR. RITU RAJ  , India
Vitomir Racic  , Italy
Carlo Rainieri  , Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani  , USA
Angel Manuel Ramos  , Spain
Higinio Ramos  , Spain
Muhammad Afzal Rana  , Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India
Alessandro Rasulo  , Italy
S.S. Ravindran  , USA
Abdolrahman Razani  , Iran
Alessandro Reali  , Italy
Jose A. Reinoso  , Spain
Oscar Reinoso  , Spain
Haijun Ren  , China
Carlo Renno  , Italy
Fabrizio Renno  , Italy
Shahram Rezapour  , Iran
Ricardo Riaza  , Spain
Francesco Riganti-Fulginei  , Italy
Gerasimos Rigatos  , Greece
Francesco Ripamonti  , Italy
Jorge Rivera  , Mexico
Eugenio Roanes-Lozano  , Spain
Ana Maria A. C. Rocha  , Portugal
Luigi Rodino  , Italy
Francisco Rodríguez  , Spain
Rosana Rodríguez López, Spain
Francisco Rossomando  , Argentina
Jose de Jesus Rubio  , Mexico
Weiguo Rui  , China
Rubén Ruiz  , Spain
Ivan D. Rukhlenko  , Australia
Dr. Eswaramoorthi S.  , India
Weichao SHI  , United Kingdom
Chaman Lal Sabharwal  , USA
Andrés Sáez  , Spain

https://orcid.org/0000-0001-5545-1499
https://orcid.org/0000-0002-3997-5150
https://orcid.org/0000-0001-8014-7798
https://orcid.org/0000-0003-4000-7373
https://orcid.org/0000-0002-3045-4316
https://orcid.org/0000-0003-3384-5184
https://orcid.org/0000-0002-2401-5886
https://orcid.org/0000-0003-2465-6584
https://orcid.org/0000-0003-2578-4123
https://orcid.org/0000-0003-0104-522X
https://orcid.org/0000-0002-8244-2202
https://orcid.org/0000-0003-0231-7653
https://orcid.org/0000-0003-2667-8875
https://orcid.org/0000-0002-3087-541X
https://orcid.org/0000-0001-8342-5116
https://orcid.org/0000-0002-6116-6464
https://orcid.org/0000-0001-5660-9382
https://orcid.org/0000-0002-9477-110X
https://orcid.org/0000-0003-3623-3984
https://orcid.org/0000-0001-7691-4886
https://orcid.org/0000-0003-2930-8706
https://orcid.org/0000-0002-2384-9141
https://orcid.org/0000-0001-6253-7418
https://orcid.org/0000-0003-1205-4842
https://orcid.org/0000-0002-7523-9118
https://orcid.org/0000-0002-6559-7501
https://orcid.org/0000-0001-7795-6092
https://orcid.org/0000-0003-4477-4676
https://orcid.org/0000-0003-1610-2418
https://orcid.org/0000-0003-3095-7391
https://orcid.org/0000-0001-8958-6789
https://orcid.org/0000-0001-5217-5943
https://orcid.org/0000-0001-9288-7224
https://orcid.org/0000-0001-7004-789X
https://orcid.org/0000-0002-5546-4916
https://orcid.org/0000-0002-0370-4623
https://orcid.org/0000-0002-9886-3570
https://orcid.org/0000-0001-8295-0912
https://orcid.org/0000-0002-9727-5048
https://orcid.org/0000-0002-3523-411X
https://orcid.org/0000-0003-4854-0850
https://orcid.org/0000-0002-6887-1086
https://orcid.org/0000-0002-7882-0725
https://orcid.org/0000-0003-2791-6230
https://orcid.org/0000-0002-2077-4906
https://orcid.org/0000-0003-4911-1812
https://orcid.org/0000-0002-8099-8389
https://orcid.org/0000-0002-3092-3530
https://orcid.org/0000-0002-0639-7067
https://orcid.org/0000-0001-5469-3736
https://orcid.org/0000-0002-1065-8944
https://orcid.org/0000-0002-8211-3820
https://orcid.org/0000-0002-7498-0561
https://orcid.org/0000-0002-2529-4434
https://orcid.org/0000-0003-3463-2607
https://orcid.org/0000-0003-0868-4446
https://orcid.org/0000-0001-8824-3776
https://orcid.org/0000-0002-2972-7030
https://orcid.org/0000-0002-0867-5091
https://orcid.org/0000-0003-0978-2224
https://orcid.org/0000-0002-0880-6610
https://orcid.org/0000-0001-8679-2886
https://orcid.org/0000-0002-6222-964X
https://orcid.org/0000-0002-0753-7826
https://orcid.org/0000-0002-7792-8101
https://orcid.org/0000-0002-2005-5979
https://orcid.org/0000-0003-4472-0811
https://orcid.org/0000-0003-3295-3888
https://orcid.org/0000-0003-2255-1017
https://orcid.org/0000-0003-0528-3591
https://orcid.org/0000-0001-9730-7313
https://orcid.org/0000-0001-5095-8290
https://orcid.org/0000-0001-5734-6238


Bekir Sahin, Turkey
Laxminarayan Sahoo  , India
John S. Sakellariou  , Greece
Michael Sakellariou  , Greece
Salvatore Salamone, USA
Jose Vicente Salcedo  , Spain
Alejandro Salcido  , Mexico
Alejandro Salcido, Mexico
Nunzio Salerno  , Italy
Rohit Salgotra  , India
Miguel A. Salido  , Spain
Sinan Salih  , Iraq
Alessandro Salvini  , Italy
Abdus Samad  , India
Sovan Samanta, India
Nikolaos Samaras  , Greece
Ramon Sancibrian  , Spain
Giuseppe Sanfilippo  , Italy
Omar-Jacobo Santos, Mexico
J Santos-Reyes  , Mexico
José A. Sanz-Herrera  , Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi  , Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik  , Poland
Roberta Sburlati, Italy
Gustavo Scaglia  , Argentina
omas Schuster  , Germany
Hamid M. Sedighi  , Iran
Mijanur Rahaman Seikh, India
Tapan Senapati  , China
Lotfi Senhadji  , France
Junwon Seo, USA
Michele Serpilli, Italy
Silvestar Šesnić  , Croatia
Gerardo Severino, Italy
Ruben Sevilla  , United Kingdom
Stefano Sfarra  , Italy
Dr. Ismail Shah  , Pakistan
Leonid Shaikhet  , Israel
Vimal Shanmuganathan  , India
Prayas Sharma, India
Bo Shen  , Germany
Hang Shen, China

Xin Pu Shen, China
Dimitri O. Shepelsky, Ukraine
Jian Shi  , China
Amin Shokrollahi, Australia
Suzanne M. Shontz  , USA
Babak Shotorban  , USA
Zhan Shu  , Canada
Angelo Sifaleras  , Greece
Nuno Simões  , Portugal
Mehakpreet Singh  , Ireland
Piyush Pratap Singh  , India
Rajiv Singh, India
Seralathan Sivamani  , India
S. Sivasankaran  , Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri  , Greece
Neale R. Smith  , Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.  , Brazil
Alba Sofi  , Italy
Francesco Soldovieri  , Italy
Raffaele Solimene  , Italy
Yang Song  , Norway
Jussi Sopanen  , Finland
Marco Spadini  , Italy
Paolo Spagnolo  , Italy
Ruben Specogna  , Italy
Vasilios Spitas  , Greece
Ivanka Stamova  , USA
Rafał Stanisławski  , Poland
Miladin Stefanović  , Serbia
Salvatore Strano  , Italy
Yakov Strelniker, Israel
Kangkang Sun  , China
Qiuqin Sun  , China
Shuaishuai Sun, Australia
Yanchao Sun  , China
Zong-Yao Sun  , China
Kumarasamy Suresh  , India
Sergey A. Suslov  , Australia
D.L. Suthar, Ethiopia
D.L. Suthar  , Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes  , Hungary
Kumar K. Tamma, USA

https://orcid.org/0000-0001-7464-451X
https://orcid.org/0000-0003-3027-8284
https://orcid.org/0000-0002-7276-2368
https://orcid.org/0000-0003-1577-5039
https://orcid.org/0000-0002-7485-3802
https://orcid.org/0000-0002-7203-1725
https://orcid.org/0000-0002-3282-1810
https://orcid.org/0000-0002-4835-4057
https://orcid.org/0000-0003-0717-7506
https://orcid.org/0000-0002-5825-1019
https://orcid.org/0000-0002-0343-2234
https://orcid.org/0000-0001-8201-7081
https://orcid.org/0000-0001-7467-2801
https://orcid.org/0000-0002-0657-3833
https://orcid.org/0000-0002-3758-9862
https://orcid.org/0000-0001-8371-3820
https://orcid.org/0000-0001-5454-5995
https://orcid.org/0000-0002-6054-550X
https://orcid.org/0000-0002-0188-0017
https://orcid.org/0000-0002-2667-8691
https://orcid.org/0000-0002-3852-5473
https://orcid.org/0000-0003-0399-7486
https://orcid.org/0000-0001-9434-6341
https://orcid.org/0000-0002-0485-4893
https://orcid.org/0000-0002-0061-6214
https://orcid.org/0000-0002-9354-4650
https://orcid.org/0000-0001-5005-6991
https://orcid.org/0000-0001-7354-1383
https://orcid.org/0000-0002-1467-1206
https://orcid.org/0000-0001-9074-3411
https://orcid.org/0000-0002-3604-545X
https://orcid.org/0000-0002-4874-0812
https://orcid.org/0000-0001-6838-7297
https://orcid.org/0000-0002-5933-254X
https://orcid.org/0000-0002-5696-7021
https://orcid.org/0000-0003-3418-0030
https://orcid.org/0000-0002-6392-6068
https://orcid.org/0000-0002-4450-1208
https://orcid.org/0000-0001-6636-7794
https://orcid.org/0000-0001-9443-7091
https://orcid.org/0000-0002-2596-1188
https://orcid.org/0000-0002-1477-8388
https://orcid.org/0000-0002-5756-9359
https://orcid.org/0000-0002-3575-2451
https://orcid.org/0000-0002-0377-3127
https://orcid.org/0000-0003-1808-4671
https://orcid.org/0000-0002-7699-5855
https://orcid.org/0000-0003-4371-1606
https://orcid.org/0000-0003-1720-8134
https://orcid.org/0000-0001-9129-9375
https://orcid.org/0000-0001-9278-7178
https://orcid.org/0000-0003-3999-7752
https://orcid.org/0000-0001-6723-2699
https://orcid.org/0000-0002-6014-3682
https://orcid.org/0000-0002-2681-0875
https://orcid.org/0000-0003-2697-2273
https://orcid.org/0000-0002-2017-0029
https://orcid.org/0000-0003-0732-5126
https://orcid.org/0000-0001-7392-4472
https://orcid.org/0000-0002-2102-9588
https://orcid.org/0000-0001-5618-2278
https://orcid.org/0000-0002-0998-2712
https://orcid.org/0000-0001-9978-2177
https://orcid.org/0000-0002-2018-4471


Yong (Aaron) Tan, United Kingdom
Marco Antonio Taneco-Hernández  ,
Mexico
Lu Tang  , China
Tianyou Tao, China
Hafez Tari  , USA
Alessandro Tasora  , Italy
Sergio Teggi  , Italy
Adriana del Carmen Téllez-Anguiano  ,
Mexico
Ana C. Teodoro  , Portugal
Efstathios E. eotokoglou  , Greece
Jing-Feng Tian, China
Alexander Timokha  , Norway
Stefania Tomasiello  , Italy
Gisella Tomasini  , Italy
Isabella Torcicollo  , Italy
Francesco Tornabene  , Italy
Mariano Torrisi  , Italy
ang nguyen Trung, Vietnam
George Tsiatas  , Greece
Le Anh Tuan  , Vietnam
Nerio Tullini  , Italy
Emilio Turco  , Italy
Ilhan Tuzcu  , USA
Efstratios Tzirtzilakis  , Greece
FRANCISCO UREÑA  , Spain
Filippo Ubertini  , Italy
Mohammad Uddin  , Australia
Mohammad Safi Ullah  , Bangladesh
Serdar Ulubeyli  , Turkey
Mati Ur Rahman  , Pakistan
Panayiotis Vafeas  , Greece
Giuseppe Vairo  , Italy
Jesus Valdez-Resendiz  , Mexico
Eusebio Valero, Spain
Stefano Valvano  , Italy
Carlos-Renato Vázquez  , Mexico
Martin Velasco Villa  , Mexico
Franck J. Vernerey, USA
Georgios Veronis  , USA
Vincenzo Vespri  , Italy
Renato Vidoni  , Italy
Venkatesh Vijayaraghavan, Australia

Anna Vila, Spain
Francisco R. Villatoro  , Spain
Francesca Vipiana  , Italy
Stanislav Vítek  , Czech Republic
Jan Vorel  , Czech Republic
Michael Vynnycky  , Sweden
Mohammad W. Alomari, Jordan
Roman Wan-Wendner  , Austria
Bingchang Wang, China
C. H. Wang  , Taiwan
Dagang Wang, China
Guoqiang Wang  , China
Huaiyu Wang, China
Hui Wang  , China
J.G. Wang, China
Ji Wang  , China
Kang-Jia Wang  , China
Lei Wang  , China
Qiang Wang, China
Qingling Wang  , China
Weiwei Wang  , China
Xinyu Wang  , China
Yong Wang  , China
Yung-Chung Wang  , Taiwan
Zhenbo Wang  , USA
Zhibo Wang, China
Waldemar T. Wójcik, Poland
Chi Wu  , Australia
Qiuhong Wu, China
Yuqiang Wu, China
Zhibin Wu  , China
Zhizheng Wu  , China
Michalis Xenos  , Greece
Hao Xiao  , China
Xiao Ping Xie  , China
Qingzheng Xu  , China
Binghan Xue  , China
Yi Xue  , China
Joseph J. Yame  , France
Chuanliang Yan  , China
Xinggang Yan  , United Kingdom
Hongtai Yang  , China
Jixiang Yang  , China
Mijia Yang, USA
Ray-Yeng Yang, Taiwan

https://orcid.org/0000-0001-6650-1105
https://orcid.org/0000-0002-5051-8364
https://orcid.org/0000-0003-4809-3843
https://orcid.org/0000-0002-2664-7895
https://orcid.org/0000-0001-7375-0599
https://orcid.org/0000-0002-0945-2076
https://orcid.org/0000-0002-8043-6431
https://orcid.org/0000-0001-5770-5878
https://orcid.org/0000-0002-6750-4727
https://orcid.org/0000-0003-2830-7525
https://orcid.org/0000-0002-7431-7073
https://orcid.org/0000-0001-6374-4371
https://orcid.org/0000-0002-5968-3382
https://orcid.org/0000-0003-0386-6216
https://orcid.org/0000-0003-4808-7881
https://orcid.org/0000-0003-0208-9478
https://orcid.org/0000-0003-2378-5691
https://orcid.org/0000-0002-8263-7034
https://orcid.org/0000-0003-1075-8192
https://orcid.org/0000-0002-5598-564X
https://orcid.org/0000-0003-0258-8525
https://orcid.org/0000-0002-5044-8482
https://orcid.org/0000-0001-9171-5594
https://orcid.org/0000-0002-8889-7865
https://orcid.org/0000-0003-0871-7391
https://orcid.org/0000-0002-4166-2006
https://orcid.org/0000-0002-0896-4168
https://orcid.org/0000-0003-2597-6985
https://orcid.org/0000-0002-1889-1353
https://orcid.org/0000-0003-4349-1092
https://orcid.org/0000-0003-4191-4143
https://orcid.org/0000-0003-2953-0964
https://orcid.org/0000-0002-3274-3947
https://orcid.org/0000-0002-2684-8646
https://orcid.org/0000-0002-7429-0974
https://orcid.org/0000-0003-4314-6213
https://orcid.org/0000-0002-0791-9269
https://orcid.org/0000-0002-3185-1495
https://orcid.org/0000-0002-0733-4420
https://orcid.org/0000-0002-8318-1251
https://orcid.org/0000-0003-3616-5694
https://orcid.org/0000-0002-4066-2602
https://orcid.org/0000-0003-2979-3510
https://orcid.org/0000-0001-8213-1626
https://orcid.org/0000-0002-0724-7538
https://orcid.org/0000-0002-3905-0844
https://orcid.org/0000-0002-7014-2149
https://orcid.org/0000-0003-2045-2920
https://orcid.org/0000-0002-6985-2784
https://orcid.org/0000-0002-3019-1181
https://orcid.org/0000-0002-3166-8025
https://orcid.org/0000-0003-1405-2496
https://orcid.org/0000-0002-8979-9765
https://orcid.org/0000-0001-6438-4902
https://orcid.org/0000-0002-9372-0992
https://orcid.org/0000-0001-5427-2528
https://orcid.org/0000-0001-8441-1306
https://orcid.org/0000-0002-9368-1495
https://orcid.org/0000-0001-5592-177X
https://orcid.org/0000-0001-8212-1073
https://orcid.org/0000-0001-7409-2233
https://orcid.org/0000-0001-7728-1531
https://orcid.org/0000-0002-4349-6240
https://orcid.org/0000-0002-5184-5391
https://orcid.org/0000-0003-2217-8398
https://orcid.org/0000-0002-3608-1936
https://orcid.org/0000-0002-9631-2046


Zaoli Yang  , China
Jun Ye  , China
Min Ye  , China
Luis J. Yebra  , Spain
Peng-Yeng Yin  , Taiwan
Muhammad Haroon Yousaf  , Pakistan
Yuan Yuan, United Kingdom
Qin Yuming, China
Elena Zaitseva  , Slovakia
Arkadiusz Zak  , Poland
Mohammad Zakwan  , India
Ernesto Zambrano-Serrano  , Mexico
Francesco Zammori  , Italy
Jessica Zangari  , Italy
Rafal Zdunek  , Poland
Ibrahim Zeid, USA
Nianyin Zeng  , China
Junyong Zhai  , China
Hao Zhang  , China
Haopeng Zhang  , USA
Jian Zhang  , China
Kai Zhang, China
Lingfan Zhang  , China
Mingjie Zhang  , Norway
Qian Zhang  , China
Tianwei Zhang  , China
Tongqian Zhang  , China
Wenyu Zhang  , China
Xianming Zhang  , Australia
Xuping Zhang  , Denmark
Yinyan Zhang, China
Yifan Zhao  , United Kingdom
Debao Zhou, USA
Heng Zhou  , China
Jian G. Zhou  , United Kingdom
Junyong Zhou  , China
Xueqian Zhou  , United Kingdom
Zhe Zhou  , China
Wu-Le Zhu, China
Gaetano Zizzo  , Italy
Mingcheng Zuo, China

https://orcid.org/0000-0002-5157-8967
https://orcid.org/0000-0003-2841-6529
https://orcid.org/0000-0002-8301-5843
https://orcid.org/0000-0003-4267-6124
https://orcid.org/0000-0002-2835-9002
https://orcid.org/0000-0001-8255-1145
https://orcid.org/0000-0002-9087-0311
https://orcid.org/0000-0003-3015-1355
https://orcid.org/0000-0003-4295-004X
https://orcid.org/0000-0002-2115-0097
https://orcid.org/0000-0003-4931-5540
https://orcid.org/0000-0002-6418-7711
https://orcid.org/0000-0003-3323-6717
https://orcid.org/0000-0002-6957-2942
https://orcid.org/0000-0001-5122-3819
https://orcid.org/0000-0002-8821-8535
https://orcid.org/0000-0002-7898-8907
https://orcid.org/0000-0002-2432-8612
https://orcid.org/0000-0002-7584-4887
https://orcid.org/0000-0001-6872-7482
https://orcid.org/0000-0001-7210-654X
https://orcid.org/0000-0001-6777-1668
https://orcid.org/0000-0001-9603-3867
https://orcid.org/0000-0001-7350-0805
https://orcid.org/0000-0003-0691-5386
https://orcid.org/0000-0002-7498-495X
https://orcid.org/0000-0003-2383-5724
https://orcid.org/0000-0002-3742-3926
https://orcid.org/0000-0002-4262-1898
https://orcid.org/0000-0001-7417-583X
https://orcid.org/0000-0003-1583-414X
https://orcid.org/0000-0002-0445-2560
https://orcid.org/0000-0003-4413-4855


Contents

Fault-Tolerant Control for N-Link Robot Manipulator via Adaptive Nonsingular Terminal Sliding
Mode Control Technology
Nannan Shi, Fanghui Luo, Zhikuan Kang, Lihui Wang, Zhuo Zhao, Qiang Meng  , and Weiqin Hou
Research Article (10 pages), Article ID 8883752, Volume 2021 (2021)

A Moving Target Tracking Control of Quadrotor UAV Based on Passive Control and Super-Twisting
Sliding Mode Control
Wentao Xue  , Xunnan Zhu, Xiaofei Yang  , Hui Ye  , and Xuan Chen
Research Article (17 pages), Article ID 6627495, Volume 2021 (2021)

Design of Standoff Cooperative Target-Tracking Guidance Laws for Autonomous Unmanned Aerial
Vehicles
Zhen Li  , Xin Chen, and Zhenhua Zhao
Research Article (14 pages), Article ID 6682160, Volume 2021 (2021)

Composite Curve Path following an Underactuated AUV
Ben Li  , Guohua Xu  , Yingkai Xia  , Wenjin Wang  , and Zhen Su 

Research Article (18 pages), Article ID 6624893, Volume 2021 (2021)

Fixed-Time Synchronization for Dynamical Complex Networks with Nonidentical Discontinuous
Nodes
Xiaoliang Qian, Qian Liu, Qingbo Li, Qi Yang, Yuanyuan Wu  , and Wei Wang 

Research Article (14 pages), Article ID 6654193, Volume 2021 (2021)

Super-Twisting Sliding Mode Control Law Design for Attitude Tracking Task of a Spacecra, via
Reaction Wheels
Yang-Rui Li   and Chao-Chung Peng 

Research Article (13 pages), Article ID 6644033, Volume 2021 (2021)

Output-Feedback Sliding Mode Control for Permanent Magnet Synchronous Motor Servo System
Subject to Unmatched Disturbances
Wei Jiang   and Lu Zhang 

Research Article (11 pages), Article ID 6642840, Volume 2021 (2021)

Event-Triggered Adaptive Sliding Mode Attitude Containment Control for Microsatellite Cluster
under Directed Graph
Fengzhi Guo  , Shijie Zhang  , Tingting Zhang  , and Anhui Zhang 

Research Article (25 pages), Article ID 6652342, Volume 2021 (2021)

A Random Access Protocol Approach to Stochastic Jumping Systems with Singular Perturbations
Saijiang Kai 

Research Article (10 pages), Article ID 6635975, Volume 2021 (2021)

https://orcid.org/0000-0002-0724-5831
https://orcid.org/0000-0003-4936-414X
https://orcid.org/0000-0002-7767-7138
https://orcid.org/0000-0002-0734-9059
https://orcid.org/0000-0002-2145-0903
https://orcid.org/0000-0002-3190-5174
https://orcid.org/0000-0001-6361-3056
https://orcid.org/0000-0002-7168-9437
https://orcid.org/0000-0003-3942-5308
https://orcid.org/0000-0002-8106-852X
https://orcid.org/0000-0003-3409-2970
https://orcid.org/0000-0002-8770-3862
https://orcid.org/0000-0003-1721-2280
https://orcid.org/0000-0002-4068-0632
https://orcid.org/0000-0003-4266-7877
https://orcid.org/0000-0001-5092-4090
https://orcid.org/0000-0002-8961-8530
https://orcid.org/0000-0003-0618-7083
https://orcid.org/0000-0002-3548-6106
https://orcid.org/0000-0002-0191-5240
https://orcid.org/0000-0002-2705-9323


Fuzzy-Model-Based Control for Markov Switching Singularly Perturbed Systems with the Stochastic
Communication Protocol
Zhiguo An, Qijuan Chen  , Junxiang Liu, Le Luan, Yong Wang, Kai Zhou, Wenxiong Mo, and Huihong
Huang
Research Article (10 pages), Article ID 6690729, Volume 2021 (2021)

SMC-Based Synchronization of Multiple Inertial Measurement Units with Application to Attitude
Tracking Control
Yuping He   and Shijie Zhang 

Research Article (9 pages), Article ID 6637641, Volume 2021 (2021)

3e Impact of Urban Rail Transit on Industrial Agglomeration Based on the Intermediary Effects of
Factor Agglomeration
Zhonghui Li, Tongshui Xia  , Zhiqing Xia, and Xinjun Wang 

Research Article (10 pages), Article ID 6664215, Volume 2021 (2021)

Relative Position Model Predictive Control of Double Cube Test-Masses Drag-Free Satellite with
Extended Sliding Mode Observer
Enyou Wang  , Jinxiu Zhang, Huayi Li, and Ming Liu
Research Article (15 pages), Article ID 8887479, Volume 2021 (2021)

Research on Array Structures of Acoustic Directional Transducer
Guozhu Zhao, Kaibo Shi  , and Shouming Zhong
Research Article (5 pages), Article ID 6670277, Volume 2021 (2021)

Sliding Mode Integrated Control for Vehicle Systems Based on AFS and DYC
Chao Lu  , Jing Yuan  , and Genlong Zha 

Research Article (8 pages), Article ID 8826630, Volume 2020 (2020)

Disturbance Observer-Based Complementary Fractional-Order Sliding Mode Control for PMSM Drive
System
Yong-Hong Lan  , Li-Tao Zheng, and Zhao-Hong Wang
Research Article (11 pages), Article ID 8343940, Volume 2020 (2020)

https://orcid.org/0000-0003-4466-5621
https://orcid.org/0000-0002-5094-9375
https://orcid.org/0000-0003-0618-7083
https://orcid.org/0000-0003-1730-5030
https://orcid.org/0000-0002-5891-5284
https://orcid.org/0000-0002-9617-4536
https://orcid.org/0000-0002-9863-9229
https://orcid.org/0000-0003-4134-4857
https://orcid.org/0000-0002-2033-8127
https://orcid.org/0000-0003-1579-6980
https://orcid.org/0000-0002-7072-4798


Research Article
Fault-Tolerant Control for N-Link Robot Manipulator via
AdaptiveNonsingularTerminal SlidingModeControl Technology

Nannan Shi,1 Fanghui Luo,1 Zhikuan Kang,1 Lihui Wang,1 Zhuo Zhao,1 Qiang Meng ,2,3

and Weiqin Hou2,3

1Seismic Engineering and Structure Key Laboratory of Beijing, Beijing University of Technology, Beijing 100124, China
2Guangdong RULEBIT Intelligent Robot Technology Co., Ltd., Zhuhai 519000, China
3Shenzhen RULEBIT Intelligent Robot Technology Co., Ltd., Shenzhen 518000, China

Correspondence should be addressed to Qiang Meng; qiang.meng@rulebittech.com

Received 24 September 2020; Revised 19 May 2021; Accepted 22 June 2021; Published 6 July 2021

Academic Editor: Shihong Ding

Copyright © 2021 Nannan Shi et al. )is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

An adaptive nonsingular terminal sliding mode control (ANTSMC) scheme for the n-link robot manipulator is presented in this
study, which can achieve faster convergence and higher precision tracking compared with the linear hyperplane-based sliding
mode control. Novel adaptive updating laws based on the actual tracking error are employed to online adjust the upper bound of
uncertainty, which comprehensively consider both the tracking performance and chattering eliminating problem. )e stability
analysis of the proposed ANTSMC is verified using the Lyapunov method with the existence of the parameter uncertainty and the
actuator faults. Numerical simulation studies the comparison of performance between ANTSMC and the conventional non-
singular terminal sliding mode control (NTSMC) scheme to validate the advantages of the proposed control algorithm.

1. Introduction

Robot manipulators play a pivotal role in the modern in-
dustrial field, whose dynamics are typically multi-input
multioutput (MIMO) nonlinear systems. In practice, pa-
rameter variations and external disturbances are inevitable
for the mechanical systems. Moreover, high accuracy and
safety demands of the robot manipulator cause a greatly
increasing attention to the unpredictable faults. Recently,
many fault detection methods have been successfully
employed for the robot manipulators [1–6], such as the
prediction-error-based approach [1], second-order sliding
mode observer [2, 3], nonlinear observer [4], optimal un-
known input observer [6], and power consumption mod-
eling based method [5]. Besides, the fault-tolerant control
research applied in the robot manipulators has been a hot
topic. Song introduced a multilayered feed-forward neural
network to identify the faults for robot manipulator and then
achieved the tracking performance in the presence of un-
certainty [7]. Siqueira et al. [8] proposed an output-feedback
H∞ fault-tolerant controller for robot manipulators by

linearizing the dynamic model around the operation point.
In 2009, Siqueira and Terra [9] further derived H2, H∞, and
mixed H2/H∞ Markovian algorithms for the robot ma-
nipulator, but their drawbacks are still the linearization
problems. Liu et al. [10] published a novel robust fixed-time
fault-tolerant tracking controller for the uncertain robot
manipulator. Hagh et al. [11] gave an active fault-tolerant
control design for actuator fault mitigation in robotic ma-
nipulators. In this paper, we aim to develop a simple and
effective passive fault-tolerant control algorithm for the
robot manipulator without the fault detection and diagnosis
(FDD) module.

Sliding mode control (SMC) schemes are well known for
their robustness to the parameter variation and disturbances
and have been successfully adopted in many nonlinear
systems [12–16]. To assure the finite-time convergence, the
terminal sliding mode control (TSMC) has been derived to
reach the equilibrium point within a finite time to realize
high accuracy control [17]. Besides, the singularity problem
of the conventional TSMC has been overcome by indirect
[17, 18] and direct approaches [19]. Nowadays, researchers
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focus on the unknown functions estimated or designed for
the TSMC. Since neural networks and fuzzy logic are
universal function approximations, the mixed control
algorithms combining them and the TSMC technologies
have been extensively employed. Lin proposed an adaptive
nonsingular TSMC method for the robotic systems using
fuzzy wavelet networks and verified the corresponding
controller on a six-link robot manipulator [20]. A dy-
namics estimation method based on an adaptive algo-
rithm and fuzzy logic is introduced to the nonsingular
TSMC for a class of MIMO uncertain nonlinear systems
[21]. Xu et al. derived a TSMC based on adaptive fuzzy-
neural observer for nonaffine nonlinear system [22]. Cao
et al. also used the adaptive fuzzy algorithm to achieve an
adaptive nonsingular TSMC for the fault-tolerant small
satellite attitude control [23]. Moreover, other adaptive
TSMC schemes using different adaptive updating laws
without the neural networks and fuzzy logic have also
been successfully adopted in many nonlinear systems,
such as the electromechanical actuator [24], spacecraft
formation flying [25], uncertain nonlinear single-input
single-output (SISO) systems [26], and nonlinear differ-
ential inclusion systems [27]. However, for the robot
manipulator, only the nonsingular TSMC control schemes
have been developed [18, 28], though the upper bound of
the uncertainty is usually unknown in most of the real
systems (especially in the faulty conditions). In fact, the
upper bound uncertainty of the nonsingular TSMC for the
robot manipulator is conventionally designed as a fixed
one, which will bring a trade-off problem between the
control accuracy and the control chattering. )erefore, we
hope to derive a novel adaptive nonsingular TSMC for the
robot manipulator by combining an adaptive updating
law to consider both the control accuracy and the control
chattering.

Motivated by the above discussion, an adaptive non-
singular TSMC scheme for the robot manipulators with the
existence of the parameter uncertainty and the actuator
faults is derived in this paper, which can online tune the
upper bound of the uncertainty to ensure the high precise
tracking performance, finite time convergence, and Lya-
punov stability.

2. Problem Formulation

)e n-link robot manipulator dynamics can be formulated as

M(q)€q + C(q, _q) + G(q) � τ, (1)

where M(q), C(q, _q), and G(q) denote the inertia matrix,
Coriolis and centrifugal forces, and gravitational torque,
respectively, q represents the generalized coordinates, and τ
is the joint torque.

Considering the uncertainties and actuator faults, the
dynamics of the uncertain robot manipulator can be re-
written as

M0 + ΔM( 􏼁€q + C0 + ΔC( 􏼁 + G0 + ΔG( 􏼁 � δa τ + δf􏼐 􏼑,

(2)

where M0, C0, and G0 represent the estimated terms; ΔM,
ΔC, and ΔG denote the uncertain terms; δa and δf are the
multiplicative and additive faults.

Equation (2) can be further rearranged as

M0€q + C0 + G0 � τ + δtotal, (3)

δtotal � δa τ + δf􏼐 􏼑 − τ􏼐 􏼑

− ΔG − ΔC − ΔM€q
, (4)

where δtotal denotes the total uncertainty of the robot
manipulator.

3. Nonsingular Terminal Sliding Mode
Control (NTSMC)

In this section, the nonsingular terminal sliding mode
control (NTSMC) proposed by Man and Yu [18] is briefly
described, which solves the singular problem of the TSMC
by direct approach.

Lemma 1 (see [18]). For the uncertain n-link manipulator
(described by equation (3)), if the NTSMC manifold and its
input command are formulated by equations (5)–(8) and
Assumption 1 holds, then the system tracking error ε will
converge to zero in finite time.

s � ε + Λ_εp/q
, (5)

where

τntsmc � M0€qd + C0

+G0 −
q

p
M0Λ

− 1
_ε2− (p/q)

−
sTW􏽨 􏽩

T

sTW
����

����
2 ‖s‖‖W‖Γconstant,

(6)

Γconstant � b1 + b2‖q‖ + b3‖ _q‖
2
, (7)

W � Λdiag _ε(p/q)− 1
􏼐 􏼑M− 1

0 , (8)

where ε � q − qd; q and qd represent the actual input and
desired input, respectively; p and q are positive odd integers,
which satisfy 1<p/q< 2; and Λ � diag[λ1, . . . , λn] denotes a
design matrix.

Assumption 1. )e total uncertainty δtotal of the robot ma-
nipulator can be bounded, which can be formulated as [18]

δtotal
����

����< b1 + b2‖q‖ + b3‖ _q‖
2
, (9)

where b1, b2, and b3 are positive numbers.

Remark 1. Lemma 1 gives a conventional NTSMC scheme
for the robot manipulator based on Assumption 1, and the
design parameters (b1, b2, and b3) of the upper bound
Γconstant are constant. In practice, the high upper bound can
obtain the high-quality tracking performance at the cost of
serious chattering, and the low upper bound owns the
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opposite characteristic. Moreover, unpredictable faults may
cause the great change of the uncertainty upper bound
satisfying Assumption 1.)erefore, it is a hard task to choose
an appropriate upper bound Γconstant for the NTSMC.

4. Adaptive Nonsingular Terminal Sliding
Mode Control

To appropriately select the uncertainty upper bound of the
NTSMC, adaptive updating methods are natural choices.
Considering the mechanical systems, there are some special
stages: (1) in the start-up phase, the initial trajectory error
causes the large starting torque, which appears to be serious
chattering phenomenon for the SMC control schemes; (2) in
the stability phase, the tracking performance is affected by
the system uncertainty; and (3) in the faulty condition, the
uncertainty of the nonlinear system may generate great
change. )erefore, the uncertainty upper bound of the
NTSMC should be chosen to be a low one, a moderate one,
and a high one for the above three stages, respectively.

In this section, we introduce adaptive updating laws
based on the tracking errors to online adjust the uncertainty
upper bound, which are summarized as follows.

Theorem 1. For the uncertain n-link robot manipulator
(described by equation (3)), if the adaptive nonsingular
terminal sliding mode control (ANTSMC) manifold and its
input command are formulated by equations (10)–(16) and
Assumption 1 holds, then the system tracking error ε will
converge to zero in finite time.

s � ε + Λ_εp/q
, (10)

τantsmc � M0€qd + C0 + G0 −
q

p
M0Λ

− 1
_ε2− (p/q)

−
sTW􏽨 􏽩

T

sTW
����

����
2 ‖s‖‖W‖􏽢Γadaptive,

(11)

W � Λdiag _ε(p/q)− 1
􏼐 􏼑M− 1

0 . (12)

Moreover, the updating laws are chosen as

􏽢Γadaptive � 􏽢b1 + 􏽢b2‖q‖ + 􏽢b3‖ _q‖
2
, (13)

_􏽢b1 � d1 ·
p

q
‖W‖‖s‖, (14)

_􏽢b2 � d2 ·
p

q
‖W‖‖s‖‖q‖, (15)

_􏽢b3 � d3 ·
p

q
‖W‖‖s‖‖ _q‖

2
, (16)

where 􏽢Γadaptive, 􏽢b1, 􏽢b2, and 􏽢b3 denote the adaptive estimated
values and d1, d2, and d3 are constants.

Proof. Consider the following Lyapunov function:

Vantsmc �
1
2

s
T
s +

1
d1

􏽥b
T

1
􏽥b1 +

1
d2

􏽥b
T

2
􏽥b2 +

1
d3

􏽥b
T

3
􏽥b3􏼠 􏼡, (17)

where 􏽥b1, 􏽥b2, and 􏽥b3 represent the mismatch between the
actual and estimated parameters.

􏽥b1 � b1 − 􏽢b1, (18)

􏽥b2 � b2 − 􏽢b2, (19)

􏽥b3 � b3 − 􏽢b3. (20)

Differentiating Vantsmc with respect to time and
substituting equation (10) and equations (18)–(20) into it
yield

_Vantsmc � sT
_ε +

p

q
Λdiag _ε(p/q)− 1

􏼐 􏼑€ε􏼠 􏼡 −
1
d1

􏽥b
T

1
_􏽢b1 −

1
d2

􏽥b
T

2
_􏽢b2 −

1
d3

􏽥b
T

3
_􏽢b3. (21)

Substituting equation (3) into equation (21) gives

_Vantsmc � sT
_ε +

p

q
Λdiag _ε(p/q)− 1

􏼐 􏼑 M− 1
0 τantsmc + δtotal − C0 − G0( 􏼁 − €qd􏼐 􏼑􏼠 􏼡 −

1
d1

􏽥b
T

1
_􏽢b1 −

1
d2

􏽥b
T

2
_􏽢b2 −

1
d3

􏽥b
T

3
_􏽢b3. (22)
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Substituting equation (11) into equation (22), equation
(22) can be further rearranged as

_Vantsmc � sT
_ε +

p

q
Λdiag _ε(p/q)− 1

􏼐 􏼑

−
q

p
Λ− 1

_ε2− (p/q)

M− 1
0

−
sTW􏽨 􏽩

T

sTW
����

����
2 ‖s‖‖W‖􏽢Γadaptive

+δtotal

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

−
1
d1

􏽥b
T

1
_􏽢b1 −

1
d2

􏽥b
T

2
_􏽢b2 −

1
d3

􏽥b
T

3
_􏽢b3

� sT p

q
Λdiag _ε(p/q)− 1

􏼐 􏼑M− 1
0 −

sTW􏽨 􏽩
T

sTW
����

����
2 ‖s‖‖W‖􏽢Γadaptive + δtotal⎛⎝ ⎞⎠⎛⎝ ⎞⎠ −

1
d1

􏽥b
T

1
_􏽢b1 −

1
d2

􏽥b
T

2
_􏽢b2 −

1
d3

􏽥b
T

3
_􏽢b3.

(23)

Substituting equation (12) into equation (23) yields

_Vantsmc � sT p

q
W −

sTW􏽨 􏽩
T

sTW
����

����
2 ‖s‖‖W‖􏽢Γadaptive + δtotal⎛⎝ ⎞⎠⎛⎝ ⎞⎠ −

1
d1

􏽥b
T

1
_􏽢b1 −

1
d2

􏽥b
T

2
_􏽢b2 −

1
d3

􏽥b
T

3
_􏽢b3

� −
p

q
‖s‖‖W‖􏽢Γadaptive +

p

q
sTWδtotal −

1
d1

􏽥b
T

1
_􏽢b1 −

1
d2

􏽥b
T

2
_􏽢b2 −

1
d3

􏽥b
T

3
_􏽢b3.

(24)

Substituting equations (14)–(16) into equation (24),
equation (24) can be rewritten as

_Vantsmc � −
p

q
‖s‖‖W‖ 􏽢Γadaptive + 􏽥b

T
1 + 􏽥b

T
2 ‖q‖ + 􏽥b

T
3 ‖ _q‖

2
􏼒 􏼓

+
p

q
sTWδtotal.

(25)

Substituting equation (13) and equations (18)–(20) into
equation (25) gives

_Vantsmc � −
p

q
‖s‖‖W‖ b1 + b2‖q‖ + b3‖ _q‖

2
􏼐 􏼑 +

p

q
sTWδtotal.

(26)

Equation (25) can be further rearranged as

_Vantsmc ≤
p

q
‖s‖‖W‖ δtotal

����
���� − b1 − b2‖q‖ − b3‖ _q‖

2
􏼐 􏼑. (27)

)erefore, _Vantsmc < 0 can be satisfied using Assumption
1. )is completes the proof. □

Remark 2. )e initial uncertainty upper bound of the
ANSMC can be designed as a low value, and it can adaptively
change based on the actual tracking errors to consider both
of the tracking performance and chattering phenomenon.

Remark 3. )e convergence speed of the ANSMC is mainly
affected by the choice of the parameters p, q, and
Λ � diag[λ1, . . . , λn]. )e controller tracking performances
including the accuracy and chattering are mainly designed
by the choice of the parameters (b1, b2, b3, 􏽢b1, 􏽢b2, and 􏽢b3 of
the upper bound Γconstant).

Moreover, the finite-time converge characteristic of the
NTSMC has been approved for trajectory stabilization of the
SISO nonlinear systems in [18]; we further extended the
corresponding study to the trajectory tracking of the MIMO
systems.

Equation (10) leads to

si � εi + λi _ε
p/q
i , (28)

where (∗)i denotes the ith element of (∗) and εi � qi − qd,i.
)e final time ts,i that is taken to travel from tr,i to

εi(tr,i + ts,i) � 0 for the ith element of system states can be
formulated by

ts,i � − λq/p
i 􏽚

0

εi tr,i( )
ε− (q/p)

i dεi � λq/p
i

p

p − q
􏼠 􏼡 ε1− (q/p)

i tr,i( )

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌, (29)

where tr,i is the time when the sliding mode si(tr,i) � 0 is
reached.

)erefore, the convergence time for the MIMO non-
linear systems can be given by
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ts � max ts,1, . . . , ts,n􏽮 􏽯. (30)

)is means that the system states q will converge to the
desired qd in finite time ts after the sliding mode s � 0 is
reached.

Remark 4. To eliminate chattering, the following algorithm
is introduced for the NTSMC and ANTSMC control
schemes at the cost of introducing tracking errors and de-
teriorating the perfect stability conditions.

‖s‖‖W‖

sTW
����

����
2 �

‖s‖‖W‖

sTW
����

���� + ξ􏼐 􏼑
2, (31)

where ξ is a small constant.

Remark 5. For the robot manipulator, the implementation
complexity of the proposed ANSMC is mainly decided by
the calculation accuracy of the estimated terms M0, C0, and
G0. )e estimated termsM0,C0, andG0 are calculated by the
multibody dynamics of the robot manipulators. )e more
components of the robot manipulator are considered in the
dynamic analysis of the robot system and will induce the
higher implementation complexity of the proposed ANSMC
controller. Generally speaking, the main components of the
robot manipulator should be computed, such as the thirteen
moving rigid bodies of the Stewart Platform [29]. Fortu-
nately, the controller proposed in this paper can obtain a
satisfactory performance by introducing adaptive updating
laws to compensate the unmodeled dynamics influences. In
practice, the calculation accuracy of the estimated termsM0,
C0, and G0 can be chosen by comprehensively considering
the difficulty of the robot multibody dynamic analysis and
the implementation hardware platform capability.

5. Simulation Studies

A two-link robot manipulator is employed to evaluate the
performance of the proposed ANTSMC control scheme. Its
dynamic model can be formulated by equation (32) with the
following parameters: r1, r2, J1, J2, m1, and m2 are 1m,
0.8m, 5 kg·m, 5 kg·m, 0.5 kg, and 1.5 kg, respectively [18].

Mrob qrob( 􏼁€qrob + Crob qrob, _qrob( 􏼁 + Grob qrob( 􏼁 � τrob,

(32)

where

qrob � q1, q2􏼂 􏼃
T
,

M11 � m1 + m2( 􏼁r
2
1 + m2r

2
2 + 2m2r1r2 cos q2( 􏼁 + J1,

M12 � M21 � m2r
2
2 + m2r1r2 cos q2( 􏼁,

M22 � m2r
2
2 + J2,

C1 � − m2r1r2 sin q2( 􏼁 _q
2
1 + 2 _q1 _q2􏼐 􏼑,

C2 � m2r1r2 sin q2( 􏼁 _q
2
2,

G1 � m1 + m2( 􏼁r1 cos q2( 􏼁 + m2r2 cos q1 + q2( 􏼁( 􏼁g,

G2 � m2r2 cos q1 + q2( 􏼁g,

(33)

where Mij denotes the (i, j) element of the matrix Mrob and
Ci and Gi represent the ith elements of Crob and Grob.

)e desired trajectory qrob,r � [q1,r, q2,r]
T and initial

trajectory qrob,0 can be given by

q1,r � a1 sin ω1t( 􏼁 + a2 cos ω2t( 􏼁 + a3 sin ω3t( 􏼁 + a4 cos ω4t( 􏼁

+ a5 sin ω5t( 􏼁 + a6 cos ω6t( 􏼁,

(34)

q2,r � b1 sin ω1t( 􏼁 + b2 cos ω2t( 􏼁 + b3 sin ω3t( 􏼁 + b4 cos ω4t( 􏼁

+ b5 sin ω5t( 􏼁 + b6 cos ω6t( 􏼁,

(35)

qrob,0 � [1.5, − 1.5]
T
, (36)

where (a1 ∼ a6), (b1 ∼ b6), and (ω1 ∼ ω6) are selected as (1,
1, 0.01, 1, 0.01, 0.001), (− 1, − 1, − 0.01, − 1, − 0.01, − 0.001), and
(0.1, 0.2, 0.4, 0.8, 1.6, 3.2), respectively.

)e estimated values of the dynamic parameters are
assumed to be

􏽢m1 � 0.4 kg,

􏽢m2 � 1.2 kg,

􏽢J1 � 4 kg · m,

􏽢J2 � 4 kg · m.

(37)

)erefore, three controllers (NTSMC1, NTSMC2, and
ANTSMC) are selected to verify the advantages of the
proposed ANTSMC. To fairly compare these controllers,
their control parameters except the uncertainty upper bound
are chosen as the same.

Λ �
150 0

0 150
􏼢 􏼣,

q � 5,

p � 9,

ξ � 0.001,

τmax � 40,

(38)

where τmax denotes the maximum torque of the robot
manipulator.

Moreover, the appropriate constant uncertainty upper
bound satisfying Assumption 1 is hard to determine in
practice, especially for the existing kinds of uncertainties.
Two uncertainty upper bound designs of NTSMC are se-
lected: the lower one (NTSMC1) and the higher one
(NTSMC2). Additionally, the initial value of the uncer-
tainty upper bound of the ANTSMC is chosen as a low
value, and it will adaptively adjust according to the actual
tracking errors during the motion period. )erefore, the
uncertainty upper bounds of the three controllers are
designed as follows.

)e uncertainty upper bounds of NTSMC1 are given
by
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b1 � 1,

b2 � 8,

b3 � 3.

(39)

)e uncertainty upper bounds of NTSMC2 are given by

b1 � 10,

b2 � 80,

b3 � 30.

(40)

)e uncertainty upper bounds of ANTSMC are given by
􏽢b1,0 � 1,

􏽢b2,0 � 1,

􏽢b3,0 � 1,

d1 � 5,

d2 � 0.1,

d3 � 1,

(41)

where 􏽢b1,0, 􏽢b2,0, and 􏽢b3,0 are the initial values of 􏽢b1, 􏽢b2, and 􏽢b3.

5.1. Fault-Free Conditions. )e numerical simulations of
the robot manipulator under NTSMC1, NTSMC2, and
ANTSMC are achieved in MATLAB 6.5 with the step size of
0.0005 s.)e corresponding simulation results are illustrated in
Figure 1, where “q1(∗),” “q2(∗),” “eq1(∗),” “eq2(∗),” “u1(∗),”
and “u2(∗)” represent the tracking of joint 1, tracking of joint
2, tracking error of joint 1, tracking error of joint 2, control

input of joint 1, and control input of joint 2 under the (∗)

control scheme, respectively; “q1_desired” and “q2_desired”
denote the desired trajectories of joint 1 and joint 2.

)e system state errors of the robot manipulator can
converge to zero in finite time (2 s) under all of the three
controllers, which can be observed in Figures 1(a)–1(d).
However, owing to its chosen uncertainty, upper bound is
lower than the actual uncertainty, and the tracking condition
cannot be maintained under NTSMC1, which can be seen in
2.5∼5.8 s of Figures 1(c) and 1(d). Moreover, the tracking
performances of NTSMC2 and ANTSMC are satisfactory in
all of the simulation time.

In the initial time, there are torque variations under the
three controllers, which are always unavoidable for the
mechanical systems. However, the torque command under
NTSMC2 has serious chattering and saturation problems in
the first 1.5 s, and there even exists slight chattering in the
stabilization stage (6.7∼8.7 s), shown in Figure 1(f). Besides,
the torque command under NTSMC1 generates short-time
chattering to compensate the tracking error in 4.9∼5.2 s,
which makes the tracking performance be improved after
6 s. Furthermore, the torque command under ANTSMC is
always smooth in 1∼20 s. )erefore, ANTSMC is the best
control scheme owing to its high-accuracy tracking and
smooth input command.

5.2. Faulty Conditions. To further research the influence of
the unpredictable faults, the actuator faults are assumed to
be

δa �
1, t< 10,

0.9 − 0.1 cos(0.1(t − 10)), t≥ 10,
􏼨 (42)

δa � diag δa, δa( 􏼁, (43)

δf �
0 0􏼂 􏼃

T
, t< 10,

[− 6 − 0.2 sin(0.2(t − 10)) − 3 − 0.1 sin(0.2(t − 10))]
T
, t≥ 10.

⎧⎨

⎩ (44)

Besides, the parameter uncertainty, desired trajectory,
and controller parameters of the robot manipulator are
assumed as same as the fault-free conditions. )en, the
corresponding results are presented in Figure 2.

According to equations (42)–(44), actuator faults occur
after 10 s, which will cause the torque mutations under the
three controllers (shown in Figures 2(e)–2(g)). Moreover,
owing to the simultaneous appearances of actuator faults
and disturbances, the torque command is calculated to be
saturated in a short time to generate the tracking errors for
the robot manipulator. After the torque saturation state, the
actual trajectories will well track the desired ones under
NTSMC2 and ANTSMC at the cost of short-period torque
chattering, but the tracking errors will be still existing under
NTSMC1.

In summary, ANTSMC is the best control scheme
considering both the tracking errors and torque chattering.

6. Conclusions

In this paper, an adaptive nonsingular terminal sliding mode
control (ANTSMC) scheme is proposed for the n-link robot
manipulator with parameter uncertainties and actuator
faults. )e characteristics of the conventional nonsingular
terminal sliding mode control (NTSMC) scheme, such as the
global nonsingular and finite time reaching, are maintained
for the proposed ANTSMC. Moreover, numerical simula-
tions are achieved by comparing the performances of
NTSMC and ANTSMC, and the advantages of ANTSMC
can be summarized as follows:
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(1) Tracking Performance. )e actual trajectory can track
the desired one under ANTSMC and NTSMC2
(higher uncertainty upper bound), even in the
conditions of disturbances, faults, and saturation.
However, for the trajectory under NTSMC1 (lower
uncertainty upper bound), there may exist short-
time or long-time errors in the fault-free and faulty
conditions, respectively.

(2) Chattering Phenomenon. In the initial time, for the
torque command under NTSMC2, there exists se-
rious chattering and saturation problem, and the

torque commands of NTSMC1 and ANTSMC are
satisfactory. In the stabilization period, many factors
may cause short-time chattering for the three con-
trollers, such as large tracking error and faults
occurrence.

)erefore, according to the results of the simulations, the
drawback of existing tracking errors of NTSMC1, the oc-
currence of serious chattering and saturation for the
NTSMC2, and the effectiveness of ANTSMC considering
both of the trajectory performance and chattering elimi-
nation are observed, respectively.
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Figure 1: Fault-free condition. (a) Tracking of joint 1; (b) tracking of joint 2; (c) tracking error of joint 1; (d) tracking error of joint 2;
(e) control input of NTSMC1; (f ) control input of NTSMC2; (g) control input of ANTSMC.
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Figure 2: Faulty condition. (a) Tracking of joint 1; (b) tracking of joint 2; (c) tracking error of joint 1; (d) tracking error of joint 2; (e) control
input of NTSMC1; (f ) control input of NTSMC2; (g) control input of ANTSMC.
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7. Future Recommendation

In this paper, we proposed an adaptive nonsingular terminal
sliding mode control (ANTSMC) scheme for the general
robot manipulator. Further research will be focused on the
implementation to the special robot systems in practice.
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A novel asymptotic tracking controller for an underactuated quadrotor unmanned aerial vehicle (UAV) is proposed to solve a
moving target tracking problem. Firstly, the control system is decoupled into the position control system and the attitude control
system. Secondly, a method combined artificial potential field with passivity control (APF&PC) is introduced for the positioning
system to achieve high-precision tracking of moving target at a fixed distance. -irdly, a super-twisting sliding mode (STSM)
method with an improved reaching law for the attitude system is applied to ensure that the attitude converges to the desired value.
Furthermore, the stabilities of two subsystems are proved, and sufficient stability conditions are derived based on the passive
method and Lyapunov method, respectively. Finally, simulation results of the moving target tracking verify the superiority and
robustness of the proposed control method in the presence of parameter uncertainties and external disturbances.

1. Introduction

In recent years, quadrotor unmanned aerial vehicles have
attracted increasing attention from both industrial and
academic communities. With some characteristics of vertical
take-off and landing, single or team flight, and low-cost
manufacturing, they have wide applications such as military
monitoring, traffic information collection, power system
detection, and disaster first aid [1–4]. -e quadrotor UAV is
an underactuated and strongly coupled nonlinear system,
which is subject to structural uncertainties and unknown
external disturbance. -erefore, it is a great challenge to
design an accurate and robust controller for the quadrotor to
achieve autonomous flight and target tracking.

Moving target tracking is an essential skill for the
quadrotor UAV to perform military and civil tasks, like
tracking enemy targets in air combat, tracking vehicles in
urban antiterrorism, and timely finding and locking the
victims in maritime rescue [5, 6]. Due to the limitation of the
observation range and the danger of unfriendly targets, the
quadrotor UAV needs to maintain a certain distance in the
whole mission, which brings new challenges to target
tracking. Currently, many kinds of control methods have

been successfully applied in the target tracking of UAVs.
Wang et al. [7] proposed an integrated framework for UAV-
based target tracking and recognition systems to achieve
satisfactory tracking performance. Rabah et al. [8] developed
a target tracking algorithm based on a Fuzzy-PI controller to
track a moving target under varying speed. Araar et al. [9]
proposed a PID method with an EKF filter to track au-
tonomously and land on a moving platform. Chen et al. [10]
presented sliding mode control methods based on artificial
potential field and RBF neural network for a quadrotor to
track the moving target. Based on studies aforesaid, the
design of a controller with high precision and strong ro-
bustness is the precondition of accurate tracking. -us, it is
the key for the moving target tracking of a quadrotor to
realize the position and attitude tracking control of the
quadrotor system and improve the robustness of the system.

In order to achieve attitude stabilization and position
tracking control of the quadrotor, various advanced control
techniques have been developed. Many remarkable
achievements have been obtained such as robust PID control
[11], active disturbance rejection method [12], feedback
linearization control [13], backstepping control [14], model
predictive control [15], adaptive control [16], immersion and
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invariance control [17], reinforcement learning [18], and
composite stability control [19, 20]. Although the above
methods can accomplish the autonomous flight of UAVs,
some of them still have limited capability to handle un-
certainties and external disturbances. Sliding mode control
(SMC) is considered an effective method in solving the
control problems of uncertain nonlinear systems because of
its unique robustness and adaptability to uncertainty and
external disturbances [21–23]. -erefore, a wide class of
control methods based on SMC has been proposed to solve
trajectory tracking of the quadrotor. Chen et al. [24]
designed a robust nonlinear controller that combines sliding
mode control and backstepping control to achieve trajectory
tracking of a quadrotor UAV. Xu et al. [25] presented a
quadrotor controller based on the terminal sliding mode
control to track the attitude trajectory under input
saturation. Castañeda et al. [26] proposed an adaptive
second-order sliding mode control method to improve the
robustness of the system under different operating
conditions and external disturbances. Inspired by the
aforementioned papers, we can improve sliding mode
control to handle the attitude control problem of quadrotors
under uncertainties and external disturbances.

-ere are some main feasible control methods to realize
the position tracking of UAVs. -e artificial potential field
(APF) is a robust feedback control method based on the
virtual force field, which has been widely applied in obstacle
avoidance and target tracking [27]. Chen et al. [28] proposed
an artificial potential field UAV path planning method to
make UAV avoid obstacles efficiently and economically
when there are many threats. Hu et al. [29] designed a time-
varying sliding surface and a nonlinear adaptive feedback
control law based on the APF method for obstacle avoidance
control. -e passive control (PC) method is to redistribute
the energy function of the inverted system by injecting
damping into the system so that it conforms to Lyapunov
stability law and ensures that the system is asymptotically
stable [30]. Ha et al. [31] proposed a unified passivity-based
adaptive backstepping control framework for the velocity
field following and timed trajectory tracking of a quadrotor
on the Internet. Jose and Hugo [32] presented a passivity-
based controller for a quadrotor with a cable-suspended load
to guarantee asymptotic stability. Based on the aforemen-
tioned discussion, we propose a novel double-loop control
system based on the position controller and attitude con-
troller, which can achieve high-precision target tracking for
the quadrotor.-e position controller combines the artificial
potential field with passive theory to achieve high-precision
position tracking, and the attitude controller uses the super-
twisting sliding mode method with an improved reaching
law to improve the convergence speed of the attitude.

-e main contributions of this study are as follows:
firstly, a novel position controller based on artificial potential
field and passive control is proposed to improve the pre-
cision of fixed distance tracking.-e quadrotor can track the
moving target at a certain distance by tracking the balance
point of the artificial potential field. -e passive control can
improve the robustness of the system by providing distur-
bance rejection to uncertainties and disturbances. Besides, a

super-twisting sliding mode controller with an improved
reaching law is presented for attitude control to ensure fast
convergence and strong robustness. -e reaching law based
on proportional term and exponential term can reduce the
chattering and improve the convergence rate, which will
guarantee a better tracking performance.

-e rest of this paper is organized as follows. In Section
2, the structure of the target tracking system and the dy-
namic modeling of the quadrotor are presented. In Section 3,
a novel quadrotor control method for moving target
tracking is studied and its stability is analyzed. In Section 4,
numerical simulations are provided to show the feasibility
and effectiveness of the proposed approach. Finally, a brief
conclusion is drawn in Section 5.

2. Mathematical Model of the Quadrotor

Target tracking is a complex engineering system that in-
volves technical modules in hardware, localization, map-
ping, planning, and control. -e target tracking of UAV is to
locate the target according to the distance information of
relative observation angle and attitude information of UAV.
-en, the future motion state of the target is predicted
according to the observation data of sensors. In addition, the
target state is filtered and estimated, andmotion information
of UAV is collected. On the premise that the attitude angle
and angular velocity of the quadrotor can be measured, the
three-dimensional position and translation velocity of the
UAV relative to the moving target are available. Finally, the
UAV will be guided to keep track of the moving target
through the continuous update of target estimation and
prediction state. For the target tracking of the quadrotor, the
most critical issues are the control of trajectory tracking. We
assume that the relative position of the quadrotor can be
obtained from the visual information of the camera, and the
state of the tracking target can be estimated by the Kalman
filtering method. In this paper, we will focus on the tra-
jectory tracking of the quadrotor control system. By de-
signing the position controller and attitude controller of
quadrotor UAV, the moving target can be tracked within a
safe distance. -e simplified structure of the tracking system
is shown in Figure 1.

-e dynamical model of the quadrotor is set up by the
earth-frame I(Oxyz) and the body-frame B(Oxyz) as illus-
trated in Figure 2. It is assumed that the moving target is a
mobile car, and ρ is the relative distance between the
quadrotor and target. In quadrotor systems, fi (i� 1, 2, 3, 4)
stands for the thrust force produced by the ith propeller. -e
vertical motion is created by the collective thrust input of all
four propellers. -e roll, pitch, and yaw motion can be
achieved by changing the speeds of different propellers. -e
position and attitude of the quadrotor expressed in the
inertial frame are defined as P� [x, y, z]T and Θ� [ϕ, θ, ψ]T,
where ϕ, θ, and ψ are successively roll, pitch, and yaw angles.
-ese angles are bounded as ϕ ∈ − π/2 π/2( 􏼁, θ ∈

− π/2 π/2( 􏼁, and ψ ∈ − π π( 􏼁.
-e dynamic behavior of quadrotor in the inertial co-

ordinate can be described by the dynamic equation based on
the Euler–Lagrange method [33] as follows:

2 Mathematical Problems in Engineering



m €P � U1Re3 − mge3 + d1, (1)

J€Θ � Γ − C _Θ + d2, (2)

wherem is the total mass, g is the gravitational acceleration,
and e3 � 0 0 1􏼂 􏼃

T is a unit vector in the vertical direction.
-e vectors d1 and d2 denote, respectively, the norm-
bounded uncertainties and disturbances in translational and
rotational motions, which are slow time-varying signals.

R represents an orthonormal rotation matrix, defined by

R �

CθCψ SθSϕCψ − CϕSψ CϕSθCψ + SϕSψ

CθSψ SϕSθSψ + CϕCψ CϕSθSψ − SϕCψ

− Sθ SϕCθ CϕCθ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3)

where C(·) and S(·), respectively, represent cosine function
and sinusoidal function.

-e positive definite matrix J is the moment of inertia,
given by

J �

Ixx 0 − IxxSθ

0 IyyC
2
ϕ + IzzS

2
ϕ Iyy − Izz􏼐 􏼑SϕCϕCθ

− IxxSθ Iyy − Izz􏼐 􏼑SϕCϕCθ IxxS
2
θ + IyyS

2
ϕC

2
θ + IzzC

2
ϕC

2
θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(4)

where I � Ixx Iyy Izz􏽨 􏽩
T
represents inertia tensors of the

quadrotor.
-e vector C represents a Coriolis and centrifugal force

term, which can be calculated by [33]

C � _J −
1
2

z

zΘ
_ΘTJ􏼒 􏼓. (5)

-e control input U1 denotes total lift force and Γ �
Γϕ Γθ Γψ􏽨 􏽩

T
stand for torques applied on the three axes,

which can be calculated by rotor thrusts as follows [34]:

U1 � 􏽘
4

i�1
fi � 􏽘

4

i�1
b1ω

2
i , (6)

where b1 and ωi represent lift coefficient and angular speed
of the relevant propeller, respectively.

Further, the input torque of attitude control for a
quadrotor UAV can be obtained as

Γ �

Γϕ
Γθ
Γψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

0 b1l 0 − b1l

− b1l 0 b1l 0

− c1 c1 − c1 c1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ω2
1

ω2
2

ω2
3

ω2
4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (7)

where c1 is an aerodynamic constant, and l is the distance
from the motors to the center of gravity.

-e control problem considered in this work is to design
a control system to guarantee the trajectory tracking of a
moving target for the quadrotor system with bounded
uncertainties and disturbances.

3. Controller Design

It is assumed that we can gain the trajectory of the moving
target by the vision sensor and calculated the velocity and
acceleration of the target. -e overall control objective for
the quadrotor with a desired yaw angle ψd is to track the
desired trajectory of the target Pd � [xd, yd, zd]T. -e speed
and acceleration of the target can be defined as Vd and ad,
respectively. -e distance from the quadrotor to the target
can be described by ρ � P − Pd. For a given expected
tracking distance ρd, the error of the relative distance is given
by eP � ρ − ρd. -e purpose of target tracking control is to
design a closed-loop controller to make the tracking error
approach 0.

In this section, the control system is composed of the
position controller and attitude controller. Firstly, a position
controller based on the artificial potential field and passive
control is designed to obtain the desired position tracking
for Pd and generate the desired roll and pitch references ϕd
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Figure 2: Model diagram of the tracking system.
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and θd. Besides, an attitude controller based on the super-
twisting sliding mode method with an improved reaching
law is applied to make the aircraft track the desired attitude
vectorΘd � [ϕd, θd, ψd]T. -e control structure is depicted in
Figure 3.

3.1. Position Controller Design. According to (1), the
translational error is obtained by

€eP �
UP + d1

m
− ge3 − ad, (8)

where UP � U1Re3 is the virtual control input.
We use the artificial potential field method to solve the

position tracking. Firstly, the repulsion potential Jr is con-
structed as a generalized Morse function [28]:

J
r

�

a
b

e
(‖ρ‖/c)

− e
‖ρ‖min/c( )

, ‖ρ‖ ∈ D,

0, ‖ρ‖ ∉ D,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

where b and c are constant, which determine the magnitude
and velocity of the repulsion force, respectively. -e gain
coefficient of the potential field a is a constant.
D� [‖ρ‖min, ‖ρ‖max determines the action area of the artificial
potential field. ‖ρ‖min > 0 represents the minimum safe
distance, and ‖ρ‖max is expressed as the maximum distance.

In order to ensure that the artificial potential field has the
correct equilibrium state ‖ρd‖, the gravitational potential Ja

is defined as

J
a

�

1
2

a · k‖ρ‖
2
, ‖ρ‖ ∈ D,

0, ‖ρ‖ ∉ D,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

where k indicates a positive constant that can adjust the
strength of gravitational potential.

If the quadrotor can keep a certain distance to track the
target, the velocity field of the artificial potential field at the
equilibrium point is 0. -e values of parameters k, b, and c
will be satisfied as

− k ρd

����
����􏼐 􏼑 +

b

c

1

e
ρd‖ ‖/c( ) − e

‖ρ‖min/c( )􏼒 􏼓
2e

ρd‖ ‖/c � 0.
(11)

When ‖ρd‖≤ ‖ρ‖≤ ‖ρ‖max, the gravitational force has a great
effect on the convergence in long distances. When
‖ρ‖min ≤ ‖ρ‖≤ ‖ρd‖, the repulsive force plays a leading role in
short distances. When ‖ρ‖> ‖ρ‖max, the potential field no
longer works. When ‖ρ‖ � ‖ρd‖, the two forces are just equal
and the potential field reaches equilibrium.

By combining repulsive potential and gravitational po-
tential, the velocity field function between UAV and target
for ‖ρ‖ ∈ D can be determined as

vf � − ∇Jr
− ∇Ja

� a − k‖ρ‖ +
b

c

1

e
(‖ρ‖/c)

− e
‖ρ‖min/c( )􏼒 􏼓

2e
‖ρ‖/c

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ρ
‖ρ‖

.
(12)

Definition 1. Considering nonlinear systems,

_x � f(x, u),

y � h(x).
􏼨 (13)

For all x ∈ Rn and u ∈ Rm, f is a locally Lipschitz function
and f(0, 0) � 0, and h(x) is continuous and h(0) � 0. If a
differentiable positive definite function V(x) satisfies

u
T
y≥ _V �

zV

zx
f(x, u), (14)

then, the abovementioned nonlinear system is passive
[35].

-e velocity error can be set as

_eP � _P − vd − _ρd � ve. (15)

-e velocity field is used to calculate the relative velocity
between UAV and target. -e relative velocity is defined as

vr � ve − vf + αeP, α> 0. (16)

Based on (15), the velocity error can be derived as

_eP � − αeP + vr + vf. (17)

-e derivative of vr can be derived as

_vr � _ve − _vf + α _ep �
Up

m
− ge3 +

d1
m

− at − _vf + α _ep. (18)

To ensure accurate tracking of moving targets, a virtual
control input of the position controller is designed as

Up � mge3 − 􏽢d1 + m €Pd − λ1vr + _vf + u − α _ep􏼐 􏼑, (19)

where λ1 > 0, 􏽢d1 is the estimate of d1, and u is the virtual
input of the passive system.

Substituting (18) into (17) yields

Reference
instruction

Passive
controller

Attitude
output

UAV

(xd, yd, zd) U1

ψd

ϕdθd

Position
output

d1

d2

(x, y, z)

STSM
controller

Position
system

Attitude
system

(θ, ϕ, ψ)

Γ

Figure 3: Structure of the quadrotor control system.
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_vr � − ge3 − 􏽢d1 − λ1vr + _vf − α _ep + ge3 − _vf + d1 + α _ep + u

� − λ1vr + 􏽥d1 + u,

(20)

where the error 􏽥d1 � d1 − 􏽢d1.
For the tracking system, the structure of the cascaded

passive system is shown in Figure 4. -e total input of the
system is 􏽥d1 + u, and the output is eP. According to passive
theory, the passivity of the system can improve the accuracy
of the position tracking and avoid the local minimum of the
artificial potential field near the equilibrium point. -us, the
stability of the system will be improved.

Theorem 1. Consider the quadrotor translational dynamics
described in (8). 9e whole position tracking system acts as a
cascade of the drive system (17) and driven system (20). If the
relative velocity and the virtual control input are designed
according to (16) and (19), the control strategy can guarantee
that the position control system is passive and globally stable
at the origin.

Proof. If a candidate storage function is set as

V3 ep, vr􏼐 􏼑 � V1 ep􏼐 􏼑 + V2 vr( 􏼁, (21)

where V1 � (1/2)eT
PeP, V2 � (1/2)vT

r vr.
According to (11) and (12), we can get

ePvf � a
ρ ρ − ρd( 􏼁

‖ρ‖
− k‖ρ‖ +

b

c

1

e
(‖ρ‖/c)

− e
‖ρ‖min/c( )􏼒 􏼓

2e
‖ρ‖/c

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� T · Q,

(22)

where T � a(ρ(ρ − ρd)/‖ρ‖), Q � [− k‖ρ‖ + b/c(1/ (e(‖ρ‖/c)−

e(‖ρ‖min/c))2)e(‖ρ‖/c)].
If ‖ρ‖≥ ‖ρd‖, then T≥ 0, Q≤ 0. If ‖ρ‖< ‖ρd‖, then T< 0,

Q> 0. It can be derived as eT
Pvf ≤ 0.

-e derivative of V1 can be given by

_V1 � eT
P · _eP � eT

Pvr − αeT
PeP + eT

Pvf ≤ e
T
Pvr. (23)

-en, the system is passive to eP and vr.
-e derivative of V2 can be written as

_V2 � vT
r · _vr � − λ1v

T
r vr + vT

r
􏽥d1 + u􏼐 􏼑≤ vT

r
􏽥d1 + u􏼐 􏼑. (24)

-us, the system is passive to vr and 􏽥d1 + u.
-e derivative of V3 can be solved as

_V3 � epv
T
r + vT

r
􏽥d1 + u􏼐 􏼑 + eT

Pvf − αeT
Pep − λ1v

T
r vr

≤ epv
T
r + vT

r
􏽥d1 + u􏼐 􏼑 − αeT

pep − λ1v
T
r vr

≤ epv
T
r + vT

r
􏽥d1 + u􏼐 􏼑 � vT

r ep + 􏽥d1 + u􏼐 􏼑.

(25)

-e feedback control is designed as

u � − ep − βvr, (26)

where β> 0; then,

_V3 � vT
r

􏽥d1 − βvr􏼐 􏼑 � vT
r

􏽥d1 − βvT
r vr ≤ v

T
r

􏽥d1. (27)

Taking into account uncertainties and external distur-
bances, the storage function V is chosen as

V � V3 +
1
2
dT
1

􏽥d1. (28)

-e adaptive law is constructed as
_􏽢d1 � − vr. (29)

Because 􏽥d1 is a slow time-varying signal, the derivative of
V can be solved as

_V � vr
􏽥d

T

1 − βvT
r vr + 􏽥d

T

1
_􏽥d1 � vr

􏽥d
T

1 − βvT
r vr − 􏽥d

T

1
_􏽢d1

� − βvT
r vr ≤ 0.

(30)

-erefore, it is shown that the controller can force the
states of the system with bounded disturbances and un-
certainties to converge asymptotically to origin.

We define the virtual control input UP � [Ux, Uy, Uz]T,
satisfying

Ux

Uy

Uz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � U1

CθCψ SθSϕCψ − CϕSψ CϕSθCψ + SϕSψ

CθSψ SϕSθSψ + CϕCψ CϕSθSψ − SϕCψ

− Sθ SϕCθ CϕCθ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

0

0

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(31)

-e above matrix expression can be obtained by

Ux � U1 CϕSθCψ + SϕSψ􏼐 􏼑,

Uy � U1 CϕSθSψ − SϕCψ􏼐 􏼑,

Uz � U1CϕCθ.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(32)

According to (32), the actual control input U1 can be
solved as

U1 �
Uz

Cϕd
Cθd

. (33)

Substituting U1 into Ux and Uy, we can get two desired
attitude angles from (32); that is,

θd � arctan
UxCψd

+ UySψd

Uz

􏼠 􏼡,

ϕd � arctan Cθd

UxSψd
− UyCψd

Uz

􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(34)

□

Storage
function

V1

Storage
function

V2

vrd~1 + u ep

Passive
input

Intermediate
variable

Passive
output

Figure 4: Cascade passive structure of quadrotor.
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3.2. Attitude Controller Design. In this section, the attitude
controller is designed by using the super-twisting sliding
mode control with an improved reaching law. -e objective
of the controller is to ensure the convergence of the attitude
angles to the desired trajectories.

Considering both model uncertainties and external
disturbances in the attitude subsystem, (2) can be written as

J0 €Θ � − C0
_Θd + Γ + d2 − JΔ €Θ − CΔ _Θ, (35)

where J � J0 + JΔ, C � C0 + CΔ, C0 � 0.9C.

J0 �

Ixx 0 0

0 Ixx + Iyy 0

0 0 Ixx + Iyy + Izz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (36)

-e vector d denote the norm-bounded model uncer-
tainty and external disturbances in rotational motions as

d � d2 − JΔ €Θ − CΔ _Θ, (37)

where ‖d‖≤D1.
-e dynamic model of attitude system can be trans-

formed into

J0 €Θ + C0
_Θ � Γ + d. (38)

-e state-space form of this model can be given by
_Θ1 � Θ2,

_Θ2 � f(Θ) + g(Θ)Γ + d,

⎧⎨

⎩ (39)

where the vector f(Θ) � − J− 1
0 C _Θ and g(Θ) � J− 1

0 .
-e tracking error of attitude e1 is defined as

e1 � Θ1 d − Θ1. (40)

-e angular velocity tracking error is given by

e2 � _e1. (41)

-e sliding mode manifold is designed as

s � e2 + λe1, (42)

where s � sϕ sθ sψ􏽨 􏽩
T
, λ> 0.

-e reaching law of the sliding mode manifold is chosen
as

_s � − k1 􏽚
s

0
sgn(s(τ))dτ − k2|s|

(1/2)sgn(s)

− 2k4 + k1( 􏼁s − k3sgn(s),
(43)

where the gain coefficient k1, k2, and k4 are positive con-
stant, k3 >D1 ≥ ‖d‖.

-e improved reaching law adds the proportion term
and the velocity term.-e law provides a power convergence
rate in the reaching phase and reduces the approaching time
to the sliding surface. In addition, the combined terms can
guarantee that the system state reaches the sliding mode
surface with a good dynamic performance.

Substituting (42) and (43) into (39) leads to

Γ � g
− 1

(Θ) − f(Θ) + €Θ1 d + λ _e1 + 2k4 + k1( 􏼁s + d􏽮

+ k1 􏽚
s

0
sgn(s)dτ + k2|s|

(1/2)sgn(s) + k3sgn(s)􏼛.

(44)

Theorem 2. Consider the quadrotor rotational dynamics
described in (2). If the sliding mode manifold and control
input are designed according to (42) and (43), the control
strategy can ensure that the attitude tracking error e1 con-
verges to zero.

Proof. If a candidate Lyapunov function is selected as

W �
1
2
eT
1 e1 +

1
2
sTs, (45)

the derivative of W is computed as

_W � eT
1 e2 + sT

− k1 􏽚
t

0
sgn(s)dτ − 2k4 + k1( 􏼁s − k2|s|

(1/2)sgn(s) − k3sgn(s) + d􏼢 􏼣

� eT
1 e2 − 2k4s

Ts − k2|s|
(3/2)

− k3|s| + sTd≤ eT
1 e2 − 2k4s

Ts − k2|s|
(3/2)

≤ − k4λ
2eT

1 e1 + 2k4λ − 1( 􏼁eT
1 e2 + k4e

T
2 e2􏽨 􏽩 − k4s

Ts − k2|s|
(3/2) ≤ − e1 e2􏼂 􏼃Q e1 e2􏼂 􏼃

T
− k4s

Ts − k2|s|
(3/2)

,

(46)

where Q �
k4λ

2
k4λ − 1/2

k4λ − 1/2 k4
􏼢 􏼣.

-e matrix Q can be calculated as |Q| � k4λ − (1/4). If
appropriate values of k2, k4, and λ are selected to make |Q|>0

and _W≤ 0, the sliding surface will converge to 0. It can be
concluded that the proposed attitude controller can guar-
antee that the attitude angle asymptotically converges to the
desired values. □
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4. Simulation and Analysis

Trajectory tracking simulations of the quadrotor have been
carried out to verify the validity and efficiency of the pro-
posed control method. Besides, a synthesis controller based
on second-order SMC (2-SMC) [36] has been chosen for the
comparison.

-e parameter values of the quadrotor model are as fol-
lows:m� 0.5 kg, b1� 5Ns2, c1� 2Nms2, l� 0.5m, g � 9.8m/s2,
Ixx� Iyy� 0.004 kgm2, Izz� 0.008 kgm2, and the yaw angle
ψd� π/3. -e external disturbances are considered as
d1� [0.1sin(0.1πt), 0.1cos(0.1πt), 0.1cos(0.1πt)]T and d2�

[0.3sin(0.1πt) + 0.1, 0.4cos (0.1πt) + 0.1, 0.5sin(0.1πt) + 0.2]T.
In order to further evaluate the robustness of the pro-

posed control method, another simulation has been exe-
cuted for the system under external disturbances and
parametric uncertainties. -e parameter uncertainties are
considered as ±30% in the massm and inertia matrix Ixx, Iyy,
and Izz respectively.

-e controller parameters of 2-SMC are given as follows:
cz � 1, cψ � 1, ε1� 1, ε2 �1, ε3 � 0.5, ε4 � 0.5, η1 � 1, η2�1,
η3 � 4, η4� 4, c1� 10ms/(u1cosϕcosψ), c2 � 5ms/(u1cosϕcosψ),
c3 �1, c4 � 5, c5� − 10ms/(u1cosψ), c6 � − 5ms/(u1cosψ), c7�1,
and c8� 5.

-e parameters of the control method based on PC and
STSM (PC&STSM) are adjusted as ‖ρ‖min � 1, ‖ρd‖ � 2,
‖ρ‖max � 5, k� 10, a� 1, b� 16.83, c� 2, α� 0.8, λ1 � 4, β� 2,
k1 � 0.5, k2 �1, k3 � 3, k4 � 2, and λ� 10. According to the
tracking target, selecting methods of controller parameters
will be given as follows.

(1) First, it is assumed that the expected distance between
the aircraft and the moving target ‖ρd‖ � 2. -e gain
coefficient a will be chosen as a� 1 to balance the
potential field force. When 2≤ ‖ρ‖≤ 5, we choose
k� 10 to get a large gravitational force. When
1≤ ‖ρ‖≤ 2, we choose c� 2 to get a slightly large re-
pulsive force. According to (11), we can get b� 16.83 at
the equilibrium point of the artificial potential field

(2) -e parameters α and β are in connection with the
convergence rate of the relative velocity and position
error. -e parameter λ1 is related to the external
disturbances in translational motion. -rough several
simulation attempts, we choose α� 0.8, β� 2, and
λ1� 4 in order to improve the convergence rate and
accuracy

(3) When s� 0, _e1 � − λe1. If any attitude angle error needs
to converge to 0.01 in 0.5 s, λ should be chosen as
λ� 10. -e parameters k1, k2, and k4 are in connection
with the accuracy and convergence speed of attitude
angle error. According to (43) and (47), k1> 0, k2> 0,
and k4λ> 0.25. -rough several simulation attempts,
we choose k1� 0.5, k2�1, and k4� 2 to obtain fast
convergence and small overshoot. Finally, the pa-
rameter k3 is related to the robustness of the system,
and k3 will be adjusted according to k3 > ‖d‖

In order to show the effectiveness of the proposed
strategy, we select two tracking scenarios for simulation.

4.1. GroundMoving Target. -e initial position and attitude
angle values of the quadrotor are [0, 0, 1.5] m and [0.2, 0.2,
0.5] rad. -e trajectory of a moving ground target can be
described as

Pd � 4t 4 sin
t

2
􏼒 􏼓 2􏼔 􏼕. (47)

Simulation results of trajectory tracking are depicted in
Figure 5. Figure 5(a) presents tracking results from the two
control methods in 3D space. It can be observed that the
PC&STSM method can make the quadrotor track the target
accurately at a fixed distance, whereas the 2-SMC approach
makes it slightly off the desired track at the beginning. As
shown in Figure 5(b), the position tracking from APF&PC
achieves null steady-state error for all positions in 1.8 s, while
the 2-SMC controller takes 3.8 s to get the steady state.
Figure 5(c) shows that the STSM controller has a fast
convergence rate than that from 2-SMC. Compared with 2-
SMC, the improved reaching law greatly improves the
convergence performance. -e comparisons of convergence
time and overshoot between the two methods are listed in
Tables 1 and 2.

As shown in Figure 6, the simulation results of trajectory
tracking demonstrate the control quality of the proposed
controller in terms of disturbances and uncertainties.

It can be seen from Figure 6(a) that the PC&STSM
controller can still track accurately the trajectory of the
moving ground target when the mass and inertia matrixes of
the quadrotor change by± 30%. According to Figure 6(b),
the position tracking generated by the controller converges
to the set position in 2s even if the disturbances and un-
certainties are considered. Besides, the figure also shows that
parameter uncertainties have few effects on position control.
From Figure 6(c), it can be observed that attitude angles
converge in a short time and keep the desired values all the
time although uncertainties and disturbances cause over-
shoot. -e simulation results have illustrated that the
PC&STSM controller has good robustness and tracking
performance in the case of external disturbances and pa-
rameter uncertainties.

4.2. Aerial Moving Target. -e initial position and attitude
angle values of the quadrotor are [0, 0, − 1] m and [0, 0.2, 0.5]
rad.-e trajectory of a moving aerial target can be described as

Pd �
1
2
cos

t

2
􏼒 􏼓

1
2
sin

t

2
􏼒 􏼓 2 +

t

10
􏼔 􏼕. (48)

According to Figure 7(a), it can be concluded that the
aerial target tracking control system can meet the tracking
performance, and the PC&STSM has a better tracking effect
than 2-SMC. From Figure 7(b), it can be observed that
APF&PC is insensitive to disturbances and has a faster
convergence speed in position tracking. In contrast, 2-SMC
has a longer adjustment time. Figure 7(c) shows that STSM
achieves zero steady-state error with a small overshoot
between 0 rad and 0.09 rad, while 2-SMC has a bigger
amplitude oscillation in attitude tracking. -e response
speed of STSM is faster than that of 2-SMC, which is helpful
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Figure 5: Continued.

8 Mathematical Problems in Engineering



to flexibly move in the air. -e comparisons of convergence
time and overshoot between the two methods are listed in
Tables 3 and 4.

As presented in Figures 6 and 8, the convergence of
position and attitude state is slightly affected by the variation
of system parameters, but the proposed controller can
achieve zero steady-state error and compensate for external

disturbances and parameter uncertainties. -e simulation
results verify the robustness of the proposed control scheme.

Numerical simulation indicated that the controller based
on PC&STSM can trace the moving target effectively and has
a good dynamic performance. Compared with the 2-SMC
method, the proposed controller has a better performance in
tracking precision and robustness.
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Figure 5: Ground moving target tracking. (a) Trajectory tracking. (b) Position tracking error. (c) Attitude tracking error.

Table 1: Convergence time of tracking error.

Method x (s) y (s) z (s) ϕ (s) θ (s) ψ (s)
PC&STSM 1.8 1.8 0.9 0.4 0.4 0.25
2-SMC 3.8 3.8 1.8 1.5 1.5 1.2

Table 2: Overshoot of tracking error.

Method x y z ϕ θ ψ
PC&STSM 0 0 0 0.18 0.38 0
2-SMC 0 0 0 0.18 0.24 0.1
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Figure 6: Target tracking with uncertainties and disturbances. (a) Trajectory tracking. (b) Position tracking error. (c) Attitude tracking
error.
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Table 3: Convergence time of tracking error.

Method x (s) y (s) z (s) ϕ (s) θ (s) ψ (s)
PC&STSM 1.6 1.4 1.6 0.35 0.35 0.25
2-SMC 3.6 4.2 3.8 1.5 1.4 1.2

Table 4: Overshoot of tracking error.

Method x y z ϕ θ ψ
PC&STSM 0 0 0 0.09 0.08 0
2-SMC 0 0.05 0 0.05 0.24 0.18
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Figure 7: Aerial moving target tracking. (a) Trajectory tracking. (b) Position tracking error. (c) Attitude tracking error.
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5. Conclusion

In this paper, we propose a composite control strategy based
on passive control and super-twisting sliding mode control
to solve the problem of moving target tracking of quadrotors
considering model uncertainties and external disturbances.
-e control structure is composed of position and an atti-
tude controller. For position control, the artificial potential
field method is proposed by combining gravitational po-
tential with repulsion potential to achieve the stable tracking
of moving targets at a fixed distance. Meanwhile, the cascade
passive control is designed to ensure the stability of the
positioning system. Moreover, the super-twisting sliding
mode controller with an improved reaching law is

introduced to make the attitude angles quickly track the
desired trajectory and overcome uncertainties and distur-
bances. Finally, the simulation results show that the pro-
posed control system can achieve a better tracking
performance and robustness compared with 2-SMC in
moving target tracking.
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+is paper investigates two guidance laws of standoff cooperative tracking static and moving of multiple autonomous unmanned
aerial vehicles for targets from the perspective of the control system design. In the scheme of the proposed guidance laws, one
vehicle is chosen as leader and others as followers. +e leader only needs the measurement of the target, and the followers only
measure the leader and its neighbors in the communication topology network. By using the proposed guidance laws, it is
guaranteed that all vehicles can track a static or moving target with an evenly spaced formation of circle. Considering the coupling
of tracking and cooperation, the stability analysis is performed by constructing two relatively independent subsystems based on
Lyapunov theory, and the corresponding rigorous proofs of stability are given. By comparing with the Lyapunov vector field
guidance law, the simulation results verify the effectiveness and superiority of the proposed guidance laws.

1. Introduction

In the past few decades, due to the rapid development of
science and technology, the use of unmanned aerial vehicles
(UAVs) is from surveillance and reconnaissance to rescue
and communication relay [1–3], and its application fields
have been greatly expanded. At present, one of the most
important applications of UAVs is the use of tracking
ground targets; through the UAV guidance system, the
target can be always in the field of view, so as to achieve real-
time tracking purpose of ground targets [4–6]. Compared
with single UAV, multi-UAV cooperative tracking can in-
crease the coverage of the sensor on the ground target and
reduce the target state estimation error, and it has a wider
range of application prospects [7, 8].

Unlike rotary-wing UAV, fixed-wing UAV must
maintain a minimum velocity to produce enough lift. A
typical way to accomplish a tracking mission is standoff
tracking which means to monitor the ground target by
orbiting around it at the desired distance; this tracking
mode is called standoff tracking [9, 10]. +e guidance
problem in cooperative standoff tracking can be divided
into two aspects: relative distance control and inter-UAV

angle control, which are realized by the lateral and lon-
gitudinal guidance law, respectively.

Lawrence proposed a guidance law based on the Lya-
punov vector field guidance (LVFG) method [11]. In the
study by Frew et al. [12], it is assumed that the target is
moving at a constant velocity, and the LVFG has been
proposed to improve the guidance accuracy of the relative
distance; then, another Lyapunov function is used to solve
the flight velocity command as the longitudinal guidance law
of the UAV to control the inter-UAV angle. A weighted
relative distance and inter-UAV angle error are used as the
objective function, and the horizontal and vertical guidance
commands for the next optimization step are searched by the
method of model predictive control (MPC) [13]. +is
method not only needs a lot of calculation time but also still
has some difficulties to achieve online applications. A cyclic
pursuit for coordinated target tracking applications based on
sliding mode control and a virtual leader is presented, but
the guidance law is too complicated to achieve in practi-
cal projects [14]. A variant cycle of standoff tracking ap-
plications has also been investigated, while only fixed and
uniform moving targets were considered for this method
[15]. Cheng proposed a composite impact time control
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guidance law considering the problem of simultaneous at-
tack against a ground target [16]. It is also necessary to
consider the effect of disturbances, so the robust leader-
follower formation guidance laws are derived [17–19].

From the above previous work, we can conclude that the
existing research results only study the static target instead of
the moving target which limits the practical application of
the guidance laws. To the best of the author’s knowledge, few
research results can consider both scenarios in a unified
control framework. +e developed results in this paper not
only realize the objective of the tracking static target but also
can track the moving target in a unified analytical control
framework. In this paper, a new leader-follower formation
tracking mode is proposed, which is based on the principle
that a leader UAV is used to track a ground target in the
standoff mode. Besides, when multiple follower UAVs track
the leader UAV and are evenly distributed in a circle, the
leader UAV and follower UAVs adopt the same tracking
distance. As a result, the leader UAV maintains a certain
distance from the ground target to avoid being exposed, and
the follower UAVs can be closer to monitoring the ground
target. +e novelty of this paper lays in extending the
practical application of standoff cooperative tracking of
multi-UAVs not only for static targets but also for moving
targets.

+is paper is organized as follows. Section 1 describes the
mathematical model of a ground target tracking problem.
Section 2 provides the new guidance law of the leader UAV
and mathematical stability proof. Section 3 provides the new
guidance law of the follower UAVs and mathematical sta-
bility proof. +e results of simulation are discussed in
Section 4. +e paper ends with some conclusions.

2. Problem Formulation

In order to develop guidance laws for the fixed-wing UAV
that tracks a ground target, some assumptions have been
stated. Firstly, the UAV is considered at a constant velocity
and altitude over the ground. Furthermore, a separate inner
loop (stabilization loop) and an outer loop (guidance loop)
control approach are designed, similarly as in most appli-
cations [20–23].

In Figure 1, let ρ denote the range between the UAV and
the target, ρ≥ 0 and ρ is bounded. +e bearing angle
χ ∈ [0, 2π) is defined as the angle between the UAV forward
direction and the direction from the UAV to the target,
which is measured counterclockwise. ρd denotes the desired
radius, and v is the velocity of the UAV.

+e system dynamics can be described by the following
kinematical model:

_x � v cos(ψ),

_y � v sin(ψ),

_ψ � ω,

_v � u,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where [x, y]T is the 2D location of the UAV, ψ denotes
the heading angle, ω and u are the angular rate and

acceleration as the control inputs, respectively, and [xt, yt]
T

denotes the 2D location of the target; then, the range

ρ �

�����������������

(x − xt)
2 + (y − yt)

2
􏽱

. +e objective is to design con-
trol input ω and usuch that ρ⟶ ρd as t⟶∞.

+e dynamics (1) can be rewritten as

_ρ � − v cos(χ),

_χ � ω +
v sin(χ)

ρ
,

_v � u.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

In dynamics (2), the state variables are changed from
[x, y,ψ]T to [ρ, χ, v]T. Furthermore, it can be seen that if the
velocity of the UAV is constant, _ρand χ can be determined by
eachother. When _ρ � 0, χ � (π/2) or (3π/2), which repre-
sents the clockwise motion and counterclockwise motion of
the UAV, respectively.

3. Leader UAV Guidance Law Design

Firstly, a guidance law of the leader UAV to track a static
target is designed, and then, the guidance law is expanded to
track a moving target.

3.1. Static Ground Target Tracking. In this paper, the guid-
ance law for the leader UAV tracking a static ground target
in the standoff mode is designed as

ω � kv cos χ −
v sin χ
ρ

− v ρ − ρd( 􏼁,

u � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

+en, we give the following conclusion.

Theorem 1. Consider UAV dynamics in (2) subject to the
guidance law in (3). If k> 0, (ρd, π/2)T is the asymptotically
stable equilibrium point of the closed-loop system.

v

UAV

Target

N (X)

E (Y)

χ
ψ ρ

ρd

Figure 1: Geometry of tracking a stationary target.
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Proof. consider the following candidate Lyapunov function:

L1 � 1 − sin χ +
1
2
ρ − ρd( 􏼁

2
. (4)

It can be verified that L1 ≥ 0, and L1 � 0 only at
(ρd, π/2)T.

Taking the derivative of L1 yields that
_L1 � − cos χ · _χ + ρ − ρd( 􏼁 · _ρ. (5)

With (2), we have

_L1 � v cos χ · −
ω
v

−
sin χ
ρ

− ρ + ρd􏼠 􏼡. (6)

Substituting ω into _L1, we have

_L1 � − kvcos2χ. (7)

Obviously, when k> 0, for any χ, there is _L1 ≤ 0, and
it can be concluded that _L1 � 0 if and only if χ � (π/2).
Let S � [ρ, χ]T ∈ R × R|χ � (π/2)􏽮 􏽯; when L1 � 0, we can
obtain that ρ � ρd, and no other solution can stay identi-
cally in S other than (ρd, π/2)T. According to LaSalle’s in-
variance principle (Khalil, 2002), (ρd, π/2)T is the asymptotically
stable equilibrium point of the closed-loop system. □

Remark. this Lyapunov function is well designed as its
equilibrium point is χ � (π/2), ρ � ρd. By designing ap-
propriate guidance laws, we can make _L1 ≤ 0 till L1 � 0, and
the control objective can be realized.

3.2. Constant Velocity Ground Target Tracking. When the
ground target moves at velocity vt, the UAV kinematics’
model can be written as

_ρ � − v cos χ + vt cos ψ − ψt + χ( 􏼁,

_χ � ω +
1
ρ

v sin χ − vt sin ψ − ψt + χ( 􏼁( 􏼁,

_v � u,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where the velocity vector of the UAV can be decomposed
into relative velocity, and the target velocity vector (depicted
in Figure 2)

v
→

� v
→

m + v
→

t, (9)

where v
→

m is the relative velocity vector. +en, the dynamics
in (8) can be rewritten as the relative motion:

_ρ � − vm cos χm,

_χm � ωm +
1
ρ
vm sin χm,

_vm � um.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Velocity vector vt is constant when the target is in
uniformly moving motion. Let n

→
m be the unit tangent

vector of v
→

m and ω→ be the angular velocity vector corre-
sponding to v

→; taking the derivative of (9) yields that

ω→ × v
→

� _vm n
→

m + ω→m × v
→

m. (11)

+e symbol “×” denotes the cross product of vectors.
Take the norm of both sides because _vm � (ω→ × v

→
) · n

→
m;

thus, we can obtain that

|ω→ × v
→

|
2

� (ω→ × v
→

) · n
→

m

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ ω→m × v
→

m

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
. (12)

+en, we get

ω2
v
2

� ω2
v
2sin2 ψ − ψm( 􏼁 + ω2

mv
2
m,

ω2
mv

4
m � ω2

v
2
v
2
m − v

→
× v

→
m

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏼔 􏼕.
(13)

According to the parallelogram law of the vector, the
area of the two triangles which are constituted by v

⇀ and v
⇀

t

and v
⇀ and v

⇀
m, respectively, are equal, that is,

v
→

× v
→

t

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � v

→
× v

→
m

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (14)

+en, we can obtain that

ω2
mv

4
m � ω2

v
2
v
2
m − v

→
× v

→
t

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏼔 􏼕. (15)

We have

ωm �
v

����������������

v
2
m − v

2
t sin ψt − ψ( 􏼁

􏽱

v
2
m

ω. (16)

Finally, we can obtain the guidance law for tracking the
constant velocity ground target:

ω �
v
2
m kvm cos χm − vm sin χm/ρ( 􏼁 − vm ρ − ρd( 􏼁􏼂 􏼃

v

����������������

v
2
m − v

2
t sin

2 ψt − ψ( 􏼁

􏽱 ,

u � 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(17)

and the corresponding closed-loop system can be written as

v

UAV

vt

vt

vm

Target

N (X)

E (Y)

ψ ρ
χ

ψt – ψψt

Figure 2: Geometry of tracking a moving target.
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_ρ � − vm cos χm,

_χ �
v
2
m kvm cos χm − vm sin χm/ρ( 􏼁 − vm ρ − ρd( 􏼁􏼂 􏼃

v

����������������

v
2
m − v

2
t sin

2 ψt − ψ( 􏼁

􏽱 +
1
ρ
vm sin χm,

_v � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

+en, we give the following conclusion.

Theorem 2. Consider UAV dynamics in (8) subject to the
guidance law in (17). If k> 0, (ρd, (π/2))T is the asymptot-
ically stable equilibrium point of the closed-loop system in
(18).

Proof. consider the following candidate Lyapunov function:

L2 � 1 − sin χm +
1
2
ρ − ρd( 􏼁

2
. (19)

Taking the derivative of L2 yields that
_L1 � − cos χm · _χm + ρ − ρd( 􏼁 · _ρ. (20)

Substitute (10) and (17) into _L2, then

_L2 � − kvcos2χm. (21)

It can be seen that if k> 0, _L2 ≤ 0 always exit and _L2 � 0
only if χm(t) � (π/2). χm and ρ(t) are both bounded and
_L2(t) is also bounded according to Barbalat’s lemma [20],
when _L2(t)⟶ 0, χm(t)⟶ (π/2). Furthermore, because
€χm(t) is bounded, still according to Barbalat’s lemma, we can
conclude that when χm(t)⟶ 0, ρ(t)⟶ ρd, and
(ρd, π/2)T is the asymptotically stable equilibrium point of
the closed-loop system. □

3.3. Variable Velocity Ground Target. When the ground
target moves at variable velocity vt, then v and vm both are
also variable, and equation (9) can be rewritten in the fol-
lowing scalar form:

v cosψ � vm cosψm + vt cosψt,

v sinψ � vm sinψm + vt sinψt.
􏼨 (22)

Taking the derivative of both sides’ yields, one can have

_v cosψ + v _ψ cosψ � _vm cosψm + vm
_ψm cosψm

+ _vt cosψt + vt
_ψt cosψt,

_v sinψ + v _ψ sinψ � _vm sinψm + vm
_ψm sinψm

+ _vt sinψt + vt
_ψt sinψt.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(23)

Solving the quadratic equation and eliminating _vm, we
can obtain the guidance law for tracking the variable velocity
ground target:

ω �
1

v cos ψ − ψm( 􏼁
vmωm + vtωt cos ψt − ψm( 􏼁( 􏼁,

u � _vt

sin ψt − ψm( 􏼁

sin ψ − ψm( 􏼁
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(24)

where

ωm � kvm cos χm −
vm sin χm

ρ
− vm ρ − ρd( 􏼁. (25)

+e corresponding closed-loop system can be written as
_ρ � − vm cos χm,

_χ �
1

v cos ψ − ψm( 􏼁
vmωm + vtωt cos ψt − ψm( 􏼁( 􏼁 +

1
ρ
vm sin χm,

_v � _vt

sin ψt − ψm( 􏼁

sin ψ − ψm( 􏼁
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)

We can see that equations (26) and (18) are the same,
thus still satisfy +eorem 2 for the variable velocity ground
target.

4. Follower UAV Guidance Law Design

ConsiderN follower UAVs in the formation problem, the ith
(i� 1, 2, ..., N) UAV’s Dubins model can be obtained as
follows:

_xi � vi cos ψi( 􏼁

_yi � vi sin ψi( 􏼁

_ψi � ωi

_vi � ui

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

, (i � 1, 2, . . . , N). (27)

+e geometry between the follower UAVs and the leader
UAV is depicted in Figure 3.

In this paper, the follower UAVs are required to
maintain a circular formation with the centre at the leader
UAV and hold equal angular separation. Meanwhile, the
follower UAV’s velocity and heading angle should gradually
converge to the leader UAV’s. +e relative motion can be
written as

_ρi � vi cos θi − ψi( 􏼁 − v0 cos θi − ψ0( 􏼁,

_θi �
− vi sin θi − ψi( 􏼁 + v0 sin θi − ψ0( 􏼁

ρi

,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(28)

where the subscript ‘0’ denotes the leader UAV.
+e follower UAV’s angular rate control is used to carry

out distance and heading angle tracking for the leader UAV,
while formation’s inter-UAV angle control and velocity
tracking are performed by velocity control. We use such a
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communication topology, that is, the follower UAVs can
perceive the state of the leader UAV, and a circular com-
munication structure is implemented among the follower
UAVs.

4.1. Angular Rate Guidance Law Design. In this paper, the
following angular rate guidance law is designed for the ith
follower UAV:

ωi � _ψ0 −
ρi − ρd( 􏼁

ψi − ψ0( 􏼁
_ρi − kω ψi − ψ0( 􏼁. (29)

+en, we give the following conclusion.

Theorem 3. Consider the UAV formation dynamics in (28)
subject to the guidance law in (29). If kω > 0, the distance
between the follower UAV and the leader UAV will gradually
converge to ρd, and the heading angle of the follower UAV will
also gradually converge to the heading angle of the leader
UAV.

Proof. consider the following candidate Lyapunov function:

Lω �
1
2

􏽘

N

i�1
ρi − ρd( 􏼁

2
+ ψi − ψ0( 􏼁

2
􏽨 􏽩. (30)

Taking the derivative yields that

_Lω � 􏽘
N

i�1
ρi − ρd( 􏼁 · _ρi + ψi − ψ0( 􏼁 · _ψi − _ψ0( 􏼁􏼂 􏼃, (31)

where _ψi � ωi, and

ωi � _ψ0 −
ρi − ρd( 􏼁

ψi − ψ0( 􏼁
· _ρi − kω · ψi − ψ0( 􏼁, (32)

and we get

_Lω � 􏽘
N

i�1
− kω · ψi − ψ0( 􏼁

2
􏼐 􏼑≤ 0. (33)

So ψi − ψ0 is bounded, as _Lω is uniformly continu-
ous, and (ψi − ψ0)⟶ 0 according to Barbalat’s lemma.
Furthermore, as _ψi − _ψ0 is uniformly continuous, we have
( _ψi − _ψ0)⟶ 0 according to Barbalat’s lemma; then, we can
conclude that ρi⟶ ρd. □

4.2. Velocity Guidance Law Design. In this paper, the fol-
lowing velocity guidance law is designed for the ith follower
UAV:

ui � _v0 −
(Δθ − (2π/N))

vi − v0( 􏼁
Δ _θ − kv vi − v0( 􏼁. (34)

+en, we give the following conclusion.

Remark. it is easy to find that the Lyapunov function Lω is
bounded, so we can conclude that (ψi − ψ0)⟶ 0 and (ρi −

ρd)⟶ 0 simultaneously according to Barbalat’s lemma. In
practice, even if (ψi − ψ0) � 0, it is not an attractor which
does not affect the convergence of the whole guidance
system. It is the same for the case of (vi − v0)⟶ 0. Hence,
we can conclude that there exists no problem of singular
values.

Theorem 4. Consider the UAV formation dynamics in (28)
subject to the guidance law in (34); if kv > 0, the inter-UAV
angle between follower UAVs will gradually converge to
(2π/N), and the velocity of the ith follower UAV will
gradually converge to the velocity of the leader UAV.

Proof. consider the following candidate Lyapunov function:

Lu �
1
2

􏽘

N

i�1
Δθi −

2π
N

􏼒 􏼓
2

+ vi − v0( 􏼁
2

􏼢 􏼣. (35)

Taking the derivative yields that

_Lu � 􏽘
N

i�1
Δθi −

2π
N

􏼒 􏼓 · Δ _θi + vi − v0( 􏼁 · _vi − _v0( 􏼁􏼔 􏼕, (36)

where _vi � ui, and

ui � _v0 −
Δθi − (2π/N)( 􏼁

vi − v0( 􏼁
Δ _θi − kv vi − v0( 􏼁, (37)

and we get

_Lu � 􏽘
N

i�1
− kv · vi − v0( 􏼁

2
􏼐 􏼑≤ 0. (38)

Similar with +eorem 3, we can also conclude that
Δθi⟶ (2π/N) and vi⟶ v0. □

5. Simulation Results

In this section, some simulation results are presented in
order to demonstrate the effectiveness of the proposed

Follower1

Leader

V1

V0

N (X)

E (Y)

Follower2

Follower3

ψ1

ψ0

ρd

ρ1
θ1 

θ2 
θ3 

Figure 3: Geometry of follower UAVs to track the leader UAV.
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leader-follower formation guidance laws. In these simula-
tion cases, we consider a 4-UAVs’ formation as an example,
UAV #0 is the leader UAV and UAV #1–UAV #3 are the
follower UAVs. +e ground target motion is considered as
stationary, linear with constant velocity, and linear with
variable velocity.

Firstly, the simulation applies the leader UAV to track a
ground target and then the UAV formation to track the
ground target in the same way.

5.1. Track a Ground Target Using OneUAV. +e initial states
of the UAV are set as follows:

(i) Position coordinate: (800, 0)
(ii) Heading angle: − 60°

(iii) Cruising velocity: 45m/s
(iv) Maximum heading angular rate: 0.1 rad/s

+e initial states of the ground target are set as follows:
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Figure 4: Trajectory of tracking a static target.
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Figure 5: Bearing angle and relative range of tracking a static target. (a) Bearing angle. (b) Relative range.
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(i) Position coordinate: (1000, 1500)
(ii) Heading angle: 30°

(iii) Velocity: 15m/s

+e gain is chosen as k � 0.0025.

5.1.1. Static Ground Target. Figure 4 shows that the tra-
jectory of standoff tracking of one UAV around the static
target, and it can be seen that the trajectory of the UAV
converges to the circle surrounding the target under the
proposed guidance law. Figure 5 shows the changes of the
bearing angle and relative range.

5.1.2. Constant Velocity Ground Target. Figure 6 shows the
standoff tracking trajectory of the UAV when the target
moves with constant velocity. It can be seen that the tra-
jectory of the UAV is the combination of circular motion
and linear motion. +e changes of the bearing angle and
relative range during the process of the convergence are
shown in Figure 7.

5.1.3. Variable Velocity Ground Target. +e velocity of the
ground target is chosen as

vt � 12 + 2 × sin
t

10
􏼒 􏼓. (39)
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Figure 6: Trajectory of tracking a constant velocity target.
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Figure 7: Bearing angle and relative range of tracking a constant velocity target. (a) Bearing angle. (b) Relative range.
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+e angular velocity of the ground target is set as

_ψt(t) �

− 0.005, t< 400,

0, 400≤ t≤ 600,

0.005, t> 600.

⎧⎪⎪⎨

⎪⎪⎩
(40)

In this scenario, the target moves with the sine trajectory.
It can be seen that the proposed guidance law can also realize
the standoff tracking of the target. +e trajectory of the UAV
and the ground target are shown in Figure 8, and the
convergence curves of the bearing angle and relative range
are shown in Figure 9.

From Figures 4 to 9, it can be seen that whether the target
is still or moving, and the UAV always can track the ground
target well in the standoff mode.

5.2. Track a Ground Target Using Formation UAVs. +e
initial states of the UAV #1 are set as follows:

(i) Position coordinate: (150, − 1000)
(ii) Heading angle: − 30°

(iii) Cruising velocity: 40.5m/s
(iv) Maximum heading angular rate: 0.1 rad/s
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Figure 8: Trajectory of tracking a variable velocity target.
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Figure 9: Bearing angle and relative range of tracking a variable velocity target. (a) Bearing angle. (b) Relative range.

8 Mathematical Problems in Engineering



+e initial states of the UAV #2 are set as follows:

(i) Position coordinate: (− 75, − 870)
(ii) Heading angle: 80°

(iii) Cruising velocity: 41m/s
(iv) Maximum heading angular rate: 0.1 rad/s

+e initial states of the UAV #3 are set as follows:

(i) Position coordinate: (− 75, − 1130)
(ii) Heading angle: 100°

(iii) Cruising velocity: 40.5m/s
(iv) Maximum heading angular rate: 0.1 rad/s
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Figure 11: Velocities and heading angles of cooperative tracking a static target. (a) Velocities of target and followers. (b) Heading angles of
all UAVs.
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+e gains are chosen as kv � 1.28 and kω � 1.2.

5.2.1. Static Ground Target. Under the proposed guidance
laws, the multi-UAVs can converge to the desired standoff
trajectories when the target is static. +e trajectories of the
UAVs’ formation are shown in Figure 10, the velocities and
heading angles of the formation are shown in Figure 11, and
the inter-UAV angles and relative range between leader and
follower UAVs are shown in Figure 12.

5.2.2. Constant Velocity Ground Target. As shown in Fig-
ure 13, the target moves with constant velocity and UAVs
can accomplish the objective of standoff tracking, and the
changes of the velocities and heading angles are shown in
Figure 14, and the inter-UAV angle and relative range be-
tween leader and follower UAVs are shown in Figure 15.

5.2.3. Variable Velocity Ground Target. In this scenario, the
target moves with the sine trajectory.+e proposed guidance
laws can also guarantee the convergence of the formation.
+e trajectories of the UAVs are shown in Figure 16, the
changes of the velocities and heading angles are shown in
Figure 17, and the inter-UAV angles and relative ranges
between the leader and follower UAVs are shown in
Figure 18.

From Figures 10 to 18, it can be seen that regardless of
the ground target is static or moving, the desired formation
always can be achieved, the follower UAVs’ velocities and
heading angles gradually converge to the leader, and the
followers always can track the ground target well.

5.3. Simulation Analysis and Comparison. In order to verify
the tracking performance, we adopt the well-known LVFG
guidance algorithm proposed in Ref. [12] to run the same
simulation case of variable velocity ground target tracking.
We choose the tracking performance of UAV #1 as an
example.
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Figure 13: Trajectory of cooperative tracking a constant velocity
target.
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Figure 12: Inter-UAV angles and relative ranges of cooperative tracking a static target. (a) Inter-UAV angles between followers. (b) Relative
ranges between leader and follower UAVs.
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Figure 15: Inter-UAV angle and relative range of cooperative tracking a constant velocity target. (a) Inter-UAV angles between follower
UAVs. (b) Relative range between leader and follower UAVs.
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Figure 14: Velocities and heading angle of cooperative tracking a constant velocity target. (a) Velocities of target and followers. (b) Heading
angles of all UAVs.
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+e velocity of UAV #1 and relative range between UAV
#1 and the ground target using proposed method in this
paper and Ref. [12] are shown in Figure 19.

When other performances are relative equivalent, from
Figure 19, the proposed guidance law in this paper makes the
velocity and heading angle of the follower UAVs always be
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Figure 17: Velocities and heading angles of cooperative tracking a variable velocity target. (a) Velocity of target and followers. (b) Heading
angles of all UAVs.
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Figure 16: Trajectory of cooperative tracking a variable moving target.
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consistent with the leader UAV, thus the convergence
characteristics of velocity and relative range of the UAV #1
are better than the results in Ref. [12].

6. Conclusion

In this paper, a new leader-follower formation tracking scheme
is proposed, which is based on the principle that a leader UAV

is applied to track a ground target in the standoff mode, while
multiple followerUAVs to track the leaderUAV and are evenly
distributed in a circle. As a result, the leader UAV maintains a
certain distance to the ground target to avoid being exposed,
while the follower UAVs can be closer to monitoring the
ground target. +e stabilities of the new guidance laws are
proved using Lyapunov functions. Numerical simulations of a
4-UAVs’ formation show that the new leader-follower
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Figure 19: Velocity of UAV #1 and relative range. (a) Velocity of UAV #1. (b) Relative range.
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Figure 18: Inter-UAV angles and relative ranges of cooperative tracking a variable velocity target. (a) Inter-UAV angles between follower
UAVs. (b) Relative ranges between leader and follower UAVs.
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formation can track the static and moving targets well, and its
performance is better than the well-known classic LVFG al-
gorithm [24].
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/is paper addresses the problem of composite curve path following for an underactuated autonomous underwater vehicle by
utilizing an adaptive integral line-of-sight (AILOS) guidance and nonlinear iterative sliding mode (NISM) controller. First, the
composite curve path is parametrized by a common scalar variable in a continuous way. /en, the kinematics error of an
underactuated vehicle is described based on the nonprojection Frenet–Serret frame with a virtual point, which can be eliminated
by the virtual point control and AILOS guidance. Meanwhile, the subpath switching algorithm is studied to realize the global path
following for the composite curve path. Besides, the NISM controller is cascaded with the AILOS guidance law, and the cascade
structure proved to be globally κ-exponentially stable under the influence of slow time-varying currents. Finally, simulations are
considered to demonstrate the effectiveness of the proposed composite curve path following control scheme.

1. Introduction

In recent years, much research has been done in the field of path
following for autonomous underwater vehicles (AUVs). Inmost
of the existing literature, the desired geometric path is a single
curve [1, 2]. However, as is known, a single curve cannot
represent complex shapes with a high degree; it may result in a
very intractable and impractical path due to Runge’s phe-
nomenon [3]. Hence, utilizing the composite curve path as the
desired path is more practical since it is composed of multiple
subpaths and can meet the demands of varied tasks flexibly in a
complex and limited marine environment.

It is known that the shape and the properties of the
composite curve path have a great influence on the path
following control. Generally, the composite curve path is
obtained by a path planning algorithm with two steps.
Firstly, utilizing a path search algorithm, the given order of
waypoints is obtained based on certain optimization ob-
jectives. /en, considering the kinematics constraints of the
vehicle, multiple curves (such as straight lines, circular arcs,
spiral lines, and polynomial curves) can be used to connect
all the waypoints to generate a flyable path [4]. In the existing
literature, path following of composite curve path such as

successive straight lines, straight lines and circles [5,6], and
spline interpolation curve [7] has been studied. However, to
the best of the authors’ knowledge, no general method has
been proposed for tracking the composite curve path, which
will be studied in this paper.

As the expressions of curve segments vary, and there is
no unified parametrization for the composite curve path,
they will be inconvenient to calculate and expand. Hence, for
better tracking of the composite curve path, it is necessary to
choose an appropriate path description method. To solve
this problem, all the curve segments are parametrized in a
continuous way in this paper. Besides, each curve segment is
parametrized by a common scalar variable with the same
interval. However, it is usually difficult for the composite
curve path to satisfy parametric continuity between the
curve segments. Hence, to realize the global path following
of the composite curve path, the problem of subpath
switching [5, 8] is also discussed.

After the composite curve path has been designed and
parametrized, an efficient path following system is proposed.
For underactuatedAUVs, which have no independent control
input in the sway and heaven direction, the line-of-sight
(LOS) guidance principle is a very suitable and efficient
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solution for path following. When combined with guidance,
the position and heading can be controlled simultaneously
just by the heading control. Hence, utilizing LOS guidance,
this has been no longer an underactuated problem in terms of
the variables to be controlled [9]. Proportional LOS guidance
is one of the most widely used methods [10]. However, it
cannot handle the unknown environmental disturbance such
as wind, wave, or currents. To solve this problem, the integral
line-of-sight (ILOS) guidance law is proposed for path fol-
lowing of straight-line paths in the presence of constant and
irrotational ocean currents [11]. A modified version of the
ILOS algorithm based on the adaptive compensation of the
sideslip angle is proposed for path following of a parametrized
curve under unknown environmental disturbances [6]. Be-
sides, adaptive integral line-of-sight (AILOS) guidance law is
designed for marine craft exposed to ocean currents. /e
expression of the cross-track kinematics error is reformulated
using the concept of relative velocity [12].

Generally, the LOS guidance laws are intuitive as they are
formulated at a kinematics level without using the vehicle
parameters./rough a cascaded system approach [13], the LOS
guidance principle can be interconnected with a heading
controller to achieve the path following control. In detail, the
LOS guidance principle transforms the position error into the
desired heading angle, and the heading control system is re-
sponsible for eliminating the heading error. For the cascaded
system, the heading controller can be designed independently,
so more concise control law can be obtained, such as the PID
(proportional integral derivative) control, the fuzzy control, the
slidingmode control, and the neural network control. Different
control algorithms have their own advantages and disadvan-
tages. In [6], to realize the LOS path following forDubins paths,
the PID controller has been used for the heading control, which
is easy to implement, but there are the problems of integral
saturation and slow convergence speed. Sliding mode control
has strong robustness against external environmental distur-
bances. In [12], the sliding mode control is constructed for the
heading control. However, the control law is based on the yaw
dynamics model and can be affected by the uncertainty of
model parameters. In [14], disturbance observers and modified
terminal sliding mode control are combined to design a robust
disturbance rejection control law for the dynamics control of a
X-rudder AUV. Fuzzy control [1] and neural network control
[7,15] are usually combined with other control methods in
order to identify the dynamical uncertainty and time-varying
ocean disturbances.

In this paper, a new composite curve path following con-
troller is proposed for an underactuated AUV, based on non-
linear iterative sliding mode (NISM) controller [16] and AILOS
guidance. /e main contributions are summarized as follows:

(1) To eliminate the tracking error, a cascade structure is
established based on AILOS guidance law and a
NISM controller, which proved to be UGAS (uni-
formly globally asymptotically stable).

(2) Based on the AILOS guidance law and the subpath
switching algorithm, the global path following of the
composite curve path in the kinematics layer is re-
alized with the unknown ocean currents.

(3) /e NISM control is proposed in the dynamics layer,
which has the characteristics of fast convergence and
strong antidisturbance ability. In addition, the
strictly bounded nonlinear hyperbolic tangent
function is used to avoid excessive control input
caused by the discontinuity at each connection point
between two subpaths. Besides, the incremental
feedback control law is designed, which is inde-
pendent of hydrodynamic parameters.

/e remainder of this paper is organized as follows.
Section 2 describes the concept and parametrization of the
composite curve path, where the continuity characteristics of
the composite curve path are analyzed, and parametric
forms of common curves are given. Section 3 presents the
kinematics and dynamics expressions of REMUS (remote
environmental monitoring units) vehicles and problem
formulation. Section 4 addresses the design and proof of the
path following control system. Section 5 validates the ef-
fectiveness of the previous design for the composite curve
path following with several simulation cases and discussions.
Section 6 demonstrates the conclusion of this work.

2. Preliminaries

/e composite curve path can be defined as a set of curves
connected in a specific order. Each curve segment is regarded
as a subpath. /e parametrization and the continuity of the
composite curve path are discussed in this section. Besides,
the parametric description is proposed for typical curves.

2.1. Path Parametrization. In complex and limited marine
environment, the composite paths can meet the demands of
varied tasks flexibly by adjusting the type of subpaths.
However, as the expressions of subpaths may vary, they will
be inconvenient to calculate and hard to expand for the path
following of composite curve path.

To handle this problem, the path parametrization method
is adopted to describe the composite curve path. Many pa-
rametrization methods can be used to describe a path, which
may be continuous, discrete, or even hybrid [17]. In this
paper, the composite curve path is parametrized in a con-
tinuous way, and every curve segment is parametrized by a
common scalar variable s ∈ [0, n] (n is a natural number) with
the same interval, which makes it more convenient to cal-
culate considering different kinds of curve segments.

For a continuous parametrization, the composite curve
path L with n subpaths can be defined as

pp(s) ≔

L1(s), s ∈ [0, 1),

L2(s), s ∈ [1, 2),

⋮

Li(s), s ∈ [i − 1, i),

⋮

Ln(s), s ∈ [n − 1, n].

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

/e path is then simplified by the set
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L ≔ p ∈ R2
: ∃s ∈ [0, n] s.t. p � pp(s)􏽮 􏽯, (2)

where Li(s) denotes the parametrization of the i th subpath
of the composite path L, and p is the set of all the points on L.
/e coordinates of the point pp(s) in the inertial frame I{ }

are uniquely determined by a specific value s ∈ [0, n] with
the following form:

pp(s) �
xp(s)

yp(s)
⎡⎣ ⎤⎦. (3)

With a continuous parametrization, for any given pa-
rameters of the composite curve path, the position of the
corresponding point can be determined uniquely.

Regular curves are desired for the subpaths, whichmeans
that such paths never degenerate into a point nor do they
have corners. Specifically, these curves include both straight
lines and circles [18]. Parametrization for the regular curves
satisfies

pp
′(s)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≜
dpp(s)

ds

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (4)

where pp
′(s) is the first derivative of the point pp(s) w.r.t. the

path parameters. For each subpath, the first and second
derivatives w.r.t. s can be described as

xp
′(s) �

dxp

ds

yp
′(s) �

dyp

ds
,

xp
″(s) �

d2xp

ds
2 ,

yp
″(s) �

d2yp

ds
2 .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

/e first derivative of s w.r.t. time is _s � (ds/dt), and the
path-tangential speed is calculated as

UP �

�������������

_xp(s)
2

+ _yp(s)
2

􏽱

�

�������������

xp
′(s)

2
+ yp
′(s)

2
􏽱

_s. (6)

/e path-tangential angle (or course angle of the path) is
computed as

χp(s) � a tan 2
yp
′(s)

xp
′(s)

⎛⎝ ⎞⎠. (7)

/e curvature of the path can be calculated as

κ �
xp
′(s)yp
″(s) − yp

′(s)xp
″(s)

������������

x
′2
p (s) + y

′2
p (s)

3
􏽱 . (8)

/e angular speed of the path can be described as

rp(s) � _χp(s) �
zχp

zs
_s �

xp
′(s)yp
″(s) − yp

′(s)xp
″(s)

x
′2
p (s) + y

′2
p (s)

_s. (9)

2.2. Path Smoothness. /e smoothness of the desired path
has an essential impact on the motion control of the
underactuated vehicle. Moreover, two notions can be used to
describe the path smoothness, namely, the geometric con-
tinuity (GC) and the parametric continuity (PC) [19].

GC is denoted by Gn, with n specifying the degree of
smoothness. /e brief definition of GC up to the second
degree can be given as follows:

(i) G0: the only requirement is that all subpaths are
connected

(ii) G1: the path-tangential angle in the connection
point is continuous

(iii) G2: the tangential angle and the curvature of the
path are continuous

Similarly, PC is denoted by Cn, with n specifying the
degree of smoothness. Cn up to the second degree can be
defined as follows:

(i) C0: the definition is the same as that of G0

(ii) C1: the velocity vector orientation and magnitude
are continuous

(iii) C2: the acceleration is continuous

Compared with GC, PC is a stricter form of continuity
which imposes constraints on how the parameter propagates
along the path. Moreover, PC is a measure of smoothness for
parametrizations.

From (1), it can be concluded that the composite curve
path can satisfy at least the C0 (or G0) continuity. However,
higher-order PC is usually hard to realize for the composite
curve path with different types of curve segments. /e de-
rivative of the parameter in the connection point is dis-
continuous. Relatively, G1 and G2 are easy to build and can
be used for path following of the composite curve path.

Some common composite curve paths can be used as
examples (see Table 1).

2.3. Parametric Description of Typical Curves. Based on [19],
the parametric descriptions of straight lines, circular arcs,
and Fermat’s spiral with a standard scalar variable are given.
/e parametric description of the line segment is as follows:

Pline(s) �
x0 + Ls cos χl( 􏼁

y0 + Ls sin χl( 􏼁
􏼢 􏼣, (10)

where (x0, y0) is the starting point, L is the length of the line
segment, and χl is the path-tangential angle of the line
segment.

Furthermore, the parametrization of circular arcs can be
expressed as
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Pcir(s) �
cx0 + R cos α0 + s α1 − α0( 􏼁( 􏼁

cy0 + R sin α0 + s α1 − α0( 􏼁( 􏼁
⎡⎣ ⎤⎦. (11)

Here, (cx0, cy0) is the center of the circle, and R is the radius.
Besides, α0 and α1 are the heading angles of vectors from the
center of the circle to the starting point and the endpoint.

To avoid singularity, the parametrization of Fermat’s
spiral can be described as

PFS(s) �

x0 + k

����

θend
􏽱

s cos ρθends
2

+ χ0􏼐 􏼑

y0 + k

����

θend
􏽱

s sin ρθends
2

+ χ0􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

s ≔
�
θ

√

����
θend

􏽰 ⇒0≤ s≤ 1.

(12)

For the mirrored curve of Fermat’s spiral, the following
parametrization is proposed:

PFS(s) �

xend − k

����

θend
􏽱

(1 − s)cos −ρθend(1 − s)
2

+ χend􏼐 􏼑

yend + k

����

θend
􏽱

(1 − s)sin −ρθend(1 − s)
2

+ χend􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

s ≔
�������
θend − θ

􏽰

����
θend

􏽰 ⇒0≤ s≤ 1

(13)

where (x0, y0) is the starting point, (xend, yend) is the
endpoint, θ is the polar angle, θend is the polar angle of the
endpoint, χ0 and χend are the path-tangential angles of
Fermat’s spiral at the starting and the endpoint, and ρ de-
termines the direction of spiral rotation.

3. Problem Statement

REMUS vehicles are low-cost AUVs designed by the Woods
Hole Oceanographic Institution serving in a range of
oceanographic applications, such as surveying and mapping.
/e vehicles are torpedo-shaped and underactuated without
lateral thrust; a propeller and fins are used for steering and
diving. Besides, the mathematical model of REMUS vehicles
has been well researched, which can be used in motion
control simulation of underactuated AUVs [20].

/is section describes the kinematics and dynamics
expressions of the REMUS vehicles and problem formula-
tion of the composite curve path following.

3.1. AUV Model considering Currents. Considering the in-
fluences of currents, the kinematics model in the horizontal
plane can be expressed in terms of the relative surge and
sway velocities [20,21].

_x � ur cos(ψ) − vr sin(ψ) + Vx,

_y � ur sin(ψ) + vr cos(ψ) + Vy,

_ψ � r.

(14)

As depicted in Figure 1, (x) and y are the coordinates of
the center of mass of the vehicle expressed in the inertial
frame I{ }. ψ and r define its heading angle and yaw velocity.
/e pair (Vx, Vy) denotes the northeast current velocities in
I{ }. Hence, the body-fixed current velocities in surge and
sway directions (uc, vc) are given by

uc � Vx cos(ψ) − Vy sin(ψ),

vc � Vx sin(ψ) + Vy cos(ψ).
(15)

/e relative surge and sway velocity can be defined as

ur � u − uc,

vr � v − vc,
(16)

where u and v are the surge and sway velocity relative to the
Earth.

Besides, the relative resultant velocity can be expressed as

Ur �

������

u
2
r + v

2
r

􏽱

. (17)

/e REMUS vehicle considered in this paper is based on
the following assumptions.

Assumption 1. /e vehicle has two axial planes of symmetry,
top-bottom and port-starboard symmetry, respectively.

Assumption 2. /e vehicle center of gravity is the same as
the vehicle center of buoyancy, and the origin of the vehicle
body-fixed coordinate system is located at the vehicle center
of buoyancy.

Neglecting the motions in heave, roll, and pitch direc-
tions, the 3-DOF dynamics model of REMUS vehicle in the
horizontal plane can be simplified as

_ur

_vr

_r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

m − X _u 0 0

0 m − Y _V −Y _r

0 −N _v Izz − N _r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− 1 ΣX

ΣY

ΣN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (18)

Table 1: Common composite curve paths.

Path GC Comments
Piecewise linear path G0 Generated directly through waypoints but is not suitable for path following of underactuated AUV

Circular smoothing G1 Generated by approximating methods, and curvature between straight and circular segments is
discontinuous

Dubins path G1 Generated by interpolating methods, and curvature between straight and circular segments is discontinuous
Clothoid smoothing G2 Generated by approximating methods, linear varying curvature with an increased computational cost
Fermat’s spiral
smoothing G2 Generated by interpolating methods, curvature-continuous paths with a very low computational cost

compared to clothoid smoothing [19]
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where ΣX and ΣY define the nonacceleration terms along
the x-axis and y-axis, and ΣN defines the nonacceleration
terms of rotation along the z-axis. /e description of ΣX,
ΣY, and ΣNcan be shown as

ΣX � Xu|u|ur ur

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + Xvrvrr + Xrrrr + XT,

ΣY � Yv|v|vr vr

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + Yr|r|r|r| + Yururr

− murr + Yuvurvr + Yuuδu
2
rδr,

ΣN � Nv|v|vr vr

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + Nr|r|r|r| + Nururr

+ Nuvurvr + Nuuδu
2
rδr,

(19)

where ur, vr, and r are relative surge, sway, and yaw velocity
of the vehicle, which constitute the kinematics status of the
vehicle. /e thrust XT and the rudder angle δr denote the
control input. /e symbols similar to X(·), Y(·), and N(·)

represent the hydrodynamic parameters of the model, which
are used for the calculation of hydrodynamic forces and
moments. m represents the mass of the vehicle, and Izz is the
moments of inertia. /e values of these parameters are
presented in Table 2.

3.2. Kinematics Error Description. As depicted in Figure 2,
the composite curve path L is composed of two subpaths, L 1
and L2. Q is the origin of the body-fixed coordinate system of
the AUV and P is the virtual point moving along the path.
/e kinematics error is described in the Frenet–Serret frame
F{ } [22] attached to the point P. However, different from the
traditional Frenet–Serret frame F{ }, P is not the closest point
on the path to the vehicle, but a point which evolves
according to the designed control law. In this way, the
singularity caused by parametrization with arc length can
also be avoided [23].

/e tracking error expressed in F{ } can be described as

xe � x − xp􏼐 􏼑cos χp􏼐 􏼑 + y − yp􏼐 􏼑sin χp􏼐 􏼑,

ye � − x − xp􏼐 􏼑sin χp􏼐 􏼑 + y − yp􏼐 􏼑cos χp􏼐 􏼑,

⎧⎪⎨

⎪⎩
(20)

where xe is the along-track error and ye is the cross-track
error, (x, y) and (xp, yp) are the coordinates of the AUV
and the virtual point in the inertial coordinate system, and
χp is the path-tangential angle of the desired path.

Differentiating (20) yields the error dynamics build in

Σ1:
_xe � −Up + Ur cos ψ + βr − χp􏼐 􏼑 + rpye + cos χp􏼐 􏼑Vx + sin χp􏼐 􏼑Vy,

_ye � Ur sin ψ + βr − χp􏼐 􏼑 − rpxe − sin χp􏼐 􏼑Vx + cos χp􏼐 􏼑Vy,

⎧⎪⎨

⎪⎩
(21)

where rp � _χp is the angular speed of the path and βr �

a tan 2(vr, ur) is the drift angle.
Generally, the problem of the composite curve path

following for underactuated AUV can be formulated as
follows:

Given a constant thrust XT and desired composite curve
path L, select an appropriate way to parametrize the path (1),
design guidance and virtual point control laws to generate
the desired heading angle ψd and realize the global path
following, and then develop an active heading controller to

Q (x, y)

u

uc

Ur

yb

ur
Vr

vc
v

Vx

Vy
X

Y

ψ

χ βr

xb

Figure 1: /e kinematics description of AUVS in the horizontal plane.
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achieve the expected heading angle, so that the path tracking
error can be eliminated.

4. Path following Control Design

To eliminate the tracking error under the influence of un-
known static currents, a new path following controller is
proposed with cascade structure, as shown in Figure 3.

First, the designed composite curve path is parametrized
by a common scalar variable in a continuous way, and a
point (P) is selected as the virtual target to be followed.
/en, the kinematics error between the coordinates of the
AUV and the virtual target point can be calculated including
the along-track error and the cross-track error. To eliminate
the along-track error, the speed of the virtual point ( _s) is
introduced as a control input. Besides, utilizing the adaptive
ILOS guidance with a current observer, the desired heading
angle is given to eliminate the cross-track error. Next, the
heading control system (an improved NISM controller) is
designed to realize the desired heading angle (ψe � 0) by
controlling the rudder (δr) under constant thrust (XT).
Finally, the cascade structure proved to be globally k-ex-
ponentially stable under the influence of static currents.

4.1. :e AILOS Guidance. /e path-tangential speed of the
virtual point can be used as a control input [18,23]:

Up � Ur cos ψ + β − χp􏼐 􏼑 + kxe + cos χp􏼐 􏼑Vx + sin χp􏼐 􏼑Vy,

(22)

where k> 0 is a gain parameter; the virtual point will move
toward the direct projection of the vehicle onto the x-axis of
F{ }, whose purpose is to reduce the along-track error to zero.

Substituting (22) into (21) gives

_xe � −kxe + rpye. (23)

Simultaneously, adaptive ILOS guidance law is used to
derive a desired heading angle to eliminate the cross-track
error. As illustrated in Figure 1, the desired heading angle is
designed as [3]

ψd � χp + χr − βr, (24)

with

χr � arctan −
1
Δ

ye + α( 􏼁􏼒 􏼓, (25)

where Δ> 0 is the look-ahead distance along the tangential
path in F{ }, which is given in meters and usually takes values
between 1.5 and 2.5 times the length of a vehicle. Besides, the
parameter α is a virtual control input used to compensate for
the disturbance of unknown currents.

As the heading error can be expressed as ψe � ψ − ψd,
the expression of _ye in (21) can be rewritten as

_ye � Ur sin ψe + χr( 􏼁 − rpxe − sin χp􏼐 􏼑Vx + cos χp􏼐 􏼑Vy.

(26)

Substituting (25) into (26) gives

_ye � Ur sin ψe + arctan −
1
Δ

ye + α( 􏼁􏼒 􏼓􏼒 􏼓 − rpxe

− sin χp􏼐 􏼑Vx + cos χp􏼐 􏼑Vy.

(27)

/en, (27) can be rewritten as

_ye � −
Ur ye + α( 􏼁
������������

Δ2 + ye + α( 􏼁
2

􏽱 − rpxe − sin χp􏼐 􏼑Vx + cos χp􏼐 􏼑Vy

+ Urϕ1 ye,ψe( 􏼁ψe,

(28)

where

ϕ1 ye, 􏽥ψ( 􏼁 �
sin ψe( 􏼁

ψe

Δ
������������

Δ2 + ye + α( 􏼁
2

􏽱

−
cos ψe( 􏼁 − 1

ψe

ye + α
������������

Δ2 + ye + α( 􏼁
2

􏽱 .

(29)

To eliminate the influence of the currents, α can be
designed as

α �
yeθ

2
n + θn

�������������

Δ2 1 − θ2n􏼐 􏼑 + y
2
e

􏽱

1 − θ2n
, (30)

where

θn �
−sin χp􏼐 􏼑Vx + cos χp􏼐 􏼑Vy

Ur

. (31)

As the currents considered in this paper are much
smaller than the speed of the vehicle, it is easy to conclude

Table 2: Parameters of the REMUS AUV.

Parameter Value
m 30.48 kg
Xu |u| −1.62 kg/m
X _u −0.93 kg
Xvr 35.5 kg/rad
Xrr 1.93 kg · m/rad
Yv |v| −1310 kg/m
Y _v −35.5 kg
Yr|r| 0.632 kg · m/rad2

Y _r 1.93 kg · m/rad
Yur 5.22 kg/rad
Yuv 28.6 kg/m
Yuuδ 9.64 kg/(m · rad)

Nr |r| −9.4 kg · m2/rad2

Nv |v| −3.18 kg
N _v 1.93 kg/m
N _r −4.88 kg · m2/rad
Nur −2.0 kg · m/rad
Nuv −24 kg
Nuuδ −6.15 kg/rad
Izz 3.45 kg · m2

XΓmax 6.48N

δr max 35∘
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that |θn|< 1. Based on this assumption, there is no singularity
in (30).

/e first derivative of the kinematics error can be de-
scribed as

_xe � −kxe + rpye,

_ye � −
Urye������������

Δ2 + ye + α( 􏼁
2

􏽱 − rpxe + Urϕ ye,ψe( 􏼁ψe.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(32)

Theorem 1. Assume that ψe � 0, Ur > 0, Δ> 0, and Vx and
Vy are known. Furthermore, assume that Up is computed
using (22) and ψd is calculated as (24). :en, the equilibrium
point (xe, ye) � (0, 0) of the system (32) is globally k-expo-
nentially stable.

Proof. By substituting ψe � 0 into (32), the Lyapunov
Function Candidate (LFC) V1 � (1/2)x2

e + (1/2)y2
e has the

time derivative

_V1 � xe _xe + ye _ye

� −kx
2
e −

Ury
2
e������������

Δ2 + ye + α( 􏼁
2

􏽱 ,
(33)

which is negative since k> 0 and Ur > 0. Hence, the equi-
librium point [xe, ye]

2 � 0 is uniformly globally asymptot-
ically stable (UGAS) and uniformly locally exponentially
stable (ULES) or globally k-exponentially stable [24].

However, currents are generally difficult to measure. To
eliminate the influence of the unknown currents, the current
observer is designed to predict the currents./e currents can
be described asVcn � (Vx, Vy)T, and 􏽢Vcn is the estimated
value of Vcn. /e position of AUV in I{ } can be express as
η1 � (x, y)T, and 􏽢η1 is the estimated value of η1. According
to (14), the derivative of η1 can be expressed as

_η1 � R(ψ)]1r + Vcn. (34)

Here, ]1r � (ur, vr), and R(ψ) �
cos(ψ) −sin(ψ)

sin(ψ) cos(ψ)
􏼢 􏼣.

LOS vector

Look-ahead distance Δ

Path-tangential line

Y

X

X

Composite curve path
P (xp, yp)

xpxe

xbψ
χ

χd

χd

βr

ye

Ur

L1

L

L2

yF

xF

Q (x, y)

(xlos, ylos)

Figure 2: /e kinematics description of path following in horizontal plane.
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Figure 3: /e cascade structures with a current observer.
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/e current observer can be designed as [25]

_􏽢Vcn � kob1I2 η1 − 􏽢η1( 􏼁,

_􏽢η1 � R(ψ)]1r + 􏽢Vcn + kob2I2 η1 − 􏽢η1( 􏼁,

⎧⎪⎨

⎪⎩
(35)

where 􏽥η1 � η1 − 􏽢η1 and 􏽥Vcn � (Vcn − 􏽢Vcn)

Assume that the currents are changing slowly relative to
time, which means _Vcn � 0. Substituting (34) to (35) gives

_􏽥Vcn

_􏽥η1
⎡⎢⎣ ⎤⎥⎦

􏽼√√􏽻􏽺√√􏽽
_X

�
0 −kob1I2

I2 −kob2I2
􏼢 􏼣

􏽼√√√√√√􏽻􏽺√√√√√√􏽽
A

􏽥Vcn

􏽥η1
⎡⎣ ⎤⎦

􏽼√√􏽻􏽺√√􏽽
X

,
(36)

where kob1 > 0, kob2 > 0. □

Theorem 2. :e current observer (36) is globally exponen-
tially stable (GES) for static currents.

Proof. Consider the following Lyapunov function
candidate:

V2 � XTPX, (37)

where X � [􏽥Vcn, 􏽥η1]; P � PT > 0 is given by

PA + ATP � −qI4, (38)

where q> 0. Substitution of (36) into (38) gives

P �

q
kob1 + k

2
ob2 + 1

2kob1kob2
I2 −

1
2

qI2

−
1
2

qI2 q
kob1 + 1
2kob2

I2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (39)

When kob1 > 0 and kob2 > 0, it can be seen that the leading
principal minors of P are positive. Hence, V2 is positive
definite.

/e time derivative of V2 is

_V2 � _X
TPX + XTP _X. (40)

Substituting of (36) and (38) into (40) gives

_V2 � −q‖X‖
2
. (41)

Consequently, the equilibrium point [􏽥Vcn, 􏽥η1]
T � 0 is

GES, according to /eorem 4.10 in [26]. □

4.2. Subpath SwitchingAlgorithm. /e path-tangential speed
UP of the virtual point is used as a control input to stabilize
the along-track error. Moreover, according to (6), the first
derivative of the parameter s of the virtual point w.r.t. time
can be expressed as

_s �
UP�������������

xp
′(s)

2
+ yp
′(s)

2
􏽱 . (42)

It can be seen that _s is singularity-free for all regular paths.
Besides, the value of _s is dependent on UP and the

parametrization of curves. As the composite curve path usually
does not satisfy C1 continuity, and each curve segment is pa-
rametrized differently, _s is discontinuous at the waypoint.

Besides, as each curve segment with different charac-
teristics is parametrized with the same parameter interval,
the length of the curve segments will have a significant
impact on the value of _s. Relatively, the equal amount of _s

will have a different meaning for different curve segments.
Hence, the switching algorithm has to be considered for path
following of the composite curve path, especially when the
length of subpaths varies a lot.

/e parameter s of the virtual point can be obtained from
the numerical integration of _s. It can be expressed in Euler’s
method:

sk+1 � sk + _skΔt � sk + Δsk. (43)

When sk + Δsk > � i, the reference point will switch to
the Li+1 subpath from the Li curve segments. Considering
the different effect of _s for two curve segments, at this time,
sk+1 cannot be calculated by (43) directly. /e problem can
be solved by setting sk+1 � i, which is the parameter of the
starting point of Li+1 subpath, as the displacement of the
reference point in a period is small and has little impact on
the path following. Ultimately, the global path following for
composite curve path can be achieved.

Besides, an additional path switching mechanism can be
introduced to achieve better tracking effect at path
switching, especially for the piecewise linear path with G0

continuity. As shown in Figure 4, it is suggested that a so-
called circle of acceptance is associated with each waypoint
connecting two subpaths [8]. /e switching criterion can be
defined as

xpk
− x􏼐 􏼑

2
+ ypk

− y􏼐 􏼑
2
≤R

2
k, (44)

where Rk is the radius of the circle of acceptance. /e
magnitude of Rk can be determined by considering the
turning ability of the AUV. Generally, the parameter Rkcan
be selected as Rk ≤Δ. After the criterion has been satisfied,
the next curve segment will be followed.

Generally, for composite curve path following, each
subpath switching can be regarded as the beginning of
tracking a new path initialized by the current state of the
AUV.

4.3. Heading Controller Design. To obtain the desired
heading angle given by the guidance law, the heading control
system is designed to make the heading error converge to
zero.

A non-model-based NISM control algorithm is utilized
to realize the heading control. /e nonlinear sliding surfaces
are designed as

σ1 ψe( 􏼁 � k1tanh k2ψe( 􏼁 + _ψe,

σ2 σ1( 􏼁 � k3tanh k4σ1( 􏼁 + _σ1,
􏼨 (45)

where ki > 0(i � 0, 1, . . . , 4) are the control parameters,
tanh(x) is a strictly bounded nonlinear hyperbolic tangent
function, and σ1 and σ2 are designed slide mode surfaces.
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To stabilize σ1 and σ2, the incremental feedback control
law is designed as

_δr � kptanh k5σ2( 􏼁 + kssgn σ2( 􏼁, (46)

where _δr is the derivative of the rudder angle.
Different from the standard NISM controller [27],

tanh(x) is used for the incremental feedback calculation of
_δr. By considering the discontinuity of the connection point
between two curve segments, the value of σ2 may become
very large suddenly. /is will cause excessive rudder speed
which is not practical and may cause damage to the rudder
system. Hence, in (46), kp can be used to limit the maximum
rudder speed. When there is time-varying interference, ks

can be set to a smaller value to ensure the stability of the
control system./e signs of kp and ks are selected relating to
the definition of the rudder. For the model of the REMUS
vehicle, the rudder angle is defined as positive, when the
resulting force causes the vehicle to turn left. Hence, kp and
ks are selected to be positive. In addition, k5 is also selected to
be positive, which is used to adjust the range of coordinate
where _δr is varying at an exponential rate.

According to (45), when σ2 � 0, one can obtain

_σ1 � −k3tanh k4σ1( 􏼁. (47)

Hence,σ1⟶ 0. Similarly, when σ1 � 0, one can obtain

_ψe � −k1tanh k2ψe( 􏼁. (48)

Hence, ψe⟶ 0. /is means that the heading error will
converge to zero when σ2 � 0. According to (47) and (48)
and the properties of the hyperbolic function, it can be
known that when k4σ1 and k2ψe are large, σ1 and ψe will tend
to zero at a fixed rate. Moreover, when k4σ1 and k2ψe are
small, σ1 and ψe will exponentially converge to zero. Besides,
k3 and k1 determine themaximum attenuation rate of σ1 and
ψe, and k4 and k2 are used to adjust the range of coordinate
where σ1 and ψe are decaying at an exponential rate.

Theorem 3. Assume that the sliding mode surfaces (45) and
the incremental feedback control law (46) are used for the
heading autopilot system, the definition of the sign of the
rudder is known ((z _r/zδr)< 0), and kp > 0, ks ≥ 0; then,
the equilibrium point ψe � 0 is globally k-exponentially
stable.

Proof. /e Lyapunov Function Candidate (LFC)
V3 � (1/2)σ22 has the time derivative

_V3 � σ2
zσ2
zδr

_δr. (49)

According to (45),

σ2 σ1( 􏼁 � k3tanh k4σ1( 􏼁 + k1k2resec
2

k2ψe( 􏼁 + _re, (50)

where re � r − rd. According to (18) and (19) and the pa-
rameters of the REMUS AUV, ignoring the variables in-
dependent of δr, one can obtain

zσ2
zδr

�
z _r

zδr

< 0. (51)

According to (45), it can be known that

σ2 _δr � kpσ2tanh k5σ2( 􏼁 + ks σ2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ kpσ2tanh k5σ2( 􏼁≥ 0.

(52)

Hence, it can be derived that

_V3 ≤ kpσ2tanh k5σ2( 􏼁
zσ2
zδr

≤ 0. (53)

Depending on the properties of the hyperbolic function
and Lyapunov stability theory, it can be concluded that σ2 �

0 is UGAS and ULES or globally k-exponentially stable.
Similarly, according to (47) and (48), ψe � 0 is globally
k-exponentially stable. □

4.4. Stability of the Cascade System. Consider the following
cascade system:

_xpt � f1 t, xpt􏼐 􏼑 + g t, xpt, ypt􏼐 􏼑ypt,

_ypt � f2 t, ypt􏼐 􏼑.

⎧⎪⎨

⎪⎩
(54)

System (54) can be regarded as

􏽘
1pt

: _xpt � f1 t, xpt􏼐 􏼑, (55)

which is perturbed by the output of the system

􏽘
2pt

: _ypt � f2 t, ypt􏼐 􏼑. (56)

Besides, the theorems proposed by [13] can be used to
prove the stability of the cascade system. To be convenient,
the theorems are presented here.

Composite curve path

Path-tangential line

Pk-1 P (xp, yp)

Pk (xpk, ypk)

xF

yF

Q (x, y)

β
xb

(xlos, ylos)

U

Li

Rk

Pk+1

L

Figure 4: /e subpath switching algorithm of the composite curve
path.
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Theorem 4. Cascaded system (54) is GUAS if the following
three assumptions hold:

(i) Assumption on 􏽐1pt: the system f1(t, xpt) is GUAS
and there exists a continuously differentiable function
V(t, xpt): IR≥0 × IRn⟶ IR that satisfies

Wx ≤V t, xpt􏼐 􏼑,

zV

zt
+

zV

zxpt

· f1 t, xpt􏼐 􏼑≤ 0, ∀ xpt

�����

�����≥ ηpt,

zV

zxpt

���������

���������
· xpt

�����

�����≤ cptV t, xpt􏼐 􏼑0, ∀ xpt

�����

�����≥ ηpt,

(57)

where Wx is a positive definite proper function and
cpt > 0 and ηpt > 0 are constants.

(ii) Assumption on the interconnection: the function
g(t, xpt, ypt) satisfies for all t≥ t0

g t, xpt, ypt􏼐 􏼑
�����

�����≤ θ1 ypt

�����

�����􏼒 􏼓 + θ2 ypt

�����

�����􏼒 􏼓 xpt

�����

�����, (58)

where θ1, θ2: IR≥0⟶ IR≥0 are continuous
functions.

(iii) Assumption on 􏽐2pt: the system 􏽐2pt is GUAS and
for all t0 ≥ 0

􏽚
∞

t0

ypt t, t0, ypt t0( 􏼁􏼐 􏼑
�����

�����dt≤ κypt t0
����

����􏼐 􏼑, (59)

where the function κ(·) is a class κ function [24].

Theorem 5. In addition to the assumptions in :eorem 4, if
both 􏽐1pt and 􏽐2pt are globally κ-exponentially stable, then
cascaded system (54) is globally κ-exponentially stable.

For path following under the disturbance of unknown
static currents, the stability of cascade system can be proved
in two steps. First, without considering the currents, the
cascade system described in Theorem 6 can prove to be
globally κ-exponentially stable. /en, based on /eorem 6,
the cascade system including a current observer can prove to
be globally κ-exponentially stable under the influence of
unknown static currents.

Theorem 6. Without considering the currents, the guidance
system expressed as (32) and the heading control system
described by (45) and (56) can be analyzed as a cascade
structure, which is globally κ-exponentially stable at
(xe, ye,ψe) � (0, 0, 0).

Proof. /e cascade can be described as

Σ11:

_xe � −k1xe + rpye,

_ye � −
Urye������������

Δ2 + ye + α( 􏼁
2

􏽱 − rpxe + Urϕ ye,ψe( 􏼁ψe,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(60)

Σ12: _ψe � f1 t,ψe( 􏼁, (61)

where _ψe � f1(t,ψe) define the heading error dynamics
corresponding to (45).

To prove/eorem 6, the three assumptions in/eorem 4
need to be verified. /e nominal system of Σ11 (when ψe � 0)
is

Σ11∗ :

_xe � −k1xe + rpye,

_ye � −
Urye������������

Δ2 + ye + α( 􏼁
2

􏽱 − rpxe.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(62)

/e LFC is selected as V1 � (1/2)x2
e + (1/2)y2

e , and,
according to (33), it is known that _V1 ≤ 0. Hence, the as-
sumption on 􏽐1∗ is always satisfied when c≥ 2.

Besides, the interconnection term satisfies
|ϕ(ye, 􏽥ψ)|< � c, and c � 1.73 is the upper bound [12].
Hence, the assumption on the interconnection is also
satisfied.

As Σ12 is globallyk-exponentially stable, the last as-
sumption is also satisfied. Hence, all conditions of /eorem
4 and /eorem 5 are satisfied, and the cascade system is
globally k-exponentially stable.

Considering the prediction error of observer, the cascade
structure can be described as

Σ21:

_xe � −k1xe + rpye + ϕ2 􏽥Vcn( 􏼁,

_ye � −
Urye������������

Δ2 + ye + α( 􏼁
2

􏽱 − rpxe + Urϕ ye,ψe( 􏼁ψe + ϕ3 􏽥Vcn( 􏼁,

_ψe � f1 ψe( 􏼁,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Σ22:
_􏽥Vcn � f2

􏽥Vcn( 􏼁,

(63)

where

ϕ2 􏽥Vcn( 􏼁 � cos χp􏼐 􏼑􏽥Vx + sin χp􏼐 􏼑􏽥Vy,

ϕ3 􏽥Vcn( 􏼁 � −sin χp􏼐 􏼑􏽥Vx + cos χp􏼐 􏼑􏽥Vy.
(64)

□

Theorem 7. Assume that the currents are changing slowly
relative to time and the current observer is designed as (35); by
considering the prediction error, the guidance and heading
control system expressed as (60) and (61) can be cascaded with
the current observer, and the cascade structure is globally
k-exponentially stable.
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Proof. /e nominal system (Σ21 system with 􏽥Vcn � 0 ) has
proved to be globally k-exponentially stable in /eorem 6.
Hence, according to converse Lyapunov theory in [26], there
exists Lyapunov function V4 � (xe, ye,ψe) that satisfies the
assumption on the nominal system. Besides, as the trigo-
nometric functions are strictly bounded and the 􏽥Vcn is
bounded, it can be concluded that ϕ2( 􏽥Vcn) and ϕ3(􏽥Vcn) are
bounded. Moreover, the current observer is GES. Hence, all
conditions of /eorem 4 and /eorem 5 are satisfied, and
the cascade system is globally k-exponentially stable. □

5. Simulation Results

To verify the effectiveness of the control system for the
composite curve path following, three simulation cases are
carried out. Case 1 is implemented to verify the performance
of the proposed path following controller for the composite
curve path without currents. Besides, the PID control and
the conventional sliding mode control are introduced as the
heading controller to be compared with the improved NISM
controller. Based on Case 1, Case 2 is carried out to prove the
effectiveness of the additional subpath switching algorithm.
In Case 3, unknown static currents are introduced to test the
anti-interference ability of the controller based on the
current observer.

/e composite curve path is designed to contain G0, G1,
and G2 continuity at the same time and is composed of seven
subpaths, including straight lines, circular arcs, and Fermat’s
spirals. /e parameters of the composite curve path and the
controller are shown in Tables 3 and 4. As most parameters
of the guidance and heading control system have a clear
physical meaning, the parameters are based on hand tuning.
/e values of the look-ahead distance Δ and the heading
control parameter kp have obvious influence on the control
effect and can also be adjusted automatically. Relevant
methods can be found in [3, 16].

5.1. Case 1: Path following without Currents. For path fol-
lowing with no currents, Vx � 0 and Vy � 0. Due to the
cascade structure design, the adaptive integral guidance law
can be flexibly combined with heading controllers to achieve
the desired path tracking. /e PID control and conventional
sliding mode control [12] are introduced as the heading
controller to be compared with the improved NISM con-
troller./e desired composite path and the trajectory of path
following are shown in Figure 5. It can be concluded that, by
the path parametrization according to (1) and the control of
virtual point as (24), the global path planning for composite
curve path can be realized.

As shown in Figure 6, compared with the PID control
and conventional sliding mode control, the NISM control
has faster convergence speed and smaller steady-state error.
Besides, the NISM control adopts the incremental feedback
control law, which is not based on the model parameters.
Hence, it is not easily affected by the uncertainty of the
model parameters. In Figure 7, after modifying the value of
the hydrodynamic parameter Nuuδ from −6.15 to −4.15, the
NISM control can still maintain the heading control, while

the conventional sliding mode control produces control
error.

/e degree of the GC has a high impact on the control of
path following. Comparatively, G1 and G2 paths have less
effect on the path following. However, for G0 paths, there
will be an apparent deviation due to the sudden change of
the desired heading angle ψd. Hence, G0 paths are not
suitable for path following of underactuated vehicle, and an
additional path switching mechanism (44) is required to
handle this problem.

/e discontinuity of the connection point between two
curve segments will cause excessive rudder speed which is
not practical and may cause damage to the rudder system.
Strictly bounded nonlinear hyperbolic tangent function is
used in the NISM control, and the parameter kp can be used
to limit the maximum rudder speed. In Figure 8, the rudder

Table 3: Parameters of the composite curve path.

No. Subpath type Parameter Value

1 Straight line
(x0, y0) (−20, 20)

L 200
�
2

√

χl π/4

2 Straight line
(x0, y0) (180, 220)

L 200
χl π/2

3 Circular arc

(cx0, cy0) (80, 420)

R 100
α0 0
α1 π

4 Straight line
(x0, y0) (−20, 420)

L 154.9566
χl −π/2

5\6 Fermat’s spiral

(x0, y0) (−20, 265.0434)

(xend, yend) (0, 0)

θend 0.1329
χ0 −π/2
χend −π/4
ρ 1

7 Straight line
(x0, y0) (11.8505, 188.1495)

L 237.7993
χl −π/4

Table 4: Parameters of the guidance and control system.

Parameter Value
Δ 6
k 1
k1 0.8
k2 1.5
k3 0.8
k4 1
k5 15
kp 0.1745
ks 0
XΓ 6.48N

kob1 1
kob2 1
Rk 6
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speed is limited to 15o/s. Hence, the proposed NISM control
is more suitable for the composite curve path following.

5.2. Case 2: Subpath Switching Algorithm. From Case 1, it is
known that the tracking trajectory deviates from the desired
path obviously at the switching point due to the sudden
change of the heading angle for G0 paths. Hence, in Case 2,
an additional path switching mechanism (44) is used to
handle this problem.

As shown in Figures 9 and 10, after using the additional
path switching algorithm, the vehicle will track the next
subpath early near the connection point when the switching
criterion is satisfied. In addition, in this way, the tracking
error between two subpaths can be reduced obviously.

5.3.Case3:Path followingUnknownStaticCurrents. For path
following with static currents, Vx and Vy are constant
values, where Vx is 0.1 (m/s) and Vy is 0.2 (m/s). /e
simulation results are as follows.

From Figure 11, we can see that, without the current
observer, the path following controller will produce certain
tracking error under the disturbance of unknown current
especially for the curve paths. Besides, from Figure 12, it can
be concluded that the currents can be well estimated by the
designed observer. /en, the influence of currents can be
eliminated at the kinematics level with Up and α calculated
as (22) and (30). Finally, by the cascade structure composed
of AILOS guidance and the improved NISM controller, the
vehicle can converge to and move along the desired com-
posite curve path.

6. Conclusion

/is paper addresses the problems of composite curve path
following for an underactuated AUV in the horizontal plane.
/e global path following of the composite curve path is
realized by the virtual point control and the subpath
switching algorithm after the parametrization of the com-
posite curve and description of the kinematics error. Besides,
the cascade structure composed of AILOS guidance and the
improved NISM control proved to be UGAS under the
influence of constant currents. Future work will expand the
application of the composite curve path following to three-
dimensional space.
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.is article investigates the fixed-time synchronization issue for linearly coupled complex networks with discontinuous non-
identical nodes by employing state-feedback discontinuous controllers. Based on the fixed-time stability theorem and linear
matrix inequality techniques, novel conditions are proposed for concerned complex networks, under which the fixed-time
synchronization can be realized onto any target node by using a set of newly designed state-feedback discontinuous controllers. To
some extent, this article extends and improves some existing results on the synchronization of complex networks. In the final
numerical example section, the Chua circuit network is introduced to indicate the effectiveness of our method by showing its
fixed-timely synchronization results with the proposed control scheme.

1. Introduction

As we know, in the last few decades, complex networks have
been widely presented in our real world, for example,
electrical power grids, metabolic pathways, neural networks,
food webs, andWorldWideWeb [1–5]. Synchronization is a
well-known crucial collective behavior for complex net-
works, so the synchronization of complex networks has
received more attention due to many crucial applications
[6–8] in information processing, secure communication,
and biological systems [9–12]. Up to now, there are many
research studies on complex network synchronization, most
of which focus on asymptotic synchronization, mainly on
asymptotic synchronization behavior [13–15] and expo-
nential synchronization results [16], but the two kinds of
synchronization belong to the infinite-time category
[17–19].

Since it has been found that finite-time control ways will
further enhance the rate of convergence greatly and syn-
chronization will be performed in a settling time by de-
signing appropriate finite-time synchronization controllers,
the finite-time synchronization research [20–25] in complex

networks has been carried out one after another [26–30]. In
[20], the issue of the finite-time synchronization is studied
between complex networks with nondelay and delay cou-
pling by using pulse control and periodic intermittent
control. By use of aperiodically intermittent control, Liu
et al. [21] considered the finite-time synchronization
problem in dynamic networks with time delay. .e global
random finite-time synchronization issue is investigated in
[22] for discontinuous semi-Markov switched neural net-
works with time delay and noise interference..e finite-time
synchronization analysis of linear coupled complex net-
works is discussed [23] with discontinuous nonidentical
nodes.

.e convergence rate of classical finite-time synchro-
nization is relatively fast in contrast to asymptotic syn-
chronization and exponential synchronization. However, it
has an obvious disadvantage that the synchronization
convergence rate of complex networks depends on the initial
states of all nodes. Unfortunately, it is very difficult or even
impossible for some chaotic systems to know their state
previously. In these results, the finite-time control methods
may be ineffective. Taking advantage of the benefits of finite-
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time control, a special finite-time synchronization is pro-
posed in [20]. As for the novel fixed-time synchronization,
the settling time has no relation with the initial conditions of
the network system and only depends on the control pa-
rameters of the system controller, see [21, 22]. .us, syn-
chronization can be accomplished by using the fixed-time
controller within a specified time. .is remarkable char-
acteristic makes fixed-time synchronization control more
desirable than other synchronization controls and improves
its practical application range. .erefore, fixed-time syn-
chronization control of complex networks has receivedmore
attention [23–25, 31–34].

Moreover, if the dynamics of the nodes are different,
then the synchronization issue will be more complex and
challenging than the same node condition. By using the free
matrix, the equilibrium solution synchronization is con-
cerned on all alone nodes together with the average state
trajectory synchronization of different nodes in [35]. .e
intermittent controller is employed to fix the complex
network with different nodes in [36]. In [37], the cluster
synchronization problem is investigated for complex dy-
namic networks with time-delay coupling and nonidentical
nodes by the pinning control method. Furthermore, the
finite-time synchronization issue is considered for coupled
complex networks with discontinuous nonidentical nodes in
[23].

Recently, the complex networks with perturbations have
attracted more attention for their wide applications [38–43].
In [40], the global exponential synchronization issue is
studied for linear coupled neural networks with impulsive
disturbance and time-varying delay. .e clustering syn-
chronization scheme is deeply concerned with regard to
uncertain delayed complex networks in [41]. .e adaptive
pinning control design is proposed in [42] for the clustering
synchronization problem of coupled complex networks with
uncertain disturbances.

Until now, there are several research results on the finite-
time synchronization of complex networks with different
nodes or uncertain disturbances, mostly about the asymp-
totic or exponential synchronization. However, it has not
been fully investigated for the fixed-time synchronization
analysis of heterogeneous networks with uncertain distur-
bances, and the relevant research results are rarely covered.
In a word, it is indispensable and significant to consider the
fixed-time synchronization problem of complex networks
with different nodes and uncertain disturbances, which has
profound theoretical and practical significance. From the
above analysis, we face two difficulties: (i) what conditions
are applicable and easy to verify for general complex net-
works with different nodes and uncertain disturbances? (ii)
How to design the controller to overcome heterogeneity and
uncertain disturbance of network nodes? .is paper tries to
conquer these two difficulties and realize the fixed-time
synchronization of a certain kind of complex linear coupled
networks with different nodes and uncertain disturbances,
and then the theoretical results of network synchronization
can be further enriched.

Applying the discontinuous control scheme, the fixed-
time synchronization problem is analysed for complex

networks with uncertain disturbances and nonidentical
nodes. Our main contributions here can be concluded as
follows: (1) for a class of heterogeneous networks with
uncertain disturbances, a novel state-feedback discontinu-
ous controller is designed to get over the influence on the
fixed-time synchronization from heterogeneous nodes and
uncertain disturbances simultaneously; (2) several criteria
are proposed to deduce the fixed-time synchronization for
the considered networks. Unlike most existing results, the
obtained fixed-time synchronization conditions are
expressed by linear matrix inequality, which is easy to be
verified; (3) as special cases, the fixed-time synchronization
of complex networks without uncertain disturbances is also
considered by employing some existing controllers, re-
spectively, and the corresponding results are given in some
corollaries.

.e rest of the paper is arranged as follows. A network
model is established with uncertain disturbances and
nonidentical nodes, and then the problem of the fixed-
time synchronization is described; meanwhile, some
necessary definitions and assumptions are given in Sec-
tion 2. .e fixed-time synchronization conditions are
achieved in Section 3. Several numerical examples are
introduced in Section 4 to indicate the effectiveness of the
proposed results. Section 5 summarizes the research
conclusions of this paper and puts forward the future
research directions.

2. Problem Formulation and Preliminaries

A kind of nonlinear system including N nonidentical nodes
with diffusion linear coupling is considered, in which each
node can be regarded as an n-dimensional dynamic system,
as shown in the following:

_xi(t) � Aixi(t) + fi t, xi(t)( 􏼁 + hi t, xi(t)( 􏼁 + c 􏽘

N

j�1
GijΓxj(t),

(1)

where xi(t) � [xi1(t), . . . , xin(t)]T ∈ Rn denotes the state
vector of the ith dynamical node; the dynamics of the ith
uncoupled node is _xi(t) � Aixi(t) + fi(t, xi(t)) + hi(t, xi

(t)) in which Ai ∈ Rn×n, and fi(t, xi(t)) � [fi1(t, xi(t)),

fi2(t, xi(t)), . . . , fin(t, xi (t))]T: R+ × Rn⟶ Rn repre-
sents a smooth nonlinear vector showing the node self-
dynamics; moreover, hi(t, xi(t)) � [hi1(t, xi(t)), hi2(t, xi

(t)), . . . , hin(t, xi (t))]T: R+ × Rn⟶ Rn is a uncertain
vector and represents the disturbance. .e constant c> 0
can be considered as the coupling strength of the con-
cerned networks, and Γ � (cij)ij ∈ Rn×n is a matrix and
denotes the inner coupling relation between the network
nodes and indicates how the components of each pair of
nodes are connected with each other, and cij ≥ 0;
G � (Gij)N×N is a coupling configuration constant matrix,
which describes the topological structure and can be
exhibited as the diffusion structure, i.e., Gij ≥ 0 and
Gii � − 􏽐

N
j�1,j≠i Gij. In this paper, the driven dynamical

node of (1) satisfies
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_x0(t) � A0x0(t) + f0 t, x0(t)( 􏼁 + h0 t, x0(t)( 􏼁, (2)

where A0 ∈ Rn×n, f0(t, x0(t)) ∈ Rn, and h0(t, x0(t)) ∈ Rn.
In fact, most of the well-known chaotic systems can be

described by the above dynamical equation, such as Sprott
circuit, Chua circuit, Rössler’s systems, and Chen system
[42].

Definition 1 (see [44]). Complex network (1) is said to be
synchronized onto (2) in finite time if there exist a designed
feedback controller to system (1) and a constant t∗ > 0 such
that

lim
t⟶t∗

xi(t) − x0(t)
����

���� � 0,

xi(t) − x0(t)
����

���� ≡ 0, i � 1, 2 . . . , N,
(3)

where t∗ > 0 is called the settling time and often depends on
the initial state vector value X(0) � (xT

1 (0), . . . , xT
N(0))T.

Definition 2 (see [44]). Complex network (1) is said to be
synchronized onto (2) in fixed time if there exists a fixed
settling time T∗ > 0 such that

lim
t⟶T∗

xi(t) − x0(t)
����

���� � 0,

xi(t) − x0(t)
����

���� ≡ 0, i � 1, 2 . . . , N, t>T
∗
,

(4)

where T∗ > 0 is called the settling time and is independent of
the initial synchronization error X(0) � (xT

1 (0), . . . , xT
N

(0))T.
In this paper, the goal is to fixed-timely synchronize the

state of network (1) onto the driven one (2) by designing
feedback controllers.

Obviously, controlled complex network (1) can be re-
written as follows:

_xi(t) � Aixi(t) + fi t, xi(t)( 􏼁 + hi t, xi(t)( 􏼁

+ c 􏽘
N

j�1
GijΓxj(t) + ui(t).

(5)

Introduce the synchronization errors ei(t), which are
defined as ei(t) � xi(t) − x0(t), i � 1, 2, . . . , N, Fi(t) � fi

(t, xi) − f0(t, x0) + (Ai − A0)xi(t), and Hi(t, ei(t)) � hi(t,

xi(t)) − h0(t, x0(t)). Subtracting (2) from (5), the error
dynamical network model can be given by

_ei(t) � A0ei(t) + Fi t, ei(t)( 􏼁 + Hi t, ei(t)( 􏼁

+ c 􏽘
N

j�1
GijΓej + ui(t), i � 1, . . . , N.

(6)

In order to obtain our main results, some necessary
assumptions are listed as follows.

Assumption 1. .ere exist constant Mi > 0 and uniformly
symmetric positive definite matrix Li, i � 1, 2, . . . , n, such
that fi(t, x) satisfies

(y − x)
T

fi(t, y) − fi(t, x)( 􏼁≤ (y − x)
T
Li(y − x)

+ MiΣ
n
j�1 yj − xj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, i � 1, . . . , n,
(7)

for all t≥ 0, x � (x1, x2, . . . , xn)T ∈ Rn, and
y � (y1, y2, . . . , yn)T ∈ Rn.

Assumption 2. .ere exist constant M0 > 0 and uniformly
symmetric positive definite matrix L0 such that f0(t, x)

satisfies

(y − x)
T

f0(t, y) − f0(t, x)( 􏼁≤ (y − x)
T
L0(y − x)

+ M0Σ
n
i�1 yj − xj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,
(8)

for all t≥ 0, x � (x1, x2, . . . , xn)T ∈ Rn, and
y � (y1, y2, . . . , yn)T ∈ Rn.

Assumption 3 (see [43]). .ere exists a time-varying func-
tion μ(t)≥ 0 such that

fi(t, x) − f0(t, x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ μ(t), i, j � 1, . . . , N. (9)

Assumption 4. For any i, i �� 1, 2, . . . , n, the uncertain
function vector hi(t, xi(t)) is assumed to be continuous at
t, xi(t)≥ 0 and bounded. Moreover, there is a known
nonnegative number hmax such that

hi t, xi(t)( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ hmax, i � 0, 1, . . . , N. (10)

Remark 1. Assumptions 1 and 2 are general and satisfied
with most of the well-known chaotic systems, for instance,
Chua circuit [43], Rössler’s systems, and discontinuous
Chen system. In fact, the above systems meet the following
conditions: there exist some positive constants
kij > 0, βj, i, j � 1, 2, . . . , n, satisfying

fi(t, y) − fi(t, x)
����

����≤Σnj�1kij yj(t) − xj(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + βi,

i � 1, 2, . . . , n,
(11)

for any t≥ 0, x � (x1, x2, . . . , xn)T ∈ Rn, and
y � (y1, y2, . . . , yn)T ∈ Rn. Using condition (11), we have
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(y(t) − x(t))
T

fi(t, y) − fi(t, x)( 􏼁≤Σni�1Σ
n
j�1kij yi(t) − xi(t) yj

����� 􏼐t) − xj(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + Σnj�1βi yj(t) − xj(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

� Σni�1Σ
n
j�1k

(1/2)
ij yi(t) − xi(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌k

(1/2)
ij yj(t) − xj(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + Σnj�1βi yj(t) − xj(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

≤Σni�1Σ
n
j�1

1
2

kij + kji􏼐 􏼑 yi(t) − xi(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

+ Σnj�1βi yj(t) − xj(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

≤ y(t) − xi(t)( 􏼁Li(y(t) − x(t)) + MiΣ
n
j�1 yj(t) − xj(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(12)

where Li � diag(li11, li22, . . . , linn), lijj � Σnj�1(1/2)(kij + kji),
and Mi � βi, 1≤ i≤ n. Clearly, if α � max1≤i≤n
lijj, j � 1, 2, . . . , n􏽮 􏽯 and M � max1≤i≤n βi􏼈 􏼉, then Assump-
tions 1 and 2 involve conditions (H2) and (H3) in [25].
Moreover, the continuous chaotic system is also a special
case by setting Mi � 0 in Assumption 1 or M0 � 0 in As-
sumption 2, for instance, the continuous Rössler system,
Chua’s circuit, Chen system, Lorenz system, and logistic
differential system. Hence, Assumptions 1 and 2 are more
general, and most popular chaotic systems are applicable.
Assumptions 3 and 4 take advantage of conditions on the
activation function, and it is seen that they are diffusely
imposed in the literature [23, 35–37].

According to Definition 2, it is clear that the fixed-time
synchronization of dynamical network (5) onto (2) can be
degenerated into the fixed-time stabilization of error dy-
namic system (6).

3. Fixed-Time Synchronization Analysis

In this part, the controllers are designed for the fixed-time
synchronization problem of complex network (1), and
concerned complex network (5) can realize the fixed-timely
synchronization under the appropriate designed controllers.
Firstly, we give the synchronization controller design of
complex network (1), and then fixed-time synchronization
criteria can be obtained based on error system (6). Several
corollaries are also obtained for (5) and (2) with identical
nodes. For concerned complex network (1), the control
input ui(t) ∈ Rn, i � 1, . . . , N, is designed as follows:

ui(t) � A0 − Ai( 􏼁x0 − diei(t) − ηi(t)sign ei(t)( 􏼁

− sign ei(t)( 􏼁 a ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑,
(13)

where d1, . . . , dN are positive constants, ηi(t) is a function to
be determined, a, b are positive constants, sign(ei(t))

� (sign(ei1(t)), . . . , sign(ein(t)))T, |ei(t)|p � (|ei1(t)|p,

. . . , |ein(t)|p)T, |ei(t)|q � (|ei1(t)|q, . . . , |ein(t)|q)T, sign
(ei(t)) � diag(sign(ei1(t)), . . . , sign(ein(t))), and the real
numbers p, q follow 0< q< 1, p> 1.

.e following lemmas are necessary and given to derive
the subsequent main results.

Lemma 1 (see [2, 45, 46]). Suppose that function
V(t): Rn⟶ R is C-regular and x(t): [0, +∞)⟶ Rn is
absolutely continuous on any compact interval [0, +∞).
Denote υ(t) � V(x(t)) if there exists a continuous function
c: [0, +∞)⟶ R with c(σ)> 0 for σ ∈ (0, +∞) such that

_υ(t)≤ − c(υ), (14)

for any t> 0 that υ(t)> 0, and υ(t) is differentiable at t and
satisfies

􏽚
υ(0)

0

1
c(υ)

� t1 < +∞. (15)

.en, we have υ(t) � 0 for t≥ t1. In particular, if
c(υ) � Qυμ, where μ ∈ (0, 1) and Q> 0, then the setting time
is estimated by

t1 �
υ1− μ

Q(1 − μ)
. (16)

Lemma 2 (see [47]). For matrices A, B, C, andD with ap-
propriate dimensions and a scalar α, the following assertions
hold:

(1) (αA)⊗B � A⊗ (αB),
(2) (A + B)⊗C � A⊗C + B⊗C,
(3) (A⊗B)(C⊗D) � (AC)⊗ (BD), and
(4) (A⊗B)T � AT ⊗BT,

where ⊗ is the Kronecker product.

Lemma 3 (see [48]). Suppose there exists a continuous,
positive-definite function V (t) satisfying

dV(t)

dt
≤ IV(t) − kV

α
(t), ∀t≥ t0, V

1− α
t0( 􏼁≥

k

I
, (17)

where k> 0, I> 0, and 0< α< 1 are three constants. ?en, the
following inequality is true:

V
1− α

(t)≥V
1− α

t0( 􏼁 − k(1 − α) t − t0( 􏼁, t0 < t< t1, (18)

V(t) ≡ 0, ∀t> t1, and the settling time t1 is estimated by

t1 � t0 +
ln 1 − (I/k)V

1− α
t0( 􏼁􏼐 􏼑

I(α − 1)
. (19)

Lemma 4. Suppose there exists a continuous radially un-
bounded function V(e(t)): RnN⟶ [0, +∞) satisfying the
following two conditions:

(i) If e(t)≠ 0, then V(e(t))> 0 and V(e(t))

� 0⇔ e(t) � 0.
(ii) Any solution e(t) of system (6) satisfies
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dV(e(t))

dt
≤ − aV

p
(e(t)) − bV

q
(e(t)), (20)

where a> 0, b> 0, p> 1, and 0< q< 1 are all constants.
?en, V(e(t)) satisfies V(e(t)) ≡ 0, ∀t>T∗, and the fixed
settling time is estimated by

T
∗

�
1

a(p − 1)
+

1
b(1 − q)

. (21)

Lemma 5 (see [48]). Suppose that ai ≥ 0 (i � 1, . . . , n),
0<p≤ 1, and 0< q< 2; it follows that

􏽘

n

i�1
ai

⎛⎝ ⎞⎠

p

≤ 􏽘
n

i�1
ai( 􏼁

p
,

􏽘

n

i�1
ai( 􏼁

q ≥ 􏽘

n

i�1
a
2
i

⎛⎝ ⎞⎠

(q/2)

,

1
n

􏽘

n

i�1
ai( 􏼁

q⎛⎝ ⎞⎠

q

≥
1
n

􏽘

n

i�1
a
2
i

⎛⎝ ⎞⎠

(1/2)

.

(22)

Theorem 1. For concerned complex network (1) with the
control input, if Assumptions 1–4 hold and

μ(t) + 2hmax + Mi − ηi(t)< 0, i � 1, 2, . . . , N, (23)

L + A + cG
s ⊗ Γ − D⊗ In < 0, (24)

with D � diag d1, . . . , dN􏼈 􏼉> 0, Gs � ((G + GT)/2),L � diag
(Ls

1, Ls
2, . . . Ls

N), andA � diag(As
1, As

2, . . . , As
N), then driven-

response complex networks (1) and (2) can achieve fixed-time
synchronization under controller (13), with the settling time

T
∗

�
1

2(1+p/2)
a(Nn)

(1− p/2)
(p − 1)

+
1

2(1+q/2)
b(1 − q)

, (25)

where V(0) � (1/2) 􏽐
N
i�1 eT

i (0)ei(0) and ei(0) is the initial
value of ei(t) � xi(t) − x0(t) for i � 1, . . . , N. Proof.

For error dynamical system (6), a Lyapunov function is
listed by

V(t) �
1
2

􏽘

N

i�1
e

T
i (t)ei(t), (26)

and the derivative of the above Lyapunov function along the
trajectory of system (6) can be computed as

_V(t) � 􏽘
N

i�1
e

T
i (t) _ei(t) � 􏽘

N

i�1
e

T
i (t) A0ei(t) + Fi t, ei(t)( 􏼁 + Hi t, ei(t)( 􏼁 + c 􏽘

N

j�1
GijΓej(t) + ui(t)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

� 􏽘
N

i�1
e

T
i (t) − diei(t) − ηi(t)sign ei(t)( 􏼁 − sign ei(t)( 􏼁 a ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑􏽮 􏽯

+ I1(t) + I2(t) + I3(t),

(27)

with I1(t) � 􏽐
N
i�1 eT

i (t)A0ei(t) + c 􏽐
N
i�1 eT

i (t) 􏽐
N
j�1 GijΓej(t),

I2(t) � 􏽐
N
i�1 eT

i (t)Hi(t, ei(t)), and I3(t) � 􏽐
N
i�1 eT

i (t)(Fi(t,

ei(t)) − (Ai − A0)x0(t)).
According to Lemma 2, we know the following equation

is true:

I1(t) � e
T

(t) IN ⊗A0( 􏼁e(t) + ce
T
(t)(G⊗ Γ)e(t)

� e
T

(t) IN ⊗A
s
0( 􏼁e(t) + ce

T
(t)

G⊗ Γ +(G⊗ Γ)T

2
e(t)

� e
T

(t) IN ⊗A
s
0 + cG

s ⊗Γ( 􏼁e(t).

(28)

For the term I2(t), using condition (10) in Assumption 4,
we get the following inequality:

I2(t) � 􏽘
N

i�1
e

T
i (t) hi t, x1(t)(( 􏼁 − h0 t, x0(t)( 􏼁􏼁≤ 􏽘

N

i�1
ei(t) hi

���� t, x1(t)( 􏼁 − h0 t, x0(t)( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

≤ 􏽘
N

i�1
ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 2hmax( 􏼁 � 􏽘

N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 2hmax( 􏼁.

(29)
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Also, it can be seen that

I3(t) � 􏽘
N

i�1
e

T
i (t) fi t, xi(t)( 􏼁 − f0 t, x0(t)( 􏼁( 􏼁 + Ai − A0( 􏼁xi(t) − Ai − A0( 􏼁x0(t)( 􏼁

� 􏽘
N

i�1
e

T
i (t) fi t, xi(t)( 􏼁 − fi t, x0(t)( 􏼁( 􏼁 + fi t, x0(t)( 􏼁 − f0 t, x0(t)( 􏼁( 􏼁 + Ai − A0( 􏼁ei(t)( 􏼁

� I31(t) + I32(t) + e(t)
T
A − IN ⊗A

s
0( 􏼁e(t),

(30)

with I31(t) � 􏽐
N
i�1 eT

i (t)(fi(t, xi(t)) − fi(t, x0(t))), I32(t) �

􏽐
N
i�1 eT

i (t)(fi(t, x0(t)) − f0(t, x0(t))), and A � diag(As
1,

As
2, . . . , As

N).
From (7) in Assumption 1, it is known that

I31(t)≤ 􏽘
N

i�1
e

T
i (t)Liei(t) + 􏽘

N

i�1
Mi 􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

� e
T
(t)Le(t) + 􏽘

N

i�1
Mi 􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠,

(31)

where L � diag(Ls
1, Ls

2, . . . , Ls
N).

By (9) in Assumption 3, one can get

I32(t)≤ 􏽘
N

i�1
ei(t) fi

���� t, x0(t)( 􏼁 − f0 t, x0(t)( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

≤ 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌μ(t).

(32)

Submitting (28)–(32) into (27) yields that

_V(t)≤ e
T
(t)Le(t) + e

T
(t) IN ⊗A

s
0 + cG

s ⊗ Γ( 􏼁e(t)

+ μ(t) 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 2hmax( 􏼁 + e(t)
T
A − IN ⊗ A0( 􏼁

s
( 􏼁e(t) + 􏽘

N

i�1
Mi 􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

+ 􏽘
N

i�1
e

T
i (t) − diei(t) − ηi(t)sign ei(t)( 􏼁 − sign ei(t)( 􏼁 a ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑􏽮 􏽯

� W1(t) + W2(t) + W3(t),

(33)

where

W1(t) � e
T
(t)Le(t) + e

T
(t) IN ⊗A

s
0 + cG

s ⊗ Γ( 􏼁e(t) + e(t)
T

A − IN ⊗A
s
0( 􏼁e(t)

− 􏽘
N

i�1
e

T
i (t)diei(t),

W2(t) � 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌μ(t) + 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 2hmax( 􏼁 + 􏽘
N

i�1
Mi 􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

− 􏽘
N

i�1
e

T
i (t) ηi(t)sign ei(t)( 􏼁( 􏼁,

(34)

W3(t) � − 􏽘
N

i�1
e

T
i (t)sign ei(t)( 􏼁 a ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑. (35)

By use of Lemma 2 and (24), it gives that
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W1(t) � e
T
(t) L + IN ⊗A

s
0 + cG

s ⊗ Γ + A( 􏼁ei(t)

− e
T
(t) IN ⊗ A0( 􏼁

s
( 􏼁e(t) − e

T
(t) D⊗ In( 􏼁ei(t)

� e
T
(t) L + A + cG

s ⊗ Γ − D⊗ In( 􏼁e(t)≤ 0,

(36)

where D � diag(d1, d2, . . . , dN).
Obviously, eT

i (t)sign(ei(t)) � (ei1(t), . . . , ein(t))(sign
(ei1(t)), . . . , sign(ein(t)))T � 􏽐

n
j�1 |eij(t)| and ‖ei (t)‖2 − eT

i

(t)sign(ei(t)) � (􏽐
n
j�1 e2ij(t))(1/2) − 􏽐

n
j�1 |eij(t)|≤ 0, and ap-

plying Lemma 5, it gives that

W2(t) � 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌μ(t) + 􏽘
N

i�1
􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 2hmax( 􏼁 + 􏽘
N

i�1
Mi 􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

− 􏽘

N

i�1
e

T
i (t) ηi(t)sign ei(t)( 􏼁( 􏼁 � 􏽘

N

i�1
μ(t) + 2hmax + Mi − ηi(t)( 􏼁 􏽘

N

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ 0.

(37)

Considering that |ei(t)| � (|ei1(t)|, . . . , |ein(t)|)T and
|ei(t)|β � (|ei1(t)|β, . . . , |ein(t)|β)T, we have

W3(t) � − 􏽘
N

i�1
e

T
i (t)sign ei(t)( 􏼁 a ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑 − 􏽘
N

i�1
e

T
i (t)ksign ei(t)( 􏼁 ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β

� − a 􏽘
N

i�1
ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
T

ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p

+ b 􏽘
N

i�1
ei(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
T

ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q⎛⎝ ⎞⎠ � − a 􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1+p

+ b 􏽘
N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1+q

⎛⎝ ⎞⎠.

(38)

By Lemma 5, it can be obtained that

􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1+q

⎛⎝ ⎞⎠

(1/1+q)

≥ 􏽘
N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠

(1/2)

, (39)

and then

b 􏽘
N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1+q
≥ b 􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠

(1+q/2)

. (40)

Similarly, using Lemma 5, we have

􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1+p

⎛⎝ ⎞⎠

(1/1+p)

≥ (Nn)
(1/2)− (1/1+p)

􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠

(1/2)

. (41)

.erefore,

a 􏽘
N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1+p
≥ a(Nn)

(1− p/2)
􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠

(1+p/2)

,

(42)

which together with (38)–(42) implies that

W3(t)≤ − a(Nn)
(1− p/2)

􏽘

N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠

(1+p/2)

− b 􏽘
N

i�1
􏽘

n

j�1
eij(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎝ ⎞⎠

(1+p/2)

� − a(Nn)
(1− p/2)

􏽘

N

i�1
ei(t)

T
ei(t)⎛⎝ ⎞⎠

(1+p/2)

− b 􏽘
N

i�1
ei(t)

T
ei(t)⎛⎝ ⎞⎠

(1+p/2)

� − a(Nn)
(1− p/2)2(1+p/2)

V(t)
(1+p/2)

− b2(1+p/2)
V(t)

(1+p/2)
.

(43)
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Submitting (36), (37), and (43) to (33), we can get

_V(t) ≤ − 2(1+p/2)
(Nn)

(1− p/2)
aV(t)

(1+p/2)

− 2(1+p/2)
bV(t)

(1+p/2)
.

(44)

According to Lemma 4, V(t) converges to zero within a
settling time T∗, which is defined in Definition 2, and one
can obtain that, by use of controller (13), the considered
complex network (1) is fixed-timely synchronized onto
driven node (2) within the fixed time T∗, which is given by

T
∗

�
1

2(1+p/2)
a(Nn)

(1− p/2)
(p − 1)

+
1

2(1+p/2)
b(1 − q)

.

(45)

.erefore, it can be concluded that the error vector ei(t)

converges to zero within T∗, and driven-response complex
networks (1) and (2) are fixed-timely synchronized under
controller (13) within the fixed time T∗. .e proof is
completed.

Remark 2. In recent years, a lot of extensive research has
been conducted on the finite-time synchronization and
fixed-time synchronization of complex networks, and many
breakthroughs have been made. However, as far as we know,
there are few published papers that deal with the fixed-time
synchronization of heterogeneous complex networks. .e-
orem 1 suggests a way to choose the controller to realize the
fixed-time synchronization for the heterogeneous complex
network. .e controller consists of three sections: the first
two terms are used to overcome the influence from the linear
condition of the nonlinear function, the second one
− ηi(t)sign(ei(t)) is introduced to compensate the influence
of disturbance hi(t, xi(t)), and finally, the last section
sign(ei(t))(a|ei(t)|p + b|ei(t)|q) is employed to force the
considered networks achieve the fixed-time
synchronization.

Now, if M � max1≤i≤nMi and η(t) � max1≤i≤nηi(t), then
the controllers ui(t) ∈ Rn can be designed as follows
(i � 1, . . . , N):

ui(t) � − Ai − A0( 􏼁x0 − diei(t) − η(t)sign ei(t)( 􏼁

− sign ei(t)( 􏼁 a ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑,
(46)

where the parameters di, a, b, p, and q are defined as the
same as in (13).

.erefore, by using the same analysis method in .e-
orem 1, we can obtain Corollary 1 that is a similar conclusion
with [25].

Corollary 1. For concerned complex networks (1) and (2)
under controller (46), if Assumptions 1–4 hold and the control
parameters ηi(t) and di in (46) satisfy the following
inequalities,

μ(t) + 2hmax + M − η(t)< 0,

L + A + cG
s ⊗Γ − D⊗ In < 0,

(47)

where D � diag d1, . . . , dN􏼈 􏼉> 0, Gs � ((G + GT))/2),
L � diag(Ls

1, Ls
2, . . . Ls

N), andA � diag(As
1, As

2, . . . , As
N),

then driven-response complex networks (1) and (2) can
achieve fixed-time synchronization under controller (46),
with the settling time

T
∗

�
1

2(1+p/2)
a(Nn)

(1− p/2)
(p − 1)

+
1

2(1+q/2)
b(1 − q)

. (48)

If the uncertain disturbance is not considered in the
complex network model, i.e., h1 � h2 � · · · � hN � 0, then
the following network model is degenerated as

_xi(t) � Aixi(t) + fi t, xi(t)( 􏼁 + c 􏽘
N

j�1
GijΓxj(t),

i � 1, . . . , N.

(49)

Let x0|t�0 � x0(0), and then the driven network node is
governed by

x0
.

(t) � A0x0(t) + f0 t, x0(t)( 􏼁. (50)

.en, the corresponding error dynamical system can be
rewritten as follows:

_ei(t) � Fi t, ei(t)( 􏼁 + c 􏽘
N

j�1
GijΓej + ui(t), (51)

where Fi(t) � fi(t, xi(t)) − f0(t, x0(t)) + (Ai − A0)xi(t).
.e controllers are the same as before, and then a cri-

terion can be obtained on the fixed-time synchronization of
the concerned complex networks with nonidentical nodes.
By taking hmax � 0 in .eorem 1, one can easily get the
following corollary, and its proof is omitted here.

Corollary 2. Consider complex network (49) with drive node
(50) under the set of controllers (46). If Assumptions 1–3 hold
and the controller parameters satisfy the following matrix
inequalities,

μ(t) + M − η(t)< 0,

L + A + cG
s ⊗ Γ − D⊗ In < 0,

(52)

where D � diag(d1, . . . , dN)> 0, Gs � ((G + GT)/2), L �

diag(Ls
1, Ls

2, . . . Ls
N), andA � diag(As

1, As
2, . . . , As

N), then
(49) can be synchronized to the state of drive node (50) within
a fixed time T∗ and the settling time

T
∗

�
1

2(1+p/2)
a(Nn)

(1− p/2)
(p − 1)

+
1

2(1+q/2)
b(1 − q)

. (53)

Furthermore, if hi � 0, Ai � 0, andfi � f for
i � 0, 1, . . . , N in (49), then complex network (1) is further
reduced to

_xi(t) � f t, xi(t)( 􏼁 + c 􏽘

N

j�1
GijΓxj(t), (54)
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and driven network node (2) is changed correspondingly
into the following form:

x0
.

(t) � f t, x0(t)( 􏼁. (55)

In the issue, the proposed fixed-time synchronization
scheme can be applied to the corresponding complex net-
works with identical nodes here, and the criteria are given in
the following corollary.

Corollary 3. For concerned complex networks (54) and (55)
under the controllers

ui(t) � − diei(t) − η(t)sign ei(t)( 􏼁

− sign ei(t)( 􏼁 a ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p

+ b ei(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
q

􏼐 􏼑, i � 1, . . . , N,

(56)

where di ≥ 0, i � 1, 2, . . . , N, 0< q< 1, p> 1, |ei(t)|β � (|ei1
(t)|β, . . . , |ein(t)|β)T, and sign(ei(t)) � diag(sign(ei1(t))),

. . . , sign(ein(t)), if Assumptions 1 and 2 hold and the con-
troller parameters satisfy the following matrix inequalities,

M − η(t)< 0,

IN ⊗L + c G
s ⊗ Γ( 􏼁 − D⊗ In < 0,

(57)

0
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Figure 1: State responses without control. (a) State response xi1. (b) State response xi2. (c) State response xi3.
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with D � diag(d1, d2, . . . , dN)> 0 and L1 � L2 � · · · ∈ � LN

� L, then complex network (54) can be synchronized within a
fixed time T∗:

T
∗

�
1

2(1+p/2)
a(Nn)

(1− p/2)
(p − 1)

+
1

2(1+q/2)
b(1 − q)

. (58)

4. Numerical Example

In this section, numerical simulation results are given to
show that the proposed synchronization criterion is feasible.
Consider the following discontinuous chaotic Chua circuit

with linear and diffusive coupling, where the dynamics of the
ith node is described as follows:

_xi(t) � Aixi(t) + fi t, xi( 􏼁 + hi t, xi( 􏼁 + k 􏽘

5

j�1
GijΓxj(t),

i � 1, . . . , 5,

(59)

with xi(t) � (xi1(t), xi2(t), xi3(t))T and initial values
xi(0)T � (0, 2, 0)T + (− 1)i((i2/5), |sin(i)|, − (i2/4))T. .e
inner coupling matrix Γ, activation matrix Ai, and Laplacian
matrix G are defined as
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Figure 2: Synchronization error without control. (a) Synchronization error ei1. (b) Synchronization error ei2. (c) Synchronization
error ei3.

10 Mathematical Problems in Engineering



Γ �

1 0 0

0 1 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ai �

a1 +
i

10
b1 −

i

10
0

1 − 1 1

0 c1 +
i

5
− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

G �

− 1 1 0 0 0
0 − 2 2 0 0
0 0 − 2 2 0
0 0 0 − 1 1
1 1 1 0 − 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (60)

Its activation function fi(t, xi(t)) � ((1 + (i/10))θ
sign(xi1(t)), 0, 0)T, and its uncertain disturbance hi(t, xi) �

((sin(50t)/100)(cos(50t)/100)(− sin(50t)/100))T, where
a1 � − 2.75, b1 � 9.0, c1 � − 17, θ � 3.86, and the coupling
strength k � 2.0. .e drive dynamical node is
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Figure 3: State responses of fixed-time synchronization. (a) State response xi1. (b) State response xi2. (c) State response xi3.
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_x0(t) � A0x0(t) + f0 t, x0( 􏼁 + h0 t, x0( 􏼁, (61)

with initial values x0(0) � (0, 2, 0)T, where f0(t, x0) �

(θsign(x01(t)), 0, 0)T and h0(t, x0) � (0, 0, 0)T.
By analyzing the state and error response trajectory of

uncontrolled heterogeneous complex dynamic network (59) in
Figures 1 and 2, we can easily draw the conclusion that the state
of the nodes has not been synchronized, and the synchronization
errors cannot tend to zero without the control input.

From the analysis of [13], systems (59) and (61) have chaotic
behavior, and there exist positive constants Li � 0 andMi �

2(1 + (i/10))θ (i� 0, 1, . . ., 5) satisfying Assumptions 1 and 2.

Similarly, for μ � (2 + (5/10)) θ � 2.5θ � 9.65, it is easy to
verify that systems (59) and (61) satisfy Assumption 3. Let
hmax � (

�
33

√
/100); then, ‖hi(t, xi)‖≤ hmax � (

�
33

√
/100) is right

for i � 1, 2, . . . N. So, systems (59) and (61) satisfy Assumption
4.With D � diag (9, 6, 9, 3, 3) and ηi(t) � 20> μ(t) + 2hmax +

max Mi􏼈 􏼉 � 2.5θ + 2 (
�
33

√
/100) + 2 (1 + (5/10))θ � 5.5θ+

2(
�
33

√
/100), k � 1, β � 0.6, it is known that λmax (L + A +

cGs ⊗ Γ− D⊗ In) � − 3.6480, which shows that condition (22)
can be satisfied. Applying.eorem1, network (59) under the set
of controllers (13)with a � 2, b � 3, p � 3, q � 0.5, and ηi(t) �

20 can realize the synchronization within the fixed time
t∗ � 1.3339. As a matter of fact, the real time of the
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Figure 4: Synchronization error of fixed-time synchronization. (a) Synchronization error ei1. (b) Synchronization error ei2.
(c) Synchronization error ei3.
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synchronization is 0.0609 seconds in the numerical simulation,
and the synchronization results of controlled networks are
shown in Figures 3 and 4.

5. Conclusions

.e fixed-time synchronization problem is studied for a type
of dynamic complex networks with nonidentical nodes and
uncertain disturbances. By employing the Lyapunov func-
tion theory, some novel sufficient conditions are provided
and further applied to some special cases, such as the
identical node issue. Future work may be centered on
synchronous applications of complex networks with non-
identical nodes and uncertain disturbances.
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-e attitude control has been recognized as one of the most important research topics for spacecraft. If the desired attitude
trajectory cannot be tracked precisely, it may cause mission failures. In the real space mission environment, the unknown external
perturbations, for example, atmospheric drag and solar radiation, should be taken into consideration. Such external perturbations
could deviate the precision of the spacecraft orientation and thereby lead to a mission failure. -erefore, in this paper, a
quaternion-based super-twisting sliding mode robust control law for the spacecraft attitude tracking is developed. -e finite time
stability based on the formulation of the linear matrix inequality (LMI) is also provided. To avoid losing the control degree of
freedom due to the certain actuator fault, a redundant reaction wheels configuration is adopted. -e actuators distribution
associated force distributionmatrix (FDM) is analyzed in detail. Finally, the reference tangent-normal-binormal (TNB) command
generation strategy is implemented for simulating the scenario of the space mission. Finally, the simulation results reveal that the
spacecraft can achieve the desired attitude trajectory tracking demands in the presence of the time-varying external disturbances.

1. Introduction

Sliding mode control (SMC) techniques have been a popular
research topic of the control theory in recent years such as
adaptive super-twisting SMC [1–3], fractional-order sliding
mode control [4], finite time control [5], robust back-
stepping SMC [6–8], and model predictive SMC [9]. -e
superior robustness to the matched perturbations is one of
the features of the SMC. However, the price of the ro-
bustness is the chattering effect of the control signal. It
causes application difficulty for practical implementations
[10]. -e ways to attenuate the chattering phenomenon
include the following [11–13]: (i) replacing the discontin-
uous switching function with a saturation function or a
sigmoid function, (ii) applying an adaptive law to adjust the
switching gain dynamically, and (iii) using the higher-order
SMC techniques. Nevertheless, skill (i) results in losing the
robustness to the disturbances. Even though approach (ii)
can estimate an adequate magnitude of the switching gain
with respect to perturbations [14, 15], the estimation of the

switch gain could increase monotonically due to the absence
of perfect sliding motion in practice. For (iii), the gain/
stability determinations are quite challenging.

-e high-order SMC approach can drive the sliding
variable and its consecutive derivations to zero in the
presence of the matched perturbations. However, the main
challenge of the high-order SMC is that it uses the infor-
mation of the high-order time derivatives of the sliding
variable [16–18]. Among the higher-order SMC techniques,
it is worth remarking that the second-order SMC such as the
super-twisting algorithm only needs the feedback infor-
mation of the sliding variable in control process. -e super-
twisting algorithm was firstly proposed by Dr. Levant in
1993 [19]. A quadratic Lyapunov function proposed in [20]
is considered in the proof of the finite-time convergence
property. -e successive researches include [21–24]. Owing
to the superior properties, the super-twisting algorithm has
been applied in several studies, including quadrotor [25, 26],
industrial emulator [27], and mobile wheeled inverted
pendulum [28]. For this reason, the robust continuous
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super-twisting sliding mode algorithm will be adopted for
the attitude tracking control design in this paper.

-e reaction wheel driven based system is actuated by
means of generating the reaction torque from the wheel. -e
reaction wheel has been widely applied in the most dynamics
systems. In literature [29–31], the reaction wheels are used in
the attitude tracking control demands. -e works in [32, 33]
use the reaction wheel to address the balancing control of the
inverted pendulum. -e main objective of this paper is to
apply the super-twisting algorithm for the attitude control of
the spacecraft via using four reaction wheels as the actuated
source. -e attitude representation includes several ap-
proaches, eor example, Euler angles, Rodrigues parameters,
and quaternion [34]. To avoid singularity, the quaternion-
based control is considered. -e quaternion-based control
has been proposed in several studies [30, 35, 36]. However, it
assumes that the scalar component of error quaternion q0e

does not equal zero to guarantee that the matrix 0.5(q0eI3 +

q×
e ) is invertible. -is assumption leads to the controllers

containing a singularity when q0e � 0. It should be noted that
one of the reasons to use quaternion-based control is to
obtain the full attitude tracking task and avoid any singu-
larity limitations. As a result, in this paper, a quaternion-
based super-twisting sliding mode algorithm is adopted in
the controller design such that the robust performance can
be guaranteed. -e asymptotic stability proof of the non-
linear reduced-order dynamics by means of an analytic
solution will be addressed without imposing assumptions.

Regarding the organization of this article, in Section 2,
the governing equations of attitude dynamics based on the
quaternion kinematics and the redundant reaction wheels
configurations are derived. -e configuration is introduced
from [30, 37, 38]. To obtain the feasible reaction torques, the
FDM is reformulated as a square and invertible matrix,
which minimizes the control energy cost [30]. In Section 3, a
robust, continuous super-twisting sliding mode algorithm is
considered in the controller design so that the spacecraft can
handle the external perturbations in the real and complex
space environment. -e stability problem will be refor-
mulated as a feasibility problem of a LMI and therefore the
finite time stability can be achieved in the sense of Lyapunov.
In Section 4, the reference TNB command generation
strategy is proposed to verify the tracking performance of the
spacecraft. In Section 5, the numerical simulation is carried
out and the results reveal that the spacecraft can track the
desired attitude trajectory in the presence of time-varying
disturbances.

-e contributions of this paper are summarized as
follows: (i) realizes the super-twisting sliding mode algo-
rithm as a robust, continuous quaternion-based attitude
controller for the attitude trajectory tracking demands of a
spacecraft with the redundant reaction wheels; (ii) proposes
a modified version of LMI which has higher degrees of
freedom for finding the decision variables and it can satisfy
the convergence performance by requirement; (iii) derives
the analytic solution of the nonlinear reduced-order dy-
namics; and (iv) presents a reference TNB command gen-
eration strategy so that the feasibility of the controller can be
verified.

2. Reaction Wheels Driven Based on Spacecraft
Dynamics Modeling

2.1. GeometryConfigurationAnalysis. From the perspective
of practical realization, to avoid losing a degree of freedom
of control in space due to certain actuator faults, the
redundant reaction wheels configuration is adopted
[30, 37, 38]. -e dynamic configuration is shown in
Figure 1. To formally derive the governing equations of
the attitude dynamics, we firstly define the coordinate
system as follows: (i) the body frame denoted as xyz,
which is fixed in the body of the spacecraft to represent the
attitude of the spacecraft, and (ii) the auxiliary rotation
frame denoted as xiyizi, which is fixed in the i-th reaction
wheel to describe the relative rotation of i-th reaction
wheel to spacecraft.

Taking the first reaction wheel as an example, the ge-
ometry mapping relation between xyz and x1y1z1 is
explained in Figures 2 and 3, respectively. Referring to
Figure 2, the body frame xyz rotates about the z-axis with an
angle β, and the new frame is denoted as x′y′z′. From the
rotation property, the mapping relation between x′y′z′ and
xyz can be constructed as
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Regarding Figure 3, the frame x′y′z′ rotates about
negative y-axis with an angle α, and then the new frame
x′′y″z′′ is obtained. Again, from the rotation property, we
have the mapping relation between x′y′z′ and x′′y″z′′:
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On the basis of previous illustrations, the mapping re-
lation between xyz and x1y1z1 can be derived by combining
(1) and (2):
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

y

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(3)

In general, the mapping relation between xyz and xiyizi

can be formulated as

xi

yi

zi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Ri

x

y

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (4)

where
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Ri �

cos(− α) 0 − sin(− α)

0 1 0

sin(− α) 0 cos(− α)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

cos βi sin βi 0

− sin βi cos βi 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

cos α cos βi cos α sin βi sin α

− sin βi cos βi 0

− cos βisinα − sin α sin βi cos α

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(5)

and βi � β + 0.5(i − 1)π, i � 1, 2, 3, 4.

2.2. Attitude Dynamics. To avoid the singularity problem in
the Euler approaches, the quaternion-based attitude rep-
resentation is considered. Let Q � [q0, qT]T � [q0,

q1, q2, q3]
T ∈ R4 be the unit quaternion and let

ω � [ωx,ωy,ωz]T ∈ R3 be the angular velocity of spacecraft;
then the quaternion kinematic equations are given by

_q0 � −
1
2
qTω, (6)

q
.

�
1
2

q0I3 + q×
( 􏼁ω. (7)

-e above equations can be rewritten in a compact
matrix form:

Q
.

�
1
2
E(Q)ω, (8)

where

E(Q) �
− qT

q0I3 + q×
⎡⎣ ⎤⎦ �

− q1 − q2 − q3

q0 − q3 q2

q3 q0 − q1

− q2 q1 q0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

-e symbol a× represents a cross product matrix of
vector a � [a1, a2, a3]

T ∈ R3, which is defined as

a×
�

0 − a3 a2

a3 0 − a1

− a2 a1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

In the following, the kinetic equations based on the
redundant reaction wheels configuration will be derived. Let
Ωi, i � 1, 2, 3, 4, be the relative rotational speed of each
reaction wheel to the spacecraft; then the angular velocity of
each reaction wheel with respect to xiyizi is given by

ωw,i � Riω +Ωiexi
,

exi
� 1 0 0􏼂 􏼃

T
.

(11)

-e angular momentum of spacecraft relative the body
frame xyz is

4

3

2

1

x y

z

z4
x4

y4

Figure 1: Geometry prototype of the redundant reaction wheels
configuration.

x1

y1

x

x′

y′

z, z′

y

z1

β

β
α

1

Figure 2: Rotation of body frame xyz to frame x′y′z′.

x1 z′

x′ y′, y″

z″

x″

z1

α

1
y1

Figure 3: Rotation of frame x′y′z′ to frame x″y″z″.
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H � Jω �

Jx − Jxy − Jxz

− Jxy Jy − Jyz

− Jxz − Jyz Jz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ωx

ωy

ωz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (12)

Assume that the reaction wheels are perfect circle plate.
Hence, the moment of inertia matrix of i-th reaction wheel
with respect to xiyizi is

Jw,i �

Jm,i 0 0

0 Ji
′ 0

0 0 Ji
′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (13)

-e angular momentum of each reaction wheel relative
frame xiyizi can be constructed:

Hw,i � Jw,iωw,i

� Jw,i Riω +Ωiexi
􏼐 􏼑

� Jw,iRiω + JwΩiexi

� Jw,iRiω + JmiΩiexi
.

(14)

Mapping Hw,i onto spacecraft body frame xyz yields

HB
w,i � RT

i ωw,i

� RT
i Jw,iRiω + JmiΩiexi
􏼐 􏼑

� RT
i Jw,iRiω + RT

i JmiΩiexi
.

(15)

-e total angular momentum of the system (spacecraft
and reaction wheels), HT, is the summation of H and HB

w,i,
which is

HT � H + 􏽘

4

i�1
HB

w,i

� Jω + 􏽘
4

i�1
RT

i Jw,iRiω + RT
i JmiΩiexi

􏼐 􏼑

� J + 􏽘
4

i�1
RT

i Jw,iRi
⎛⎝ ⎞⎠ω + 􏽘

4

i�1
RT

i JmiΩiexi
.

(16)

-e term

􏽘

4

i�1
RT

i JmΩiexi
�

cosαcosβ

cosαsinβ

sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Jm1Ω1 +

− cosαsinβ

cosαcosβ

sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Jm2Ω2 +

− cosαcosβ

− cosαsinβ

sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Jm3Ω3 +

cosαcosβ

− cosαsinβ

sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Jm4Ω4

�

cosαcosβ − cosαsinβ − cosαcosβ cosαsinβ

cosαsinβ cosαcosβ − cosαsinβ − cosαcosβ

sinα sinα sinα sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Jm1 0 0 0

0 Jm2 0 0

0 0 Jm3 0

0 0 0 Jm4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Ω1
Ω2
Ω3
Ω4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(17)

Define the following:

(i) Equivalent moment of inertia matrix of the system:

Jeq � J + 􏽘
4

i�1
RT

i Jw,iRi. (18)

(ii) Force distribution matrix (FDM):

Γ �

cosαcosβ − cosαsinβ − cosαcosβ cosαsinβ

cosαsinβ cosαcosβ − cosαsinβ − cosαcosβ

sinα sinα sinα sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(19)

(iii) Axial moment of inertia matrix:

Jm �

Jm1 0 0 0

0 Jm2 0 0

0 0 Jm3 0

0 0 0 Jm4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (20)

Combining (17)–(20), equation (16) can be further
simplified to

HT � Jeqω + ΓJmΩ, (21)

where Ω � [Ω1,Ω2,Ω3,Ω4]
T. -e Euler equation of motion

is given by

MG �
dHT

dt
􏼠 􏼡

B

+ ω×HT, (22)

in which the total external torque MG is equal to the sum-
mation of the external control torques τa and the external
disturbance torques d(t). Substituting (21) into (22) yields

τa + d � Jeqω
.

+ ΓJmΩ
.

+ ω× Jeqω + ΓJmΩ􏼐 􏼑. (23)

Define the control torque τ and the reaction torque τw as

τc � Γτw ≜ τcx τcy τcz􏽨 􏽩
T
,

τw � − JmΩ
.

� − Jm1
_Ω1 Jm2

_Ω2 Jm3
_Ω3 Jm4

_Ω4􏽨 􏽩
T

≜ τw1 τw2 τw3 τw4􏼂 􏼃
T
.

(24)
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Hence, (23) can be further simplified as

Jeqω
.

� τa + τc + d − ω× Jeqω + ΓJmΩ􏼐 􏼑. (25)

In this paper, τa � 0 is considered.

2.3. Actuator Analysis. From (24), we have

τcx

τcy

τcz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

cosαcosβ − cosαsinβ − cosαcosβ cosαsinβ

cosαsinβ cosαcosβ − cosαsinβ − cosαcosβ

sinα sinα sinα sinα

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

τw1

τw2

τw3

τw4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(26)

Once τc is designed for the attitude trajectory tracking
demands of the system dynamics (6), (7), and (25), it is
desired to obtain each reaction torque τwi. However, FDM
(19) is a nonsquare matrix, so the inverse does not exist. To
obtain the FDM with a special matrix structure, the two
following geometry constraints are imposed [30]:

sinβ � cosβ, 0≤ β<
π
2

,

cosαsinβ � sinα, 0≤ α<
π
2

,

(27)

or, equivalently,

β �
π
4

,

sinα �

�
3

√

3
.

(28)

From (27), we have the following FDM:

Γ �

�
3

√

3

1 − 1 − 1 1

1 1 − 1 − 1

1 1 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (29)

and then the following static optimization problem is for-
mulated [30]:

min
τw

T � 􏽘
4

i�1
τ2wi, (30)

subject to

g1 ≜
�
3

√

3
τw1 − τw2 − τw3 + τw4( 􏼁 − τcx � 0,

g2 ≜
�
3

√

3
τw1 + τw2 − τw3 − τw4( 􏼁 − τcy � 0,

g3 ≜
�
3

√

3
τw1 + τw2 + τw3 + τw4( 􏼁 − τcz � 0.

(31)

To formally address the problem, refer to [39], and define
the LagrangianL together with the Lagrange multiplier λ �

[λ1, λ2, λ3]
T ∈ R3 as follows:

L � T + λ1g1 + λ2g2 + λ3g3. (32)

Let τ∗w and λ∗ be the optimal solution. -e first-order
necessary condition to minimize T is

zL

zτw1

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
� 2τ∗w1 +

�
3

√

3
λ∗1 +

�
3

√

3
λ∗2 +

�
3

√

3
λ∗3 � 0,

zL

zτw2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
� 2τ∗w2 −

�
3

√

3
λ∗1 +

�
3

√

3
λ∗2 +

�
3

√

3
λ∗3 � 0,

zL

zτw3

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
� 2τ∗w3 −

�
3

√

3
λ∗1 −

�
3

√

3
λ∗2 +

�
3

√

3
λ∗3 � 0,

zL

zτw4

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
� 2τ∗w4 +

�
3

√

3
λ∗1 −

�
3

√

3
λ∗2 +

�
3

√

3
λ∗3 � 0,

(33)

and

zL

zλ1

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
�

�
3

√

3
τ∗w1 − τ∗w2 − τ∗w3 + τ∗w4( 􏼁 − τcx � 0,

zL

zλ2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
�

�
3

√

3
τ∗w1 + τ∗w2 − τ∗w3 − τ∗w4( 􏼁 − τcy � 0,

zL

zλ3

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌τ∗,λ∗
�

�
3

√

3
τ∗w1 + τ∗w2 + τ∗w3 + τ∗w4( 􏼁 − τcz � 0.

(34)

From (33), it is implied that

τ∗w1 − τ∗w2 + τ∗w3 − τ∗w4 � 0. (35)

Combining (34) and (35), the distribution matrix can be
augmented as

τcx

τcy

τcz

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

�
3

√

3
−

�
3

√

3
−

�
3

√

3

�
3

√

3
�
3

√

3

�
3

√

3
−

�
3

√

3
−

�
3

√

3
�
3

√

3

�
3

√

3

�
3

√

3

�
3

√

3

1 − 1 1 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

τ∗w1

τ∗w2

τ∗w3

τ∗w4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (36)

-e inverse mapping is

τ∗w1

τ∗w2

τ∗w3

τ∗w4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�
1
4

�
3

√ �
3

√ �
3

√
1

−
�
3

√ �
3

√ �
3

√
− 1

−
�
3

√
−

�
3

√ �
3

√
1

�
3

√
−

�
3

√ �
3

√
− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

τcx

τcy

τcz

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (37)

Hence, when τc is designed for the system dynamics (6),
(7), and (25), the reaction torque τwi for each reaction wheel
can be obtained by inverse mapping (37). Moreover, it can
be guaranteed that the reaction torque is an optimal value τ∗w
to minimize the performance index (30).
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Because the reaction wheels are actuated by servo mo-
tors, that is, the reaction torques are generated by servo
motors, the following linear dynamic equation is considered:

Jmi
_Ωi � − aiΩi + biVin,i, i � 1, 2, 3, 4. (38)

From the definition, (24) and (38) become

Vin,i �
1
bi

− τwi + aiΩi( 􏼁 i � 1, 2, 3, 4, (39)

where the parameters ai � 0.02 and bi � 3 are considered.
Vin,i is the control input voltage.

Conclusively, τc is first designed for the system dynamics
(6), (7), and (25). Secondly, inverse mapping (37) is used to
obtain the optimal reaction torque τwi of each reaction wheel
to minimize the energy cost (30). Finally, apply (39) to
obtain the corresponding control voltage Vin,i. In the fol-
lowing, the discussion focuses on how to design τc so that the
desired trajectory can be achieved in the presence of time-
varying disturbances.

3. Super-Twisting Sliding Mode
Controller Design

3.1. Super-Twisting Sliding Mode Algorithm. -e design
process of sliding mode control includes two steps: (i) A
sliding variable s is designed so that the stability of the
reduced-order dynamics can be guaranteed. (ii) Seeking the
robust, continuous control law to guarantee the sliding
mode s � _s � 0 occurs in a finite time in the presence of the
time-varying external disturbances. In the following, the
super-twisting sliding mode algorithm [19] is introduced.

-e super-twisting sliding mode algorithm is one of the
outstanding robust control algorithms which handles a
system with a relative degree (u⟶ s) equal to one. Based
on the algorithm, the closed-loop sliding dynamics is
designed as

_s � − k1|s|
1/2sign(s) − k2 􏽚

t

0
sign(s)dτ + d(t), (40)

where s � s(x, t) ∈ R is the sliding variable; x ∈ Rn is state
vector; d(t) ∈ R is an unknown time-varying perturbation
and it is assumed that | _d(t)|≤ δ; the gain pair (k1, k2) is to be
designed so that the sliding mode can occur in a finite time.

In fact, the more general representation of (40) is to
express it as the following state-space form. Let

z1 � s(x, t).

z2 � − k2 􏽚
t

0
sign(s)dτ + d(t),

(41)

which implies

_z1 � − k1 z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 + z2,

_z2 � − k2sign z1( 􏼁 + ρ,
(42)

where ρ(t) � _d(t) and |ρ(t)| � | _d(t)|≤ δ. Since (42) is
nonlinear, consider the following variable transformation
[20]:

ζ1 � z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁,

ζ2 � z2.
(43)

Taking the time derivative yields

_ζ1 �
_z1 z1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1/2

− z1 · (1/2) z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
− 1/2

· sign z1( 􏼁 · _z1

z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
�

− k1 z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 + z2􏼔 􏼕 · z1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1/2

− (1/2) z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

􏼒 􏼓

z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

�
1

z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2 −

k1

2
z1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 +

1
2
z2􏼠 􏼡 �

1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

−
k1

2
ζ1 +

1
2
ζ2􏼠 􏼡,

_ζ2 � − k2sign z1( 􏼁 + ρ �
1

z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2 − k2 z1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 + z1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1/2ρ􏼒 􏼓 �

1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

− k2ζ1 + ζ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌ρ􏼐 􏼑,

(44)

which can be rewritten in the matrix form as

ζ
.

�
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
(Aζ + B􏽥ρ),

A �

− 0.5k1 0.5

− k2 0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B �
0

1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

(45)

where ζ � [ζ1, ζ2]
T and |ζ1| � |z1|

1/2. Disturbance transfor-
mation 􏽥ρ(t, ζ1) � ρ(t)|ζ1| satisfies

􏽥ρ t, ζ1( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ δ ζ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (46)

For system (45), the stability problem is proven in the
following. It is shown that the stability issue can be refor-
mulated as a feasibility problem in terms of the LMI.

Theorem 1 (See[21, 22, 25]). Suppose that there exist
symmetric and positive definite matrices P � PT > 0 andQc �

QT
c > 0 so that the following LMI,
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PA + ATP + Qc + CTC PB

BTP − c
2

⎡⎣ ⎤⎦< 0, (47)

is feasible, where c � 1/δ, C � 1 0􏼂 􏼃, and A and B are
provided in (45). 9en the quadratic form,

V � ζTPζ, (48)

is a strict Lyapunov function for system (45) and the trajectory
reaches the origin in a finite time.

Proof of 9eorem 1. Applying the Rayleigh inequality, V is
bounded by

λmin(P)‖ζ‖2 ≤V≤ λmax(P)‖ζ‖2, (49)

where ‖ζ‖2 � |z1| + z2
2 represents the Euclidean norm of ζ.

For (48), taking time derivative gives

_V �
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
ζT PA + ATP􏼐 􏼑ζ + ζTPB􏽥ρ + 􏽥ρBTPζ􏽨 􏽩. (50)

According to (46), the following inequality is satisfied:

􏽥ρ t, ζ1( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 ≤ δ2 ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 ≤ δ2 ζ21 + ζ22􏼐 􏼑, (51)

which guarantees

ζTζ −
1
δ2

􏽥ρ t, ζ1( 􏼁
2 > 0. (52)

Hence, (50) can be rewritten as

_V≤
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

ζT PA + ATP􏼐 􏼑ζ + ζTPB􏽥ρ + 􏽥ρBTPζ + ζTζ −
1
δ2

􏽥ρ2􏼢 􏼣

�
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

ζT PA + ATP + CTC + Qc − Qc􏼐 􏼑ζ + ζTPB􏽥ρ + 􏽥ρBTPζ −
1
δ2

􏽥ρ2􏼢 􏼣

� −
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
ζTQcζ +

1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

ζ

􏽥ρ
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

T PA + ATP + Qc + CTC PB

BTP − c
2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

ζ

􏽥ρ
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦.

(53)

where c � 1/δ.
Based on (47) and (49), (53) can be further simplified to

_V≤ −
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
ζTQcζ≤ −

1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
λmin Qc( 􏼁‖ζ‖2 ≤ −

1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
λmin Qc( 􏼁

V

λmax(P)
.

(54)

Again, from (49), the following inequality can be
deduced:

−
1
ζ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
≤ −

1
‖ζ‖
≤ −

λ1/2min(P)

V
1/2 . (55)

Based on (55), it can be concluded that (54) satisfies

_V≤ − αV
1/2

, α �
λmin Qc( 􏼁λ1/2min(P)

λmax(P)
. (56)

For (56), one has

􏽚
V(t)

V(0)

dV

V
1/2 ≤ − α􏽚

t

0
dt, (57)

which implies

V(t)≤ V
1/2

(0) −
α
2

t􏼒 􏼓
2
. (58)

Hence, V(t) reaches zero within a finite time described by

tf ≤
2V

1/2
(0)

α
, (59)

where V(0) is the initial condition of V(t) and α is given by
(56). Based on the appropriate gain pair (k1, k2) selection,
the LMI equation (47) can be established. As a result, the
finite time stability as shown by (59) can be achieved.

In -eorem 1, we suppose that the LMI (47) is negative
definite. -eorem 2 is similar to [21, 22, 25] and is presented
for the feasibility of LMI (48) in -eorem 1.

Theorem 2. Consider the LMI given by (47); there exists a
feasible solution P, Qc so that the LMI (47) can be established
if and only if the parameters k1 and k2 in A satisfy

k2 > δ,

k
2
1 > 4k2,

(60)

or

k
2
1
1
2

k2 −
1
16

k
2
1􏼒 􏼓< δ2, 4k2 > k

2
1. (61)

Furthermore, the additional constraints k2 ≠ 0 for (60)
and k1 ≠ 0 and k2

1 ≠ 8k2 for (61) must also be satisfied.

Proof of 9eorem 2. If the LMI (45) is feasible, then the
L2-gain of the following system,

G(s) �
1/2

s
2

+(1/2)k1s +(1/2)k2
, (62)

must be less than or equal to c; that is,
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max
ω

|G(jω)|< c �
1
δ
⇒max

ω
|G(jω)|

2 <
1
δ2

. (63)

-e above statement is the so-called bounded-real
condition [40]. In order to find proper (k1, k2) in (62) so that
condition (63) can be satisfied, calculate

|G(jω)|
2

�
1

k2 − 2ω2
􏼐 􏼑

2
+ k1ω( 􏼁

2
, (64)

and its derivative

d
dω

|G(jω)|
2

� −
16ω ω2

+(1/8)k
2
1 − (1/2)k2􏼐 􏼑

k2 − 2ω2
􏼐 􏼑

2
+ k1ω( 􏼁

2
􏼔 􏼕

2 . (65)

-e extreme point can be obtained by setting (65) equal
to zero. Checking for the second-order sufficient condition
d2/dω2|G(jω)|2, it can be deduced that maxω|G(jω)| can be
reached, when

ω �

0, if 4k2 − k
2
1 < 0,

4k2 − k2
1

8
􏼠 􏼡

1/2

, if 4k2 − k
2
1 > 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(66)

Substituting (66) into (64) yields

max
ω

|G(jω)|
2

�

1
k
2
2
, if 4k2 − k

2
1 < 0.

1
k
2
1 (1/2)k2 − (1/16)k

2
1􏼐 􏼑

, if 4k2 − k
2
1 > 0.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(67)
-us, combining (63) and (67) shows that if

k2 > δ,

k
2
1 > 4k2,

(68)

or

k
2
1
1
2
k2 −

1
16

k
2
1􏼒 􏼓> δ2, 4k2 > k

2
1,

(69)

then the LMI (47) is feasible. Moreover, to avoid the sin-
gularity of (67), the constraints k2 ≠ 0 for (68) and k1 ≠ 0 and
k2
1 ≠ 8k2 for (69) are made. □

Remark 1. Notice that system (62) is not a transfer function
of system (45); it is the corresponding linear system of LMI
(47). More details can be found in [40].

3.2. Controller Design. -e control objective is to design a
robust control torque τc such that the spacecraft can achieve
the arbitrary attitude trajectory tracking demands in the
presence of time-varying disturbances.

For this reason, let Qd � [q0d, qT
d ]T � [q0d, q1d, q2d, q3d]T

∈ R4 be the desired quaternion and let ωd � [ωxd,ωyd,

ωzd]T ∈ R3 be the desired angular velocity. Define the tracking
error vectors Qe � [q0e, qT

e ]T ∈ R4 and ωe � [ωxe,ωye,

ωze]
T ∈ R3 as follows [36]:

Qe � Q− 1
d ⊗Q �

q0e

qe

􏼢 􏼣 �
q0dq0 + qT

dq

q0dq − q0qd − q×
dq

⎡⎣ ⎤⎦,

ωe � ω − ωd �

ωxe

ωye

ωze

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

ωx − ωxd

ωy − ωyd

ωz − ωzd

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(70)

where ⊗ represents the quaternion multiplication. Based on
(70), the quaternion-based error dynamics of (6), (7), and
(25) is given by

_q0e � −
1
2
qT

e ωe, (71)

_qe �
1
2

q0eI3 + q×
e( 􏼁ωe, (72)

ω
.

e � J− 1
eq − τc + d − ω× Jeqω + ΓJmΩ􏼐 􏼑􏽨 􏽩 − ω

.

d. (73)

Select the sliding surface as

S � ωe + λqe, (74)

where S � [s1, s2, s3]
T ∈ R3; λ ∈ R1 is a positive parameter to

be designed.
Suppose that the slidingmotion is fulfilled in a finite time

t � tf; it gives

S � _S � 0, ∀t≥ tf. (75)

From (71), (72), (74), and (75), the nonlinear reduced-
order dynamics can be obtained:

_q0e � −
1
2
qT

e ωe

� −
1
2
qT

e − λqe( 􏼁

�
1
2
λqT

e qe, ∀t≥ tf,

(76)

_qe �
1
2

q0eI3 + q×
e( 􏼁 − λqe( 􏼁

� −
1
2
λq0eqe, ∀t≥ tf.

(77)

-e term “reduced-order” means that the system error
dynamics described by (71)–(73 with order 7 “reduced” to
subsystem (76) and (77) with order 4. In order to analyze the
stability of the reduced-order dynamics, apply the identity of
unit quaternion:

q
2
0e + qT

e qe � 1. (78)

Equation (76) can be decoupled as

_q0e �
1
2
λ 1 − q

2
0e􏼐 􏼑, ∀t≥ tf. (79)

-en, consider the following variable transformation:
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q0e(t) � 1 +
1

y(t)
, (80)

which implies

_q0e(t) � −
_y(t)

y
2 . (81)

Substituting (79) yields

−
_y(t)

y
2 �

1
2
λ 1 − 1 +

1
y(t)

􏼠 􏼡

2
⎡⎣ ⎤⎦ �

1
2
λ −

2
y

−
1
y
2􏼠 􏼡, (82)

which implies

_y − λy �
1
2
λ. (83)

Clearly, equation (83) is a linear ordinary differential
equation. Its solution is given by

y(t) � Ce
λt

−
1
2
, (84)

where C is an integration constant. Apply the inverse
mapping from (80); we get

q0e(t) � 1 +
1

− (1/2) + Ce
λt

. (85)

Let q0e(0) be the initial condition; we have

C �
1
2

+
1

q0e(0) − 1
. (86)

Hence, the analytic solution of (79) can be obtained:

q0e(t) � 1 +
2 q0e tf􏼐 􏼑 − 1􏽨 􏽩

− q0e tf􏼐 􏼑 + 1 + q0e tf􏼐 􏼑 + 1􏽨 􏽩e
λ t− tf( 􏼁

, ∀t≥ tf.

(87)

Observing (87), it can be deduced that (i) the singularity
occurs as an improper sliding gain λ is chosen such that
− q0e(tf) + 1 + [q0e(tf) + 1]eλ(t− tf) � 0, ∀t≥ tf. -us, the
sliding gain λ> 0 is designed so that
− q0e(tf) + 1 + [q0e(tf) + 1]eλ(t− tf) ≠ 0, ∀t≥ tf. (ii)
q0e⟶ + 1 as t⟶∞ from (87) and qe⟶ 0 as t⟶∞
from the identity of the unit quaternion (78). Observing
(70), it can be found that q0e⟶ 1 and qe⟶ 0 imply
q0⟶ q0d and q→⟶ q→d. -at is, the nonlinear reduced-
order dynamics (76) and (77) are asymptotically stable. It is
different and more outstanding than [30, 35, 36]; the as-
sumption that q0e ≠ 0 is not made. In the following, how to
enter the sliding mode in a finite time in the presence of
external disturbances by means of the robust control law will
be discussed.

In order to introduce τc, taking the time derivative about
(74) yields

_S � ω
.

e + λ _qe

� J− 1
eq − τc + d − ω× Jeqω + ΓJmΩ􏼐 􏼑􏽨 􏽩 + ξ,

(88)

where

ξ � − ω
.

d + 0.5λ q0eI3 + q×
e( 􏼁ωe. (89)

Based on the super-twisting sliding mode algorithm [21],
the following robust control law is designed:

τc0 � ω× Jeqω + ΓJmΩ􏼐 􏼑 − Jeqξ,

τcN � − Jeq K1
S

‖S‖
1/2 + K2 􏽚

t

0
sign(S(τ))dτ􏼠 􏼡,

τc � − τc0 + τcN( 􏼁,

(90)

in which the gain matrices are denoted as

K1 � diag k11 k12 k13􏼂 􏼃( 􏼁,

K2 � diag k21 k22 k23􏼂 􏼃( 􏼁.
(91)

Substituting (90) into (88) yields the closed-loop sliding
dynamics:

_S � − K1
S

‖S‖
1/2 − K2 􏽚

t

0
sign(S(τ))dτ + D, (92)

where D � J− 1
eqd � [D1, D2, D3]

T ∈ R3 and sign(S) ∈ R3 is a
sign function defined as follows:

sign si( 􏼁 �
1, if si > 0,

− 1, if si < 0,
􏼨

sign si( 􏼁 ∈ [− 1, 1], if si � 0, (i � 1, 2, 3.).

(93)

According to the stability criteria derived from -eo-
rems 1 and 2, the following gains are chosen:

k2i > δi,

k1i >
����

4k2i

􏽱

,
(94)

where δi � sup( _Di), i � 1, 2, 3.
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4. Spacecraft Reference Command Generation

4.1. Reference Quaternion Generation from TNB Frame.
In this section, we are going to illustrate how to obtain the
reference quaternion from the TNB frame. -e procedures
are as follows:

(1) Reference orbital trajectory: Consider the governing
equations of the orbital motion [41]:

€r � −
μ
r
3 r. (95)

where r � [X, Y, Z]T ∈ R3 is the position vector and
its magnitude is r � ‖r‖; μ is the gravitational pa-
rameter. -e reference orbital trajectory can be
obtained by integrating (95) in a given initial
condition.

(2) Construction of the TNB Frame: According to ge-
ometry kinematics, the TNB frame can be con-
structed by the trajectory information. Let v � _r be
the velocity vector and let a � €r be the acceleration
vector. -e unit tangent vector can be computed by

􏽢et �
v

‖v‖
. (96)

-e unit normal vector can be obtained by

􏽢en �
an

an

����
����
. (97)

where an � a − at is the normal acceleration and at �

(a · 􏽢et)􏽢et is the tangential acceleration. Based on the
definition of TNB frame, the binormal vector is

􏽢eb � 􏽢et × 􏽢en. (98)

(3) Reference Quaternion: Based on the rotational
property, the direction cosine matrix (DCM) can be
composed by 􏽢et, 􏽢en, and 􏽢eb; that is,

Cv
� 􏽢et⋮􏽢en⋮􏽢eb􏼂 􏼃. (99)

Applying the quaternion kinematics, the reference
quaternion is

q0d �
1
2
1 + Cv

11 + Cv
22 + Cv

33( 􏼁
1/2

, q1d �
1
4q0

Cv
32 − Cv

23( 􏼁,

q2d �
1
4q0

Cv
13 − Cv

31( 􏼁, q3d �
1
4q0

Cv
21 − Cv

12( 􏼁.

(100)

4.2. Reference Angular Velocity Generation. To generate a
feasible command trajectory, the following property is
proposed [35].

Property 1. -ematrix E(Q) defined in (9) has the following
properties:

ET
(Q)E(Q) � I3,

d
dt

ET
(Q) _Q􏽨 􏽩 � ET

(Q) €Q
(101)

By using Property 1, from (8), the angular velocity and its
time derivative can be expressed as

ω � 2ET
(Q) _Q,

ω
.

� 2ET
(Q) €Q

(102)

Hence, the formula of the desired angular velocity ωd

associated with the desired quaternion is

ωd � 2ET Qd( 􏼁 _Qd,

ω
.

d � 2ET Qd( 􏼁 €Qd

(103)

where

E Qd( 􏼁 �

− q1d − q2d − q3d

q0d − q3d q2d

q3d q0d − q1d

− q2d q1d q0d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (104)

5. Numerical Simulation

According to [42], the numerical data are considered and
summarized as follows.

(i) Moment of inertia of the spacecraft and reaction
wheels is as follows:

J �

35 3 − 1.5

3 28 2

− 1.5 2 30

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Jw �

0.126 0 0

0 0.063 0

0 0 0.063

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (N-m).

(105)

(ii) -e external disturbance is chosen as

d(t) � 0.005[sin 0.8t cos 0.5t cos 0.3t]
T
(N − m).

(106)

(iii) Initial conditions are the following [41]: r(0) �

[8000, 0, 6000]T (km); _r(0) � [0, 7, 0]T (km/s);
ω(0) � [7, − 8, − 7]T (degree/sec); Q(0) � [0.999,

0.017, − 0.035, − 0.026]T; and gravitational param-
eter μ � 3.987 × 105 (N-km2/kg).
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(iv) -e control gains are

K1 � diag 0.547 0.547 0.547􏼂 􏼃( 􏼁,

K2 � diag 0.05 0.05 0.05􏼂 􏼃( 􏼁,

λ � 0.05.

(107)

-e sampling rate is 400Hz. Total time span is
4.17 hours. -e simulation results are shown in Figures 4–7.
For convenience, only the transition response is shown.

With regard to Figure 4, it is demonstrated that the
spacecraft tracks the reference TNB attitude trajectory
successfully.-e attitude of the spacecraft with respect to the
global frame XYZ is represented as xyz. -e response of
quaternion tracking errors is shown in Figure 5. It can verify
the derivation of analytic solution (87) that the scalar
component q0e⟶ 1 and the vector component qe⟶ 0 as
t⟶∞ and they satisfy the constraint q0e + qT

e qe � 1.
Figure 6 illustrates the response of the sliding variable. It can
be found that the converging speed of the sliding variables is
fast even though the spacecraft is under the environment
with the time-varying external disturbances. -e evolution
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of the reaction torques is shown in Figure 7. It can be seen
that the control signal is smooth and there is no chattering
phenomenon. We can deduce that the controller based on
the super-twisting sliding algorithm can be realized in the
spacecraft attitude control problem.

6. Conclusion

In this study, the attitude dynamics based on the redundant
reaction wheels configuration of the spacecraft is derived. To
achieve full degree of freedom attitude tracking control, the
quaternion kinematics is introduced. For practical realiza-
tion purpose, the nonsquare FDM is reformulated as a
square, invertible matrix by means of solving a static

optimization problem. -e robust, continuous super-
twisting sliding mode algorithm is adopted in the attitude
controller design to guarantee robust performance in the
presence of exogenous disturbances. Furthermore, the
corresponding finite time stability based on the LMI is
provided in the sense of Lyapunov. Asymptotic stability of
the nonlinear reduced-order dynamics is proven by means
of an analytic solution without imposing any limitation in
quaternion. In a space mission with this scenario, the TNB
command generation strategy is presented. Finally, the
simulation results verify that the spacecraft can achieve the
arbitrary attitude trajectory tracking demands in the pres-
ence of the time-varying external disturbances.
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-is paper aims to investigate the speed regulation problem for permanent magnet synchronous motor (PMSM) servo systems
subject to unknown load torque disturbances. -e proposed method utilizes sliding mode control (SMC), invariant manifold
theory, and disturbance observation technique. In the PMSM servo systems, the unknown load torques will affect the control
performance to a large extent, which is unmatched. In addition, compared with full-state measurement, the output-feedback
framework is easy to implement and reduces the sensor costs. However, it is difficult to handle unmatched disturbance and
unmeasured states simultaneously. To this end, this paper specifically combines the sliding mode control theory with the invariant
manifold theory and puts forward an output-feedback disturbance rejection control method. -e key idea is that the unmatched
disturbance in the PMSM servo systems is transformed into matched one by taking advantage of the invariant manifold, which is
different from existing results. -e transformation maintains most of dynamics of the PMSM system for control design, which
improves the accuracy. In addition, an extended state observer is designed to estimate the current and lumped disturbance
simultaneously; then, the output-feedback SMCmethod is proposed by introducing the estimations. Besides, the switching gain in
the proposed sliding mode controller can change with estimation errors adaptively, and the chattering reduces. Simulation results
on a PMSM system validate the effectiveness of the proposed control strategy.

1. Introduction

Permanent magnet synchronous motor (PMSM) has been
widely applied to various practical systems, such as robotics,
aerospace, and power generations [1–4], due to the high-
efficiency, high air-gap flux density, large torque-to-inertia
ratio, and high power density [1]. High-accuracy tracking
performance and satisfactory dynamic response are signif-
icant in the aforementioned applications. However, it should
be noted that the servo control performance is significantly
affected by nonlinearities, uncertainties, and disturbances in
PMSM systems, and the traditional linear control strategies
including the proportional-integral (PI) controller [5] are
unable to provide satisfactory control performance [6]. In
order to obtain better performance, many advanced

nonlinear control methods have been developed for PMSM
servo systems in recent years, such as adaptive control [2, 7],
robust control [8, 9], linearization control [10], disturbance
observer-based control [2, 11], fuzzy-logic based control
[6, 12], finite time control [13, 14], fractional order control
[15], slidingmode control [16, 17], and neuro-network based
control [5, 12]. -ese control strategies improve control
performance for PMSM servo systems from different
aspects.

In industrial applications, sliding mode control (SMC) is
deemed as one of the most effective control techniques
[18, 19] due to its conceptual simplicity and powerful ability
to reject matched disturbances/uncertainties [20]. -e SMC
is able to force the system dynamics to reach a predesigned
sliding manifold in a finite time [21], and then the system
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trajectory tracking error will converge to zero along the
sliding manifold [22, 23]. It is well known that the load
torque disturbance in PMSM system is unmatched one if we
combine the speed control loop and current control loop
together to get fast speed regulation performance [8]. In
[24], a disturbance observer-based SMC strategy is devel-
oped to handle unmatched disturbances effectively. In [25],
an adaptive sliding mode control method is proposed to
attenuate the inductance disturbance of the PMSM. In order
to estimate the unmeasured mechanical parameters of
PMSM, a terminal slidingmode observer is proposed in [26],
which can estimate the control performance with a finite-
time convergence rate. -e work in [27] employs the sliding
mode control technique and the extended state observer for
PMSM system to improve the robustness against load dis-
turbance and parameter variations. -ese results are mostly
implemented in the condition that all the system states are
available. However, in PMSM servo systems, there are
measurement noises in current sensors, which will bring
adverse effects to the control performance. Toward that end,
it is of great importance to investigate output-feedback SMC
approaches for PMSM systems, which only require the
interested output measurement rather than the full states.

-e widely used output-feedback SMC method in
PMSM is the observer-based SMC, which develops a state
observer [28, 29] to reconstruct all the unmeasured states
and then designs a controller by utilizing the estimation
values. Most of the existing observer-based SMC methods
need large control gains to reject bounded equivalent input
disturbances [30], which will cause serious chattering. In
recent years, the output-feedback SMC based upon the
extended state observer (ESO) [31] provides an intuitive
solution for chattering attenuation [32]. In [33], a higher-
order ESO-based SMC method is proposed to reject the
unknown higher-order lumped disturbances.

It is noticed that the existing ESO-based SMC method
for PMSM system requires the second-order derivatives of
the angular velocity to obtain a standard form for control
design [33]. Under the standard ESO-based framework, the
dynamics except for the integral chain are lumped for es-
timation. -e lumped disturbances and uncertainties may
change in a wide range due to the variation of operation
condition. -erefore, to achieve satisfactory estimation and
control performance, it is generally required to assign rel-
atively large observer poles. For a PMSM servo system, the
increase of observer poles will result in a drastic increase of
observer gains, and the measurement noises will be sig-
nificantly amplified in practice. -erefore, there will be
serious switching action in the control signal, which will
bring adverse effects to actuators and even excites the
unmodelled dynamics of the system [34]. Besides, the de-
rivatives of the reference signal may be unavailable. -e
ESO-based methods solve this problem by adding tracking
differentiators for online estimation of the unknown in-
formation, which will considerably increase the complexity
for implementation. Taking all the aforementioned facts into
account, it is imperative to investigate some new output-
feedback SMC strategies for PMSM system subject to un-
matched disturbances to address the above problems and to

achieve good disturbance rejection ability and satisfactory
control performance.

Actually, the output-feedback SMC for PMSM servo
system subject to unknown load torque disturbances is a
challenging problem, since it is difficult to estimate both
the unmeasured states and the unmatched disturbance at
the same time. Reference [35] gives a new idea for output-
feedback SMC design, which combines SMC with the basic
idea of output regulation theory [36, 37]. Inspired by [35],
this paper aims to solve the output-feedback SMC problem
for PMSM servo system subject to unmatched distur-
bances. Under the proposed controller, the angular ve-
locity is driven to track the reference signal asymptotically.
-e main contributions and benefits of the proposed
method are summarized as follows: (1) full dynamics of the
PMSM system are thoroughly exploited in the invariant
manifold based output-feedback SMC design process,
which admits higher bandwidth without higher observer
gains, attenuating measurement noises to a large extent;
(2) the switching gain changes with estimation errors
adaptively, and thus the chattering will be reduced; (3) the
proposed output-feedback SMC method can compensate
the influences caused by unknown derivatives of the de-
sired reference signal without resorting to tracking dif-
ferentiators, which results in a simpler control structure
and saves the implementation burden of the algorithm. To
further demonstrate the effectiveness of the output-feed-
back SMCmethod proposed in this paper, simulations on a
PMSM system are carried out by utilizing MATLAB/
Simulink.

-e paper is organized as follows. Section 2 shows the
mathematical model of the PMSM system and formulates
the problem. In Section 3, the output-feedback sliding mode
controller is developed and stability analysis is shown in
detail. -en, Section 4 gives the simulation results and the
conclusion is shown in Section 5.

2. System Model and Problem Formulation

2.1. Mathematical Model of PMSM. -e magnetic circuit is
assumed to be unsaturated, the eddy current loss and
hysteresis are ignored, and the distribution of the magnetic
field is supposed to be in sine space. A three-phase surface-
mounted PMSM system can be modeled in d − q coordinate,
and the mathematical model is given by [2]

did

dt
� −

R

L
id + npωiq +

1
L

ud,

diq

dt
� − npωid −

R

L
iq −

1
L

npωψf +
1
L

uq,

dω
dt

�
3npψf

2J
iq −

B

J
ω −

TL

J
,

(1)

where iq and id are the q− axis and d− axis stator currents,
respectively; uq and ud are the q− axis and d− axis stator
voltages, respectively; ψf is the rotor flux linkage; np is the
number of pole pairs; J is the rotor inertia; L is the stator
inductance; R is the stator resistance; B is the viscous friction
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coefficient; ω is the angular velocity; and TL is the unknown
load torque.

-e field-oriented control is one of the widely used
control frameworks in PMSM, and Figure 1 shows the
schematic diagram. Under this framework, the flux-pro-
ducing and torque-producing components of the stator
current are decoupled such that flux controls and the in-
dependent torque are possible as those in DC motors. In
PMSM, the controllers take advantage of the cascade control
loop, which includes two current loops and a speed loop. In
the two current loops, two PI controllers are used. Here, we
pay our attention to developing a controller for speed loop to
reject the unknown load torque disturbance.

In a PMSM servo system, it is always expected to obtain
maximum torque; thus, there should be id � 0. -erefore,
the mathematical model (1) can be decoupled as the fol-
lowing form:

diq

dt
� −

R

L
iq −

1
L

npωψf +
1
L

uq,

dω
dt

�
3npψf

2J
iq −

B

J
ω −

TL

J
,

(2)

where uq is the control signal and TL is the unknown un-
matched disturbance.-is paper mainly explores the control
strategy for the decoupled system given by (2).

2.1.1. Control Objective. -is paper attempts to utilize the
sliding mode control theory to address speed regulation
problem for PMSM servo systems subject to unmatched
disturbances. For system (2), an output-feedback sliding
mode controller combining invariant manifold with dis-
turbance observer is designed to drive the angular velocity ω
to track the reference signal ω∗ asymptotically.

2.2. Traditional Output-Feedback SMC Design. Define the
system output tracking error as y � ω − ω∗. Taking the
second-order derivative of y, one obtains [33]

_y � _ω − _ω∗ �
3npψf

2J
iq −

B

J
ω −

TL

J
− _ω∗,

y �
3npψf

2J
_iq −

B

J
_ω −

_TL

J
− €ω∗

� −
3npψfR

2JL
+
3npψfB

2J
2􏼠 􏼡iq −

3n
2
pψ

2
f

2JL
−

B
2

J
2

⎛⎝ ⎞⎠ω

+
BTL

J
−

_TL

J
+
3npψf

2JL
uq.

(3)

Denoting D � − ((3npψfR/2JL) + (3npψfB/2J2))iq
− ((3n2

pψ
2
f/2JL) − (B2/J2))ω + (BTL/J) − ( _TL/J) − €ω∗ as the

lumped disturbances and κ � (3npψf/2JL) as the control
coefficient, one has the following input-output formulation:

€y � D + κuq. (4)

Denote ]1 � y, ]2 � _y, and ]3 � D. -en we have the
following controllable state-space model:

_]1
_]2
_]3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0 1 0

0 0 1

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

]1
]2
]3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

0

κ

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

0

0

ϖ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

It is assumed that the lumped disturbance D and its
derivative ϖ are bounded and satisfy limt⟶∞ϖ � 0. On the
basis of (5), the observer is constructed as

_􏽢]1 � 􏽢]2 + l1 ]1 − 􏽢]1( 􏼁,

_􏽢]2 � 􏽢]3 + l2 ]1 − 􏽢]1( 􏼁 + κuq,

_􏽢]3 � l3 ]1 − 􏽢]1( 􏼁,

(6)

where l1, l2, and l3 are observer gains. Introducing the es-
timations, the sliding manifold is developed as

s � 􏽢]2 + β􏽢]1, (7)

where β> 0. -e output-feedback controller is

uq � −
1
κ

􏽢]3 + β􏽢]2 + k1sgn(s) + k2s􏼂 􏼃, (8)

where k1 � ρ + |(βl1 + l2)(]1 − 􏽢]1)|, ρ> 0, k2 > 0.

2.3. Motivations. For the PMSM system (2) subject to un-
matched disturbance, the effects caused by unmatched
disturbance can be removed by the traditional output-
feedback sliding mode controller effectively. Nevertheless, it
is seen from coordinate transformation given by (3) and (4)
that all unmeasured states are lumped into D, which in-
cludes q-axis current and load torques. In order to obtain
satisfactory performance, we have to choose large observer
poles; thus, large observer gains are required. As a result,
measurement noises are amplified, and high-frequency
fluctuations will be brought in control signal, which may
excite the unmodelled dynamics of PMSM system, cause
adverse effects on actuator, and even destabilize the system.

3. Main Results

3.1. Output-Feedback Sliding Mode Controller Design.
Motivated by the basic idea of output regulation theory
[36, 38], the steady states of the PMSM system (2) are
calculated from regulator equations, which are shown as
follows:

dπiq

dt
� −

R

L
πiq

−
1
L

npψfπω +
1
L
πuq

,

dπω

dt
�
3npψf

2J
πiq

−
B

J
πω −

TL

J
,

0 � πω − ω∗,

(9)

where πiq
, πω, and πuq

represent the steady states of the
PMSM system states iq, ω, and the control input uq, re-
spectively. It is obvious that the solutions of (9) are
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impossible to be obtained due to the presence of unknown
load torque disturbance TL. -is section will take advantage
of the observation technique and sliding mode control to
develop an output-feedback controller to solve this problem,
which will only need the computable πω � ω∗.

Denote ε1 � iq − πiq
and ε2 � ω − πω. Combining the

PMSM system model (2) with the regulator equations given
in (9), the invariant manifold is introduced as
E � ε1, ε2|[ε1, ε2]

T � [0, 0]T􏽮 􏽯. On the basis of the invariant
manifold, the PMSM system (2) is transformed into

ε
.

1 � −
R

L
ε1 −

1
L

npψfε2 +
1
L

uq − πuq
􏼒 􏼓,

ε
.

2 �
3npψf

2J
ε1 −

B

J
ε2.

(10)

From (10), it is seen that the unmatched disturbance in
(2) is lumped into the matched disturbance πuq

, which needs
to be compensated.

Denote ε3 � πuq
as an extended state.-en an augmented

system is

ε
.

1 � −
R

L
ε1 −

1
L

npψfε2 +
1
L

uq −
1
L
ε3,

ε
.

2 �
3npψf

2J
ε1 −

B

J
ε2,

ε
.

3 � ς,

e � ε2,

(11)

where ς � _πuq
.

Assumption 1. -e lumped disturbance πuq
in system (10)

and its derivative _πuq
are assumed to be bounded and satisfy

the condition that limt⟶∞ _πuq
� 0.

An extended state observer for augmented system (11) is
designed as

􏽢ε
.

1 � −
R

L
􏽢ε1 −

1
L

npψf􏽢ε2 +
1
L

uq −
1
L

􏽢ε3 + l1(e − 􏽢e),

􏽢ε
.

2 �
3npψf

2J
􏽢ε1 −

B

J
􏽢ε2 + l2(e − 􏽢e),

􏽢ε
.

3 � l3(e − 􏽢e),

􏽢e � 􏽢ε2,

(12)

where l1, l2, l3 are observer gains to be determined and
􏽢ε1,􏽢ε2, 􏽢ε3 are estimations of ε1, ε2, ε3 in (11). Introducing the
estimations, the sliding manifold is designed as

s � 􏽢ε1 + β􏽢ε2, (13)

where β> 0 is the parameter to be determined. -e output-
feedback sliding mode controller is constructed as

uq � L
R

L
−
3npψfβ

2J
􏼠 􏼡􏽢ε1 +

npψf

L
+

Bβ
J

􏼠 􏼡􏽢ε2 +
1
L

􏽢ε3􏼢

− k1sgn(s) − k2s􏼃,

(14)

where k1 � ρ + |(l1 + βl2)(ε2 − 􏽢ε2)|, k2 > 0, and ρ> 0.

3.2. Stability Analysis. To begin with, we give a lemma as
follows, which will play an essential role in analysis.

Lemma 1 (see [39]). If the matrix A ∈ Rn×n is Hurwitz, then
there is a scalar c> 0 such that ‖eAt‖≤ ce(λmax(A)/2)t, where
λmax(A) � max Re(λi(A))􏼈 􏼉.
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Figure 1: Schematic diagram of field-oriented control for PMSM.
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Taking the time derivative of the designed sliding
manifold s along (13) and substituting the extended state
observer (12) and the output-feedback controller (14), we
have

_s � 􏽢ε
.

1 + β􏽢ε
.

2

� −
R

L
􏽢ε1 −

1
L

npψf􏽢ε2 −
1
L

􏽢ε3 +
1
L

uq

+ l1(e − 􏽢e) + β
3npψf

2J
􏽢ε1 −

B

J
􏽢ε2 + l2(e − 􏽢e)􏼠 􏼡

� − k1sgn(s) − k2s + βl2 + l1( 􏼁(e − 􏽢e).

(15)

Define the candidate Lyapunov function as V � (1/2)s2.
Taking the derivative of V and considering (15), one obtains

_V � s_s≤ − k1|s| − k2s
2

+|s| βl2 + l1( 􏼁(e − 􏽢e)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

< − ρ|s| − k2s
2

� −
�
2

√
ρV

1/2
− 2k2V.

(16)

As a result, the system trajectories will reach the sliding
manifold in a finite time Tr with [18]

Tr ≤
1
k2

ln 1 +

�
2

√
k2

ρ
V

1/2
(s(0))􏼠 􏼡. (17)

Denote the estimation errors as 􏽥e1 � ε1 − 􏽢ε1 and
􏽥e2 � ε2 − 􏽢ε2. On sliding motion, there is

s � 􏽢ε1 + β􏽢ε2 � 0⟹􏽢ε1 � − β􏽢ε2. (18)

-en, we have

ε1 � 􏽥e1 + 􏽢ε1 � 􏽥e1 − β􏽢ε2 � 􏽥e1 − β ε2 − 􏽥e2( 􏼁. (19)

Define ξ � ε2, 􏽥e1, 􏽥e2, 􏽥e3􏼂 􏼃
T. On sliding motion, the re-

duced-order closed-loop system can be written in a compact
form, which is shown as

_ξ � Θξ + Ψς, (20)

where Ψ � 0, 0, 0, 1􏼂 􏼃
T, and

Θ �

−
B

J
+
3npψfβ

2J
􏼠 􏼡

3npψf

2J

3npψfβ
2J

0

0 −
R

L
−

npφf

L
+ l1􏼒 􏼓 −

1
L

0
3npψfβ

2J
−

B

J
+ l2􏼠 􏼡 0

0 0 − l3 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(21)

-e main theorem of this paper is summarized as
follows.

Theorem 1. Under Assumption 1, if the observer gains l1, l2,
and l3 in (12) are selected such that the matrix,

M �

−
R

L
−

npφf

L
+ l1􏼒 􏼓 −

1
L

3npψf

2J
−

B

J
+ l2􏼠 􏼡 0

0 − l3 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (22)

is Hurwitz and the controller parameter β in (13) and (14) is
chosen such that − ((B/J) + ((3npψfβ)/2J))< 0, then the
estimation errors and the output tracking error of the PMSM
system (2) will converge to a bounded neighbourhood of the
origin, and the ultimate bound can be made arbitrarily small.
Furthermore, if _πuq

tends to zero as t⟶∞, then the closed-
loop system (20) is globally asymptotically stable.

For better understanding of the main design idea of the
proposed control strategy, the detailed proof for -eorem 1
is given in the Appendix. Figure 2 shows the schematic
diagram of the proposed output-feedback SMC strategy in
implementation.

Remark 1. In parameter tuning, there are usually a number
of conflicts/constraints, such as tracking versus disturbance
rejection and nominal performance versus robustness.-ere
are three parameters l1, l2, and l3 to be determined in the
extended state observer given in (12). For tuning the ob-
server gains, we usually choose the observer poles ωo and
calculated the values of l1, l2, and l3 based on the observer
expressions (12). If the observer poles are larger, the settling
time will be shorter, but the overshoot will be larger, and the
measurement noise will be amplified more seriously. In the
controller given in (13) and (14), there are three parameters
to be assigned, which are β, k1, and k2. -e detailed ex-
pression of k1 is given by k1 � ρ + |(l1 + βl2)(ε2 − 􏽢ε2)|, and ρ
should be positive. -e larger ρmeans that system states will
reach the sliding manifold in a shorter time, but the chat-
tering will be more seriously. -e parameters of β and k2
should be positive. Large values of control gains will reduce
the settling time, but the overshoot and the control efforts
will be large. Generally, when choosing the parameters, one
needs to balance the overshoot, the settling time, and the
control efforts.

4. Simulations

Simulations, using MATLAB/Simulink, are carried out to
validate the control performance of the proposed output-
feedback sliding mode control method, especially in
rejecting unmatched disturbances. Table 1 lists the nominal
values of the PMSM parameters.

In simulations, to demonstrate the superiority of the
proposed output-feedback sliding mode controller, the
traditional output-feedback SMC given by (6)–(8) is com-
pared as benchmark method. -e observer poles of the
proposed method and the traditional method are chosen as
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ωo � − 800 and ωo � − 1000, respectively (the reason why we
choose different poles for the two observers will be discussed
in the following Case 1). -e parameters of the two con-
trollers are shown in Table 2.

In this section, we will present three simulation sce-
narios, which are listed in Table 3.

Case 1. Constant Reference Speed Tracking. In this case, the
reference angular velocity is set as ω∗ � 150 rad/s. -e re-
sponse curves of the angular velocity ω, the q-axis current iq,
and the q-axis stator voltage uq are shown in Figure 3. It is
observed that larger observer poles are needed in the tra-
ditional output-feedback SMC method to achieve similar
control performance with the output-feedback sliding mode
controller proposed in this paper. -is is the main reason
why we choose different poles for the two observers.
Moreover, the changes of the switching gains in the two
controllers are shown in Figure 4, from which it can be seen
that the switching gain k1 in the proposed controller is much
smaller than that in the traditional one during the transient
period.

Case 2. Sudden Load Torque Disturbance. When unknown
load torques are suddenly imposed, the simulation results
are shown by Figure 5. It can be observed from Figure 5(a)
that the angular velocity fluctuations of the PMSM are
much smaller under the proposed controller than in the
traditional method, although the observer poles of the
traditional method are larger than those of the proposed
one.

Augmented
system

diq/dt = –(R/L)iq – (1/L)npψfω
+ (1/L)uq

dω/dt = (3npψf/2J)iq – (B/J)ω
– TL/J

PMSM
system

Regulator
equations

Controller

Invariant
manifold

Transformation: the mismatched load torque disturbance is
transformed into matched one based on the invariant manifold

Extended state observerSliding manifold

u

s = ε1 + βε2

uq = [(R – 3npψfLβ/2J)ε1 – (npψf + LBβ/J)ε2]

+ ε3 – L[k1 sgn(s) + k2s]

ε2 = ω – ω∗

ε1 = iq – πiq
ε2 = ω – πω ε2 = (3npψf/2J)ε1 – (B/J)ε2

ε3 = πuq

ε1 = –(R/L)ε1 – (1/L)npψfε2 + (1/L)uq
– (1/L)ε3

πω = (3npψf/2J)πiq – (B/J)πω – (TL/J)

πiq = –(R/L)πiq – (1/L)npψfπω +
(1/L)πuq

ε3 = l3(ε2 – ε2)

ε2 = (3npψf/2J)ε1 – (B/J)ε2 + l2(ε2 – ε2)

ε1 = –(R/L)ε1 – (1/L)npψfε2 + (1/L)uq – (1/L)ε3

+ l1(ε2 – ε2)

Figure 2: Schematic diagram of the proposed output-feedback SMC strategy for PMSM system.

Table 1: Parameters of PMSM system in simulations.

Meanings Parameters Nominal value
Pole pairs np 4
Rotor flux linkage φf 0.402wb
Stator inductance L 4mH
Rotor inertia J 1.78 × 10− 4 kg · m2

Viscous friction coefficient B 7.4 × 10− 5 N · m · s/rad
Stator resistance R 1.74Ω

Table 2: Control parameters of two methods.

Methods
Controller
parameters Observer parameters

Symbols Values Symbols Values
Proposed β 1 l1 7116.5
Output-feedback ρ 1 l2 1964.6
SMC k2 5 l3 − 151.1376
Traditional β 80 l1 3000
Output-feedback ρ 1 l2 3 × 106
SMC k2 5 l3 1 × 109

Table 3: Simulation scenarios.

Cases Scenarios Details

I Constant reference ω∗ � 150 rad/sSpeed tracking

II Sudden load ω∗ � 150 rad/s
Torque disturbance TL � 0⟶ 1N · m

III Time-varying load ω∗ � 150 rad/s
Torque disturbance TL � 0⟶ 2 + sin(2πt)N · m
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Figure 3: Response curve of the proposed output-feedback SMC and traditional SMC (Case 1): (a) angular velocity ω; (b) q-axis current iq;
(c) control input uq.
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Figure 4: Switching gain of the two controllers: (a) proposed output-feedback SMC; (b) traditional output-feedback SMC.
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Case 3. Sinusoidal Load Torque Disturbance. Different from
Case 3, where constant load torque disturbance is consid-
ered; in this case, we aim to evaluate the influences of period
time-varying external disturbances on the steady-state
performance. Response curves of the angular velocity, the
q-axis current, and the q-axis voltage are shown in Figure 6.
It can be seen from Figure 6 that the proposed control
method shows better disturbance rejection ability than the
traditional output-feedback SMC method.

5. Conclusion

-is paper has investigated the speed regulation problem for
PMSM system subject to unmatched disturbance. Taking
advantage of the invariant manifold, the unmatched dis-
turbance has been transformed into matched one and an
augmented system has been obtained. An extended state
observer has been developed for the augmented system to
reconstruct unmeasured states. An output-feedback sliding
mode controller, based on invariant manifold, has been
proposed to achieve asymptotic tracking. Under the pro-
posed control method, the angular velocity of the PMSM
system can track the desired signal asymptotically even in
the presence of the unmatched disturbance. Simulations
have been carried out to validate the superiority of the
controller proposed in this paper.

Appendix

A. Proof of Theorem 1

Proof □

Step 1. According to the input-to-state stability given in
[40], there is a class of K functions α and a class of KL

functions η such that, for any bounded ς(t) and initial state
ξ(0), the solutions of the compact system (20) satisfy

‖ξ(t)‖≤ η(‖ξ(0)‖, t) + α(sup0≤τ≤t|ς(τ)|) and ‖ξ(∞)‖≤ α(δ)

≤∞ with |πuq

.
(t)|≤ δ, where δ is a positive constant.

-erefore, the estimation errors and the output tracking
error are bounded.

Step 2. Denote 􏽥e � 􏽥e1, 􏽥e2, 􏽥e3􏼂 􏼃
T. Combining the augmented

system (11), the extended state observer (12), and the re-
duced-order closed-loop system (20), the subsystem of
observer estimation error is given as

􏽥e
.

� M􏽥e + Nς, (A.1)

where N � 0, 0, 1􏼂 􏼃
T. Based on the comparison lemma [40],

there is

􏽥e(t) � e
Mt

􏽥e(0) + 􏽚
t

0
e
M(t− s)Nς(s)ds. (A.2)

In general, if the observer poles are chosen as ωo < 0,
then, combining with Lemma 1, we have

‖􏽥e(t)‖≤ 􏽚
t

0
e

(A− LC)(t− s)
������

������‖N‖|ς(s)|ds

+ e
(A− LC)t

������

������‖􏽥e(0)‖

≤ δ􏽚
t

0
c2e

ωo/2( )(t− s)ds + c1e
ωo/2( )t

‖􏽥e(0)‖

≤
2δc2 1 − e

ωo/2( )t
􏼒 􏼓

− ωo

+ c1e
ωo/2( )t

‖􏽥e(0)‖,

(A.3)

where c1 > 0 and c2 > 0 are constants. As time goes by, there
is limt⟶∞‖􏽥e(t)‖ � (2δc2/− ωo). If the observer gains in (12)
are selected such that the matrix M is Hurwitz, then the
estimation errors are bounded and can be arbitrarily small
by increasing observer poles.

It can be obtained from (20) that the state subsystem is
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Figure 6: Response curve of the proposed output-feedback SMC and traditional SMC in the presence sinusoidal load torque disturbance
(Case 3): (a) angular velocity ω; (b) q-axis current iq; (c) control input uq.
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ε
.

2 � −
B

J
+
3npφfβ

2J
􏼠 􏼡ε2 +

3npφf

2J
􏽥e1 +

3npψfβ
2J

􏽥e2. (A.4)

Based on the comparison lemma given in [40], we have
the following inequality:

ε2(t) � e
− (B/J)+ 3npφfβ/2J( 􏼁( 􏼁tε2(0)

+ 􏽚
t

0
e

− (B/J)+ 3npφfβ/2J( 􏼁( 􏼁(t− s)
3npφf

2J
􏽥e1(τ)􏼠

+
3npψfβ

2J
􏽥e2(τ)􏼡dτ.

(A.5)

Denote a positive constant

Z �
3npφf

2J
􏽥e1(t) +

3npψfβ
2J

􏽥e2(t)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (A.6)

Since the parameter β is chosen such that
− ((B/J) + (3npψfβ/2J))< 0, similar to (A.3), one obtains

ε2(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤m1e
− (B/J)+ 3npψfβ/2J( 􏼁( 􏼁t ε2(0)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

+
2m2Z

(B/J) + 3npψfβ/2J􏼐 􏼑

· 1 − e
− (B/J)+ 3npψfβ/2J( 􏼁( 􏼁/2( 􏼁t

􏼒 􏼓,

(A.7)

where m1, m2 > 0. As a result, we have

lim
t⟶∞

ε2(t) �
2m2Z

(B/J) + 3npψfβ/2J􏼐 􏼑􏼐 􏼑
. (A.8)

It is noted that the ultimate bound of estimation errors
can be made arbitrarily small; therefore, the ultimate bound
of the tracking error ε2(t) can be arbitrarily small.

Step 3. Furthermore, if the assumption that limt⟶∞ _πuq
� 0

is satisfied, following the method given in [41], one obtains

lim
t⟶∞

􏽥e(t) � lim
s⟶0

􏽥E(s) � lim
s⟶0

[sI − M]
− 1NL(ς(t))

� lim
s⟶0

[sI − M]
− 1N · lim

t⟶∞
ς(t) � 0.

(A.9)

Based on the above analysis, we have

lim
t⟶∞

ε2(t) � lims⟶0 s +
B

J
+
3npψfβ

2J
􏼠 􏼡􏼠 􏼡

− 1

· L
3npψf

2J
􏽥e1(t) +

3npψfβ
2J

􏽥e2(t)􏼠 􏼡

� lims⟶0 s +
B

J
+
3npψfβ

2J
􏼠 􏼡􏼠 􏼡

− 1

· lim
t⟶∞

3npψf

2J
􏽥e1(t) +

3npψfβ
2J

􏽥e2(t)􏼠 􏼡.

(A.10)

Taking (19) in mind, one obtains

lim
t⟶∞

ε1(t) � lim
t⟶∞

􏽥e1 − β􏽢ε2 � 􏽥e1 − β ε2 − 􏽥e2( 􏼁 � 0. (A.11)

Since ε2 � ω − ω∗, we have limt⟶∞ω � ω∗. As a result,
the angular velocity of the PMSM system can track the
desired reference signal asymptotically. -is completes the
proof.
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In order to investigate the attitude containment control problem for a microsatellite cluster, an event-triggered adaptive sliding
mode attitude containment control algorithm is proposed for the satellite cluster flight system under directed topology, so that
attitude of followers asymptotically converges to the convex hull formed by the leaders’ orientations. At first, the event-triggered
control strategy is introduced into the attitude containment control problem for the microsatellite cluster. ,e triggering
condition consisting of state-dependent and time-dependent function is designed to adjust control period and avoid the Zeno
behaviour. When the function value meets the triggering condition, the event is triggered, state information is sampled, control
law is computed, and actuators are updated, while the control action performed in nontriggering time is the same as the previous
triggering instant. ,en, in the presence of model uncertainties and external disturbances, an event-triggered adaptive sliding
mode attitude containment control algorithm is presented under directed topology, and sufficient and necessary conditions for
the followers to enter into the target area formed by the leaders are given. Furthermore, cell partitions from graph theory are
employed to investigate the influence of information topology on steady states of followers, which provides theoretical basis for
orientation design of cluster satellites. Finally, simulation results show that the proposed control strategy could reduce control
execution frequency, as well as ensure the similar control performance with the time-triggered one, and followers belonging to the
same cell have the same steady states.

1. Introduction

Satellite cluster has received growing attention in the recent
years [1, 2] for its advantages of greater flexibility, faster
response, higher reliability, lower cost, and better reconfi-
gurability [3]. Contrary to satellite formation flight, cluster
flight does not impose strict limits on the geometry of the
cluster [4] and is hence more suitable for implementation by
multiple microsatellite systems. Satellite cluster has been
deployed by many institutes, such as ANTS [5], Break-
through Starshot project [6], and so on.

Several technical barriers need to be broken down to
pave the way for cluster satellites to come into being. Co-
ordinated attitude control of cluster satellites has been
identified as one of the enabling technologies. Although
there has been lots of results on coordinated control problem
for multiple satellites systems, we note that most of the

existing research studies consider leaderless [7, 8] or one
leader case [9, 10], where there exists no group objective or
only a single group objective.

However, the presence of multiple leaders is more at-
tractive for the satellite cluster system, owing to the fact that
such strategies provide attractive solutions to cluster
problems, both in terms of complexity and computational
load. As a kind of extended consensus problem, the case with
multiple leaders is what we call containment control [11].
,e objective of containment control is to guarantee that all
the followers asymptotically converge into the convex hull
formed by the leaders through information interaction and
coordinated control. ,e containment control problem
received significant research interest due to its various ap-
plications, such as mobile robots [12], unmanned aerial
vehicles (UAVs) [13], underwater vehicles [14], and satellite
formation systems [15, 16].
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By now, there has been lots of research studies on
distributed containment control, and research studies could
be divided into several types from different perspectives.
According to the dynamics, the research studies include
first-order systems [12, 17, 18], second-order systems
[19–21], linear systems [12, 17, 18], nonlinear systems
[15, 22–24], homogeneous and heterogeneous multiagent
systems [25], etc. In view of information topology, fixed
topology [15, 19, 22, 23], and switching topology [18],
undirected graph [20] and directed graph [17, 23] are, re-
spectively, considered. In many research studies, contain-
ment control is combined with other novel control
strategies, such as finite-time control [14, 15, 22], adaptive
control [14, 16], neural network [16], event-triggered control
[26], and so on. For the design of leaders, there exists the case
of stationary leaders [20, 24], dynamic leaders (constant
velocity or time-varying velocity) [17], leaders formation
[25, 27], and so on. In addition, other problems such as time
delay [11, 21], model uncertainties [15, 16, 23], external
disturbances [15, 16], collision avoidance [27], and un-
measured relative velocity [28] are also discussed.

Recently, distributed attitude containment control
strategies have gained increased attention in satellite
coordinated control community. In [22], the distributed
finite-time attitude containment control problem for
multiple rigid bodies was addressed. For multiple sta-
tionary leaders, a model-independent control law was
proposed to guarantee the attitudes of followers converge
to the stationary convex hull formed by leaders in finite
time by using both the one-hop and two-hop neighbours’
information. ,en, for dynamic leaders, a distributed
sliding mode estimator and a nonsingular sliding surface
were given to guarantee the attitudes and angular ve-
locities of followers converge, respectively, to the dynamic
convex hull formed by those of the leaders in finite time.
Under undirected fixed connected graph, Weng et al. [29]
investigated distributed robust finite-time attitude con-
tainment control for multiple rigid bodies with uncer-
tainties including parametric uncertainties, external
disturbances, and actuator failures. In [30], a distributed
control strategy combined with finite-time command
filtered backstepping (FTCFB) and an adaptive technique
was established to solve the attitude containment control
problem of spacecraft formation flying (SFF) with un-
known external disturbances. ,e proposed novel dis-
tributed adaptive FTCFB approach could guarantee the
containment errors of attitudes between leader spacecraft
and follower spacecraft reach the desired neighbourhood
in finite time under undirected topology. However, the
information topology of cluster satellites may be direc-
tional in actual space missions. Because only a fraction of
satellites was equipped with necessary sensors or com-
munication equipment to measure relative state in cluster
system, obviously, the directional information topology is
more general. Ma et al. [31] studied the distributed finite-
time attitude containment control problem for multiple
rigid body systems with multiple stationary and dynamic
leaders under directed graph. Based on sliding mode
observer, adaptive attitude control algorithms were given,

and the necessary and sufficient conditions were achieved
which rendered all the followers converge to the convex
hull spanned by the static and dynamic leaders in finite
time. In [24], an attitude containment control algorithm
was proposed in the case of undirected angle information
topology and directed angular velocity information to-
pology, and the case of unavailable relative angle velocity
was also investigated.

Continuous or periodic sampled control scheme is
usually applied to the aforementioned attitude containment
control problem of satellite formation, whose results belong
to time-triggered control. ,e state information of cluster
satellites is usually sampled with a fixed and high sampling
frequency, and the actuators are updated at each sampling
instant, which increase the pressure of the whole network
communication and lead to the wear of actuators and un-
necessary energy consumption, thus seriously shortening the
in-orbit operation life of cluster satellites. Moreover, in time-
triggered control schemes, control action updates periodi-
cally even when the system has reached the desired state with
satisfactory accuracy. Computation and communication
pressure will be greatly increased, while resource and net-
work bandwidth of the microsatellite cluster are extremely
limited.

Efforts to overcome these problems have led to the
proposal of event-triggered control strategy. Information
interaction and controller updates are not determined by
time, but by the triggering condition (event). Event-trig-
gered mechanism consists of two types: state-dependent
events [32] and time-dependent events [33]. In the event-
triggered control strategy, the control tasks, consisting of
sampling state information of satellites, computing control
law, and updating actuators, are executed when the well-
designed triggering condition is satisfied. ,us, communi-
cation and computation resources are utilized only when
“needed” to preserve desired control performance [34]. It
makes event-triggered control favourable, especially for
satellite cluster missions with limited bandwidth and
resources.

So far, event-triggered control has been investigated in
the multi-rigid body system model with nonlinear char-
acteristics. In [35], an event-triggered distributed adaptive
controller was proposed to study the leader-follower
consensus problem for a directed network of
Euler–Lagrange agents. For the attitude control problem of
spacecraft, Wu et al. [36] investigated the problem of
spacecraft attitude stabilization control system with limited
communication and external disturbances based on an
event-triggered control scheme. Sun et al. [37] introduced
an event-triggered control (ETC) strategy for the spacecraft
attitude stabilization problem from the view of cyber-
physical systems (CPSs); a new quaternion-based nonlinear
control algorithm was proposed to ensure attitude dy-
namics systems’ exponential stability, and parameter se-
lection of event function and controllers was discussed in
this paper.,ere are also research studies combining event-
triggered schemes with containment control. In [38],
distributed event-triggered cooperative attitude control of
multiple rigid bodies with leader-follower architecture was
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investigated; under the designed controllers with the event-
triggered strategies, the orientations of followers converge
to the convex hull formed by the desired leaders’ orien-
tations with zero angular velocities. Xu et al. [26] studied
the distributed event-triggered adaptive containment
control problem for multiple Euler–Lagrange systems with
stationary/dynamic leaders over directed communication
networks.

Although various novel control strategies have been
investigated for the attitude containment control problem
of a satellite cluster, which enables cluster members to
converge to the convex hull formed by leaders with a faster
convergence rate, little attention has been paid to the
relationship between system performance and informa-
tion topology design of the satellite cluster system. Note
that the interaction between satellites need not be bidi-
rectional in practice due to communication bandwidth or
sensor capability. Constrained by intersatellite distance
and performance of sensors, only parts of followers can
receive information from leaders directly. To the best of
the authors’ knowledge, the event-triggered attitude
containment control for the microsatellite cluster system
under directed topology is worth studying and awaits a
breakthrough. However, the existence of system uncer-
tainties and unavoidable external disturbances of cluster
system results in an unsatisfactory performance [39, 40].
,us, the sliding mode control (SMC) strategy, which is
robust to external disturbances and model uncertainties,
is employed. ,e adaptive control method is also com-
bined to realize the online estimation of uncertain pa-
rameters in real time, and it would not destroy the
robustness properties of SMC [41].

In this paper, the attitude containment control problem
and information topology structure design for the
microsatellite cluster are investigated. First, the triggering
condition consisting of the relative state error is given to
adjust controller update period. If and only if the triggering
condition is satisfied, state information is sampled, control
law is computed, and actuators are updated. ,en, an
event-triggered adaptive sliding mode attitude contain-
ment control algorithm is proposed in the pressure of
inertia uncertainties and external disturbances, which
makes attitude of cluster members to enter asymptotically
into the convex hull formed by leaders’ orientations.
Furthermore, cell partitions in the view of graph theory are
employed to investigate the influence of information to-
pology on orientation of followers, which provides theo-
retical basis for information topology design of satellite
cluster missions. Finally, simulation results show that the
proposed event-triggered adaptive sliding mode attitude
containment controller could drive the followers to enter
into the convex hull formed by the leaders’ orientations in
the presence of inertia uncertainties and external distur-
bances, and followers belonging to the same cell have the
same orientation. Compared with the existing results, the

proposed results in this paper have the following
advantages.

(1) In the framework of the Euler–Lagrange system, this
paper presents an event-triggered adaptive sliding
mode attitude containment control algorithm for the
microsatellite cluster system under directed topol-
ogy, so that the followers asymptotically converge to
the target area formed by the leaders’ orientation in
the presence of inertia uncertainties and external
disturbances. ,e controller is updated only when
the triggering condition is satisfied, and the state
information of the triggering instant is utilized at the
nontriggering time. ,erefore, the control input is a
piecewise function and the controller update for each
satellite is asynchronous. Compared with the time-
triggered method, the event-triggered adaptive
sliding mode attitude containment control algorithm
not only ensures the similar control performance of
cluster satellites but also effectively reduces infor-
mation transmission and actuator update frequency
of the satellite cluster system. Event-triggered atti-
tude containment control is superior in micro-
satellite cluster missions with limited resource and
lower precision.

(2) ,e triggering condition of time-varying threshold
is given in this paper. Most researches only study
state-dependent or time-dependent triggering
condition. However, the triggering condition in
this paper is the combination of state-dependent
and time-dependent. ,e time-dependent function
is introduced to avoid the Zeno behaviour, i.e., the
controller does not update infinitely in finite time,
nor does it update in a periodical manner. When
the triggering condition is satisfied, state infor-
mation is sampled, control law is computed, and
actuator is updated, which can effectively reduce
the computation and actuator update frequency
while ensuring the control performance of cluster
system.

(3) From the perspective of graph theory, the control
algorithm is fully distributed in the sense that each
satellite can select their control gains according to
only local information. ,en, the influence of in-
formation topology design on orientation of the
microsatellite cluster is analysed. It is shown that in
an ideal environment, the stable state of each fol-
lower is a convex combination of all leaders’ states it
can access. Two kinds of cell partition of cluster
information topology are given, and it is proved that
satellites belonging to the same cell partition have the
same stable state. It provides a theoretical basis for
information topology design of microsatellite cluster
missions with performance requirements such as full
coverage of the target area.
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,e remainder of this paper is organized as follows.
Mission scenarios, relative attitude dynamics of satellite
cluster, basic knowledge of graph theory, and attitude
containment control problem are briefly given in Section 2.
In Section 3, the event-triggered adaptive sliding mode
attitude containment control algorithm is proposed for the
satellite cluster in the presence of inertia uncertainties and
external disturbances. ,en, sufficient and necessary con-
ditions for asymptotical convergence of the cluster system
and the absence of the Zeno behaviour are derived. Ori-
entation of cluster satellites based on information topology
design is given in Section 4, providing theoretical basis for
information topology design of the microsatellite cluster.
Numerical simulations to verify the effectiveness of the
proposed control algorithm and information topology
structure design are completed in Section 5, and concluding
comments are given Section 6.

2. Preliminaries and Problem Formulation

In this section, some problem descriptions about mission
scenarios are introduced, and then preliminary knowledge
about containment control strategies is given.

2.1.Mission Scenarios. Traditional single leader consensus
is a group of satellites aiming to achieve an agreement
through information interaction and coordinated con-
trol, where leader’s trajectory will be tracked by followers
of the cluster system. In contrast, containment control
can drive the followers to enter into the target area
formed by the multiple leaders. Containment control is
more robust in the case of leader failure and more
practical in microsatellite cluster missions with limited
resource and lower precision. Two typical microsatellite
cluster flying scenarios which are closely related to at-
titude containment control are firstly given and analysed
as follows.

2.1.1. Earth Observation or Deep Space Exploration of
Microsatellite Cluster. Microsatellite cluster has been
employed in many observation missions, such as the Earth
observation or deep space exploration. It is necessary for
satellites to obtain and maintain a certain relative attitude
[32]. In the observation missions, such as expanding ob-
servation view or searching observation target, members
are not required to converge to the same orientation, but to
enter into a target area formed by the leaders’ orientations,
which is called attitude containment control. One of the
basic objectives is that a subset of the satellite set (leaders)
stabilizes to a specific relative attitude, and the orientation
of the rest members (followers) enters into and remains
within the specific attitude, determined by a convex hull
formed by the leaders’ orientation. Meanwhile, each sat-
ellite is only allowed to communicate (attitude or angular
velocity) with a specific member of the set, and these
constraints limit the information interaction between
satellites.

2.1.2. Coordinated Attitude Control for Fractionated
Spacecraft. Fractionated spacecraft distributes the func-
tional capabilities of a monolithic spacecraft into multiple
free-flying, wirelessly linking modules (service modules and
different payloads) [42]. One of the main challenges of this
architecture is cluster flight, keeping the various modules
within bounded configurations. ,e fractionated spacecraft
generally does not require precise relative orbit and attitude
control, as long as the relative distance is within the range of
communication and the relative attitude control enables
power transmission links [43]. In this case, some (virtual)
module spacecraft form an orientation area for the cluster
members’ attitude, which makes modules to maintain
communication and power transmission.

,ere is no precise requirement for the final attitude of
cluster members in the aforementioned attitude control
missions of the microsatellite cluster. ,e attitude of fol-
lowers only needs to reach an area instead of the consensus
state. It is necessary to form the target area using (virtual)
leaders’ orientation and then control the followers to enter
into the target area through intersatellite information in-
teraction and properly designed coordinated attitude control
protocol.

Constrained by unidirectional measurement character-
istics of sensors or GPS-like radio frequency communica-
tion, as well as relative distance limitation between satellites,
information topology of microsatellite cluster is unidirec-
tional, asymmetric, and sparse. And the information to-
pology structure generally remains fixed in a short time if
there does not exist large disturbance. In the following, we
will study the attitude containment control problem of the
microsatellite cluster under fixed directed topology.

2.2. Relative Dynamics Model of Satellite Cluster. In this
paper, the modified Rodriguez parameters (MRPs) are used
to describe attitude motion of the satellite cluster. MRP is a
kind of attitude description method without redundancy
and singularity. Attitude vector σ ∈ R3 of MRPs is expressed
by Euler axis e and Euler angle Φ as follows:

σ � e tan
Φ
4

, − 2π <Φ< 2π. (1)

,e kinematic equation of follower i is

_σi � G σi( 􏼁ωi, (2)

where σi ∈ R3 and ωi ∈ R3, respectively, are MRPs and
attitude angular velocity of the fixed-body coordinate system
of satellite i relative to the inertia coordinate system,
G(σi) � (1/4) (1 − σT

i σi)I3 + 2[σ×
i ] + 2σiσT

i􏼈 􏼉, I3 is the 3×3
identity matrix, and σ× is the skew-symmetric matrix of σi

and is expressed as

σ×
�

0 − (σ)3 (σ)2

(σ)3 0 − (σ)1

− (σ)2 (σ)1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (3)

where (v)k represents the kth component of vector v.
Attitude dynamics equation of satellite i is expressed as
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Ji _ωi � − ω×
i Jiωi + τi + τdi, (4)

where Ji � JT
i ∈ R

3 is the positive inertia matrix, τi ∈ R3

represents the control torques, and τdi ∈ R3 represents the
external disturbance torques.

Attitude kinematic equation using MRPs as the attitude
parameter can be converted into an unified Euler–Lagrange
form by appropriate transformation [44]. ,e
Euler–Lagrange equation can effectively introduce the linear
relative attitude expression between different satellites,
which plays a beneficial role in coordinated attitude control
design of satellite cluster. Taking the derivative of (2) and
substituting (3) into (2), the Euler–Lagrange form of attitude
dynamics equation for satellite i could be obtained as
follows:

Mi σi( 􏼁€σi + Ci σi, _σi( 􏼁 _σi + gi σi( 􏼁 � ui + di, (5)

where σi � [σ(1)
i , σ(2)

i , σ(3)
i ]T, Mi(σi) � G− T(σi)J0iG− 1(σi) is

symmetric positive-definite inertia matrix of satellite i,
Ci(σi, _σi) � − G− T(σi)J0iG− 1 (σi)

_G(σi)G− 1(σi) − G− T(σi)

[J0iG− 1(σi) _σi]
×G− 1(σi) is Coriolis and centrifugal torques

matrix, Ji � J0i + ΔJi, J0i is nominal inertia of follower i,ΔJi is
uncertainties part, gi(σi) is uncertainties causing by model
uncertainties, ui � G− T(σi)τi is control torques, and di �

G− T(σi)τdi is disturbance torques. According to Reference
[45], the Euler–Lagrange equation has the following prop-
erties: (a) Mi(σi) ∈ R3×3 is a symmetric positive-definite
matrix; (b) here we assume that there exist positive
km, km, kC, kg satisfying 0< kmIn ≤Mi(σi)≤ kmIn, ‖Ci(σi,
_σi)‖< kC‖ _σi‖, gi(σi)≤ kg; (c) for any σi, _σi ∈ R3,
(1/2)Mi(σi, _σi) − Ci(σi, _σi) is a skew-symmetric matrix, and
there exist x ∈ R3, xT((1/2) _Mi(σi) − Ci(σi, _σi))x � 0; (d) we
assume that the left-hand side of (5) can be parameterized in
linear expression as Mi(σi)x + Ci(σi, _σi)y + gi � Yi(σi, _σi,

x, y)Θi.gi, for any x, y ∈ R3, where Yi(σi, _σi, x, y) is the
regression function matrix and Θi is the unknown constant
parameter vector.

Assumption 1. All leaders’ states and state derivatives are
bounded, that is, there exist constants σLM and _σLM such that
‖σL(t)‖≤ σLM,‖ _σL(t)‖≤ _σLM. In this paper, we add an ad-
ditional assumption that limt⟶∞‖ _σL‖⟶ 0.

Assumption 2. ,e external disturbance torque di is
bounded, that is, there exists a positive constant dM such that
‖di‖≤ dM, where dM is bounded and unknown.

2.3. Graph /eory. Graph theory is introduced as an useful
mathematical tool to describe intersatellite information
interaction, providing theoretical basis for control perfor-
mance analysis of the cluster system.

Suppose there are N+M satellites in the cluster, con-
sisting of N followers (denoted by 1, 2, . . ., N) andM leaders
(denoted by N+ 1, . . ., N+M). We assume that the (virtual)
satellites belong to either one of the two subsets, namely, the
subset of followers F � 1, 2, . . . , N{ } or the subset of leaders
L � N + 1, . . . , N + M{ }.

Information interaction topology of the cluster system
can be modelled by a digraph G � (V, E) with node set
V(G) � 1, . . . , N + M{ } denoting satellite with dynamics or
kinematic characteristics and edge set E(G) � V(G) × V(G)

denoting intersatellite information interaction. Each edge
(i, j) ∈ E(G) means satellite j can access state information
from satellite i, and satellite i is called a neighbour of satellite
j. ,e neighbour set Ni � j ∈ V(G)|(j, i) ∈ E(G)􏼈 􏼉 of sat-
ellite i is a collection of all the satellites from which satellite i
can access state information. If
(i, j) ∈ E(G)⇔ (j, i) ∈ E(G), bidirectional edge (i, j) in-
dicates that satellites i and j can access state information
from each other. A directed path from node i to node j is a
sequence of edges of the form (i, i1), (i1, i2), . . ., (in, j), in a
directed graph. A directed tree is a directed graph, where
every node has exactly one parent except for one node, called
the root, and the root has directed paths to every other node.
A directed spanning tree of a directed graph is a direct tree
that contains all nodes of the directed graph. A directed
graph has or contains a directed spanning tree, if there exists
a directed spanning tree as a subset of the directed graph.

Two matrices are frequently used to represent interac-
tion topology: one is adjacency matrix A � [aij] with aij ≥ 0,
aij > 0 if (i, j) ∈ E(G). In this paper, we assume that self-
edges are not allowed, i.e., aii � 0. And the other is Laplacian
matrix L � [lij] with lii � 􏽐

N
j�1,j≠i aij, lij � − aij, (i≠ j).

,e system Laplacian matrix L can also be written as
block matrix:

L �
LF LFL
0 0

􏼢 􏼣, (6)

where LF is the N×N submatrix composed by rows and
columns in which the followers of L are located, and it
represents information interaction relationship among fol-
lowers. LFL is the N × M submatrix composed by rows and
columns in which the followers and leaders of L are, re-
spectively, located, and it represents the information flow
from leaders to followers. GF denotes followers and infor-
mation interaction between followers.

Several graph theory tools are given to provide theo-
retical basis for information topology design of the cluster
system.

Definition 1 (see [46]). For directed graph G, a k partition π
of V(G) is composed of k cells C1, . . . , Ck with Ci ∩Cj � Φ,
(i, j � 1, . . . , k, i≠ j) and ∪ k

i�1Ci � V(G). Cj is a neighbour
of Ci (i, j � 1, . . . , k, i≠ j) if there exist i′ � ci and j′ � cj

such that j′ is a neighbour of i′.

Definition 2 (see [47]). Suppose that π � C1, · · · , Ck􏼈 􏼉 is a k
partition of V(G); if any two distinct vertices in Ci have the
same number of neighbours in Cj for all j≠ i, then π is called
a π1 partition. In particular, π1 � H1, . . . , Hm􏼈 􏼉 denotes the
π1 cell partition containing Hi(i � 1, . . . , m) asm cells of π1.

Definition 3 (see [46]). Suppose π � C1, . . . , Ck􏼈 􏼉 is a k
partition of V(G); if for each vertex in Ci, it has the same
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number of neighbours in all neighbour cells of
Ci(i � 1, . . . , m), then π is called a π2 partition.

2.4. Containment Control Model. ,e following definitions,
assumptions, and lemmas related to containment control
strategy are needed to derive the main results of this paper.

2.4.1. Convex Hull. ,ere may exist multiple leaders in
microsatellite cluster missions, and all followers are required
to enter into the target area formed by the leaders’ state
instead of reaching a consensus state. Several vertices on the
boundary of the target area are selected so that the target area
can be approximately replaced by convex polygons which
are formed by these vertices [48]. Generally, the more the
vertices are selected, the higher the approximate accuracy is.

Suppose that the target area (moving or stationary) can
be approximated by a convex hull formed by M vertices.

,e definition of convex hull is given as follows.

Definition 4 (see [23]). Let C be a set in a real vector space
V ⊆ Rp. ,e set C is convex if, for any x and y in C, the point
(1 − t)x + ty ∈ C for any t ∈ [0, 1]. ,e convex hull for a set of
pointsX � x1, . . . , xM􏼈 􏼉 inV is theminimal convex set containing
all points inX.We use CO(X) to denote the convex hull ofX, that
is, CO(X) � 􏽐

M
i�1 αixi|xi ∈ X, αi ∈ R, αi ≥ 0, 􏽐

M
i�1 αi � 1􏽮 􏽯.

Vertex information of the target area could be provided
by the Earth station or could be autonomously generated by
cluster members which have strong sense, communication,
and information processing capability.

Once the convex hull which approximates the target area
is selected, vertex information of the convex hull can be seen
as (virtual) leaders of the cluster system, while cluster
members are regarded as followers.

2.4.2. Distributed Attitude Containment Control
Formulation. Followers need to generate control decisions
based on absolute state of itself and relative state information
of its neighbours, which makes attitude of followers to
converge to the convex hull formed by the leaders’
orientation.

Containment control protocol for followers could be
written in the following form:

ui � hi σF,ωF, σL,ωL( 􏼁, i ∈ F, (7)

where σF � [σT
1 , . . . , σT

N]T, ωF � [ωT
1 , . . . ,ωT

N]T,
σL � [σT

N+1, . . . , σT
N+M]T, and ωL � [ωT

N+1, . . . ,ωT
N+M]T, re-

spectively, are the attitudes and angular velocities of fol-
lowers and leaders.

We assume that there is no information interaction
between leaders. ,e trajectories of leaders are not affected
by other members, while followers need to generate control
instructions with neighbours’ information [49]. To drive all
the states of followers to enter into the convex hull formed by
the leaders’ orientation, it must be ensured that each follower
can receive information from leaders directly or indirectly.
Otherwise, there will exist followers whose motion is not
affected by any leader, nor will converge to the convex hull

formed by the leaders’ orientation. ,us, the information
topology of the cluster system needs to meet the following
assumption.

Assumption 3 (see [20]). Suppose that for each follower i,
there exists at least one leader j that has a path to the follower
i.

Lemma 1 (see [20]). If Assumption 3 holds, then LF is
invertible; each entry of − L− 1

F LFL is nonnegative and each row
sum of − L− 1

F LFL is equal to one.

Lemma 2 (see [23]). Let L be the Laplacian matrix asso-
ciated with a directed graph G. /en, L has a single zero
eigenvalue and all other eigenvalues have positive real parts if
and only if G has a directed spanning tree.

Lemma 3 (see [50]). Consider the system _x � f(t, x, u),
where f(t, x, u) is continuously differentiable and globally
uniform Lipschitz in (x, u) for all t. If the unforced system
_x � f(t, x, 0) has a globally exponentially stable equilibrium
point at the origin x � 0, then the system _x � f(t, x, u) is
input-to-state stable.

According to Definition 4 and Lemma 1, the desired state
is convex weighted average of the leaders’ attitude and
angular velocity, which can be written as

σd � − L− 1
F LFLσL,

ωd � − L− 1
F LFLωL,

(8)

where σd and ωd, respectively, are the desired attitude and
desired angular velocity.

Our aim in this paper is to propose appropriate dis-
tributed attitude control algorithm for the followers (i.e.,
those indexed from 1 toN), so that in an asymptotic manner,
they can travel into the convex hull formed by the leaders
(i.e., those satellites indexed from N+ 1 to N+M). We will
also analyse under what conditions the containment be-
haviours can be guaranteed and perform rigorous conver-
gence with less sampled information and control action, that
is, limt⟶∞σF(t)⟶ − (L− 1

F LFL ⊗ I3)σL,
limt⟶∞ωF(t)⟶ 0, ∀i ∈ F. On this basis, the influence of
information topology design on orientation of followers is
analysed, which provides a theoretical reference for orien-
tation design of cluster members.

3. Distributed Attitude Containment
Control for Microsatellite Cluster

For attitude containment control problem of leader-follower
satellite cluster, an event-triggered adaptive sliding mode
control algorithm is proposed in the presence of inertia
uncertainties and external disturbances. ,e triggering
condition based on relative attitude error is set for each
follower, that is, the entire system is triggered asynchro-
nously and triggering time of each follower is different. State
information is sampled, control law is computed, and ac-
tuators are updated if and only if triggering conditions are
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met. At nontriggering time, controller of followers uses the
state information of triggering instant.

,e event-triggered adaptive slidingmode controller and
triggering condition are designed to make attitude of fol-
lowers asymptotically enter into the convex hull formed by
the leaders and attitude angular velocity converge to 0;
meanwhile, the update frequency of control tasks is reduced.

3.1. Event-Triggered Formulation for Attitude Containment
Control. ,e traditional time-triggered control scheme is
usually updated periodically, and periodic sampling may be
a better control scheme in the view of control scheme design
and problem analysis. However, when the system is working
normally, periodic control will cause unnecessary energy
consumption and actuator update.

To reduce the pressure of computation, communica-
tion, and actuators and meet the constraints of mass,
volume, and power on the microsatellites, the event-trig-
gered mechanism is introduced to solve coordinated at-
titude control of the microsatellite cluster, while to ensure
the control performance of the microsatellite cluster, the
triggering condition is used to adjust update period of
controller and reduce the amount of computation and
communication pressure. ,e design of the event-triggered
coordinated attitude controller could be divided into two
main steps. First is the setting of triggering condition. ,e
triggering function with relative attitude error is designed
to adjust update period of controller, state information is
sampled, control law is computed, and actuator is updated
if and only if the event is triggered. Second, the event-
triggered distributed attitude controller is designed in the
presence of model uncertainties and external disturbances,
which makes followers to converge to the convex hull
formed by the leaders’ orientation. And the Zeno behaviour
is excluded. Triggering frequency is reduced and resource is
saved as well as control performance of cluster system is
ensured. ,e triggering condition is given in this section,
and distributed attitude containment control protocol will
be proposed in the next section.

First, to rewrite the dynamics equation of the satellite
cluster into the form which is convenient for stability
analysis, auxiliary variable _σri is introduced:

_σri � − α 􏽘
N+M

j�1
aij σi(t) − σj(t)􏼐 􏼑, i ∈ F, j ∈ F∪ L. (9)

Design the sliding variable si:

si � _σi(t) − _σri(t) � _σi(t) + α 􏽘

N+M

j�1
aij σi(t) − σj(t)􏼐 􏼑,

(10)

where α is a positive constant and aij is the weight of ad-
jacency matrix A of directed graph G.

According to the properties of equations (5) and (9), the
dynamics system could be rewritten as

Mi σi( 􏼁€σri + Ci σi, _σi􏼐 􏼑 _σri + gi

� Yi σi, _σi, €σri, _σri( 􏼁Θi + εi, i � 1, . . . , N.

(11)

In coordinated attitude control of the satellite cluster, Θi

is the inertia matrix with unknown parameters,
Θi � [J11, J22, J33, J12, J13, J23]

T. For any x ∈ R3, there exists
Jix � L(x)Θi. εi is the approximation error for the ith fol-
lower, ‖εi‖≤ εM. Linear operator L(x) is shown as follows:

L(x) �

x1 0 0 x2 x3 0

0 x2 0 x1 0 x3

0 0 x3 0 x1 x2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (12)

Regression function matrix:

Yi σi, _σi, _σri, €σri( 􏼁 � G− T σi( 􏼁L G− 1 σi( 􏼁€σri􏼐 􏼑

− G− T σi( 􏼁L G− 1 σi( 􏼁 _G σi( 􏼁G− 1 σi( 􏼁 _σri􏼐 􏼑

+ G− T σi( 􏼁 G− 1 σi( 􏼁 _σri􏼐 􏼑
×
L G− 1 σi( 􏼁 _σi􏼐 􏼑.

(13)

Let the triggering time sequence of follower i be
ti
0, ti

1, . . . , ti
k, . . ., where k � 0, 1, . . . , and ti

0 � 0. ti
k denotes

the kth event time of the ith satellite.
Two types of state errors are defined to facilitate the

design of the triggering condition:

esi t
i

􏼐 􏼑 � si t
i
k􏼐 􏼑 − si t

i
􏼐 􏼑; t

i ∈ t
i
k, t

i
k+1􏽨 􏼑,

eJi t
i

􏼐 􏼑 � Yi t
i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑 − Yi t

i
􏼐 􏼑 􏽢Θi t

i
􏼐 􏼑,

(14)

where 􏽢Θi(ti) is the estimation of Θi at time ti.
According to Reference [35], the triggering condition

can be defined as follows:

eJi t
i

􏼐 􏼑
�����

����� + λmax Ki( 􏼁 esi t
i

􏼐 􏼑
�����

����� −
ci

2
λmin Ki( 􏼁 si t

i
􏼐 􏼑

�����

����� − μi t
i

􏼐 􏼑≥ 0,

(15)

whereKi is the symmetric positive-definite matrix, 0< ci < 1,
μi(ti) � ρi

�������
λmin(Ki)

􏽰
exp(− ]it

i), ρi > 0, and 0< ]i < 1.

Remark 1. μi(ti) is a time-dependent function. ,e intro-
duction of μi(ti) can completely avoid the Zeno behaviour.
,e initial attitude and angular velocity σi(ti

0), ωi(ti
0), i ∈ F

of followers and attitude and angular velocity σi(ti
0), ωi(ti

0),
i ∈ L of leaders are given at initial time ti

0. ,e system
continuously monitors the auxiliary state si(ti) and un-
certain parameter 􏽢Θi(ti) of each follower. Once the trig-
gering condition of satellite i is satisfied, that is,
fi(esi(ti), eJi(ti))≥ 0, the event of satellite i is triggered
immediately, triggering time is ti � ti

k, state information is
sampled, control law is computed, and actuators are
updated. ,e state errors eJi(ti) and esi(ti) are reset to 0. In
nontriggering time, the controller uses state information of
the last triggering instant, i.e., for ti ∈ [ti

k, ti
k+1),

ui(ti) � ui(ti
k). Control law is not computed until the next

event is triggered, and thus the control input is piecewise
constant. Under the action of the event-triggered attitude
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containment controller, the attitude of followers asymp-
totically converges to the convex hull formed by the leaders’
orientation.

In this paper, the event-triggered distributed attitude
control algorithm could be written in the following form:

ui t
i
k􏼐 􏼑 � hi si t

i
k􏼐 􏼑,Yi t

i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑􏼐 􏼑,

ui t
i

􏼐 􏼑 � u t
i
k􏼐 􏼑, t

i ∈ t
i
k, t

i
k+1􏽨 􏼑.

⎧⎪⎨

⎪⎩
(16)

It is noteworthy that the control law does not need be
computed until the next event.

Attitude dynamics equation of followers could be re-
written in the following form:

Mi σi( 􏼁 _si + Ci σi, _σi( 􏼁si � ui + di − Yi σi, _σi, €σr, _σr( 􏼁Θi

− εi, i � 1, . . . , N.

(17)

Correspondingly, triggering time is defined as

t
i
k+1 � inf t

i > t
i
k|fi esi t

i
􏼐 􏼑, eJi t

i
􏼐 􏼑􏼐 􏼑≥ 0􏽮 􏽯. (18)

Once ti � ti
k, the event is triggered, state information is

sampled, control law is computed and actuators are updated
for satellite i, and the corresponding triggering function is
less than 0 again.

,e event-triggered control scheme is shown in Figure 1.
,e scenarios we consider include sampling time and
triggering time; the sampling time is determined by the fixed
clock frequency of the sensor, and the latter is controlled by
the triggering condition based on the state. It is noteworthy
that the time interval between two consecutive events is
usually variable and can be equal to the minimum interval
(that is, the sampling period). When the interval between
two consecutive events is a fixed sampling period, the system
degenerates into a traditional periodic sampling control. For
the triggering conditions in this paper, continuous detection
is necessary, which may require additional equipment and is
a waste of communication and computing resources.

3.2. Event-Triggered Adaptive Sliding Mode Attitude Con-
tainment Control. For each follower i, the event-triggered
adaptive sliding mode control protocol is designed as

ui t
i

􏼐 􏼑 � − Kisi t
i
k􏼐 􏼑 + Yi t

i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑

− 􏽢ki t
i
k􏼐 􏼑sgn si t

i
k􏼐 􏼑􏼐 􏼑, i ∈ F, t

i ∈ t
i
k, t

i
k+1􏽨 􏼑.

(19)

Adaptation law of 􏽢Θi(ti) and 􏽢ki is defined as follows:
_􏽢Θi(t) � − ΛiY

T
i t

i
􏼐 􏼑si t

i
􏼐 􏼑, (20)

_􏽢ki t
i

􏼐 􏼑 � Γi si t
i

􏼐 􏼑
�����

�����1
, (21)

where Λi is a symmetric positive-definite matrix and Γi is a
positive constant.

According to (9) and (10), system (17) can be rewritten as

Mi σi( 􏼁 _si t
i

􏼐 􏼑 + Ci σi, _σi( 􏼁si t
i

􏼐 􏼑 � − Kisi t
i
k􏼐 􏼑 + Yi t

i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑

− 􏽢kisgn si t
i
k􏼐 􏼑􏼐 􏼑 + di − Yi t

i
􏼐 􏼑Θi

− εi, i ∈ F, t
i ∈ t

i
k, t

i
k+1􏽨 􏼑.

(22)

,e following conclusion shows that event-triggered
adaptive sliding mode attitude control protocol (19),
adaption laws (20) and (21), and triggering condition (15)
can realize attitude containment control of microsatellite
cluster system (5) under directed information topology.
When t⟶∞, the attitude and angular velocity of fol-
lowers asymptotically enter into the convex hull formed by
leaders, that is, limt⟶∞σF(t)⟶ − (L− 1

F LFL ⊗ I3)σL and
limt⟶∞ωF(t)⟶ 0. Moreover, it can be further proved
that the Zeno behaviour will not occur in the microsatellite
cluster system under the action of the proposed event-
triggered attitude control strategy.

Theorem 1. If Assumptions 1 and 2 hold, under the action of
triggering condition (15), event-triggered adaptive sliding
mode attitude control protocol (19), and adaption laws (20)
and (21), the attitude of followers asymptotically enters into
the convex hull formed by leaders’ orientation, that is,
limt⟶∞σF(t)⟶ − (L− 1

F LFL ⊗ I3)σL and limt⟶∞ωF(t)

⟶ 0, and then the sufficient and necessary condition is that
Assumption 3 holds.

(1) Proof. Sufficiency: ,e proof includes the following two
consecutive steps. (i) State trajectory asymptotically con-
verges to the sliding surface, that is, limti⟶∞si � 0. (ii) In
the case of si � 0, the state of followers will reach
limt⟶∞σF(t)⟶ − (L− 1

F LFL ⊗ I3)σL, limt⟶∞ωF(t)⟶ 0
asymptotically.

First, consider the following Lyapunov candidate:

V1 �
1
2

􏽘

N

i�1
sT

i Mi σi( 􏼁si +
1
2

􏽘

N

i�1

􏽥ΘT

i Λ
− 1
i

􏽥Θi +
1
2

􏽘

N

i�1
ki − 􏽢ki􏼐 􏼑

2
Γ− 1i ,

(23)

where ki ≥ εM + dM and the estimation error is
􏽥Θi � Θi − 􏽢Θi. (24)

Taking the derivative of V1, we can obtain
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_V1 �
1
2

􏽘

N

i�1
sT

i
_Mi σi( 􏼁si + 􏽘

N

i�1
sT

i Mi σi( 􏼁 _si + 􏽘
N

i�1

􏽥ΘT

i Λ
− 1
i

_􏽥Θi − 􏽘
N

i�1
ki − 􏽢ki􏼐 􏼑Γ− 1i

_􏽢ki

� 􏽘
N

i�1
sT

i

1
2

_Mi σi( 􏼁 − Ci σi, _σi( 􏼁􏼒 􏼓si − 􏽘
N

i�1
sT

i Kisi t
i
k􏼐 􏼑 + 􏽘

N

i�1
sT

i Yi t
i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑

− 􏽘
N

i�1
sT

i
􏽢kisgn si t

i
k􏼐 􏼑􏼐 􏼑 − 􏽘

N

i�1
sT

i YiΘi − 􏽘
N

i�1
sT

i εi + 􏽘
N

i�1
sT

i di + 􏽘
N

i�1

􏽥ΘT

i Y
T
i si − 􏽘

N

i�1
ki − 􏽢ki􏼐 􏼑 si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌.

(25)

According to property (c) of the Euler–Lagrange
equation, (1/2) _Mi(σi) − Ci(σi) is a skew-symmetric matrix;
substituting (24) into (25), we can obtain that

_V1 � − 􏽘
N

i�1
sT

i Kisi t
i
k􏼐 􏼑 + 􏽘

N

i�1
sT

i Yi t
i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑 − 􏽘

N

i�1
sT

i
􏽢kisgn si t

i
k􏼐 􏼑􏼐 􏼑

− 􏽘
N

i�1
sT

i Yi
􏽥Θi + 􏽢Θi􏼐 􏼑 + 􏽘

N

i�1

􏽥ΘT

i Y
T
i si − 􏽘

N

i�1
ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + 􏽘

N

i�1

􏽢ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + 􏽘

N

i�1
sT

i di − εi( 􏼁

� − 􏽘
N

i�1
sT

i Kisi t
i
k􏼐 􏼑 + 􏽘

N

i�1
sT

i Yi t
i
k􏼐 􏼑 􏽢Θi t

i
k􏼐 􏼑 − Yi

􏽢Θi􏼐 􏼑 − 􏽘
N

i�1
sT

i Yi
􏽥Θi + 􏽘

N

i�1

􏽥ΘT

i Y
T
i si

− 􏽘
N

i�1
sT

i
􏽢kisgn si t

i
k􏼐 􏼑􏼐 􏼑 + 􏽘

N

i�1

􏽢ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − 􏽘

N

i�1
ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + 􏽘

N

i�1
sT

i di − εi( 􏼁.

(26)

Substituting definitions of state errors (14) into (26), it
can be obtained that

_V1 � − 􏽘
N

i�1
sT

i Kisi − 􏽘
N

i�1
sT

i Kiesi + 􏽘
N

i�1
sT

i eJi

− 􏽘
N

i�1
sT

i
􏽢kisgn si t

i
k􏼐 􏼑􏼐 􏼑 + 􏽘

N

i�1

􏽢ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − 􏽘

N

i�1
ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + 􏽘

N

i�1
sT

i di − εi( 􏼁.

(27)

According to Assumption 2, we can get
sT

i (di − εi)≤ |si||di| + |si||εi|≤ ki|si|. ,us,

_V1 ≤ − 􏽘
N

i�1
sT

i Kisi − 􏽘
N

i�1
sT

i Kiesi + 􏽘
N

i�1
sT

i eJi

− 􏽘
N

i�1
sT

i
􏽢kisgn si t

i
k􏼐 􏼑􏼐 􏼑 + 􏽘

N

i�1

􏽢ki si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌.

(28)

In the time interval ti ∈ [ti
k, ti

k+1), we can know that the
system trajectories start from a region where
sgn(si(ti

k)) � sgn(si(ti)). And Ki is a symmetric positive-
definite matrix; then, the upper bound for _V1 can be
expressed as

Controller for satellite i

Triggering conditionNeighbour
satellite j

Model uncertainties External disturbances

Attitude dynamics of microsatellite i
Mi (σi)σi + Ci (σi, σi)σi + gi (σi) = ui + di

ui (tk
i ) = hi (si (tk

i ), Yi (tk
i ) Θi (tk

i ))

ui (ti) = ui (tk
i ), ti ∈ [tk

i , tk
i + 1)

si (ti), Yi (ti) Θi (ti)

si (tk
i )

Yi (tk
i ) Θi (tk

i )

.. . .
ˆ

ˆ

ˆ

Figure 1: Control scheme of the event-triggered strategy.
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_V1 ≤ − 􏽘
N

i�1
sT

i Kisi − 􏽘
N

i�1
sT

i Kiesi + 􏽘
N

i�1
sT

i eJi

≤ − 􏽘
N

i�1
λmin Ki( 􏼁 si

����
����
2

+ 􏽘
N

i�1
λmax Ki( 􏼁 si

����
���� esi
����

���� + 􏽘
N

i�1
si

����
���� eJi
����

����.

(29)

It is worth noting that triggering condition (15) guar-
antees ‖eJi‖ + λmax(Ki)‖esi‖≤ (ci/2)λmin(Ki)‖si‖ + μi(t)

holds throughout the evolution of cluster system (5). ,us,
we can get

_V1 ≤ − 􏽘
N

i�1
λmin Ki( 􏼁 si

����
����
2

+ 􏽘
N

i�1

ci

2
λmin Ki( 􏼁 si

����
����
2

+ 􏽘
N

i�1

��������

λmin Ki( 􏼁

􏽱

ρie
− ]it si

����
����.

(30)

Because ∀x, y ∈ R, |xy|≤ (ci/2)x2 + (1/2ci)y
2 holds.

For 0< ci < 1, analysing the right-hand side of (24), the
upper bound of _V1 can be expressed as

_V1 ≤ − 􏽘
N

i�1
1 − ci( 􏼁λmin Ki( 􏼁 si

����
����
2

+ 􏽘

N

i�1

ρ2i
2ci

e
− 2]it. (31)

Integrating both sides of (25), for any ti > 0, we can get

V1(t) + 􏽘
N

i�1
1 − ci( 􏼁λmin Ki( 􏼁 􏽚

ti

0
si(τ)

����
����
2dτ ≤V1(0) + 􏽘

N

i�1

ρ2i
4ci]i

.

(32)

Because 0< ci < 1,􏽐
N
i�1(1 − ci)λmin(Ki) 􏽒

ti

0 ‖si(τ)‖2dτ > 0,
we obtain that V1(t)≤V1(0) + 􏽐

N
i�1(ρ

2
i /4ci]i), and thus V1 is

bounded. According to (23), si and 􏽥Θi(t) are bounded for
every i � 1, . . . , N. When Assumption 3holds, we can know
L− 1

F exists according to Lemma 1.,en, (10) can be rewritten as
follows:

_σF � − α LF ⊗ I3( 􏼁σF − α LFL ⊗ I3( 􏼁σL + sF. (33)

Let σF � σF + (L− 1
F LFL ⊗ I3)σL, and equation (33) can be

written as
_σF � − α LF ⊗ I3( 􏼁σF + L− 1

F LFL ⊗ I3􏼐 􏼑 _σL + sF. (34)

According to Lemma 2, all eigenvalues of LF have
positive real parts. According to Assumption 1, _σL is
bounded and limt⟶∞ _σL⟶ 0. It thus follows that when
sF � 0, (34) is globally exponentially stable at the origin
σF � 0. We can conclude from Lemma 3 that cluster system
(34) is input-to-state stable with respect to the input sF and
the state σF. According to Lemma 3, because input sF is
bounded, state σF is bounded. ,us, we can obtain that _σF is
bounded from (34). Equation (9) can be written as

_σr � − α(LF ⊗ I3)σF, and thus _σr is bounded. It also follows
from (10) that _σF is bounded. Differentiating (9), we can get
that €σr is bounded.

According to property (b) of the Euler–Lagrange
equation, Mi(σi), Ci(σi, _σi) _σr, gi(σi) _σr, €σr, and εi, i ∈ F are
all bounded.,en, according to equation (11), we can obtain
that Yi(σi, _σi, _σri, €σri) is bounded. Because
‖Ci(σi, _σi)si‖< kC‖ _σi‖‖si‖, we can obtain from (17) that _sF is
bounded.

Because V1(t) ≥ 0, and si, _si ∈ L∞, then it can be derived
from (32) that

􏽘

N

i�1
1 − ci( 􏼁λmin Ki( 􏼁 􏽚

t

0
si(τ)

����
����
2dτ ≤V1(0) + 􏽘

N

i�1

ρ2i
4ci]i

,

(35)

which implies that 􏽒
t

0 ‖si(τ)‖2dτ is bounded, that is, si ∈ L2.
si, _si ∈ L∞, si ∈ L2, and thus si(t) is uniformly contin-

uous. According to Barbalat’s lemma [51], limt⟶∞sF⟶ 0.
Because (34) is input-to-state stable with respect to the input
sF and state σF(t), it can be concluded that
limt⟶∞σF(t)⟶ 0. As a result, it follows that
limt⟶∞σF(t)⟶ − (L− 1

F LFL ⊗ I3)σL, so similarly
limt⟶∞ _σF⟶ − (L− 1

F LFL ⊗ I3) _σL; according to Assump-
tion 1, limt⟶∞ _σL⟶ 0, and thus limt⟶∞ _σF⟶ 0.
According to _σi � G(σi)ωi, we can obtain that
limt⟶∞ωF⟶ 0. ,e attitude of followers asymptotically
converges to the convex hull formed by leaders’ orientation.

According to Reference [52], we see that the system
trajectories are attracted towards the sliding manifold as
long as sgn(si(ti

k)) � sgn(si(ti)). ,is holds for all triggering
instants whenever sgn(si(ti

k)) � sgn(si(ti)). As a result, the
trajectories reach the neighbourhood of the sliding manifold
due to limt⟶∞sF⟶ 0 and enter the region where the sign
of si changes before next triggering occurs. So, in the time
interval, the decrement of V1 cannot be guaranteed because
zero crossing of si occurs, and hence the trajectory increases.
However, the sliding trajectories are ultimately bounded
within this region. ,erefore, the ultimate band is the region
where sgn(si(ti

k))≠ sgn(si(ti)). ,e size of this band can be
calculated by finding the maximum deviation of sliding
trajectory with zero crossing.

,is ultimate region can now be derived as follows. We
know that for any ti ∈ [ti

k, ti
k+1),

si t
i
k􏼐 􏼑 − si t

i
􏼐 􏼑

�����

����� � esi t
i

􏼐 􏼑
�����

�����≤
1

λmax Ki( 􏼁

ci

2
λmin Ki( 􏼁 si(t)

����
����􏼒

+ μi(t) − eJi(t)
����

����􏼑.

(36)

,is gives the maximum deviation of sliding variable
from its immediate sampled value. ,en, the maximum
value of band can be obtained for the case si(ti

k) � 0 and is
given in (15).
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According to (32), V1(t)≤V1(0) + 􏽐
N
i�1(ρ

2
i /4ci]i); then,

substituting (23) into it, we can obtain

􏽘

N

i�1
sT

i Misi + 􏽘
N

i�1

􏽥ΘT

i Λ
− 1
i

􏽥Θi + 􏽘
N

i�1

􏽥k
2
i Γ

− 1
i ≤ 􏽘

N

i�1
sT

i (0)Mi(0)si(0)

+ 􏽘
N

i�1

􏽥ΘT

i (0)Λ− 1
i

􏽥Θi(0) + 􏽘
N

i�1

􏽥k
2
i (0)Γ− 1i + 􏽘

N

i�1

ρ2i
2ci]i

.

(37)

Because 􏽐
N
i�1

􏽥ΘT

i Λ
− 1
i

􏽥Θi + 􏽐
N
i�1

􏽥k
2
i Γ

− 1
i ≥ 0, we can obtain

that

􏽘

N

i�1
sT

i Misi

���������

���������
≤ 􏽘

N

i�1
sT

i (0)Mi(0)si(0) + 􏽘
N

i�1

􏽥ΘT

i (0)Λ− 1
i

􏽥Θi(0)

���������

+ 􏽘

N

i�1

􏽥k
2
i (0)Γ− 1i + 􏽘

N

i�1

ρ2i
2ci]i

���������
.

(38)

Further,

􏽘

N

i�1
sT

i si

���������

���������
≤ λmin Mi( 􏼁( 􏼁

− 1
􏽘

N

i�1
sT

i (0)Mi(0)si(0)

���������

+ 􏽘

N

i�1

􏽥ΘT

i (0)Λ− 1
i

􏽥Θi(0) + 􏽘
N

i�1

􏽥k
2
i (0)Γ− 1i + 􏽘

N

i�1

ρ2i
2ci]i

���������
.

(39)

,at is,

sF

����
����≤

�����������������������������������������������������������������

λmin Mi( 􏼁( 􏼁
− 1

􏽘

N

i�1
sT

i (0)Mi(0)si(0) + 􏽘
N

i�1

􏽥ΘT

i (0)Λ− 1
i

􏽥Θi(0) + 􏽘
N

i�1

􏽥k
2
i (0)Γ− 1i + 􏽘

N

i�1

ρ2i
2ci]i

���������

���������

􏽶
􏽴

� sM.

(40)

Second, consider the following Lyapunov function
candidate:

V2 � σT
F D⊗ I3( 􏼁σF. (41)

Taking the derivative of V2 along (34) gives

_V2 � _σT

F D⊗ I3( 􏼁σF + σT
F D⊗ I3( 􏼁 _σF

� 2 L− 1
F LFL ⊗ I3􏼐 􏼑 _σL + sF􏼐 􏼑 D⊗ I3( 􏼁σF − ασT

F DLF + LT
FD􏼐 􏼑σF

≤
2max di( 􏼁 L− 1

F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����
�������
min di( 􏼁

􏽱
���
V2

􏽰
−
αλmin(Q)

max di( 􏼁
V2.

(42)

,ere exists a diagonal matrix D � diag(d1, . . . , dN)

with di > 0, ∀i � 1, · · · , N, such that Q � DLF + LT
FD is

symmetric positive definite. Because ∀x, y ∈ R,
|2xy|≤ cix

2 + (1/ci)y
2 holds. ,en, (42) can be written as

_V2 ≤ 2

�����������
αλmin(Q)

2max di( 􏼁
V2

􏽳

·

���������
2max di( 􏼁

αλmin(Q)

􏽳

·
max di( 􏼁 L− 1

F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����
�������
min di( 􏼁

􏽱 −
αλmin(Q)

max di( 􏼁
V2

≤
2max di( 􏼁

3 L− 1
F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����
2

αλmin(Q)min di( 􏼁
−
αλmin(Q)

2max di( 􏼁
V2.

(43)
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Furthermore,

_V2 +
αλmin(Q)

2max di( 􏼁
V2 ≤

max di( 􏼁
3 L− 1

F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����
2

αλmin(Q)min di( 􏼁
.

(44)

It can be obtained that

V2(t)≤V2(0)e
− αλmin(Q)/2max di( )( )t

+
4 max di( 􏼁( 􏼁

4 L− 1
F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����
2
1 − e

− αλmin(Q)/2max di( )( )t
􏼒 􏼓

α2 λmin(Q)( 􏼁
2 min di( 􏼁

. (45)

Let cM � 2(max(di))
2/(αλmin(Q)min(di)). Because

limt⟶∞e− (αλmin(Q)/2max(di))t⟶ 0, then according to (41),
we can get

lim sup
t⟶∞

σF

����
����≤ cM lim sup

t⟶∞
L− 1

F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����

≤ cM lim sup
t⟶∞

sF

����
���� + cM lim sup

t⟶∞
− L− 1

F LFL ⊗ I3􏼐 􏼑 _σL

�����

�����.
(46)

According to the aforementioned analysis,
limt⟶∞‖sF‖⟶ 0. According to Assumption 1, _σL is
bounded, and thus lim supt⟶∞‖ − (L− 1

F LFL ⊗ I3) _σL‖ is
bounded. Moreover, we assume that limt⟶∞‖ _σL‖⟶ 0,
and thus we can obtain that limt⟶∞‖σF‖⟶ 0.

Substituting (41) into equation (45), we can get

σF(t)
����

����≤

������������������������������
V2(0)

min di( 􏼁
+ c

2
M L− 1

F LFL ⊗ I3􏼐 􏼑 _σL + sF

�����

�����
2

􏽳

≤

�������������������������������������

max di( 􏼁σ2F(0)

min di( 􏼁
+ c

2
M λmax L− 1

F LFL􏼐 􏼑 _σLM + sM

�����

�����
2

􏽳

� σFM.

(47)

From definitions of σF and _σF, we can also obtain

σF

����
����≤ σF

����
���� + L− 1

F LFL ⊗ I3􏼐 􏼑σL

�����

�����

≤ σFM + λmax L− 1
F LFL􏼐 􏼑σLM

� σFM,

_σF

����
����≤ α LF ⊗ I3( 􏼁σF

����
���� + α LFL ⊗ I3( 􏼁σL

����
���� + sF

����
����

≤ αλmax LF( 􏼁σFM + αλmax LFL( 􏼁σLM + sM

� _σFM.

(48)

,erefore, for any bounded initial states and t≥ 0, the states
of (5) using equations (15) and (19)–(21) will always lie in the
compact set (σi(t), _σi(t))|‖σF(t)‖≤ σFM, ‖ _σF(t)‖≤ _σFM􏼈 􏼉.

(2) Proof. Necessity: Necessity is proven by contradiction. If
Assumption 3 does not hold, then there must exist parts of
followers which cannot receive information from any leader
directly or indirectly (through other followers). According to
Reference [53], the followers can be divided into two subsets,

namely, one set with the followers that can receive the in-
formation from the leaders directly or indirectly, denoted by
F1, and the follower set, which cannot receive information
from leaders denoted by F2. ,e system Laplacian matrix L
can also be in the following form:

L �

LF1F1
LF1F2

LF1L

0 LF2F2
0

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (49)

Let the attitude of F1 and F2 be σF1
and σF2

. Auxiliary
variables sF1

,sF2
are given with respect to σF1

and σF2
. ,en,

we can obtain

_σF1
� − α LF1F1

⊗ I3􏼐 􏼑σF1
− α LF1F2

⊗ I3􏼐 􏼑σF2

− α LF1L⊗ I3􏼐 􏼑σL + sF1
,

_σF2
� − α LF2F2

⊗ I3􏼐 􏼑σF2
+ sF2

.

(50)

Because sF1
and sF2

are proved to converge to zero, the
final states of σF1

and σF2
will depend on the equilibrium

points. We can get from equation (50) that the trajectories of
the followers in F2 are independent of the leaders, and thus
these followers cannot always converge to the convex hull
formed by the leaders from any initial state. For the followers
in F1, Assumption 3 holds. From the analysis of the suffi-
ciency in this proof, the motion of followers in F1 may also
be affected by its neighbours including leaders and followers
in F2, and thus there might exist some followers in F1 that
cannot converge to the convex hull formed by the leaders.

,e proof is completed.

Remark 2. In order to avoid the chattering problem caused
by the sign function, controller (19) can be substituted by
saturation function

sat(x, δ) �

1, x> δ,

x

δ
, |x|≤ δ,

− 1, x < − δ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(51)

where δ is a small positive constant.
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Remark 3. ,e attitude containment control problem with
multiple leaders has been studied in the context. Obviously,
if there exists one leader in control protocol (19), the
multiple leader-follower coordinated attitude containment
control problem becomes the coordinated attitude tracking
problem with single leader.

3.3. /e Absence of Zeno Behaviour. Zeno behaviour means
the minimum time interval between two consecutive events
is 0 and the event triggers infinite times in a finite time,
which is forbidden in control tasks. Let T denote interevent
time interval of event-triggered attitude control protocol
(19)–(21) and triggering condition (15). T needs to be strictly
positive to exclude the Zeno behaviour.

limti⟶∞si⟶ 0 is satisfied in the context. But at ti
k+1,

there may exist the case of si(ti) � 0, _si(ti)≠ 0. ,e attitude
containment control is not reached at this moment.
,erefore, the event is triggered in the following two cases:

(1) If ‖si(ti
k+1)‖≠ 0, the interevent time interval of this

case is denoted as T1 and triggering condition is
‖eJi(ti

k+1)‖ + λmax (Ki)‖esi(ti
k+1)‖≥(ci/2) λmin (Ki)‖si

(ti
k+1)‖ +μi (ti

k+1).
(2) If ‖si(ti

k+1)‖ � 0, the interevent time interval of this
case is denoted as T2 and triggering condition is
‖eJi(ti

k+1)‖ + λmax(Ki)‖esi(ti
k+1)‖≥ μi(ti

k+1).

Comparing the aforementioned two cases, we can know
that for any ‖si(ti

k+1)‖≠ 0, there exists ‖si(ti
k+1)‖> 0, so it can

be concluded that case (1) takes longer time, which implies
T2 <T1. We just need to prove that there exists strictly
positive T2 to exclude the Zeno behaviour.

Theorem 2. If conditions of /eorem 1 hold, then the
interevent time interval T of triggering condition (15) has
positive lower bound.

Proof. According to Reference [35], for any k≥ 0 and
ti ∈ [ti

k, ti
k+1), i � 1, . . . , N, the derivative of ‖esi(ti)‖ with

respect to time satisfies

d
dt

esi t
i

􏼐 􏼑
�����

�����≤ _si t
i

􏼐 􏼑
�����

�����, (52)

where _si(ti) has been proved to be bounded. Let positive
constant Bs denote the maximum of ‖ _si(ti)‖, and we obtain
(d/dt)‖esi(ti)‖≤Bs.

Similar to equation (42), the derivative of ‖eJi(ti)‖

satisfies
d
dt

eJi t
i

􏼐 􏼑
�����

�����≤
d
dt

Yi t
i

􏼐 􏼑 􏽢Θi t
i

􏼐 􏼑􏼐 􏼑

�������

�������
� _Yi t

i
􏼐 􏼑 􏽢Θi t

i
􏼐 􏼑 + Yi t

i
􏼐 􏼑

_􏽢Θi t
i

􏼐 􏼑

������

������.

(53)

It can be seen from the Section 3.1 that Yi(ti) and 􏽢Θi(ti)

are both bounded; according to Assumption 1 in Reference
[35], we know that _Yi is bounded. ,en, because Yi(ti) and
si(ti) are bounded, _􏽢Θi(ti) is bounded according to adaption
update law. Let positive constant BJ denote the upper bound
of ‖(d/dt)(Yi(ti) 􏽢Θi(ti))‖, and (d/dt)‖eJi(ti)‖≤BJ can be
obtained.

Let B � max BJ, λmax(Ki)Bs􏽮 􏽯; it follows that

eJi t
i

􏼐 􏼑
�����

����� + λmax Ki( 􏼁 esi t
i

􏼐 􏼑
�����

�����≤ 2􏽚
ti

ti
k

Bdt � 2B t
i
− t

i
k􏼐 􏼑, t

i ∈ t
i
k, t

i
k+1􏽨 􏼑.

(54)

According to case (2), the lower bound of interevent time
interval T2 can be derived:

2BT2 ≥ ρi

��������

λmin Ki( 􏼁

􏽱

exp − ]iT2( 􏼁, (55)

where B> 0. T2 can get positive solution from equation (55).
,us, there exists time interval between two consecutive
events, and the system avoids continuous control. It means
that the interevent time interval of triggering condition (15)
has positive lower bound.

4. The Influence of Information Topology
Design on Followers’ Orientation

Compared with single leader/leaderless case, containment
control has lower accuracy requirement for the final state of
cluster members. However, in practical space missions, the
orientation of satellites in the target area needs to meet
certain constraints, such as multiple satellites observing the
same orientation simultaneously, the observation field
covering the entire target area, and so on.

It indicates in [46] that the steady state of each follower is
a convex combination of all leaders’ states it can access, and
the combination coefficient is a quantity related to the
system Laplacian matrix. It can be concluded that the ori-
entation of followers in the target area is determined by
system information topology (including the weights that are
assigned to edges).

In this section, approaches from graph theory to in-
vestigate influence of information topology on the distri-
butions of followers are presented to provide a reference for
orientation design of the microsatellite cluster.

4.1. /e Constraints of Leader Reachable Set on Followers’
Orientation. Denote C � − L− 1

F LFL as the coefficient matrix
of steady state of followers with respect to the state of leaders,
where 0≤ cij ≤ 1, 􏽐

M
j�1 cij � 1. It reflects the relationship

between system information topology and steady state of
followers. According to the definition of reachable set [46],
(1) if follower i is reachable from multiple leaders including
N + j, 0< cij < 1, the motion of i is affected by multiple
leaders, and its stable state is correspondingly determined by
the states of these leaders. (2) If follower i is only reachable
from leader N + j, cij � 1, there exists a directed path from
N + j to i, that is, the motion of follower i will be only
affected directly or indirectly by leader N + j. (3) If follower i
is not reachable from leader N + j, cij � 0, the motion of i
will not be affected by leader N + j, and thus the steady state
of follower i is not related to N + j.

Rj(j � 1, 2, . . . , m) is denoted as the reachable set of
leader N + j. Hj � (Rj/∪ j≠iRi) is a set of all followers which
is only reachable from leader N + j. Yj � (F/Rj) represents
the unreachable set from leader N + j. Pj � (Rj/Hj)
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represents other follower set in Rj without Hj, and 􏽥Hj �

(Hj/ N + j􏼈 􏼉) represents the subset without N + j in Hj.
,en, LF and LFL can be written in the following block

matrix forms:

LF �

L􏽥Hj

0 0

L
Pj

􏽥Hj

LPj
LPjYj

0 0 LYj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

LFL � δ1, . . . , δN􏼂 􏼃,

(56)

where δj � LT

􏽥Hj,N+j
LT

Pj,N+j 0􏼢 􏼣

T

.

Theorem 3. Assume all leaders have converged to the steady
states σe

N+1, σ
e
N+2, . . . , σe

N+M. /en, under the action of trig-
gering condition (15), adaptive sliding mode attitude con-
tainment control algorithm (19), and adaption laws (20) and
(21), all followers of cluster system (5) will asymptotically
converge to the steady state σe

i � 􏽐
M
j�1 cijσe

N+j, i ∈ F, j ∈ L.

Proof. Since

L􏽥Hj

1􏽥Hj

+ L􏽥H,N+j
� 0, (57)

we have

L− 1
􏽥Hj

L􏽥H,N+j
� − 1􏽥Hj

, (58)

and we can obtain that

− L− 1
F δj � −

L− 1
􏽥Hj

L􏽥Hj,N+j

− L− 1
Pj
L

Pj
􏽥Hj,N+j

+ L− 1
Pj
LPj,N+j

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

1􏽥Hj

L− 1
Pj

L
Pj

􏽥Hj

1􏽥Hj

+ LPj,N+j
􏼒 􏼓

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(59)

Further, each entry of L− 1
Pj

(L
Pj

􏽥Hj

1􏽥Hj

+ LPj,N+j
) is positive.

Otherwise, L
Pj

􏽥Hj

1􏽥Hj

+ LPj,N+j
� 0, which means Pj does not

have neighbours in Hj, which contradicts the definition of
Pj.

Now ,eorem 3 has been proved.

4.2. /e Constraints of Graph Differentiation on Followers’
Orientation. In microsatellite cluster flying missions, each
member obtains the information from its neighbours
through communication or relative state measurement. Due
to the performance difference of sensors and communica-
tion equipment, as well as relative distance between mem-
bers, neighbour satellite sets of each satellite are different.
However, there may exist some commonalities among
cluster members in information interaction, according to
which cluster members can be divided into several subsets,
and dynamic behaviour of cluster members belonging to the
same subset may also have commonalities.

Although steady orientation of followers can be roughly
estimated based on leader reachable sets, in some obser-
vation missions, there exist more constraints on followers’
orientation. ,e steady state of followers can be described
using π1 partition and π2 partition of cluster information
topology.,ese two graph theory tools can divide the cluster
member into several subsets, and the number of neighbours
in other subsets of cluster members belonging to the same
subset has a certain commonality, which provides theoretical
basis for information topology design of the microsatellite
cluster.

At first, we prove that the satellites in the same cell
partition belonging to π1

H1 ,...,Hm{ }
partition have same steady

state.

Theorem 4. For event-triggered adaptive sliding mode at-
titude containment control protocol (19), triggering condition
(15), and adaption laws (20) and (21) of the microsatellite
cluster system which satisfies σe

F � − L− 1
F LFLσL, if system in-

formation topology G has a cell partition
π1

H1 ,···,Hm{ }
� C1, · · · , Ck􏼈 􏼉, then all the followers that belong to

the same cell Ci(i � 1, · · · k) have the same steady state.

Proof. According to Reference [46], suppose π1
H1 ,···,Hm{ }

�

C1, . . . , Ck􏼈 􏼉 is a cell partition of V(G) with
C1 � H1, . . . , Cm � Hm; then, according to the cell partition
of V(G), by ordering the vertices appropriately, the graph
Laplacian can be written in the following form:

L �

LC1C1
· · · 0 0 · · · 0

⋮ ⋱ ⋮ ⋮ ⋱ ⋮

0 · · · LCmCm
0 · · · 0

LCm+1C1
· · · LCm+1Cm

LCm+1Cm+1
· · · LCm+1Ck

⋮ ⋱ ⋮ ⋮ ⋱ ⋮

LCkC1
· · · LCkCm

LCkCm+1
· · · LCkCk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (60)

,e block matrix at the lower left corner and the lower
right corner is denoted by A, B, respectively. Since Lσe

F � 0,
Aσe

H + Bσe

F
� 0 is obtained. ,en, by Lemma 2 in [46],

σe

F
� − B− 1Aσe

H. Assuming that each vertex in Ci has sij
number of neighbours in Cj(i, j � 1, . . . , k, i≠ k), then,
according to the definition of π1 partition, each row sum of
the submatrix LCiCj

(i, j � 1, . . . , k, i≠ j) equals sij. Com-
bining with Corollary 1 in [46], it is given that

Aσe
H �

− sm+1,11rm+1

⋮

− sk,11rk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦σ
e
N+1 + · · · +

− sm+1,m1rm+1

⋮

− sk,m1rk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦σ
e
N+M,

(61)

where ri is the cardinality of Ci(i � m + 1, . . . , k).
It follows that
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σe

F
� B− 1

sm+1,11rm+1

⋮

sk,11rk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦σ
e
N+1 + · · · + B− 1

sm+1,m1rm+1

⋮

sk,m1rk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦σ
e
N+M.

(62)

By using Lemma 3 in [46], it can be concluded that all the
followers that belong to the same cell Ci(i� 1, . . ., k) have the
same steady state.

Now ,eorem 4 has been proved.
,en, another cell partition, π2

H1 ,...,Hm{ }
partition, is pro-

vided to prove that satellites in the same cell partition belonging
to π2

H1 ,...,Hm{ }
partition have the same steady state.

Theorem 5. For event-triggered adaptive sliding mode
containment control protocol (19)–(21) of microsatellite
cluster which satisfies σe

F � − L− 1
F LFLσL, if the system infor-

mation topology G has a cell partition π2 � C1, . . . , Ck􏼈 􏼉 with
Ci ⊆ Hj or Ci ⊆ F, i � 1, . . . , k, j � 1, . . . , m, then all the
followers that belong to the same cell Ci(i � 1, . . . , k) have the
same steady state.

Proof. According to Reference [46], construct the deduced
unweighted graph G

2 of G as follows: use a follower i to
represent cell Ci and draw an edge from j to i is a neighbour
cell of Ci. ,en, G

2 has m reaches according to Assumption
3. Let L

2 be the Laplacian matrix of the deduced graph G
2; it

can be derived that L
2σF � 0 with σi � σe

N+j if Ci ⊆Hj has
unique solution. Finally, it can be verified that σe

FCi
� σi1Ci

is
the solution of Lσe

F � 0.
Now ,eorem 5 has been proved.

5. Simulation Results

5.1. Simulation Results and Analysis of Attitude Containment
Control. In this section, simulations for multiple leader-
follower satellite cluster are presented to illustrate the ef-
fectiveness of the proposed control protocol and informa-
tion topology design. Suppose that in microsatellite cluster
observation mission, six satellites, denoted by
F � 1, 2, . . . , 6{ }, are needed to obtain observation infor-
mation from three different directions. Suppose the target
area is defined by three attitude orientations, and the leaders
L � 7, 8, 9{ } are stationary relative to the reference frame.
,e attitude of leaders, respectively, is

σ7 � 0.09 0.06 − 0.08􏼂 􏼃
Trad,

σ8 � 0.06 − 0.1 0.05􏼂 􏼃
Trad,

σ9 � − 0.08 0.1 0.09􏼂 􏼃
Trad.

(63)

,e nominal inertia of six followers, respectively, is

J1 �

20 0 2

0 25 0

2 0 29

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦kgm
2
,

J2 �

22 1 0.5

1 24 3

0.5 3 22

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦kgm
2
,

J3 �

25 0.8 2

0.8 29 1

2 1 21

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦kgm
2
,

J4 �

23 0.4 0

0.4 26 0.8

0 0.8 28

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦kgm
2
,

J5 �

22 0.2 0

0.2 26 0.6

0 0.6 24

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦kgm
2
,

J6 �

23 0.4 0

0.4 24 0.8

0 0.8 28

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦kgm
2
.

(64)

,e initial estimation parameter is
􏽢Θi(0) � [22, 26, 25, 0, 0, 0]T.

,e initial state of followers is, respectively, shown in
Table 1.

System information topology is shown in Figure 2.
Control gain coefficients and adaptive parameters are

αi � 0.02,

Ki � 1 1 1􏼂 􏼃
T
,

Λi � diag 2 2 2􏼂 􏼃( 􏼁,

Γi � 0.001.

(65)

Triggering parameters are ci � 0.6, ρi � 2, ]i � 0.5.
A microsatellite cluster in LEO is mainly affected by the

gravity gradient torque, while the disturbances such as the
solar radiation pressure torque will be dominant for a cluster
in high-Earth orbits such as the geostationary orbit. All these
torques are slowly varying and can be treated as signals
composed of constants and periodic trigonometric func-
tions. Taking into account these factors, the disturbances are
chosen as

di � dli + duni, (66)

where
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dl1 � 0.0012 − 0.0018 0.0012􏼂 􏼃
TN.m,

dl2 � 0.001 0.0014 − 0.0017􏼂 􏼃
TN.m,

dl3 � − 0.0013 0.0016 − 0.001􏼂 􏼃
TN.m,

dl4 � 0.0015 − 0.0014 − 0.0013􏼂 􏼃
TN.m,

dl5 � − 0.001 − 0.001 0.0015􏼂 􏼃
TN.m,

dl6 � − 0.0012 0.0013 0.0014􏼂 􏼃
TN.m

(67)

denote the constant disturbing torques and

duni �
1
5

dli(1) sin
t

12
􏼒 􏼓

dli(2) cos
t

15
􏼒 􏼓

dli(3) sin
t

10
􏼒 􏼓cos

t

15
􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(68)

is used to simulate the residual disturbances including
aerodynamic torques, solar radiation torques, and similar
effects.

5.1.1. Event-Triggered Attitude Containment Control.
Simulation results of satellite cluster are shown in Figure 3.
Figures 3(a) and 3(b) are the curves of relative attitude and
relative angular velocity over time, respectively. It can be
seen that the relative attitude converges to the convex hull
formed by the leaders at about 600 s, and relative angular
velocity converges to 0 within 700 s. ,e followers can
converge to the convex hull even though there exists large
disturbance torque. ,e interevent time of each follower is
shown in Figures 3(c) and 3(d). At the initial stage, the state
of cluster members is far from the desired state, then the
event is triggered frequently, and the update of control
input is relatively frequent, but when the system asymp-
totically converges to the desired state, fewer events are

triggered, and interevent time increases and tends to be
stable finally. We can find that if satellites are influenced by
periodic disturbance, the interevent time also changes
periodically. ,e control torques acting on each satellite are
shown in Figure 3(e). It can be seen that control torques
acting on the followers are piecewise function, and the
control input is only updated at the next triggering instant.
,e control torques are limited within the range of
[− 1, 1]N · m. Attitude trajectories of followers are shown in
Figure 3(f ), from which we can see that followers as-
ymptotically converge to the convex hull formed by the
leaders. Figures 3(g) and 3(h) show the event error and
triggering threshold for each follower in 200 s. It can be
seen that if event error exceeds threshold, the event is
triggered and the state is sampled.

In a word, under the action of the event-triggered
adaptive sliding mode attitude controller, the attitude of
each satellite asymptotically converges to the convex hull
formed by the leaders, and angular velocity asymptotically
converges to 0.

5.1.2. Traditional Time-Triggered Attitude Containment
Control. According to Reference [53], the time-triggered
adaptive sliding mode attitude containment control algo-
rithm is

ui(t) � − Kisi + Yi
􏽢Θi − 􏽢kisgn si( 􏼁, i ∈ F,

_􏽢Θi(t) � − ΛiY
T
i (t)si(t),

_􏽢ki(t) � Γi si(t)
����

����1.

(69)

,e simulation results of time-triggered distributed
attitude adaptive sliding mode controller are shown in
Figure 4. ,e attitude of the cluster system converges to the
convex hull formed by the leaders at about 600 s, and at-
titude angular velocity converges to 0 within 700 s. ,e
controller is continuously updated while the convergence
rate and control accuracy are not better than the event-
triggered one.

It can be clearly seen from Figures 3 and 4 that both
time-triggered and event-triggered control strategies can
realize attitude containment. In addition, it is noteworthy
that event-triggered containment control is updated in an
aperiodic manner, while time-triggered control is updated at
a fixed interval of 0.01 s. Within 1200 s, the sampling and
control input update times of the time-triggered control
method are 120,000, while the event of each follower, re-
spectively, is 391, 445, 405, 354, 402, and 480, fromwhich the
update frequency of control action is greatly reduced by the
event-triggered control strategy. Compared with time-
triggered attitude containment control protocol, event-
triggered one can effectively reduce the control input update
frequency while ensuring the similar control performance.
,rough the reasonable selection of control parameters and
triggering function, event-triggered control can guarantee
the convergence rate and control accuracy and reduce the
amount of computation and communication, as well as the
update frequency of actuators.

Table 1: ,e initial attitude information of followers.

Followers Attitude σi(rad) Angular velocity ωi(rad/s)

1 0.1 0.4 − 0.3􏼂 􏼃
T 0.01 0 0􏼂 􏼃

T

2 0.3 0.2 0.3􏼂 􏼃
T 0 0.01 0􏼂 􏼃

T

3 − 0.2 0.1 − 0.1􏼂 􏼃
T 0 0 0.01􏼂 􏼃

T

4 − 0.4 0.2 − 0.1􏼂 􏼃
T 0 0 − 0.01􏼂 􏼃

T

5 0.3 − 0.5 0.1􏼂 􏼃
T 0 − 0.015 0􏼂 􏼃

T

6 0.2 0.2 − 0.3􏼂 􏼃
T 0 0 0.015􏼂 􏼃

T

9

1 2 3 4

7

5

8

6

Figure 2: Topology structure of satellite cluster.
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Figure 3: Continued.
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5.2. /e Influence of Information Topology on Follower’s
Orientation. Suppose in the Earth observation mission of
the microsatellite cluster, twelve satellites are used to obtain
the observation information of three different orientations.
In order to meet the accuracy requirement, two satellites can
be used to observe the same azimuth at the same time.
Suppose the target area is formed by three attitude orien-
tations. ,e initial state of leaders, respectively, is

σ10 � 0.09 0.06 − 0.08􏼂 􏼃
Trad,

σ11 � 0.06 − 0.1 0.05􏼂 􏼃
Trad,

σ12 � − 0.08 0.1 0.09􏼂 􏼃
Trad.

(70)

Nominal inertia of followers, respectively, is
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Figure 3: Simulation results of controller (19) and Figure 2. (a) Attitude of follower satellites. (b) Attitude angular velocity of follower
satellites. (c) Interevent time of follower satellites 1–3. (d) Interevent time of follower satellites 4–6. (e) Control torques acting on followers.
(f ) Attitude trajectories of follower satellites. (g) Triggering condition of follower satellites 1–3 in 200 s. (h) Triggering condition of follower
satellites 4–6 in 200 s.
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Figure 4: Simulation results of controller (69). (a) Attitude of follower satellites. (b) Attitude angular velocity of follower satellites. (c)
Control torques acting on followers. (d) Attitude trajectories of follower satellites.
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(71)

,e initial estimation parameter of followers is
Θ(0) � [22, 26, 25, 0, 0, 0]T.

,e constant disturbance acting on the followers 1–6 and
periodic disturbances are the same as Section 5.1, while
constant disturbance acting on followers 7–9 is

dl7 � − 0.0016 0.001 0.0012􏼂 􏼃
TN · m,

dl8 � − 0.0018 0.001 − 0.0012􏼂 􏼃
TN · m,

dl9 � 0.0011 − 0.0015 − 0.0014􏼂 􏼃
TN · m.

(72)

,e initial state of followers is, respectively, shown in
Table 2.

Information topology of the cluster system is shown in
Figure 5.

,e information topology structure of the micro-
satellite cluster system is shown in Figure 5. It can be seen
that Figure 5 belongs to π1 partition. Satellites 1, 2, 7, and 8
belong to the same cell, 3 and 4 belong to the same cell,
and 5 and 6 belong to the same cell. According to,eorem
4, satellites belonging to the same cell converge to the
same azimuth under the action of control torques in the
presence of model uncertainties and external distur-
bances. ,is property can be used to observe the same
azimuth. Simulation results are shown in Figure 6. ,e
attitude of follower converges to the convex hull formed

Table 2: ,e initial attitude information of followers.

Followers Attitude σi(rad) Angular velocity ωi(rad/s)

1 0.1 0.4 − 0.3􏼂 􏼃
T 0.01 0 0􏼂 􏼃

T

2 0.3 0.2 0.3􏼂 􏼃
T 0 0.01 0􏼂 􏼃

T

3 − 0.2 0.1 − 0.1􏼂 􏼃
T 0 0 0.01􏼂 􏼃

T

4 − 0.4 0.2 − 0.1􏼂 􏼃
T 0 0 − 0.01􏼂 􏼃

T

5 0.3 − 0.5 0.1􏼂 􏼃
T 0 − 0.015 0􏼂 􏼃

T

6 0.2 0.2 − 0.3􏼂 􏼃
T 0 0 0.015􏼂 􏼃

T

7 0.2 − 0.1 − 0.4􏼂 􏼃
T 0.01 − 0.01 0􏼂 􏼃

T

8 − 0.4 − 0.3 0.1􏼂 􏼃
T 0 0.015 − 0.01􏼂 􏼃

T

9 − 0.2 − 0.3 0.2􏼂 􏼃
T 0.01 0 − 0.015􏼂 􏼃

T
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Figure 5: Topology structure of satellite cluster satisfying π1 cell partition.
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Figure 6: Continued.
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by the leaders within 600 s, and attitude angular velocity
converges to 0 within 700 s. ,e control torques are
piecewise constant. Satellites 1 and 2 converge to the same
azimuth, and 7 and 8 converge to same azimuth, re-
spectively. Because satellites in C5 only receive informa-
tion from C3, 3, 4, 5, and 6 converge to the same azimuth.
Within 1200 s, the sampling and control input update
times of each follower, respectively, are 232, 247, 522, 420,
162, 142, 196, 288, and 315.

6. Conclusion

In this paper, an event-triggered adaptive sliding mode
attitude containment control protocol is proposed in the
framework of the Euler–Lagrange model for the attitude
containment control problem of the microsatellite cluster
system. Considering the constraints of resource and
power on the microsatellite cluster system, the event-
triggered control strategy is introduced into the attitude
containment control problem of the microsatellite cluster.
,e triggering condition consisting of state-dependent
function and the time-dependent function is given to
adjust controller update period and exclude the Zeno
behaviour. If and only if the triggering condition is sat-
isfied, state information is sampled, control law is com-
puted, and actuators are updated. ,en, under directed
topology, the event-triggered adaptive sliding mode at-
titude containment control algorithm is proposed, which
makes attitude of followers asymptotically enter into the
convex hull formed by leaders’ orientation in the presence

of inertia uncertainties and external disturbances. Nu-
merical simulation is carried out to verify the effectiveness
of the proposed event-triggered distributed attitude
containment control algorithm. ,en, compared with the
time-triggered one, it can be seen that while ensuring the
control performance of the cluster system, the designed
event-triggered attitude containment controller only
updates control law in the triggering instant, which ef-
fectively reduces the amount of computation and com-
munication and update frequency of actuators and saves
resources on board.

Furthermore, the influence of cluster information
topology structure design on the stable state of con-
tainment control algorithm is also studied. An appro-
priate information topology is designed to meet the
attitude orientation requirements of containment con-
trol. It is shown that the steady state of each follower is a
convex combination of all leaders’ states it can access.
,e cell partition of cluster information topology is given
based on the number of satellite’s neighbours, and it is
proved that the cluster members belonging to the same
cell have the same stable state. However, there is no
requirement for the information interaction between
satellites inside the cell, and the information links inside
the cell will not affect the stable state of cluster members.
It provides a theoretical basis for the design of infor-
mation topology of the microsatellite cluster system.
Numerical simulation is conducted to verify the influ-
ence of information topology on steady state of the
microsatellite cluster system.
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Figure 6: Simulation results of controller (19) and Figure 5. (a) Attitude of follower satellites. (b) Attitude angular velocity of follower
satellites. (c) Interevent time of follower satellites 1–4. (d) Interevent time of follower satellites 5–9. (e) Control torques acting on followers.
(f ) Attitude trajectory of followers projected on σx-σy axis. (g) Attitude trajectory of followers on σx-σz axis. (h) Attitude trajectory of
followers on σy-σz axis. (i) Triggering condition of follower satellites 1–3 within 200 s. (j) Triggering condition of follower satellites 4–6
within 200 s.
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.is paper focuses on the stochastic jumping systems with singular perturbation subject to a random access protocol. .e key
challenge with controller design issue of stochastic jumping systems is how to assess the coordination of communication orders.
In this study, a joint Markov process is established, and a novel control law is proposed. In contrast with the existing methods, the
developed controller is more general. Finally, a practical example is exhibited to show the effectiveness of the achieved theories.

1. Introduction

In practical, random faults, random communication failures,
and so on are commonly encountered. In these systems, the
effect of unpredictable random abrupt events can be
modeled as aMarkov chainmodel. Markov jumping systems
(MJSs) consist of a series of submodels, in which the
switching is determined by the Markov process. In recent
years, MJSs have been successfully applied in various areas
such as biological systems, networked control systems,
hybrid systems, and economic systems [1–3]. Due to the
great advantage ofMJSs, up to now, many valuable results on
the issues of MJSs have been published [4–8], including state
estimation [5] and robust control [7, 8].

On the contrary, there exists a set of practical systems,
whose dynamic behavior is characterized by the multiple
time scales (MTSs) property. Especially, in the MTS-based
systems, the small parameters lead to difficulty in system
performance analysis..erefore, it is unsolvable by means of
the conventional single time-scale technique. It is well
known that MTS-based systems can be described by sin-
gularly perturbed systems (SPSs). In light of its unique
characteristic, a singularly perturbed parameter (SPP) is
employed, where theMTS-based systems can be divided into
fast and slow dynamic states [9–11]. Recently, quantities of
excellent results on SPSs have been exhibited [12]. However,

when it comes to Markov jumping SPSs (MJSPSs), the in-
vestigation of relevant problems is far away from maturity.
How to tackle the sophisticated systems with both SPP and
transition probabilities partly is the motive of this study.

Note that the information exchange in the networked
control systems may result in the heavy communication
burden. .ese limited bandwidths may result in network-
induced phenomena, such as data collisions, packet losses,
and network-induced delay [13]. Recently, the protocol-
based networked systems have attracted increasing interest,
for instance, try-once-discard protocol [14] and round-robin
protocol (RRP) [15]. Note that the RRP is a static trans-
mission mechanism, which limits the practical application.
Compared with the RRP, the random access protocol (RAP)
is a dynamic case, in which the sensor node will get access to
transmit data in a randomly way [16, 17]. However, to the
best of our knowledge, the RAP has not been applied in
MJSPSs yet, which partly motives us to fill this gap.

Inspired by the above discussion, it is imperative to
study the problem of MJSPSs with RAP. To avoid data
collisions, the RAP is introduced to regulate the data
transmission order. With respect to the dynamic behavior
of the MJSPS and the RAP, a joint Markov process is
proposed. .erefore, a novel control design technique is
presented, which covers the conventional case. Finally, a
practical simulation is given to show the effectiveness of the
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obtained theories.Notations. .e notations are fairly
standard. Rm refers to the m-dimensional Euclidean space.
λmin(L) denotes the minimum eigenvalue of L. diag . . .{ }

represents a block diagonal matrix. mod(y1, y2) stands for
the nonnegative remainder on division of y1 by y2.

2. Problem Formulations

Consider the following MSSPS described as follows:

α1(k + 1) � A
11
μ(k)α1(k) + εA12

μ(k)α2(k) + B
1
μ(k)u(k) + C

1
μ(k)υ(k),

α2(k + 1) � A
21
μ(k)α1(k) + εA22

μ(k)α2(k) + B
2
μ(k)u(k) + C

2
μ(k)υ(k),

z(k) � D
1
μ(k)α1(k) + εD2

μ(k)α2(k) + Fμ(k)u(k) + Hμ(k)υ(k),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where α1(k) ∈ Rns means the fast vector and α2(k) ∈ Rnf

stands for the slow vector, respectively. u(k) ∈ Rnu sym-
bolizes the control input, z(k) ∈ Rnz signifies the output
state, ε> 0 symbolizes a singular perturbation parameter,
and υ(k) ∈ l2[0,∞) renders the disturbance signal. .e
stochastic variable μ(k), k≥ 0􏼈 􏼉 indicates a discrete-time
Markov chain (DTMC) obeying a finite set
N � 1, 2, . . . , N{ }. Clearly, the transition probability matrix
(TPM) of μ(k) is defined by Π � [φpq]N×N, where

φpq � Pr μ(k + 1) � q | μ(k) � p􏼈 􏼉, (2)

where φpq ≥ 0 and 􏽐q∈Nφpq � 1,∀p, q ∈N. .erefore, it is
easy to derive that ∀p ∈N, and A11

μ(k), A12
μ(k), A21

μ(k), A22
μ(k),

B1
μ(k), B2

μ(k), C1
μ(k), C2

μ(k), D1
μ(k), D2

μ(k), Fμ(k), and Hμ(k) can be
represented by A11

p , A12
p , A21

p , A22
p , B1

p, B2
p, C1

p, C2
p, D1

p, D2
p,

Mp, and Gp, respectively.
Let α(k) � [α⊤1 (k)α⊤2 (k)]⊤, and the MSSPS (1) can be

rewritten as

α(k + 1) � ApEεα(k) + Bpu(k) + Cpυ(k),

z(k) � DpEεα(k) + Mpu(k) + Gpυ(k),

⎧⎨

⎩ (3)

where

Eε � diag Ins
, εInf

􏼚 􏼛,

Ap �

A
11
p A

12
p

A
21
p A

22
p

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦,

Bp �

B
1
p

B
2
p

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦,

Cp �

C
1
p

C
2
p

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦,

Dp � D
1
p D

2
p􏽨 􏽩.

(4)

.e signal transmission between the plant and the
controller via a shared communication networks, whichmay
result in many network-induced phenomena, for example,
data collisions. To regulate the data transmission, the RAP is
applied between the sensors and the actuators. When the

RAP is triggered, only one node can access network at each
time instant. Note that the RAP is a dynamic scheduling
agreement. Employ a stochastic variable ](k) ∈ 1, 2, . . . , M{ }

to schedule network resources. Here, ](k) is known as a
homogeneous DTMC obeying a set Nc � 1, 2, . . . , M{ }, and
the TPM Φ � [ψfg]M×M is inferred as

ψfg � Pr ](k + 1) � g|](k) � f􏼈 􏼉, (5)

where ∀f, g ∈M, ψfg ∈ [0, 1], and 􏽐g∈Mψfg � 1.
Denoting v(k) � v

⊤
1 (k) v

⊤
2 (k) . . . v

⊤
nu

(k)􏽨 􏽩 and
u(k) � u

⊤
1 (k) u

⊤
2 (k) . . . u

⊤
nu

(k)􏽨 􏽩, where vm(k) signifies
the fth control input state and un indicates the nth actuator.
By considering the zero-order hold technique, the fth ac-
tuator uf(k) can be updated as

uf(k) �
vf(k), if ](k) � f,

uf(k − 1), otherwise.
⎧⎨

⎩ (6)

In what follows, a Kronecker sign function is given by

δ(F − ℶ) �
1, if F � ℶ,

0, otherwise.
􏼨 (7)

.erefore, by the updated rule (6), for ∀f ∈M, the
actuator u(k) is formulated as

u(k) � Φ](k)v(k) + I −Φ](k)􏼐 􏼑u(k − 1), (8)

where Φf ≜ diag δ1f, δ2f, . . . , δnu

f􏼚 􏼛(f � 1, 2, . . . , nu) and
δℶ5 � δ(F − ℶ). Clearly, it can be devised from (8) that
u(k) � u1(k − 1) u2(k − 1) . . . uf− 1(k) vf(k) uf+1(k) . . . unu

(k)􏼂 􏼃
⊤.

It can be observed from (3) and (8) that two Markov
processes μ(k) and ](k) are involved in this paper. To reveal
the relationship between the Markov processes (MPs) μ(k)

and ](k), the merging strategy is absorbed in Lemma 1.

Lemma 1 (see [4]). (e MPs μ(k) and ](k) can be mapped
to a novel MP r(k) ∈ 1, 2, . . . , S{ }, which can be described as
follows:

r(k) � R(μ(k), ](k)) � μ(k) +(](k) − 1)N, (9)

where S � NM.
In virtue of ξ(k), the values of μ(k) and ](k) could be

acquired by ζ1(r(k)) and ζ2(r(k)):
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μ(k) � ζ1(r(k)) � mod(r(k) − 1, N) + 1,

](k) � ζ2(r(k)) � ⌊
r(k) − 1

N
⌋ + 1.

(10)

Obviously, the values of r(k) can be determined by the
pair (μ(k), ](k)). (e joint TPM of the MP r(k) is expressed
as

θhl � Pr r(k + 1) � l|r(k) � h{ }

� Pr φ(k + 1) � ζ1(l)|φ(k) � ζ1(h)􏼈 􏼉

× Pr ψ(k + 1) � ζ2(l)|ψ(k) � ζ2(h)􏼈 􏼉

� πζ1(h)ζ1(l)τζ2(h)ζ2(l),

(11)

where πζ1(h)ζ1(l) and τζ2(h)ζ2(l) are in (2) and (4).
By resorting to the joint MP, the control law v(k) is

designed as

v(k) � Kr(k)Eεx(k), (12)

where Kr(k) are matrices being solved.

Remark 1. .e matrix Kr(k) in (12) is assumed to be de-
pendent on the joint Markov process r(k), which implies
that Kr(k) is characterized by both the corresponding mode
μ(k) and the RAP case ](k). Otherwise, the controller gain is
reduced to Kμ(k),](k), which will rise the difficulty in the
MSSPS analysis.

According to (3), (8), and (12), the augmentedMSPS (13)
is established:

x(k + 1) � AhEεx(k) + Bi I − Ψm( 􏼁u(k − 1) + Ciυ(k),

z(k) � DhEεx(k) + Fi I − Ψm( 􏼁u(k − 1) + Hiυ(k),
􏼨

(13)

where

Ah � Aim � Ai + BiΨmKh,Dh � Dim � Di + FiΨmKh.

(14)

Definition 1 (see [18]). .eMSSPS (13) with υ(k) � 0 is said
to be stochastic stable (SS), if for any (δ0, ϑ0), such that

E 􏽘
∞

k�0
‖δ(k)‖

2
|δ0, ϑ0

⎧⎨

⎩

⎫⎬

⎭ <∞. (15)

Definition 2 (see [18])..eMSSPS (13) with is called SS with
a H∞ performance level c, if the MSSPS (11) is SS, and
under zero initial condition, one gets

􏽘

∞

k�0
E ‖δ(k)‖

2
􏽮 􏽯< c

2
􏽘

∞

k�0
E ‖ϱ(k)‖

2
􏽮 􏽯. (16)

Lemma 2 (see [11]). For symmetric matrices
Zt(t � 1, 2, 3, 4) and matrix Z5 satisfies

Z1 > 0,

Z1 + ϵZ3 ϵZ
⊤
5

∗ ϵZ2

⎡⎢⎢⎣ ⎤⎥⎥⎦> 0,

Z1 + ϵZ3 ϵZ⊤5

∗ ϵZ2 + ϵ2Z4

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦> 0,

(17)

such that EϵZϵ � Z⊤ϵ Eϵ > 0 for all ϵ ∈ (0, ϵ], where

Zϵ �
Z1 + ϵZ3 ϵZ⊤5
∗ ϵZ2 + ϵ2Z4

⎡⎣ ⎤⎦. (18)

Lemma 3 (see [11]). For given a scalar ϵ> 0, W1, W2, and
W3 are with suitable dimensions. For all ϵ ∈ (0, ϵ], if
W1 + ϵW1 + ϵ2W1 > 0, one gets

W1 > 0,

W1 + ϵW1 > 0,

W1 + ϵW2 + ϵ2W3 > 0.

(19)

3. Main Results

Theorem 1. (e augmented MSSPS (13) is said to be SS with
a given H∞ performance, if there exists symmetric matrices
Ph > 0, Qh > 0, Z1, Z2, Z3, Z4, and Z5, Kϵf, one has

Z1 > 0, (20)

Z1 + ϵZ3 ϵZ
⊤
5

ϵZ5 ϵZ2
􏼢 􏼣> 0, (21)

Z1 + ϵZ3 ϵZ⊤5
ϵZ5 ϵZ2 + ϵ2Z4

⎡⎣ ⎤⎦> 0, (22)

Θ1(t)
h Θ

2(t)⊤
h Th Θ

3(t)⊤
h Th Θ

4(t)⊤
h

∗ Θ5h 0 0

∗ ∗ Θ6h 0
∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (t � ℓ, ı, j).

(23)

Meanwhile, the controller gains can be achieved:

Kh � Kεh Y
⊤
1 + ϵY⊤1( 􏼁

− 1
, (h ∈ S), (24)

where
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Θ1(ℓ)
h � diag Ph − V1 + V

⊤
1( 􏼁, Qh − Yh + Y

⊤
h( 􏼁, −c

2
I􏽮 􏽯,

Θ1(ı)
h � diag Ph − Zε + Z

⊤
ε( 􏼁, Qh − Yh + Y

⊤
h( 􏼁, −c

2
I􏽮 􏽯,

Θ1(j)

h � diag Ph − Zε + Z
⊤
ε( 􏼁, Qh − Yh + Y

⊤
h( 􏼁, −c

2
I􏽮 􏽯,

Θ2(ℓ)
h � AiY1 + BiΨhKεfE0 Bi I − Ψh( 􏼁Yh Ci􏽨 􏽩,

Θ2(ı)
h � AiY2 + BiΨhKεfEε Bi I − Ψh( 􏼁Yh Ci􏽨 􏽩,

Θ2(j)

h � AiY3 + BiΨhKεfEε Bi I − Ψh( 􏼁Yh Ci􏽨 􏽩,

Θ3(ℓ)
h � ΨhKεfE0 I − Ψh( 􏼁Yh 0􏽨 􏽩,

Θ3(ı)
h � Θ3(j)

h

Θ4(ℓ)
h � DiY1 + FiΨhKεfE0 Fi I − Ψh( 􏼁Yh Hi􏽨 􏽩,

Θ4(ı)
h � DiY2 + FiΨhKεfEε Fi I − Ψh( 􏼁Yh Hi􏽨 􏽩,

Θ4(j)

h � DiY3 + FiΨhKεfEε Fi I − Ψh( 􏼁Zε Hi􏽨 􏽩,

Θ5h � diag −P1, −P2, . . . , −PS􏼈 􏼉,

Θ6h � diag −Q1, −Q2, . . . , −QS􏼈 􏼉,

Th �
���
θf1

􏽱
I

���
θf2

􏽱
I . . .

����
θfNr

􏽱
I􏼔 􏼕,

Zε � V1 + εV2,

Y1 � W1,

Y2 � W1 + εW2,

Y3 � W1 + εW2 + ε2W3,

V1 �
Z1 0

Z5 Z2
􏼢 􏼣,

V2 �
Z3 Z

⊤
5

0 Z4

⎡⎣ ⎤⎦,

W1 �
Z1 0

0 0
􏼢 􏼣,

W2 �
Z3 Z

⊤
5

Z5 Z2

⎡⎣ ⎤⎦,

W3 �
0 0

0 Z4
􏼢 􏼣,

E0 �
Ins

0

0 0
􏼢 􏼣,

Eε �
Ins

0

0 εInh

⎡⎣ ⎤⎦.

(25)

Proof. Recalling the LMIs (20)–(22) and by means of
Lemma 2, for all ϵ ∈ (0, ϵ], we have

􏽥Θ1h 􏽥Θ2⊤h Th
􏽥Θ3⊤h Th

􏽥Θ4⊤h
∗ Θ5h 0 0

∗ ∗ Θ6h 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (26)

where

􏽥Θ1h � diag Ph − Zϵ + Z
⊤
ϵ( 􏼁, Qh − Zϵ + Z

⊤
ϵ( 􏼁, −c

2
I􏽮 􏽯,

􏽥Θ2h � AiEϵZϵ + BiΨhKhZ
⊤
ϵ Eϵ Bi I − Ψh( 􏼁Zϵ Ci􏽨 􏽩,

􏽥Θ3h � ΨhKhZ
⊤
ϵ Eϵ I − Ψh( 􏼁Zϵ 0􏽨 􏽩,

􏽥Θ4h � DiEϵZϵ + FiΨhKhZ
⊤
ϵ Eϵ Fi I − Ψh( 􏼁Zϵ Hi􏽨 􏽩.

(27)

By virtue of Lemma 3 and the LMIs (13)–(21), for all
ϵ ∈ (0, ϵ], one derives the fact that EϵZϵ � Z⊤ϵ Eϵ > 0. Fur-
thermore, it is well recognized that the following inequalities
(Z⊤ϵ − Ph)Ph(Zϵ − Ph)≥ 0 and (Z⊤ϵ − Qh)Qh(Zϵ − Qh)≥ 0
hold. Denote Ph � P−1

h and Qh � Q−1
h , and we obtain

􏽢Θ1h 􏽢Θ2⊤h Th
􏽢Θ3⊤h Th

􏽢Θ4⊤h
∗ Θ5h 0 0

∗ ∗ Θ6h 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (28)

where

􏽢Θ1h � diag −Z
⊤
ϵ PhZϵ, −Z

⊤
ϵQhZϵ, −c

2
I􏽮 􏽯,

􏽢Θ2h � AhEϵZϵ Bi I − Ψh( 􏼁Zϵ Ci􏼂 􏼃,

􏽢Θ3h � ΨhKhEϵZϵ I − Ψh( 􏼁Zϵ 0􏼂 􏼃,

􏽢Θ4h � DhEϵZϵ Fi I − Ψh( 􏼁Zϵ Hi􏼂 􏼃,

􏽢Θ5h � diag −P
−1
1 , −P

−1
2 , . . . , −P

−1
S􏽮 􏽯,

􏽢Θ6h � diag −Q
−1
1 , −Q

−1
2 , . . . , −Q

−1
S􏽮 􏽯.

(29)

Recalling (28), with the help of term,
diag Z−⊤

ϵ ,Z−⊤
ϵ , I, . . . , I􏼈 􏼉 and its transpose, for any

Zϵ � Y1 + ϵY2, the following inequality holds:

Θ1h Θ
2⊤
h Th Θ

3⊤
h Th Θ

4⊤
h

∗ Θ5h 0 0

∗ ∗ Θ6h 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (30)

where
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Θ1h � diag −Ph, −Qh, −c
2
I􏽮 􏽯,

Θ2h � AhEϵ Bi I − Ψh( 􏼁 Ci􏼂 􏼃,

Θ3h � ΨhKhEϵ I − Ψh( 􏼁 0􏼂 􏼃,

Θ4h � DhEϵ Fi I − Ψh( 􏼁 Hi􏼂 􏼃.

(31)

Next, choose a Lyapunov functional candidate as

V(k, x(k), u(k), r(k)) � x
⊤

(k)P(r(k))x(k) + u
⊤

(k − 1)Q(r(k))u(k − 1). (32)

Calculating the time derivative of (32), one gets
V(k, x(k), u(k), r(k)), and one has

E V(k + 1, x(k + 1), u(k + 1), r(k + 1) � g|k, x(k), u(k), f)􏼈 􏼉,

− V(k, x(k), u(k), r(k)),

x
⊤

(k + 1)Phx(k + 1) − x
⊤

(k)Phx(k) + u
⊤

(k)Qhu(k),

− u
⊤

(k − 1)Qhu(k − 1),

x
⊤

(k) Ph + EεA
⊤
hPhAhEε( 􏼁x(k) + x

⊤
(k)EεA

⊤
hPhBi I − Ψh( 􏼁u(k − 1),

+ u
⊤

(k − 1) I − Ψh( 􏼁B
⊤
i PhAhEεx(k),

+ x
⊤

(k)EεA
⊤
hPhCiυ(k) + υ⊤(k)C

⊤
i PhAhEεx(k),

+ u
⊤

(k − 1) I − Ψh( 􏼁
⊤

B
⊤
i PhBi I − Ψh( 􏼁u(k − 1),

+ u
⊤

(k − 1) I − Ψh( 􏼁B
⊤
i PhCiυ(k),

+ υ⊤(k)C
⊤
i PhBi I − Ψh( 􏼁u(k − 1) + υ⊤(k)C

⊤
i PhCiυ(k),

+ ΨhKhEεx(k) + I − Ψh( 􏼁u(k − 1)􏼂 􏼃
⊤
Qh,

× ΨhKhEεx(k) + I − Ψh( 􏼁u(k − 1)􏼂 􏼃,

+ x
⊤

(k)EεK
⊤
hΨ
⊤
hQhΨhKhEεx(k),

+ x
⊤

(k)EεK
⊤
hΨ
⊤
hQh I − Ψh( 􏼁u(k − 1),

+ u
⊤

(k − 1) I − Ψh( 􏼁QhΨhKhEεx(k),

+ u
⊤

(k − 1) I − Ψh( 􏼁Qh I − Ψh( 􏼁u(k − 1).

(33)

where Ph � 􏽐g∈Nr
θhlPg,Qh � 􏽐g∈Nr

θhlQg.
Note that inequality (33) can be rewritten as

E ΔV(k){ } � ϑ⊤(k)Θ
→

hϑ(k), (34)

where

ϑ(k) � x
⊤

(k) u
⊤

(k − 1) υ⊤(k)􏽨 􏽩,

Θ
→1

h � diag −Ph, −Qh, 0􏼈 􏼉,

Θ
→

h � Θ
→1

h + Θ2⊤h PhΘ
2
h + Θ3⊤h QhΘ

3
h.

(35)

In case of υ(k) � 0, by resorting to (34), it is clear that

E ΔV(k){ }≤ ϑ
⊤
(k)Θh ϑ(k)≤ − χE ‖x(k)‖

2
􏽮 􏽯, (36)

where ϑ(k) � x
⊤

(k) u
⊤

(k − 1)􏽨 􏽩, Θh � Θ1h + Θ2⊤h PhΘ2h+

Θ3⊤h QhΘ3h, Θ
1
h � diag −Ph, −Qh􏼈 􏼉, Θ2h � AhEϵ Bi(I − Ψh)􏼂 􏼃,

Θ3h � DhEϵ Fi(I − Ψh)􏼂 􏼃, and ϖ � minf∈S,p,q∈ 1,2,...,r{ }

λmin(Θh)􏼈 􏼉. Apparently, condition (30) implies ϖ> 0.
.erefore, we have

E 􏽘
∞

k�0
‖x(k)‖

2⎧⎨

⎩

⎫⎬

⎭ < −
1
ϖ
E 􏽘
∞

k�0
ΔV(k)

⎧⎨

⎩

⎫⎬

⎭,

≤
1
ϖ
E V(0, x(0), u(0), r(0)){ }<∞.

(37)

By Definition 1, in case of υ(k) � 0, one concludes that
the MSSPS (13) is SS.

In the following, when υ(k)≠ 0, we first denoting the
H∞ performance as
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J(T) � E 􏽘
T

k�0
z
⊤

(k)z(k) − c
2υ⊤(k)υ(k)

⎧⎨

⎩

⎫⎬

⎭. (38)
Taking (34) and (38) into consideration, J(T) is shown as

follows:

J(T)≤E 􏽘
T

k�0
z
⊤

(k)z(k) − c
2υ⊤(k)υ(k) + ΔV(k)􏽨 􏽩

⎧⎨

⎩

⎫⎬

⎭ ≤ ϑ
⊤

(k)Θ’hϑ(k), (39)

where

Θ’h � Θ
→

h + Θ4⊤h Θ
4
h,

Θ4h � DhEϵ Fi I − Ψh( 􏼁 Hi􏼂 􏼃.
(40)

Clearly, it is easy to derive the following condition from
(30) and (39) that

J(T)< 0. (41)

Letting T⟶∞, it can be derived from (41) that

􏽘

∞

k�0
E ‖z(k)‖

2
􏽮 􏽯≤ c

2
􏽘

∞

k�0
E ‖υ(k)‖

2
􏽮 􏽯. (42)

.erefore, recalling the Definition 2, we can conclude
that the MSSPS (13) is SS with H∞ performance. .is ends
our proof. □

Remark 2. Remarkably, in updated actuator u(k), the
compensation strategy is applied to schedule the informa-
tion exchange. By omitting the compensation scheme,
∀m � 1, 2, . . . , nu, the received measurement signal (RMS)
can be debased into

uf(k) �
vf(k), if ](k) � m,

0, otherwise.
􏼨 (43)

Consequently, the RMS is degraded as

u(k) � Ψ](k)v(k). (44)

Accordingly, the closed-loop FMSSPS (13) will be
reformulated as

x(k + 1) � AiEϵx(k) + BiΨhKhEϵx(k) + Ciυ(k),

z(k) � DiEϵx(k) + FiΨhKhEϵx(k) + Hiυ(k).
􏼨 (45)

To exploit the dynamic behavior of the augmented
MSSPS (45), the sufficient condition is forwarded in Cor-
ollary 1.

Corollary 1. (e augmented MSSPS (45) is called SS with a
prescribed H∞ performance level c, if there exists symmetric
matrices Ph > 0, Qh > 0, Z1, Z2, Z3, Z4, and matrices Z5,
Kϵf, such that (20)–(22) hold and

Θ1(t)
h Θ

2(t)⊤
h Th Θ

4(t)⊤
h

∗ Θ5h 0

∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (t � ℓ, ı, j). (46)

Meanwhile, the ϵ-dependent controller gains are achieved
as

Kh � Kεf Y
⊤
1 + εY⊤1( 􏼁

− 1
, (47)

where

Θ�
2(ℓ)
h � AiY1 + BiΨhKεfE0 Ci􏽨 􏽩,

Θ�
2(ı)
h � AiY2 + BiΨhKεfEϵ Ci􏽨 􏽩,

Θ�
2(j)

h � AiY3 + BiΨhKεfEϵ Ci􏽨 􏽩,

Θ�
4(ℓ)
h � DiY1 + FiΨhKϵfZ

⊤
ϵ E0 Hi􏽨 􏽩,

Θ�
4(ı)
h � DiY2 + FiΨhKϵfZ

⊤
ϵ Eϵ Hi􏽨 􏽩,

Θ�
4(j)

h � DiY3 + FiΨhKϵfZ
⊤
ϵ Eϵ Hi􏽨 􏽩.

(48)

4. Numerical Examples

Example 1. (a dc motor via gear train model (DMGTM)).
To explain the validity of the attained scheme, a practical

DMGTM is borrowed from [19]. .e dynamic equation is
governed by

θ
.

p(t) � x2(t),

θ
..

p(t) �
g

l
sin θp(t)􏼐 􏼑 +

NKh

ml
2 Ia(t),

LaI
.

a(t) � −KbNθ
.

− RiIa(t) + u1(t) + u2(t) + ω(t),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(49)

where the physical meaning of (49) is expressed in Table 1.
.e parameters are elicited as g � 9.8h/s2, Kh � 0.1Nm/s,
Kb � 0.1Vs/rad, Nr � 10, l � 1h, and La � 50mH. For any
i � 1, 2, letting x1(t) � θp(t), x2(t) � θ

.

p(t), and
x3(t) � Ia(t), x(t) � x⊤1 (t) x⊤2 (t) x⊤3 (t)􏼂 􏼃

⊤ and ϵ � La,
and one gets
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Eϵ _x(t) � Aix(t) + Biu(t) + Ciω(t), (50)

where

A1 �

0 1 0

g

l
0

NKh

ml
2

0 −KbNr −Ri

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Bi �

0 0

0 0

1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ci � 0 0 1􏼂 􏼃
⊤

, (i � 1, 2),

Eϵ � diag 1, 1, ϵ{ }.

(51)

Bymeans of a zero-order and sampling period T � 0.05s,
(49) can be discretized into the following model:

x(k + 1) � AiEεx(k) + Biu(k) + Ciυ(k), (52)

where

A1 �

1.0122 0.0499 0.0184

0.4888 0.9939 0.6302

−0.1800 −0.6302 7.0938

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A2 �

1.0122 0.0499 0.0142

0.4894 0.9981 0.4316

−0.1389 −0.4316 2.5584

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B1 �

0.0003 0.0003

0.0184 0.0184

0.6269 0.6269

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B2 �

0.0003 0.0003
0.0142 0.0142
0.4290 0.4290

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦,

C1 �

0.0003

0.0184

0.6269

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C2 �

0.0003

0.0184

0.6269

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D1 � 1 1 1􏼂 􏼃,

D2 � 1 1 1􏼂 􏼃,

F1 � 0.2 0.3􏼂 􏼃,

F2 � 0.3 0.7􏼂 􏼃,

H1 � 0.5,

H2 � 0.4.

(53)

.e TPM of the corresponding FMSSPS (1) is selected as

Π �
0.25 0.75
0.65 0.35􏼢 􏼣. For another MP Φ in the RAP (6), the

Table 1: .e meaning of parameters.

θp(t) Angle of the pendulum
Ia(t) Current of themotor
Km Motor torque constant
l Length of shaft
Ri(i � 1, 2) Resistance
θ
.

p(t) Angular velocity
g Gravitational constant
Kb Back emf constant
Nr Gear ratio
La Inductance

10 20 30 40 50 60
Time (ι)

70 80 90 100
0.5

1

1.5

2

r (
ι) 2.5

3

3.5

4

4.5

Figure 1: .e possible mode switching of MP r(k).
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Figure 2: .e evolution of states x1(k).
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TPM is chosen as Φ �
0.4 0.6
0.5 0.5􏼢 􏼣. Consequently, by virtue

of Lemma 1, the joint TPM can be inferred as

Θ �

0.1 0.3 0.15 0.45

0.26 0.14 0.39 0.21

0.125 0.375 0.125 0.375

0.325 0.175 0.325 0.175

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (54)

Letting ϵ � 0.05 and c � 5. In view of LMIs of .eorem
1, the controller gains Kh can be listed as follows:

K1 �
−143.2309 30.8397 9.2890

0 0 0
􏼢 􏼣,

K2 �
−149.0814 27.7277 7.4494

0 0 0
􏼢 􏼣,

K3 �
0 0 0

−151.4691 35.2964 9.9320
􏼢 􏼣,

K4 �
0 0 0

−154.4086 28.5113 7.4207
􏼢 􏼣.

(55)

In this section, according to the TPMs of corresponding
plant and RAP, Figure 1 depicts the possible mode switching
of Markov process r(k). .e evolution of states x1(k), x2(k),
and x3(k) over 50 realizations is depicted in Figures 2–4,

1009080706050
Time (ι)

403020100
–0.2

–0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

x2 (ι)

Figure 3: .e evolution of states x2(k) over 50 realizations.

1009080706050403020100
Time (ι) 

–4

–2
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4
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8

10

12

14

x3 (ι)

Figure 4: .e evolution of states x3(k) over 50 realizations.

8 Mathematical Problems in Engineering



respectively. With the designed control law, the control
input over 50 realizations is shown in Figure 5. Meanwhile,
the evolution of the output z(k) over 50 realizations is
shown in Figure 6. From the above results, it is obvious that
the RAP is effective in regulating the data transmission.

5. Conclusions

.is paper has studied a type ofMJSPS with RAP. A dynamic
RAP was adopted to regulate the data transmission, in which
only one sensor node has gained the access to transmit data
each time. Furthermore, a joint Markov process is estab-
lished, and sufficient conditions are achieved. Finally, a
practical example has been exhibited to show the effec-
tiveness of the achieved theories. Besides, to extend the

achieved results to sliding mode-based filter/controller is an
issue [20, 21], and we will devote ourselves to tacking in near
future.
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*is work is concerned with the H∞ control for Markov switching singularly perturbed systems with the stochastic com-
munication protocol. To coordinate the data transmission and save the bandwidth usage, the stochastic communication protocol
with a compensator is applied to schedule the information exchange. *e goal of this work is to design a joint-Markov-process-
based controller such that the resulting system is stochastically stable with prescribed performance. Based on the Lyapunov
functional technique, a sufficient condition is derived to ensure the existence of the achieved controller. Finally, the effectiveness
and correctness of the developed results are verified by the simulation example.

1. Introduction

As a significant component of hybrid systems, Markov
switching systems (MSSs) have gained extensive interest due to
their capability in modeling subsystems [1–4]. Note that MSSs
consist of a finite number of subsystems, and some abrupt
variations can be depicted by a Markov process, which is
recognized as a key feature of MSSs. Nowadays, owing to their
potential practical application, much effort has been devoted,
and wonderful fruitful achievements have been gained for
both continuous-time MSSs and discrete-time cases [5–8].
Nevertheless, as pointed out in [5, 6], the most existing results
are concerned with Markov switching linear systems. Due to
the widespread of nonlinear characteristics, it is natural to
investigate the Markov switching nonlinear systems. Com-
pared with the standard MSSs, the Markov switching non-
linear systems are more general as they contain high
nonlinearity. Lately, the T-S fuzzy model has been tendered to
deal with the system’s nonlinearities [9, 10]. Benefit from the
T-S fuzzy model, many Markov switching nonlinear systems
can be approximated as T-S fuzzy MSSs (FMSSs). Following
this excellent result, quantities of valuable results have been
forwarded on T-S FMSSs [11–13]. For instance, in [11], a

dropout compensation approach has been studied for T-S
FMSSs. With respect to the network-induced phenomena, the
cyber attack has been considered in FMSSs [13].

In many dynamic systems, the system behaviors are
involved in multiple-time-scale property. *e parasitic pa-
rameters, for instance, small-time constants and induc-
tances, may result in the numerical ill-conditioned issues of
physical systems. In this regard, the singular perturbation
strategy has been employed to tackle the above obstacles.
*anks to singularly perturbed systems (SPSs), the multiple-
time-scale-based systems can be transformed into a
framework model. Note that the examples of SPSs can be
widely found in power systems, airplane systems, etc. Re-
cently, many scholars have drawn their attention to both
continuous-time SPSs and discrete-time cases [14–16].
When investigating the SPSs, an extra phenomenon can be
encountered, for example, the sudden changes of parame-
ters. To tackle this occurrence, Markov switching SPSs have
been studied in [17, 18]. However, the aforementioned re-
sults are concerned with linear systems, little attention has
been devoted to T-S fuzzy Markov switching SPSs (FMSSPS)
except for [19, 20], and this issue remains open and a
challenge, which deserves further research.
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In the networked control systems (NCSs), massive sig-
nals are communicated through a shared wireless network.
As an unavoidable phenomenon, the NCSs always experi-
ence data collisions, fading channels, and input saturation
[21]. To prevent the above shortage and mitigate the side
effects, many communication protocols have been addressed
to govern which sensors can obtain access to send signals
such as the popular communication schedule called round-
robin protocol [22, 23], try-once-discard protocol [24], and
stochastic communication protocol (SCP) [25, 26]. Among
them, the SCP is known as an effective method to schedule
the signal exchange via a shared channel, in which only one
sensor is activated to transmit data. Nevertheless, to our
knowledge, no one carries out the exploration of FMSSPSs
with the SCP mechanism, which motivates us to this work.

Inspired by the aforementioned discussions, our attention
focuses on the control issue for FMSSPSs with the com-
munication protocol. *e main contributions are outlined as
follows: in light of discrete-time FMSSPSs, to coordinate the
data transmission and save the bandwidth usage, the SCP is
applied to schedule the information exchange. Benefit from
the novel Markov process, a mode-dependent Lyapunov
functional is formulated such that the resulting system is
stochastically stable, and the controller is designed.

2. Problem Formulations

Consider the ith discrete-time Markov switching system
modeled by the T-S fuzzy model.

Plant Rulep: IF ξ1(k) is Mp1, and ξ2(k) is Mp2, and · · ·,
and ξg(k) is Mpg, THEN

x1(ι + 1) � A
11
p,φ(ι)x1(ι) + εA12

p,φ(ι)x2(ι) + B
1
p,φ(ι)u(ι) + C

1
p,φ(ι)ω(ι),

x2(ι + 1) � A
21
p,φ(ι)x1(ι) + εA22

p,φ(ι)x2(ι) + B
2
p,φ(ι)u(ι) + C

2
p,φ(ι)ω(ι),

z(ι) � D
1
p,φ(ι)x1(ι) + εD2

p,φ(ι)x2(ι) + Mp,φ(ι)u(ι) + Gp,φ(ι)ω(ι),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where x1(ι) ∈ Rns and x2(ι) ∈ Rnf are the fast state and the
slow state, respectively. z(k) ∈ Rnz and u(ι) ∈ Rnu are the
output vector and control input, respectively.
ω(ι) ∈ l2[0,∞) means the disturbance signal. *e sequence
φ(ι), ι≥ 0􏼈 􏼉 renders a discrete-time Markov chain (DTMC)
subject to a finite set Ns � 1, 2, . . . , Ns􏼈 􏼉. Here, φ(ι) de-
scribes a homogeneous DTMC with the transition proba-
bility matrix of FMSSPS (1) inferred as

πij � Pr φ(ι + 1) � j|φ(ι) � i􏼈 􏼉, (2)

where πij ≥ 0, 􏽐j∈Ns
πij � 1, ∀i, j ∈Ns, and TPM

Π � [πij]Ns×Ns
.

For technique analysis, ∀i ∈Ns, A11
p,φ(ι), A12

p,φ(ι), A21
p,φ(ι),

A22
p,φ(ι), B1

p,φ(ι), B2
p,φ(ι), C1

p,φ(ι), C2
p,φ(ι), D1

p,φ(ι), D2
p,φ(ι), Mp,φ(ι),

and Gp,φ(ι) are denoted by A11
pi , A12

pi , A21
pi , A22

pi , B1
pi, B2

pi, C1
pi,

C2
pi, D1

pi, D2
pi, Mpi, and Gpi, respectively.

Recall the fuzzy weighting function Zp(ξ(ι)) � (􏽑
t
s�1

Mps(ξs(ι)))/(􏽐
r
p�1 􏽑

t
s�1 Mps(ξs(ι))), where Mps(ξs(ι)) re-

fers to the grade of themembership degree of ξs(ι) inMps. In
general, assume 􏽐

r
p�1 Zp(ξ(ι)) � 1 and Zp(ξ(ι))≥ 0.

Let x(ι) � x⊤1 (ι) x⊤2 (ι)􏼂 􏼃
⊤; by virtue of T-S fuzzy

technique, FMSSPS (1) is derived as

x(ι + 1) � 􏽘
r

p�1
Zp(ξ(ι)) ApiEεx(ι) + Bpiu(ι) + Cpiω(ι)􏽨 􏽩,

z(ι) � 􏽘
r

p�1
Zp(ξ(ι)) DpiEεx(ι) + Mpiu(ι) + Gpiω(ι)􏽨 􏽩,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

where Eϵ � diag Ins
, ϵInf

􏼚 􏼛, Api �
A
11
pi A

12
pi

A
21
pi A

22
pi

⎡⎣ ⎤⎦, Bpi �
B
1
pi

B
2
pi

⎡⎣ ⎤⎦,

Cpi �
C
1
pi

C
2
pi

⎡⎣ ⎤⎦, and Dpi � D
1
pi D

2
pi􏽨 􏽩.

In the NCSs, some redundant signals are communicated
in the conventional data transmission manner, which may
result in unfavorite phenomena, for instance, data collisions.
*e control signal v(k) and the actuators u(k) share the
same communication network (CN). To prevent such un-
favorite factors, the SCP scheduling is used to regulate the

node order in transmitting data. Note that only one sensor is
borrowed to release the signal each time, and the sensors are
chosen in a stochastic way. In general, letting ψ(ι) ∈ 1, 2,{

. . . , Nc} signifies the chosen actuator which gains the per-
mission to access the CN at the time interval ι. Notably, ψ(ι)
can be recognized as a stochastic process regulated by an-
other DTMC obeying a set Nc � 1, 2, . . . , Nc􏼈 􏼉, and TPM
Ψ � [τmn]Nc×Nc

is determined by

τmn � Pr ψ(ι + 1) � n|ψ(ι) � m􏼈 􏼉, (4)

where ∀m, n ∈Nc, τmn ∈ [0, 1], and 􏽐n∈Nc
τmn � 1.
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Let v(ι) � v
⊤
1 (ι) v

⊤
2 (ι) · · · v

⊤
nu

(ι)􏽨 􏽩 and
u(ι) � u

⊤
1 (ι) u

⊤
2 (ι) · · · u

⊤
nu

(ι)􏽨 􏽩, where vm(ι) denotes the
mth control input vector and un signifies the nth actuator.
Firstly, assume that a set of zero-order hold is employed in
the signal transmission. Accordingly, the mth actuator um(ι)
is updated by the following principle:

um(ι) �
vm(ι), if ψ(ι) � m,

um(ι − 1), otherwise.
􏼨 (5)

Aiming at describing the data transmission strategy of
actuators mathematically, a Kronecker sign function is
inferred as

δ(x − y) �
1, if x � y,

0, otherwise.
􏼨 (6)

As indicated from the updating principle (5), the mth
actuator um(ι) is updated when ψ(ι) � m. Consequently, for
∀ι, the updated actuator u(ι) can be devised as

u(ι) � Ψψ(ι)v(ι) + I − Ψψ(ι)􏼐 􏼑u(ι − 1), (7)

where Ψm ≜ diag δ1m, δ2m, . . . , δnu
m􏽮 􏽯 (m � 1, 2, . . . , nu) and

δy
x � δ(x − y).

*e control law v(k) in this work is constructed as
follows:

v(ι) � 􏽘
r

q�1
Zq(ξ(ι))Kq,φ(ι)Eεx(ι), (8)

where Kq,φ(ι) are matrices to be designed.
Substituting (8) into (3), the closed-loop FMSPS (9) is

formulated as

x(ι + 1) � 􏽘
r

p�1
Zp(ξ(ι)) 􏽘

r

q�1
Zq(ξ(ι)) ApqimEεx(ι) + Bpi I − Ψm( 􏼁u(ι − 1) + Cpiω(ι)􏽨 􏽩,

z(ι) � 􏽘
r

p�1
Zp(ξ(ι)) 􏽘

r

q�1
Zq(ξ(ι)) DpqimEεx(ι) + Mpi I − Ψm( 􏼁u(ι − 1) + Gpiω(ι)􏽨 􏽩,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

where

Apqim � Api + BpiΨmKqi,

Dpqim � Dpi + MpiΨmKqi.
(10)

Before proceeding further, some lemmas and definitions
are provided.

Definition 1 (see [27]). *e FMSSPS (9) with ω(k) � 0 is
named stochastic stable (SS) if for any (δ0, ϑ0), one has

Ε 􏽘
∞

k�0
‖δ(k)‖

2
|δ0, ϑ0

⎧⎨

⎩

⎫⎬

⎭ <∞. (11)

Definition 2 (see [27]). *e FMSSPS (9) is named SS with a
prescribedH∞ performance level c if the FMSSPS (18) is SS
and under zero initial condition such that

􏽘

∞

k�0
Ε ‖δ(k)‖

2
􏽮 􏽯< c

2
􏽘

∞

k�0
Ε ‖ϱ(k)‖

2
􏽮 􏽯. (12)

Lemma 1 (see [18]). For given a scalar ϵ> 0, W1, W2, and
W3 are matrices with suitable dimensions. For any ϵ ∈ (0, ϵ],
W1 + ϵW1 + ϵ2W1 > 0 such that

W1 > 0,

W1 + ϵW1 > 0,

W1 + ϵW2 + ϵ2W3 > 0.

(13)

Lemma 2 (see [18]). For any symmetric matrices Rt (t �

1, 2, 3, 4) and matrix R5 which meets

R1 > 0,

R1 + ϵR3 ϵR
⊤
5

∗ ϵR2

⎡⎣ ⎤⎦> 0,

R1 + ϵR3 ϵR⊤5
∗ ϵR2 + ϵ2R4

⎡⎣ ⎤⎦> 0,

(14)

one has EϵRϵ � R⊤ϵ Eϵ > 0 for any ϵ ∈ (0, ϵ], where

Rε �
R1 + ϵR3 ϵR⊤5
∗ ϵR2 + ϵ2R4

⎡⎣ ⎤⎦. (15)

3. Main Results

In this section, sufficient conditions are elicited to ensure the
SS and a prescribed H∞ performance level of the FMSSPS
(9).

Theorem 1. 5e closed FMSSPS (9) is called SS with a
prescribed H∞ performance level c if there exist symmetric
matrices Pi > 0, Qi > 0, R1, R2, R3, and R4 and matrices
R5, Kϵqi, U1, and U2 such that

R1 > 0, (16)

R1 + ϵR3 ϵR
⊤
5

ϵR5 ϵR2
􏼢 􏼣> 0, (17)
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R1 + ϵR3 ϵR⊤5
ϵR5 ϵR2 + ϵ2R4

⎡⎣ ⎤⎦> 0, (18)

Γppim(t)< 0, (1≤p≤ r, t � ℓ, ı,J), (19)

Γpqim(t) + Γqpim(t)< 0, (1≤p< q≤ r, t � ℓ, ı,J). (20)

Meanwhile, the ϵ-dependent controller gains are
achieved as

Kqi � Kϵqi U
⊤
1 + ϵU⊤2( 􏼁

−1
, q � 1, 2, . . . , r, i ∈Ns( 􏼁,

(21)

where

Γpqim(t) �

Γ1(t)
pqi Γ

2(t)⊤
pqim Tf Γ

3(t)⊤
pqim Tf Γ

4(t)⊤
pqim

∗ Γ5pqi 0 0

∗ ∗ Γ6pqi 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (t � ℓ, ı,J),

Γ1(ℓ)
pqi � diag Pi − V1 + V

⊤
1( 􏼁, Qi − Yi + Y

⊤
i( 􏼁, −c

2
I􏽮 􏽯, Γ1(ı)

pqi � diag Pi − Rϵ + R
⊤
ϵ􏼐 􏼑, Qmi − Yi + Y

⊤
i( 􏼁, −c

2
I􏽮 􏽯,

Γ1(J)
pqi � diag Pi − Rϵ + R

⊤
ϵ( 􏼁, Qi − Yi + Y

⊤
i( 􏼁, −c

2
I􏽮 􏽯, Γ2(ℓ)

pqim � ApiU1 + BpiΨmKϵqiE0 Bpi I − Ψm( 􏼁Yi Cpi􏽨 􏽩,

Γ2(ı)
pqim � ApiU2 + BpiΨmKϵqiEϵ Bpi I − Ψm( 􏼁Yi Cpi􏽨 􏽩, Γ2(J)

pqim � ApiU3 + BpiΨmKϵqiEϵ Bpi I − Ψm( 􏼁Yi Cpi􏽨 􏽩,

Γ3(ℓ)
pqim � ΨmKϵqiE0 I − Ψm( 􏼁Yi 0􏽨 􏽩, Γ3(ı)

pqim � Γ3(J)
pqi � ΨmKϵqiEϵ I − Ψm( 􏼁Yi 0􏽨 􏽩,

Γ4(ℓ)
pqim � DpiU1 + MpiΨmKϵqiE0 Mpi I − Ψm( 􏼁Yi Gpi􏽨 􏽩, Γ4(ı)

pqim � DpiU2 + MpiΨmKϵqiEε Mpi I − Ψm( 􏼁Yi Gpi􏽨 􏽩,

Γ4(J)
pqim � DpiU3 + MpiΨmKϵqiEϵ Mpi I − Ψm( 􏼁Rϵ Gpi􏽨 􏽩, Γ5pqi � diag −P1, −P2, . . . , −PNr

􏽮 􏽯,

Γ6pqi � diag −Q1, −Q2, . . . , −QNr
􏽮 􏽯,Ti �

���
θf1

􏽱
I

���
θf2

􏽱
I · · ·

����
θfNr

􏽱
I􏼔 􏼕,Rϵ � V1 + ϵV2,U1 � W1,

U2 � W1 + ϵW2,U3 � W1 + ϵW2 + ϵ2W3,V1 �
R1 0

R5 R2

⎡⎢⎣ ⎤⎥⎦,V2 �
R3 R

⊤
5

0 R4

⎡⎢⎢⎣ ⎤⎥⎥⎦,

W1 �
R1 0

0 0
⎡⎢⎣ ⎤⎥⎦,W2 �

R3 R
⊤
5

R5 R2

⎡⎢⎢⎣ ⎤⎥⎥⎦,W3 �
0 0

0 R4

⎡⎢⎣ ⎤⎥⎦, E0 �
Ins

0

0 0
⎡⎢⎣ ⎤⎥⎦, Eϵ �

Ins
0

0 ϵIni

⎡⎢⎢⎣ ⎤⎥⎥⎦.

(22)

Proof. Combining with the linear matrix inequalities
(LMIs) (17)–(19) and Lemma 2, for any ϵ ∈ (0, ϵ], it yields
that

􏽥Γ1pqi
􏽥Γ2⊤pqimTi

􏽥Γ3⊤pqimTi
􏽥Γ4⊤pqim

∗ Γ5pqi 0 0

∗ ∗ Γ6pqi 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (23)

where

􏽥Γ1pqi � diag Pi − Rϵ + R
⊤
ϵ( 􏼁, Qi − Rϵ + R

⊤
ϵ( 􏼁, −c

2
I􏽮 􏽯,

􏽥Γ2pqim � ApiEϵRϵ + BpiΨmKqiR
⊤
ϵ Eϵ Bpi I − Ψm( 􏼁Rϵ Cpi􏽨 􏽩,

􏽥Γ3pqim � ΨmKqiR
⊤
ϵ Eϵ I − Ψm( 􏼁Rϵ 0􏽨 􏽩,

􏽥Γ4pqim � DpiEϵRϵ + MpiΨmKqiR
⊤
ϵ Eϵ Mpi I − Ψm( 􏼁Rϵ Gpi􏽨 􏽩.

(24)

Recalling Lemma 2 and LMIs (17)–(19), for any
ϵ ∈ (0, ϵ], it is clear that EϵRϵ � R⊤ϵ Eϵ > 0. On the contrary,
with respect to the fact that inequality
(R⊤ϵ − Pi)Pi(Rϵ − Pi)≥ 0, (R⊤ϵ − Qi)Qi(Rϵ − Qi)≥ 0,
Pi � P−1

i , and Qi � Q−1
i , which yields
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􏽢Γ1pqi
􏽢Γ2⊤pqimTi

􏽢Γ3⊤pqimTi
􏽢Γ4⊤pqim

∗ Γ5pqi 0 0

∗ ∗ Γ6pqi 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (25)

where

􏽢Γ1pqi � diag −R
⊤
ϵ PiRϵ, −R

⊤
ϵQiRϵ, −c

2
I􏽮 􏽯,

􏽢Γ2pqim � ApqiEϵRϵ Bpi I − Ψm( 􏼁Rϵ Cpi􏽨 􏽩,

􏽢Γ3pqim � ΨmKqiEϵRϵ I − Ψm( 􏼁Rϵ 0􏽨 􏽩,

􏽢Γ4pqim � DpqiEϵRϵ Mpi I − Ψm( 􏼁Rϵ Gpi􏽨 􏽩,

􏽢Γ5pqi � diag −P
−1
1 , −P

−1
2 , . . . , −P

−1
Ns

􏽮 􏽯,

􏽢Γ6pqi � diag −Q
−1
1 , −Q

−1
2 , . . . , −Q

−1
Ns

􏽮 􏽯.

(26)

Premultiplying and postmultiplying (25) with
diag R−⊤

ϵ ,R−⊤
ϵ , I, . . . , I􏼈 􏼉 and its transpose, where

Rϵ � U1 + ϵU2, yield

Γ1pqi Γ
2⊤
pqimTi Γ

3⊤
pqimTi Γ

4⊤
pqim

∗ Γ5pqi 0 0

∗ ∗ Γ6pqi 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (27)

where

Γ1pqi � diag −Pi, −Qi, −c
2
I􏽮 􏽯,

Γ2pqim � ApqiEϵ Bpi I − Ψm( 􏼁 Cpi􏽨 􏽩,

Γ3pqim � ΨmKqiEϵ I − Ψm( 􏼁 0􏽨 􏽩,

Γ4pqim � DpqiEϵ Mpi I − Ψm( 􏼁 Gpi􏽨 􏽩.

(28)

In the following, a Lyapunov functional for FMSSPS (9)
is established:

V(ι, x(ι), u(ι),φ(ι)) � x
⊤

(ι)P(φ(ι))x(ι)

+ u
⊤

(k − 1)Q(φ(ι))u(k − 1).

(29)

By calculating the difference of V(ι, x(ι), u(ι),φ(ι)), one
has

E ΔV(ι){ } � E V(ι + 1, x(ι + 1), u(ι + 1),{

φ ι + 1) � g|ι, x(ι), u(ι), f)( 􏼉

− V(ι, x(ι), u(ι),φ(ι)).

(30)

Recalling FMSSPS (9), E ΔV(ι){ } can be derived as

E ΔV(ι){ } � x
⊤

(ι + 1)Pix(ι + 1)

− x
⊤

(ι)Pix(ι) + u
⊤

(ι)Qiu(ι)

− u
⊤

(k − 1)Qiu(k − 1),

(31)

where

Pi � 􏽘
j∈Ns

πijPj,

Qi � 􏽘
j∈Ns

θijQj.
(32)

In (31), the first term can be further devised as

x
⊤

(ι + 1)Pix(ι + 1)

� 􏽘
r

p�1
Zp(ξ(ι)) 􏽘

r

q�1
Zq(ξ(ι))

·

x
⊤

(ι) Pi + EϵA
⊤
pqimPiApqimEϵ􏼐 􏼑x(ι)

+ x
⊤

(ι)EϵA
⊤
pqimPiBpi I − Ψm( 􏼁u(ι − 1) + u

⊤
(ι − 1) I − Ψm( 􏼁B

⊤
piPiApqimEϵx(ι)

+ x
⊤

(ι)EϵA
⊤
pqimPiCpiω(k) + ω⊤(k)C

⊤
piPiApqimEϵx(ι)

+ u
⊤

(ι − 1) I − Ψm( 􏼁
⊤

B
⊤
piPiBpi I − Ψm( 􏼁u(ι − 1)

+ u
⊤

(ι − 1) I − Ψm( 􏼁B
⊤
piPiCpiω(k)

+ω⊤(k)C
⊤
piPiBpi I − Ψm( 􏼁u(ι − 1) + ω⊤(k)C

⊤
piPiCpiω(k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(33)
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Besides, the third term in (31) can be rewritten as

u
⊤

(ι)Qiu(ι) � 􏽘
r

q�1
Zq(ξ(ι)) ΨmKqiEϵx(ι) + I − Ψm( 􏼁u(ι − 1)􏽨 􏽩

⊤
Qi

× ΨmKqiEϵx(ι) + I − Ψm( 􏼁u(ι − 1)􏽨 􏽩

� 􏽘
r

q�1
Zq(ξ(ι))

x
⊤

(ι)EϵK
⊤
qiΨ
⊤
mQiΨmKqiEϵx(ι)

+ x
⊤

(ι)EϵK
⊤
qiΨ
⊤
mQi I − Ψm( 􏼁u(ι − 1)

+ u
⊤

(ι − 1) I − Ψm( 􏼁QiΨmKqiEϵx(ι)

+ u
⊤

(ι − 1) I − Ψm( 􏼁Qi I − Ψm( 􏼁u(ι − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(34)

Combining (29)–(34) yields

E ΔV(ι){ } � ϑ⊤(k) 􏽘
r

p�1
Zp(ξ(ι)) 􏽘

r

q�1
Zq(ξ(ι)) Γ

→
pqimϑ(k),

(35)

where

ϑ(k) � x
⊤

(ι) u
⊤

(ι − 1) ω⊤(k)􏽨 􏽩,

Γ
→1

pqi � diag −Pi, −Qi, 0􏼈 􏼉,

Γ
→

pqim � Γ
→1

pqi + Γ2⊤pqimPiΓ
2
pqim + Γ3⊤pqimQiΓ

3
pqim.

(36)

When ω(k) � 0, it follows from inequality (35) that

E ΔV(ι){ }≤ ϑ
←⊤

(ι) 􏽘
r

p�1
Zp(ξ(ι)) 􏽘

r

q�1
Zq(ξ(ι))Γ

←
pqimϑ
←

(ι)

≤ − χE ‖x(ι)‖2􏽮 􏽯,

(37)

where ϑ
←

(k) � x
⊤

(ι) u
⊤

(ι−1)􏽨 􏽩, Γ
←

pqim � Γ
←1

pqi + Γ
←2⊤

pqimPi

Γ
←2

pqim + Γ
←3⊤

pqimQiΓ
←3

pqim, Γ
←1

pqi � diag −Pi,−Qi􏼈 􏼉, Γ
←2

pqim � Apqim􏽨

EϵBpi(I −Ψm)], Γ
←3

pqim � DpqimEϵMpi(I −Ψm)􏽨 􏽩, and χ �

minf∈Ns,p,q∈ 1,2,...,r{ } λmin(Γ
←

pqim)􏼚 􏼛. Clearly, recalling (27), one
gets χ>0. Consequently, one concludes that

E 􏽘
∞

ι�0
‖x(ι)‖2

⎧⎨

⎩

⎫⎬

⎭ < −
1
χ
E 􏽘
∞

ι�0
ΔV(ι)

⎧⎨

⎩

⎫⎬

⎭

≤
1
χ
E V(0, x(0), u(0), r(0)){ }<∞.

(38)

Recalling Definition 1, when ω(k) � 0, FMSSPS (16) is
SS.

Next, in the case of ω(k)≠ 0, we will provide the analysis
of H∞ performance for FMSSPS (16). Define the H∞
performance index:

J(T) � E 􏽘
T

k�0
z
⊤

(ι)z(ι) − c
2ω⊤(ι)ω(ι)

⎧⎨

⎩

⎫⎬

⎭. (39)

Substituting (35) into (39), J(T) can be formulated as

J(T)≤E 􏽘
T

k�0
z
⊤

(ι)z(ι) − c
2ω⊤(ι)ω(ι) + ΔV(ι)􏽨 􏽩

⎧⎨

⎩

⎫⎬

⎭

≤ ϑ⊤(ι) 􏽘
r

p�1
Zp(ξ(ι)) 􏽘

r

q�1
Zq(ξ(ι))Γpqim

′ ϑ(ι),

(40)

where
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Γpqim
′ � Γ

→
pqim + Γ4⊤pqimΓ

4
pqim, Γ4pqim

� DpqimEϵ Mpi I − Ψm( 􏼁 Gpi􏽨 􏽩.

(41)
Additionally, by applying the Schur complement to (27)

and (40), one gets

J(T)< 0. (42)
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Figure 1:*e dynamics of FMSSPS (18) in Example 1. (a)*e possible mode switching of MP ′φ(ι). (b)*e evolution of state x1(ι). (c)*e
evolution of state x2(ι). (d) *e evolution of state x3(ι).
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Letting T⟶∞, it is directly attained from (42) that

􏽘

∞

ι�0
E ‖z(ι)‖2􏽮 􏽯≤ c

2
􏽘

∞

ι�0
E ‖ω(ι)‖2􏽮 􏽯. (43)

Accordingly, by means of Definition 2, one concludes
that FMSSPS (16) is SS with H∞ performance index c. *is
completes the proof. □

4. Simulation Examples

Example 1. Consider FMSSPS (16) with the following
parameters:

A11 �

0.3 1.7 0.3
0.8 0.1 0.3
1.4 0.2 0.9

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B11 �

0.5 0.4
1.2 0.2
0.2 0.3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C11 � 0.6 0.2 0.7􏼂 􏼃
⊤

,

D11 � 0.3 0.4 0.9􏼂 􏼃,

M11 � 0.5 0.8􏼂 􏼃,

G11 � 0.7,

A12 �

0.1 0.4 1.1
1.5 0.2 0.1
0.8 1.1 0.6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B12 �

1.4 0.6
0.7 0.1
0.5 0.8

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C12 � 0.3 0.5 1􏼂 􏼃
⊤

,

D12 � 0.6 0.2 0.3􏼂 􏼃,

M12 � 1.5 0.5􏼂 􏼃,

G12 � 0.4,

A21 �

0.2 1.1 0.1
0.2 1.1 1.2
0.6 0.9 1.1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B21 �

0.3 0.2
0.4 0.5
0.2 0.3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C21 � 1.8 0.7 0.2􏼂 􏼃
⊤

,

D21 � 0.6 0.9 0.1􏼂 􏼃,

M21 � 0.3 0.5􏼂 􏼃,

G21 � 0.5,

A22 �

1.1 1.5 2.4
1.5 0.7 0.6
0.1 1.1 0.8

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B22 �

0.6 0.2
0.5 0.3
0.7 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C22 � 0.6 0.3 0.4􏼂 􏼃
⊤

,

D22 � 0.7 0.6 0.7􏼂 􏼃,

M22 � 0.5 0.6􏼂 􏼃,

G22 � 0.3.

(44)

*e TPM of the corresponding FMSSPS (1) is selected as

Π �
0.25 0.75
0.65 0.35􏼢 􏼣. For anotherMPΦ in SCP (7), the TPM is

chosen as Φ �
0.4 0.6
0.5 0.5􏼢 􏼣.

Let c � 5, ϵ � 0.002, Z1(ξ(ι)) � (15 − x2(ι))/30, and
Z2(ξ(ι)) � 1 − Z1(ξ(ι)). In view of the LMIs of *eorem 1,
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Figure 2:*e control input u(ι) over 100 realizations in Example 1.
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Figure 3: *e output z(ι) over 100 realizations in Example 1.
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the controller gains Kqi (q � 1, 2; f � 1, 2, 3, 4) can be de-
rived as follows:

K1,1 �
−0.0008 −0.0016 −0.0001

−0.0010 −0.0011 0.0005
􏼢 􏼣,

K1,2 �
−0.0011 −0.0063 −0.0088

−0.0010 −0.0061 −0.0085
􏼢 􏼣,

K2,1 �
−0.0007 0.0032 0.0022

−0.0006 0.0017 0.0015
􏼢 􏼣,

K2,2 �
−0.0009 0.0146 0.0249

−0.0010 0.0148 0.0244
􏼢 􏼣.

(45)

To carry on the simulation study, the external distur-
bance and the initial condition are selected as ω(k) � 0.9
exp(−0.4ι)sin(50ι) and x(0) � −0.1 0.2 0.3􏼂 􏼃

⊤, respec-
tively. *e possible mode switching of Markov process φ(ι)
and the evolution of states x1(ι), x2(ι), and x3(ι) over 100
realizations are depicted in Figure 1, respectively. *e
control input over 100 realizations is plotted in Figure 2.
Furthermore, the evolution of the output z(ι) over 100
realizations is shown in Figure 3.

5. Conclusions

In this work, the H∞ control problem has been discussed for
FMSSPSs with the SCP. In order to coordinate the data
transmission and save the bandwidth usage, the SCP with a
compensator is applied to schedule the information ex-
change. Furthermore, some sufficient criteria have been
forwarded such that the resulting system is SS. Finally, one
example is exhibited to show the effectiveness and cor-
rectness of the developed results. In addition, some ad-
vanced techniques including the sliding mode-based filter
will be researched in our following work [28, 29].
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In this paper, the attitude control of aircraft with multiple inertial measurement units under the influence of unknown gyro zero
drift and external disturbance is studied. First of all, the observers are designed to estimate the zero drift biases based on the
consensus algorithm. -e angular velocity used for aircraft control is obtained by compensating the biases. -en, considering the
external disturbance in the aircraft motion, this paper introduces a super-twisting sliding-mode algorithm to design the observer
in order to compensate the disturbance. In addition, based on the proposed observers, a controller is designed to realize attitude
control of the aircraft with the gyro zero drift and the external disturbance. Finally, the simulation results are given to verify the
effectiveness of the proposed control law.

1. Introduction

-e aircraft is the unmanned robot operated by radio remote
control equipment or self-contained program control de-
vice. It is widely used in transportation, reconnaissance,
photography, and other fields [1]. In recent years, the re-
search on the aircraft is hot at home and abroad because of
many advantages of the aircraft, such as the easy mainte-
nance, high maneuverability, and high reliability [2]. In this
paper, the hot spot field of aircraft-attitude control is
studied. It is worth mentioning that there are two main
factors that interfere with the attitude control of the aircraft:
external disturbance of the aircraft and measurement de-
viation of the inertial measurement unit (IMU).-e external
disturbance of the aircraft, such as the disturbance of air
flow, will lead to the unstable movement of the aircraft and
lead to the failure of control. Measurement deviations, such
as zero drift biases, can lead to inaccurate angular velocity of
the aircraft, resulting in aircraft control failure. In addition,
the attitude information obtained by a single IMU cannot
meet the requirements of attitude control.

For the external disturbance, most of the current re-
search results use the observer to estimate the disturbance

and compensate the controller. As a class of nonlinear
observers, sliding mode observers can work under less
conservative conditions [3, 4]. Mofid et al. [5] proposed an
adaptive sliding mode disturbance observer for synchroni-
zation of a fractional-order Dadras–Momeni chaotic system
with time-varying disturbances is presented. Hou et al. [6]
proposed a novel disturbance observer with the super-
twisting sliding mode technique in order to improve the
performance of the permanent magnet synchronous motor
speed regulation system. To deal with the effect of the an-
gular velocity biases caused by the zero drift, there are two
main solutions in the current literature: (1) through the
physical calibration of the gyro to solve the effect of zero drift
bias on the measurement results [7–10] and (2) the zero drift
biases can be estimated and compensated by attitude esti-
mation [11–13], which is like the idea of disturbance esti-
mation and compensation [14]. -e authors in [15]
proposed a novel analytic calibration of gyro biases with
arbitrary double position based on the transformationmodel
of gyro biases. According to the analytic-coarse-alignment
principle, the sensitivities of Euler angles with respect to
inertial sensor biases are analyzed uniquely. -e authors in
[16] proposed a bias compensation and parameter
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calibration method based on Gauss–Newton algorithm. -e
method can effectively suppress zero drift, but its operation
is cumbersome. Unscented Kalman filters (UKF) [17], ex-
tended Kalman filters (EKF) [18], and nonlinear comple-
mentary filters [19] are the popular methods of attitude
estimation in the literature. However, small aircrafts are
often equipped with low-precision gyros, which often carry
non-Gaussian noise during the measurement process. -is
will cause the Kalman estimation algorithm to fail. -e
authors in [20] proposed a solution by constructing an
observer. -is work designed an observer for estimating the
constant biases caused by the zero drift and proposed a
coupled nonlinear spacecraft attitude controller.-e authors
in [21] presented a nonlinear attitude estimator based on an
alternate error function, and this estimator can be imple-
mented using a low-cost inertial measurement unit.

-e conventional IMU consists of an accelerometer and
a gyro for aircraft attitude control. IMU has also been widely
used in smart wearable devices [22], navigation of un-
manned systems [23, 24], guidance of military equipment
[25], and so forth. Due to the increasing demand for inertial
measurement devices in various fields, higher requirements
have been placed on the measurement accuracy of inertial
devices. In recent years, researchers have also proposed the
configuration design of multiple accelerometers and gyro
arrays. -e authors in [26] analyzed the performance of the
IMU and its various sensor configurations. -e measure-
ment accuracy is effectively improved by selecting the ap-
propriate geometric configuration and the combination of
multiple inertial navigation sensors.-e authors in [27] used
a single-axis gyro and multiple spatially distributed accel-
erometers to achieve the correction of the attitude mea-
surement value. -e authors in [28] designed three two-axis
accelerometer inertial measurement units to measure the
angular velocity of six degrees of freedom and compensated
the measurement error through data fusion. -e authors in
[29] studied 12 accelerometers and gyros assigned IMU and
proposed an EKF program to estimate the direction and
amplitude of angular velocity. Research shows that attitude
measurement systems that use multiple sensors have ad-
vantages over single sensor. -e main difficulty in attitude
control of multiple IMUs is how to design the multiple
observers to synchronize [30–32]. Also, there some results
have been reported about the synchronization of multiple
observers/controllers [33–35].

So far, most of the research results on attitude control
adopt single IMU. For the large aircraft, a single IMU can no
longer meet its technical requirements [36]. Since the
measurement range of a single gyro is easily saturated in
high dynamic motion, its application is also limited. In
addition, the attitude control of the aircraft will be unstable
due to the zero drift and external disturbance. -erefore,
considering the above problems, it is necessary to study the
anti-interference control of aircraft attitude under multiple
IMUs.

Motivated by the above discussions, this paper studies
the attitude tracking control law of the aircraft with zero drift
and external disturbance based on multiple inertial mea-
surement units. As in the work [37], this paper assumes that

the biases caused by the zero drift are constant in this paper.
In order to solve this problem, this article will make full use
of the data measured by each IMU to design the nonlinear
observer, estimate the zero drift biases, and compensate for
it. -en, a super-twisting sliding mode observer will be
designed to compensate the disturbance. In addition, a
tracking controller will be proposed. By constructing a
suitable Lyapunov function, the asymptotic stability of the
attitude system will be strictly proven. -e asymptotic
stability of the combined system of the observer and con-
troller will be proved by the theory of cascade system. Fi-
nally, a simulation will be given to verify the effectiveness of
the proposed control law. -e main innovation points/
contributions of the method proposed in this paper are as
follows. (1) In this paper, multiple IMUs are used for
measurement and observers are designed based on con-
sensus algorithm. -e observer designed in this paper can
estimate the zero drift biases. (2) In this paper, a super-
twisting sliding mode observer is used to estimate and
eliminate external disturbances. Combined with the pro-
posed attitude observer, the internal disturbance and ex-
ternal disturbance can be eliminated. (3) -e aircraft model
has highly nonlinear and strong coupling, the design of the
control system is very difficult. In this paper, by analyzing
the aircraft attitude system, the attitude observer and con-
troller are proposed. By compensating for the zero drift, the
attitude tracking control of the aircraft is realized.

2. Preliminaries

2.1. Problem Description. -e attitude model is mainly
composed of kinematics and dynamics equations. In this
article, the Euler angles will be used to describe the attitude
with respect to the inertial frame.-e Euler vector is given by

Φ � [ϕ, θ,ψ]
T ∈ R3

, (1)

where ϕ is the angle of pitch, θ is the angle of roll, and ψ is the
yaw angle.

Based on the Euler angles, the attitude kinematics
equation of the aircraft is

_Φ � W(Φ)w, (2)

where w ∈ R3 is the angular velocity which can be measured
by gyro, and the matrix W(Φ) is given by

W(Φ) �

1 sinϕ tan θ cos ϕ tan θ

0 cos ϕ −sinϕ

0 sinϕ sec θ cos ϕ sec θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

In fact, the inertial measurement unit composed of a
single gyro and a single accelerometer cannot meet the
measurement accuracy requirements of the aircraft. To this
end, this paper will adopt multiple IMUs to attitude control.

In this paper, n sets of IMUs are considered for mea-
surement and let Γ � 1, 2, . . . , n{ }. Each IMU is independent,
and its measurement results include the angular velocity and
the attitude, i.e., mi � [wgi,Φi]

T. In addition, due to the
inherent shortcomings of the device, the gyro will produce
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zero drift, which leads to the measurement of angular ve-
locity with unknown bias, as shown in [20]. -e measured
angular velocity of ith IMU can be written as follows:

wgi � wg,1, wg,2, wg,3􏽨 􏽩
T

� w + bi, (4)

where bi is the unknown gyro bias of ith IMU’s gyro.
-e control objective of this paper is to obtain accurate

attitude data through multisensor measurement data. On
this basis, the attitude tracking control of the aircraft is
carried out.

Assumption 1 (see [37]). -is paper assumes that the zero
drift bias bi of ith IMU’s gyro is a constant value, and the zero
drift bias of each gyro is different.

2.2. Related Definition and Lemma

Definition 1. For any β> 0, the nonlinear function sigβ(x) is
defined as

sigβ(x) � sign(x)|x|
β
. (5)

Lemma 1 (super-twisting sliding-mode algorithm, see
[38]). Consider the system

_􏽥x1 � −ι1sig
1/2

􏽥x1( 􏼁 + ι2􏽥x2,

_􏽥x2 � −ι3sign 􏽥x1( 􏼁 + ] 􏽥x1, 􏽥x2, t( 􏼁,
(6)

where ιi > 0 are the gains to be designed and ](􏽥x1, 􏽥x2, t) are
the perturbation terms; it satisfies

] 􏽥x1, 􏽥x2, t( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ δ, (7)

where δ > 0. Under some conditions on ι1, ι2, ι3, the equilib-
rium point of system (6) will converge to the origin in a finite
time T.

2.3. Graph 7eory. In this paper, the multiple IMU will be
considered. Each IMU can be seen as a node. -e infor-
mation interaction among n nodes can be represented by the
directed graph G(A) � V, E, A{ }. V � vi, i � 1, . . . , n􏼈 􏼉 is the
set of nodes, E⊆V × V is the set of edges, and
A � [aij] ∈ Rn×n is the weighted adjacency matrix of the
graph G(A) with nonnegative adjacency elements aij. If
there is an edge from node j to node i, i.e., (vj, vi) ∈ E, then
aij > 0, which means there exists an available information
channel from node j to node i. -e set of neighbors of node i

is denoted by Ni � j: (vj, vi) ∈ E􏽮 􏽯. -e out-degree of node
vi is defined as degout(vi) � di � 􏽐

n
j�1 aij � 􏽐j∈Ni

aij. -en,
the degree matrix of digraph G is D � diag d1, . . . , dn􏼈 􏼉 and
the Laplacian matrix of digraph G is L � D − A.

A path in graph G from vi1
to vik

is a sequence of
vi1

, vi2
, . . . , vik

of finite nodes starting with vi1
and ending with

vik
such that (vil

, vil+1
) ∈ E for l � 1, 2, . . . , k − 1. -e graph G

is connected if there is a path between any two distinct
vertices.

3. Main Results

To solve the attitude tracking maneuver in the presence of
unknown gyro bias, the main design procedure is divided
into two steps:

-e observer for each IMU to estimate the gyro bias is
designed based on the consensus algorithm
An attitude controller based on the observer is designed
to realize asymptotically stable attitude tracking

3.1. Design of Nonlinear Observers Based on Consensus
Algorithm. Because of the nonlinear structure of attitude
system (2), it is difficult to design an observer under multiple
IMUs. In this paper, let 􏽢bi � [􏽢bi,1,

􏽢bi,2,
􏽢bi,3]

T denote the es-
timation of the gyro unknown bias for the ith IMU’s gyro
and 􏽢Φi denote the estimated value of the real-time attitude of
the aircraft for the ith IMU’s accelerometer. Based onmodels
(2) and (4), we can design the following observer.

Theorem 1. Considering the attitude system (2) and As-
sumption 1, if the observers are designed as

_􏽢Φi � W Φi( 􏼁 wgi − 􏽢bi􏼐 􏼑 − k1ei − 􏽘
j∈Ni

aij ei − ej􏼐 􏼑,

_􏽢bi � k2W
T Φi( 􏼁ei, i ∈ Γ,

(8)

where k1 > 0, k2 > 0, and ei � [ei,1, ei,2, ei,3]
T � 􏽢Φi −Φi, then

the estimation value ( 􏽢Φi,
􏽢bi) will globally asymptotically

converge to true value (Φi, bi).

Proof. First of all, let the estimation error for gyro bias be
fi � 􏽢bi − b. -en, the error dynamical equation can be
obtained:

_ei � −W Φi( 􏼁fi − k1ei − 􏽘
j∈Ni

aij ei − ej􏼐 􏼑,

_fi � k2W
T Φi( 􏼁ei, i ∈ Γ.

(9)

Choose the Lyapunov function for the error system (9) as

V � 􏽘
n

i�1

k2

2
􏽘

3

k�1
e
2
i,k +

1
2
f

T
i fi

⎡⎣ ⎤⎦, (10)

whose derivative is
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_V � 􏽘
n

i�1
k2 􏽘

3

k�1
_ei,kei,k + _f

T

i fi
⎡⎣ ⎤⎦

� 􏽘
n

i�1
k2e

T
i −W Φi( 􏼁fi − k1ei − 􏽘

n

j�1
aij ei − ej􏼐 􏼑⎡⎢⎢⎣ ⎤⎥⎥⎦ + k2 W

T Φi( 􏼁ei􏽨 􏽩
T
fi

⎡⎢⎢⎣ ⎤⎥⎥⎦

� −k1k2 􏽘

n

i�1
e

T
i ei − k2 􏽘

n

i�1
e

T
i 􏽘

n

j�1
aij ei − ej􏼐 􏼑

� −k1k2 􏽘

n

i�1
e

T
i ei −

k2

2
􏽘

n

i�1
􏽘

n

j�1
aij ei − ej􏼐 􏼑

T
ei − ej􏼐 􏼑

� −k1k2 􏽘

n

i�1
􏽘

n

k�3
e
2
i,k −

k2

2
􏽘

n

i�1
􏽘

n

j�1
aij 􏽘

3

k�1
ei,k − ej,k􏼐 􏼑

2
≤ 0.

(11)

Based on LaSalle’s invariant principle, it is easy to get the
conclusion that (ei, fi) will globally asymptotically converge
to the origin, i.e., ( 􏽢Φi,

􏽢bi) will globally asymptotically con-
verge to true value (Φi, bi). -e proof is completed. □

Remark 1. With observer (8), the gyro of ith IMU can es-
timate the true value of the gyro zero drift 􏽢bi. By com-
pensating the bias, the angular velocity of the ith IMU can be
obtained, i.e., wi � wgi − 􏽢bi. -e angular velocity used to
control the attitude of the aircraft in this paper is given by

w �
1
n

􏽘

n

i�1
wgi − 􏽢bi􏼐 􏼑. (12)

3.2. Design of a Nonlinear Controller Based on a Super-Twist
Observer. -e dynamic equation of the aircraft is as follows:

J _w � −w
×
Jw + τ + d, (13)

where J ∈ R3 and τ ∈ R3 are, respectively, the positive
definite inertia matrix, and the control torque of spacecraft,
d denotes the external disturbance satisfies d≤ d∗ with a
positive constant d∗, and the symbol (·)× denotes the skew
symmetry matrix, i.e.,

x
×

�

0 −x3 x2

x3 0 −x1

−x2 x1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, ∀x ∈ R3
. (14)

-e desired attitude is described as Φd � [ϕd, θd,ψd]T,
and it is constant in this paper. Define the attitude error
between the true value and the desired value as
Φe � [Φe1,Φe2,Φe3]

T � Φ −Φd. To sum up, the attitude
error system of the aircraft is

_Φe � _Φ − _Φd � W(Φ)w,

J _w � −w
×
Jw + τ + d.

(15)

Theorem 2. For the attitude error system (15), if the con-
troller is designed as

τ � −k3w − k4W
T
(Φ)Φe − 􏽢d,

_􏽢w � J
− 1

−w
×
Jw − k3w − k4W

T
(Φ)Φe􏼐 􏼑 − k5sig

1/2
(􏽢w − w),

_􏽢d � −k6sign(􏽢w − w),

(16)

where k3, k4, k5, k6 > 0, 􏽢w represents the estimate of the an-
gular velocity, and 􏽢d denotes the estimate of the external
disturbance; then, the asymptotic tracking of attitude can be
implemented.

Proof. It can be known from -eorem 1 that w will even-
tually converge to w. -e observation errors e1 and e2 are
defined as

e1 � 􏽢w − w,

e2 � 􏽢d − d,
(17)

whose derivative is

_e1 � −k5sig
1/2

e1( 􏼁 + J
− 1

e2,

_e2 � −k6sign e1( 􏼁.
(18)

From Lemma 1, we know that e1 and e2 will converge to
0 in a finite time. In other words, the estimated disturbance
value 􏽢d will converge to the true value d in a finite time T1.
After T1, it follows (15) and (16) that

_Φe � W(Φ)w,

J _w � −w
×
Jw − k3w − k4W

T
(Φ)Φe.

(19)

It follows (9), (15), and (19) that
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_Φe � W(Φ)w,

J _w � −w
×
Jw + u1 + u2 − u1( 􏼁,

_ei � −W Φi( 􏼁fi − k1ei − 􏽘
j∈Ni

aij ei − ej􏼐 􏼑,

_fi � k2W
T Φi( 􏼁ei, i ∈ Γ,

(20)

where u1 � −k3w − k4W
T(Φ)Φe and u2 � −k3w − k4W

T(Φ)

Φe. Obviously, system (20) can be regarded as a cascaded
system with the cascaded term (u1 − u2). Next, we will use
cascaded systems’ theory [39] to analyze the stability of
system (20). -e proof includes two steps:

Step 1: proof of global asymptotic stability of
subsystems.
Consider the following system:

_Φe � W(Φ)w,

J _w � −w
×
Jw + u1.

(21)

Choose the following Lyapunov function for the atti-
tude error system (21):

H �
k4

2
􏽘

3

j�1
Φ2ej +

1
2
w

T
Jw. (22)

Based on the matrix wTw×Jw which is skew symmetric,
the derivative of H along system (21) is

_H � k4 􏽘

3

j�1
Φej

_Φej + w
T
J _w

� k4w
T
W

T
(Φ)Φe + w

T
−w

×
Jw + u1( 􏼁

� k4w
T
W

T
(Φ)Φe + w

T
−k3w − k4W

T
(Φ)Φe􏼐 􏼑

� −k3w
2 ≤ 0.

(23)

Based on LaSalle’s invariant principle, it can be concluded
that _H(t)⟶ 0 as t⟶∞, which implies that system
(21) is globally asymptotically stable. It is easy to get the
conclusion that (Φe, w)⟶ 0 as t⟶∞.
Clearly, system (9) and system (21) are globally as-
ymptotically stable with equilibrium (w,Φe, ei,

fi) � (0, 0, 0, 0).
Step 2: proof of global state bounded of cascaded
system.

According to the cascaded systems’ theory [39], cascades
of the globally asymptotically stable systems remain globally
asymptotically stable if and only if solutions are globally
bounded. With these facts in mind, to prove the stability of
system (20), we only need to prove that the state of system
(20) is globally bounded. To achieve this objective, choose
the Lyapunov function:

U � V + H. (24)

According to (11) and (23), it obtains

_U � −k1k2 􏽘

n

i�1
e
2
i −

k2

2
􏽘

n

i�1
􏽘

n

j�1
aij ei − ej􏼐 􏼑

2
− k3w

2

+ w
T

u1 − u2( 􏼁.

(25)

Since systems (9) and (21) are globally asymptotically
stable, fi and w are globally bounded. -ere is a constant
0<d< +∞ such that ‖u1 − u2‖≤d. We have

_U≤ − k1k2 􏽘

n

i�1
e
2
i −

k2

2
􏽘

n

i�1
􏽘

n

j�1
aij ei − ej􏼐 􏼑

2
− k3w

2
+ 􏽘

3

j�1
wid.

(26)

Clearly, when k1k2 􏽐
n
i�1 e2i + (k2/2) 􏽐

n
i�1 􏽐

n
j�1 aij (ei

−ej)
2 + k3w

2 > 􏽐
3
j�1 wid, then _U< 0. -us, the state

(w,Φe, ei, fi) is globally bounded.
With this fact in mind, it can be concluded that the state

of system (20) is globally bounded, which implies that this
system is asymptotically stable. -at is to say the attitude
tracking is achieved asymptotically. □

Remark 2. According to the previous proof, when the ob-
server gains meet k1, k2 > 0 and the controller gains meet
k3, k4, k5, k6 > 0, the attitude asymptotic stability tracking
can be realized. In practical applications, the observer gain
and controller gain can be selected step by step to obtain
better performance.

4. Simulation Example

A simulation example is given to verify the effectiveness of the
proposed method. In this paper, three inertial measurement
units are selected for simulation. Next, the initial values, pa-
rameters, and real values required for simulation in this paper
are given. -e information exchange topology among IMU is
shown in Figure 1. -e initial values of the observer part are
selected as 􏽢bi(0) � [0.1, 0.1, 0.1]Trad/sec and 􏽢Φi(0) �

[0.3, 0.3, 0.3]Tdeg, i � 1, 2, 3. -e observer parameters are

1

23

Figure 1: -e information exchange of three IMUs.
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Figure 2: -e bias estimation 􏽢bi of ith IMU by using the proposed observer.
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Figure 3: -e angular velocity 􏽢wi of ith by using the proposed observer.
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k1 � 13 and k2 � 2.36. -e initial values of the controller are
selected as Φ(0) � [0.2, 0.1, 0.2]Tdeg andw(0) � [0.1, 0.2,

0.3]Trad/sec. -e controller parameters are k3 � 9.754,

k4 � 3.21, k5 � 2.3, and k6 � 1.4. -e desired attitude of the
aircraft is set as Φd � [0.6, 0.8, 1]Tdeg. -e true biases of the

IMUs’ gyro are selected as bture1 � [0.2, 0.2, 0.2]Trad/sec,
bture2 � [0.3, 0.3, 0.3]Trad/sec, and bture3 � [0.4, 0.4, 0.4]Trad/
sec. -e external disturbance is set as d(t) �

[0.2 + sin(t), 0.3 + sin(3t), 0.1 + sin(t)]T. -e inertia matrix
of the aircraft is chosen as that in [40]:
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Figure 4: -e response curve of aircraft’s angular velocity.
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Figure 5: -e response curve of aircraft’s attitude.
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J �

1 0 0

0 0.63 0

0 0 0.85

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (27)

-e simulation results are shown in Figures 2–5. First,
the bias estimation 􏽢bi of the ith IMU is given in Figure 2,
from which it can be found that the proposed nonlinear
observer is effective. -e angular velocity of the ith IMU is
given in Figure 3.

In addition, the response curve of aircraft’s angular
velocity is given in Figure 4 and the response curve of
aircraft’s attitude is given in Figure 5.

5. Conclusions and Future Directions

5.1. Conclusions. -e aircraft adopts a single IMU as the
attitude measurement sensor, which can no longer meets
the requirements of measurement accuracy. And, due to
the shortage of sensors and noise, gyro will produce zero
drift, which will lead to constant biases of measured
angular velocity. Measurements of angular velocity with
constant biases and external disturbance will make the
attitude control system unstable. -erefore, the attitude
anti-interference control under multiple IMUs is studied
in this paper. Firstly, aiming at the zero drift, this paper
adopts multiple IMUs for measurement, and the con-
sensus observer is designed to ensure that each IMU
converges to the true value of angular velocity. Aiming at
the instability of aircraft control caused by external
disturbances, this paper introduces a super-twisting
sliding mode observer, which compensates for the ex-
ternal disturbances. In addition, a controller is proposed
in this paper, and the actual attitude can globally as-
ymptotically converge to the desired attitude based on the
observer. Simulation results also demonstrate the effec-
tiveness of the proposed method.

5.2. FutureDirections. Future work will focus on designing
observers that the zero drift biases of gyros are time-
varying conditions and that the attitude information is
unknown.

Data Availability

Some or all data, models, or code generated or used during
the study are available from the corresponding author upon
request.

Conflicts of Interest

-e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

-is work was supported by the National Natural Science
Foundation of China under Grant no. 52075118.

References

[1] A. Abdessameud and A. Tayebi, Motion Coordination for
VTOL Unmanned Aerial Vchicles Advances in Industrial
Control, Springer-Verlag, New York, NY, USA, 2013.

[2] P. Castillo, R. Lozano, and A. Dzul, Modelling and Control of
Mini-Flying Machines, Springer-Verlag, New York, NY, USA,
2005.

[3] L. Wang, H. Du, W. Zhang, D. Wu, and W. Zhu, “Imple-
mentation of integral fixed-time sliding mode controller for
speed regulation of PMSM servo system,” Nonlinear Dy-
namics, vol. 102, no. 1, pp. 185–196, 2020.

[4] K. Mei and S. Ding, “Second-order sliding mode controller
design subject to an upper-triangular structure,” IEEE
Transactions on Systems, Man, and Cybernetics: Systems,
vol. 51, no. 1, p. 497, 2021.

[5] O. Mofid, S. Mobayen, and M. Khooban, “Sliding mode
disturbance observer control based on adaptive synchroni-
zation in a class of fractional-order chaotic systems,” Inter-
national Journal of Adaptive Control and Signal Processing,
vol. 33, no. 3, pp. 462–474, 2019.

[6] Q. Hou, S. Ding, and X. Yu, “Composite super-twisting sliding
mode control design for PMSM speed regulation problem
based on a novel disturbance observer,” IEEE Transactions on
Energy Conversion, p. 1, 2020.

[7] A. Norouzpour-Shirazi and F. Ayazi, “A dual-mode actuation
and sensing scheme for in-run calibration of bias and scale
factor errors in axisymmetric resonant gyroscopes,” IEEE
Sensors Journal, vol. 18, no. 5, pp. 1993–2005, 2017.

[8] M. Dai, C. Zhang, and J. Lu, “In-field calibration method for
DTG IMU including g-sensitivity biases,” IEEE Sensors
Journal, vol. 19, no. 13, pp. 4972–4981, 2019.

[9] S. Bonnet, C. Bassompierre, C. Godin, S. Lesecq, and
A. Barraud, “Calibration methods for inertial and magnetic
sensors,” Sensors and Actuators A: Physical, vol. 156, no. 2,
pp. 302–311, 2009.

[10] R. Fontanella, D. Accardo, R. S. LoMoriello, L. Angrisani, and
D. De Simone, “MEMS gyros temperature calibration through
artificial neural networks,” Sensors and Actuators A: Physical,
vol. 279, pp. 553–565, 2018.

[11] L. Chang, B. Hu, and K. Li, “Iterated multiplicative extended
Kalman filter for attitude estimation using vector observa-
tions,” IEEE Transactions on Aerospace and Electronic Sys-
tems, vol. 52, no. 4, pp. 2053–2060, 2016.

[12] P. Tsiotras, “Stabilization and optimality results for the atti-
tude control problem,” Journal of Guidance, Control, and
Dynamics, vol. 19, no. 4, pp. 772–779, 1996.

[13] B. N. Stovner, T. A. Johansen, T. I. Fossen, and I. Schjølberg,
“Attitude estimation by multiplicative exogenous Kalman
filter,” Automatica, vol. 95, pp. 347–355, 2018.

[14] H. Du, G. Wen, Y. Cheng, and J. Lu, “Design and imple-
mentation of bounded finite-time control algorithm for speed
regulation of permanent magnet synchronous motor,” IEEE
Transactions on Industrial Electronics, vol. 68, no. 3,
pp. 2417–2426, 2021.

[15] J. Li, J. Fang, and M. Du, “Error analysis and gyro-bias cal-
ibration of analytic coarse alignment for airborne POS,” IEEE
Transactions on Instrumentation and Measurement, vol. 61,
no. 11, pp. 3058–3064, 2012.

[16] Z. Yang, D. Bi, Q. Meng, and J. Wang, “Error compensation
and calibration for attitude heading reference system with
four-rotor aircraft,” Computer Measurement and Control,
vol. 24, no. 02, pp. 267–270, 2016.

8 Mathematical Problems in Engineering



[17] M. S. Challa, J. G. Moore, and D. J. Rogers, “A simple attitude
unscented kalman filter: theory and evaluation in a magne-
tometer-only spacecraft scenario,” IEEE Access, vol. 4,
pp. 1845–1858, 2016.

[18] T. Zhang and Y. Liao, “Attitude measure system based on
extended Kalman filter for multi-rotors,” Computers and
Electronics in Agriculture, vol. 134, pp. 19–26, 2017.

[19] R. Mahony, T. Hamel, and J.-M. Pflimlin, “Nonlinear com-
plementary filters on the special orthogonal group,” IEEE
Transactions on Automatic Control, vol. 53, no. 5, pp. 1203–
1218, 2008.

[20] J. -ienel and R. M. Sanner, “A coupled nonlinear spacecraft
attitude controller and observer with an unknown constant
gyro bias and gyro noise,” IEEE Transactions on Automatic
Control, vol. 48, no. 11, pp. 2011–2015, 2003.

[21] D. E. Zlotnik and J. R. Forbes, “Exponential convergence of a
nonlinear attitude estimator,” Automatica, vol. 72, pp. 11–18,
2016.

[22] G. Baldini, G. Steri, F. Dimc, R. Giuliani, and R. Kamnik,
“Experimental identification of smartphones using finger-
prints of built-in micro-electro mechanical systems (MEMS),”
Sensors, vol. 16, no. 6, p. 818, 2016.

[23] Y. Al-Rawashdeh, M. Elshafei, and M. Al-Malki, “In-flight es-
timation of center of gravity position using all-accelerometers,”
Sensors, vol. 14, no. 9, pp. 17567–17585, 2014.

[24] H. Sheng and T. Zhang, “MEMS-based low-cost strap-down
AHRS research,” Measurement, vol. 59, pp. 63–72, 2015.

[25] M. Trkov, K. Chen, J. Yi, and T. Liu, “Inertial sensor-based slip
detection in human walking,” IEEE Transactions on Auto-
mation Science and Engineering, vol. 16, no. 3, pp. 1399–1411,
2019.

[26] M. Jafari, “Optimal redundant sensor configuration for ac-
curacy increasing in space inertial navigation system,”
Aerospace Science and Technology, vol. 47, pp. 467–472, 2015.

[27] I. M. Brooks, “Spatially distributed measurements of platform
motion for the correction of ship-based turbulent fluxes,”
Journal of Atmospheric and Oceanic Technology, vol. 25,
no. 11, pp. 2007–2017, 2008.

[28] H. Naseri and M. R. Homaeinezhad, “Improving measure-
ment quality of a MEMS-based gyro-free inertial navigation
system,” Sensors and Actuators A: Physical, vol. 207, pp. 10–19,
2014.

[29] S. Park and S. K. Hong, “Angular rate estimation using a
distributed set of accelerometers,” Sensors, vol. 11, no. 11,
pp. 10444–10457, 2011.

[30] H. Du, C. Jiang, G. Wen, W. Zhu, and Y. Cheng, “Current
sharing control for parallel DC-DC buck converters based on
finite-time control technique,” IEEE Transactions on Indus-
trial Informatics, vol. 15, no. 4, pp. 2186–2198, 2019.

[31] B. Vaseghi, M. A. Pourmina, and S. Mobayen, “Finite-time
chaos synchronization and its application in wireless sensor
networks,” Transactions of the Institute of Measurement and
Control, vol. 40, no. 13, pp. 3788–3799, 2018.

[32] S. Mobayen and J. Ma, “Robust finite-time composite non-
linear feedback control for synchronization of uncertain
chaotic systems with nonlinearity and time-delay,” Chaos,
Solitons & Fractals, vol. 114, pp. 46–54, 2018.

[33] H. Du, G. Wen, D. Wu, Y. Cheng, and J. La, “Distributed
fixed-time consensus for nonlinear heterogeneous multi-
agent systems,” Automatica, vol. 113, pp. 1–11, 2020.

[34] J. Yuan, S. Ding, and K. Mei, “Fixed-time SOSM controller
design with output constraint,” Nonlinear Dynamics, vol. 102,
no. 3, pp. 1567–1583, 2020.

[35] K. Mei, L. Ma, R. He, and S. Ding, “Finite-time controller
design of multiple integrator nonlinear systems with input
saturation,” Applied Mathematics and Computation, vol. 372,
Article ID 124986, 2020.

[36] F. Liu, Z. Su, H. Zhao, Q. Li, and C. Li, “Attitude measurement
for high-spinning projectile with a hollow mems imu con-
sisting of multiple accelerometers and gyros,” Sensors, vol. 19,
no. 8, p. 1799, 2019.

[37] L. Wang, H. Du, and D. Wu, “A coupled finite-time attitude
controller and finite-time observer with an unknown constant
drift bias,” in Proceedings of 39th Chinese Control Conference
(CCC), pp. 526–531, Kunming, China, July 2020.

[38] J. A. Moreno and M. Osorio, “Strict Lyapunov functions for
the super-twisting algorithm,” IEEE Transactions on Auto-
matic Control, vol. 57, no. 4, pp. 1035–1040, 2012.

[39] R. Sepulchre, M. Jankovic, and P. Kokotovic, Constructive
Nonlinear Control, Springer, London, UK, 2007.

[40] J. T.-Y. Wen and K. Kreutz-Delgado, “-e attitude control
problem,” IEEE Transactions on Automatic Control, vol. 36,
no. 10, pp. 1148–1162, 1991.

Mathematical Problems in Engineering 9



Research Article
The Impact of Urban Rail Transit on Industrial Agglomeration
Based on the Intermediary Effects of Factor Agglomeration

Zhonghui Li,1,2 Tongshui Xia ,1 Zhiqing Xia,3 and Xinjun Wang 4

1Shandong Normal University, Business School, Jinan 250358, Shandong, China
2Jinan Rail Transit Group Co.,Ltd., Jinan 250101, Shandong, China
3Qilu University of Technology, School of Finance, Jinan 250353, Shandong, China
4Shandong Normal University, School of Information Science and Engineering, Jinan 250358, Shandong, China

Correspondence should be addressed to Tongshui Xia; tsxia@sina.com and Xinjun Wang; wangxinjun1991@gmail.com

Received 1 December 2020; Revised 4 January 2021; Accepted 18 January 2021; Published 1 February 2021

Academic Editor: Shihong Ding

Copyright © 2021 Zhonghui Li et al. .is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Urban rail transit is an important form of infrastructure for a city or even a country. .is paper uses location entropy to measure
the industrial agglomeration level of cities at the prefecture level or above in China from 2006 to 2018 and empirically tests the
mechanisms of urban rail transit construction, factor agglomeration, and industrial agglomeration..e empirical results show the
following: (1) the construction of urban rail transit infrastructure has a significant positive effect on the agglomeration of the labor
force, capital, and technological innovation; (2) urban rail transit construction effectively induces agglomeration in the urban
manufacturing industry and consumer service industry; and (3) the impact of urban rail transit construction on agglomeration in
the urban manufacturing industry and consumer services industry is primarily due to the intermediary effects of factor ag-
glomeration. .e results show that gradually improving the urban rail transit network, strengthening the construction of
comprehensive rail transit hubs, and optimizing capital allocation within urban rail transit allow for the full utilization of urban
rail transit construction in promoting industrial agglomeration.

1. Introduction

Urban rail transit is the main artery of a country’s economic
and social development as well as an important emerging
strategic industry and has profound socioeconomic impacts in
many areas. Urban rail transit can enhance a city’s regional
advantages, and the continual agglomeration of capital, pop-
ulation, and technology could causemore factors of production
to flow into cities with a higher rate of return, which could in
turn expand production, increase aggregate demand, and
improve the cities’ industrial structure and industrial ag-
glomeration. As of the end of 2019, a total of 40 cities in
Mainland China had opened urban rail transit systems, and
these systems had a collective total of 6,736.2 km of urban rail
mileage, setting a historic record..e construction of urban rail
transit makes the city’s location advantage more important.
.e continuous agglomeration of industry, population, and
technology makes more capital tend to flow to these cities with

higher return rate, which brings a lot of investment, expands
production, and improves the urban infrastructure and in-
vestment environment. Urban rail transit is an important
transportation foundation of urban integration, regional co-
ordination, and economic intensification, which plays a great
role in industrial agglomeration.

Under the real-world background of the rapid develop-
ment of urban rail transit in China, what effect could urban rail
transit have on industrial agglomeration? Are any mediating
variables involved in this effect? Answering these questions
could help improve the development of urban rail transit in
China and provide governments with a reference for the more
precise positioning of cities’ features and functions.

2. Research Overview

Research on the topic of urban rail transit and economic
benefit began during the 1960s with the research of Liszt
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(1961) [1] on the relationship between transportation and
regional economics, which incorporated transportation as a
major constituent factor and found that Britain’s economic
growth benefited to a large extent from increases in trans-
portation capacity. Starting from the state of urban rail
transit development in the United States and referring to
relationships between the rail transit construction, the
economy, and the population, Cervero (1996) [2] pointed
out that the construction and development of rail transit
promoted the development of whole countries and regions
and that rail transit had a significant impact on the pop-
ulation, industry, and overall economic development under
its radiation scope. Prasertsubpakij and Nitivattananon
(2012) [3] pointed out that metro systems served as fast and
efficient transit systems in numerous modern cities, and the
traditional research methods of metro rail accessibility had
not fully considered the equal right of users to enjoy the
metro system..erefore, they suggested that it was necessary
to use multidimensional criteria to assess the accessibility of
the Bangkok Metro system to users and the equal right of
users to the metro. .ey found that the development of
metro lines had not fully satisfied the travel needs of different
types of users and had not promoted population
concentration.

.e price of land in urban centers has increased rapidly
with steadily growing populations, so growing numbers of
people working in city centers have been forced to live in
outlying areas, which has resulted in home-work separation.
Cervero (1994) [4] found that the implementation of rail
transit projects brought about a significant increase in pe-
ripheral real estate prices. McMillen and McDonald (2004)
[5] showed that housing markets can predict the develop-
ment of transport lines, and this development can cause
home prices to rise. .e study of Kim and Zhang (2005) [6]
discovered that rail transit projects had a greater impact on
real estate prices in city centers than in other areas. Lee and
Hong (2013) [7] analyzed the relationship between Seoul
Metro passenger traffic and land uses around metro stations,
with the goal of testing the hypothesis that the passenger
volume of bus stations at both ends of the city under the
influence of density is conducive to land-use diversity. .ey
found that land-use diversity had a major impact on pas-
senger traffic between stations, andmetro passenger traffic in
both Seoul’s central business district and fringe areas was
chiefly affected by population density, while central areas
were uniformly influenced by intermodal bus transit. .e
studies of Liu, Li, and Deng (2015) [8] and Wang and Chen
(2017) [9] verified this rule and discovered that rail transit
projects had different impacts on the increases in the price of
land in areas along transit lines during the construction and
development stages, with transit projects bringing about a
greater increase in land prices during construction than
during the development or operation period.

Several studies have examined the capitalization effect of
rail transit on home prices and land prices. For instance, in a
study of the effect of metro systems on housing and com-
mercial real estate, Mohammad et al. (2017) [10] found that
metro systems had a significant promoting effect on the
prices of both housing and commercial real estate, and this

promoting effect was significantly greater in the case of
commercial real estate than in the case of housing. In a study
of the Sydney’s Inner West Light Rail line, Mulley and Tsai
(2018) [11] found that light rail service increased the value of
peripheral land by improving accessibility. In their analysis
of the spatial and temporal effect of metro availability on
apartment prices, Trojanek and Gluszak (2018) [12] dis-
covered that metro systems raised apartment prices before
they opened, and this effect also gradually but significantly
increased with the passage of time. Luo Jia and Mo Shuang
Ning (2019) [13] analyzed the influence mechanism of
subway station on the price of surrounding houses. Subway
station can increase the use value and utility of surrounding
houses by improving the travel convenience of surrounding
residents, thus driving the rise of house prices. .is paper
empirically tests the “premium effect” by using the panel
data of 964 second-hand commercial houses in Shanghai
from 2013 to 2018 .e closer to the subway station, the
higher the price of second-hand commercial housing; in
addition, the existence of affordable housing nearby can
weaken the premium effect of subway station on commercial
housing, but the weakening effect is very weak.

Based on the “center-periphery” theory, Wang Wei and
Ma Hui (2019) [14] analyzed the industrial agglomeration
effect of rapid transit network from the perspective of labor
transfer. .e research shows that the opening of high-speed
railway significantly reduces the industrial agglomeration
level of regional noncentral cities and strengthens the in-
dustrial agglomeration level of central cities through labor
transfer channels. Iordanka Stateva (2019) [15] believes that
after the UK decided to leave the EU, with the decentral-
ization of financial services, the financial capital of London
financial center is attracted by the network of smaller fi-
nancial centers such as Frankfurt and Paris. .e overall
competitiveness of the emerging capital network depends on
the degree of financial capital concentration and techno-
logical innovation.

After performing a careful review of existing research, we
saw that while there has been much research employing
traditional theories addressing the relationships between the
transport industry and industrial agglomeration and be-
tween industrial agglomeration and economic growth, there
has been little research on the effect of urban rail transit on
urban industrial agglomeration. Also, refer to the studies of
Gu and Chen(2020) [16], Yuan and Ding et al.(2020) [17],
Y. Shu et al.(2020) [18], Chen et al.(2014) [19], Li et al.(2018)
[20], and Ji Wei et al. (2019) [21]. .is paper therefore
analyzes the relationship between urban rail transit and
industrial agglomeration from the new perspective of factor
agglomeration, while incorporating a mediating effect
model. Most previous studies have employed qualitative
research methods to investigate the effect of urban rail
development on economic growth or industrial agglomer-
ation and have failed to quantify this effect. To provide
empirical support for the effect of urban rail development on
industrial agglomeration, this study employs the data of
Chinese cities at the prefecture level and above during
2006–2018 and consequently constructs fixed-effects panel-
data models and dynamic generalized methods of moments
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(GMM) models to analyze the mechanism by which urban
rail transit affects industrial agglomeration via factor
agglomeration.

3. Empirical Design

3.1. Model Construction. Adopting the principles of the
mediating effect testing method proposed by Preacher and
Hayes (2008) [22], this study takes urban industrial ag-
glomeration as the explained variable, factor agglomeration
as a mediating variable, and urban rail transit as the core
explanatory variable. .is study aims to test whether the
transmission mechanism of urban rail transit to industrial
agglomeration is mainly realized by factor agglomeration. If
true, this would imply that factor agglomeration is the
model’s mediating variable. Specifically, a mediating effect is
tested via a three-step quantitative model.

In this model, the first step is to test the effect of urban
rail transit on industrial agglomeration:

LQ1it � α + β1TRANit + β2GDPit + β3INSit + β4GOVit

+ β5WAGEit + β6HUMit + vi + ut + εit,

(1)

LQ2it � α + β1TRANit + β2GDPit + β3INSit + β4GOVit

+ β5WAGEit + β6HUMit + vi + ut + εit,

(2)

where LQ1 is the industrial agglomeration of manufacturing
industries, LQ2 is the industrial agglomeration of consumer
service industries, and TRAN is urban rail development. At
the same time, to maximally lessen the effect of endogenous
issues caused by omissions, this study also controls for other
major variables affecting urban economic growth. After
taking theory and the availability of data into consideration,
this study adopts economic growth (GDP), upgrading of the
industrial structure (INS), government expenditures (GOV),
wage level (WAGE), and human capital (HUM) as the
control variables; α is a constant term; β is the estimated
coefficient of the explanatory variable; i is the entity; t is the
year; vi and ut indicate the individual effect and time effect,
respectively; and εit is a random error term.

When testing coefficient β1 in equations (1 and 2), if β1 is
not significant, this indicates that no mediating effect exists,
and testing stops; but if β1 is significant, this is still not
sufficient to indicate that a mediating effect exists. At that
time, it is necessary to perform the second testing step, which
involves the city’s factor agglomeration:

LAit � α + β1TRANit + β2GDPit + β3INSit + β4GOVit + β5WAGEit + β6HUMit + vi + ut + εit, (3)

CAit � α + β1TRANit + β2GDPit + β3INSit + β4GOVit + β5WAGEit + β6HUMit + vi + ut + εit, (4)

TAit � α + β1TRANit + β2GDPit + β3INSit + β4GOVit + β5WAGEit + β6HUMit + vi + ut + εit. (5)

In equations (3)–(5), LA, CA, and TA are, respectively,
labor agglomeration, capital agglomeration, and technical
innovation agglomeration and TRAN is urban rail de-
velopment. If coefficient β1 is significant, this indicates
that urban rail development can indeed affect factor

agglomeration in the city, but this is not sufficient to show
that a mediating effect exists.

It is therefore necessary to proceed to the third step, which
consists of testing of the relationships between urban rail de-
velopment, factor agglomeration, and industrial agglomeration:

LQ1it/LQ2it � α + β1TRANit + β2LAit + β3GDPit + β4INSit + β5GOVit + β5WAGEit

+ β6HUMit + vi + ut + εit,
(6)

LQ1it/LQ2it � α + β1TRANit + β2CAit + β3GDPit + β4INSit + β5GOVit + β5WAGEit

+ β6HUMit + vi + ut + εit,
(7)

LQ1it/LQ2it � α + β1TRANit + β2TAit + β3GDPit + β4INSit + β5GOVit + β5WAGEit

+ β6HUMit + vi + ut + εit.
(8)
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Equations (6)–(8) chiefly serve to test the effect of factor
agglomeration on industrial agglomeration. If, for instance,
both β1 and β2 are significant, this verifies that a mediating
effect exists; if either β1 or β2 is significant, but it is not
known whether the other is significant, then the Sobel test
must be performed. If the result of the Sobel test is sig-
nificant, the existence of a mediating effect can be confirmed.

3.2. Explanation of Variables

3.2.1. Explained Variable. As industrial agglomeration
theory has developed, scholars have come up with a number
of methods for measuring industrial agglomeration. .ese
methods, which include the industry share and industry
concentration indicators (the simple ones) and the dynamic
agglomeration indicator method, have been used to assess
the level of industrial agglomeration, and all have their
individual advantages and disadvantages. At present, many
scholars choose to use the location quotient to assess the
level of industrial agglomeration. Because the location
quotient can eliminate factors associated with the differences
in size between areas, it can truly express the spatial dis-
tribution of geographical factors. For instance, Liu and Xu
(2010) [23], Chen et al.(2012) [24], Sun et al. (2012) [25],
Yang and Liu (2019) [26], Mei and Ma et al.(2020) [27], Xia
et al. (2020) [28] all employed the location quotient as their
chief indicator for assessing industrial agglomeration. At the
same time, when performing economic analysis of the ag-
glomeration of an individual industry, the number of people
working in a particular industry relates to the level of in-
dustrial agglomeration and can effectively reveal the spe-
cialized agglomeration effect in that industry. Accordingly,

this study uses the location quotient to assess the level of
industrial agglomeration:

LQij � Qij/􏽘 Qij􏼐 􏼑/ 􏽘 Qij/􏽘 Qi 􏽘 Qj􏼐 􏼑. (9)

In equation (9), LQij indicates the level of industrial
agglomeration and Qij indicates the number of persons
employed in industry j in city i. When LQij> 1, this indicates
that industry j in city i has a relative advantage over industry
j in other cities. .is study adopted the location quotient to
quantify the level of the industrial agglomeration of cities’
manufacturing industries and consumer service industries.

3.2.2. Core Explanatory Variable. Urban rail development:
this study’s core explanatory variable is the urban rail transit
line length, where the greater a city’s urban rail transit line
length, the greater the city’s urban rail transit development.

3.2.3. Mediating Variables. .is study’s mediating variables
consist of factor agglomeration variables. In accordance with
the general Cobb–Douglas production function model,
mediating variables chiefly include labor agglomeration,
capital agglomeration, and technical innovation
agglomeration.

First, to broadly compare the labor agglomeration
characteristics of Chinese cities, this study chiefly relies on
the concept of labor density to measure the level of labor
agglomeration in cities. Labor density is obtained by di-
viding the population in each city’s area of jurisdiction at the
end of each year by the area of the city’s administrative area:

labor agglomeration �
population in each city’s area of jurisdiction at year − end

area of the city’s jurisdiction
× 100%. (10)

Second, regarding capital agglomeration, this study
constructs a comprehensive capital agglomeration assess-
ment indicator system and uses the factor analysis method to
assess this indicator:

As shown in Table 1, the primary indicator of foreign
capital agglomeration is the amount of foreign capital ac-
tually used in a city at the end of the year (RMB 10,000),
which is denoted K1. .e primary indicator of fixed capital
agglomeration is the state of all social fixed asset investments
in a city at year-end (RMB 10,000), which is denoted K2..e
primary indicator of financial capital agglomeration is the
balance of all RMB deposits in a city at year-end (RMB
10,000) and the balance of all RMB loans in a city at year-end
(RMB 10,000), which are denoted K3 and K4, respectively.

Lastly, the indicator of technical innovation agglomeration
consists of a city’s level of technical innovation agglomeration,
which is calculated by the patent updating model of Kou and
Liu (2020) [29]. .e first step is to estimate the value of all
expired utility patents that were applied for in 1987–1997. .e
parameter obtained by this estimation process is used to model

the distribution of patent value. .is allows the calculation of
the average values of patents of different ages, and these values
serve as weighting coefficients for the values of relevant patents.
Taking the end of each year (December 31) as the observation
time for that year, utility patents that are still valid at that point
in time (approved and still within the period of validity) are
selected, and a patent value inventory is obtained after adding
up the values of patents in different cities (or industries).
Normalizing the country’s aggregate patent value in 2001 to
100, each cities’ technical innovation agglomeration indicators
for the period of 2006–2018 are calculated.

3.2.4. Control Variables. Economic growth: China has al-
ready entered a key period of slowing economic growth and
economic structural adjustment. Since conventional ag-
gregate indicators of economic growth are inadequate to
accurately portray the state of economic activities, this study
employs the actual GDP per capital of city residents as an
indicator of cities’ levels of economic growth.

4 Mathematical Problems in Engineering



Upgrading of the industrial structure: upgrading of the
industrial structure is an important step in the promotion of
rapid economic development..is study chiefly employs the
ratio of the sum of the value added by secondary and tertiary
industries to GDP as the indicator of industrial structure
upgrade.

Government expenditures: because local governments in
China usually pursue local economic growth as their par-
amount goal, these governments use a portion of their fiscal
revenue for public expenditures to promote economic
growth. A series of fiscal policies adopted by governments to
participate in economic activities could inevitably have an
impact on their cities’ economic growth..is study therefore
chiefly employs the ratio of government expenditures to
GDP as a proxy variable for government expenditures.

Wage level: the wage level constitutes the labor remu-
neration paid to employees by enterprises during a certain
period. Generally, the higher the wage level in a city, the
greater the city’s appeal to workers, and the more it can
attract high-end talent. Since this agglomeration of talent
can promote the city’s economic growth, wage level is an
important indicator of local development and develop-
mental ability. .is study consequently adopts the average
wage level of in-service employees as a proxy variable for a
city’s wage level.

Human capital: human capital has an extremely im-
portant promoting effect on the level of factor agglomera-
tion. Some scholars have used average years of education to
assess human capital, while others employ the share of
persons at each educational level to assess this metric. Since
the China City Statistical Yearbook published by the Na-
tional Bureau of Statistics does not contain detailed data on
the level of education of city residents, this study takes the
number of in-school university students per 10,000 persons
in each city as a proxy variable for human capital.

3.3. Data Sources. To maintain consistency in the statistical
caliber, this study employs data for cities at the prefecture
level and above in the period of 2006–2018. All data are
obtained from the China Statistical Yearbook, China City
Statistical Yearbook, and China Urban Construction Statis-
tical Yearbook for the period of 2006–2018.

4. Empirical Results

4.1. Empirical Results and Analysis. In accordance with the
theoretical principles of mediating effect testing, SPSS 22.0
software and the mediating effect model testing procedures
proposed by Preacher and Hayes (2008) [16] are used to

perform empirical analysis. .e obtained empirical results
are shown in Tables 2–4. .e analysis of urban rail line
length in Table 2 yields the following empirical results
concerning the effect of urban rail line length on the in-
dustrial agglomeration of manufacturing and consumer
service via labor agglomeration.

First, from the empirical results on urban rail line length,
labor agglomeration, and manufacturing industry agglom-
eration, after controlling for the upgrading of the industrial
structure, government expenditures, wage level, and human
capital, model (1) indicates that urban rail line length has a
significant promoting effect on manufacturing industry
agglomeration; model (2) indicates that urban rail line
length also has a significant promoting effect on labor ag-
glomeration; and model (3) indicates that urban rail line
length and labor agglomeration have a significant promoting
effect on manufacturing industry agglomeration. .ese
findings suggest that urban rail line length can promote
manufacturing industry agglomeration via labor
agglomeration.

Second, from the empirical results on urban rail line
length, labor agglomeration, and consumer service industry
agglomeration, model (4) indicates that urban rail line
length has a significant promoting effect on consumer
service industry agglomeration; model (5) indicates that
urban rail line length also has a significant promoting effect
on labor agglomeration; and model (6) indicates that urban
rail line length and labor agglomeration have a significant
promoting effect on consumer service industry agglomer-
ation. .ese results suggest that urban rail line length can
promote consumer service industry agglomeration via labor
agglomeration.

.irdly, from the empirical results of control variables,
GDP, wage level, and human capital can promote the
manufacturing industry agglomeration, consumer service
industry agglomeration, and labor agglomeration; industrial
technology upgrading can inhibit the manufacturing in-
dustry agglomeration; government expenditure can pro-
mote the consumer service industry agglomeration and
labor agglomeration.

.e analysis of urban rail line length in Table 3 yields the
following empirical results concerning the effect of capital
agglomeration on the industrial agglomeration of
manufacturing and customer services.

First, from the empirical results on urban rail line length,
capital agglomeration, and manufacturing industry ag-
glomeration, model (7) indicates that urban rail line length
has a significant promoting effect on manufacturing in-
dustry agglomeration; model (8) indicates that urban rail
line length has a significant promoting effect on capital

Table 1: Comprehensive capital agglomeration indicator system.

Primary indicator Secondary indicator Unit Code
Foreign capital agglomeration Amount of foreign capital actually used in a city at the end of the year RMB 10, 000 K1
Fixed capital agglomeration State of all social fixed asset investment in city at the end of the year RMB 10, 000 K2

Financial capital agglomeration Balance of all RMB deposits in city at the end of the year RMB 10, 000 K3
Balance of all RMB loans in city at the end of the year RMB 10, 000 K4

Note: data are chiefly obtained from the China City Statistical Yearbook.
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agglomeration; and model (9) indicates that urban rail line
length and capital agglomeration have a significant pro-
moting effect on manufacturing industry agglomeration.
.ese results suggest that urban rail line length can promote
manufacturing industry agglomeration via capital
agglomeration.

Second, from the empirical results on urban rail line length,
capital agglomeration, and consumer service industry ag-
glomeration,model (10) indicates that urban rail line length has
a significant promoting effect on consumer service industry
agglomeration; model (11) indicates that urban rail line length
has a significant promoting effect on capital agglomeration; and
model (12) indicates that urban rail line length and capital

agglomeration have a significant promoting effect on consumer
service industry agglomeration. .ese results suggest that
urban rail line length can promote consumer service industry
agglomeration via capital agglomeration.

.ird, from the empirical results of the control variables,
only GDP can promote capital agglomeration and
manufacturing agglomeration, and the effect of other var-
iables cannot be judged.

.e analysis of the effect of urban rail line length on
industrial agglomeration via technical innovation agglom-
eration in Table 4 yields the following empirical results.

First, from the empirical results on urban rail line length,
technical innovation agglomeration, and manufacturing

Table 3: Empirical analysis results 2.

Model (7) Model (8) Model (9) Model (10) Model (11) Model (12)
LQ1it LnCAit LQ1it LQ2it LnCAit LQ2it

LnTRANit
0.0091∗∗ 0.1324∗∗ 0.1142∗ 0.2519∗∗∗ 0.0091∗∗ 0.2551∗∗∗

(2.19) (2.34) (1.85) (6.57) (2.19) (6.82)

LnCAit
0.2033∗ 0.3471∗∗

(1.72) (2.34)

LnGDPit
0.0384∗∗∗ 0.2505∗∗ 0.3274∗∗∗ −0.1994∗∗∗ 1.1264∗∗∗ −0.3071∗∗∗

(5.67) (2.45) (2.91) (−3.14) (9.10) (−4.23)

LnINSit
0.0264∗∗∗ −0.3057∗∗∗ −0.2528∗∗ 0.1421 0.5137∗∗∗ 0.0930
(3.02) (−2.54) (−2.16) (1.53) (2.62) (1.01)

LnGOVit
0.0055 −0.0748 −0.0638 0.0204 0.0165 0.0189
(0.47) (−1.03) (−1.10) (0.34) (0.19) (0.32)

LnWAGEit
0.0071 0.0577 0.0720 0.0246 0.1023 0.0148
(1.49) (1.11) (1.26) (0.48) (0.85) (0.30)

LnHUMit
−0.0012 −0.1931∗∗∗ −0.1955∗∗∗ 0.1148∗∗ −0.1357 0.1278∗∗

(−0.22) (−2.85) (−2.92) (2.03) (−1.17) (2.26)

CONSTANTit
1.8061∗∗∗ 1.1578 4.7759 0.6563 −11.2270∗∗∗ 1.7299∗∗

(17.87) (0.88) (1.57) (0.89) (−6.63) (2.22)
R-squared 0.37 0.39 0.38 0.31 0.47 0.33
Obs. 230 230 230 230 230 230
Note: ∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% levels of significance; t values are in parentheses.

Table 2: Empirical analysis results 1.

Model (1) Model (2) Model (3) Model (4) Model (5) Model (6)
LQ1it LnLAit LQ1it LQ2it LnLAit LQ2it

LnTRANit
0.1628∗∗ 0.2781∗∗∗ 0.1398∗∗ 0.2318∗∗∗ 0.2331∗∗∗ 0.2205∗∗∗

(2.23) (3.31) (2.26) (5.56) (3.41) (4.75)

LnLAit
0.0723∗∗ 0.0681∗∗∗

(2.41) (2.92)

LnGDPit
0.6590∗∗∗ 0.6397∗∗∗ 0.6431∗∗∗ 0.6019∗∗ 0.5747∗∗∗ 0.5746∗∗∗

(4.19) (3.28) (3.66) (2.35) (2.80) (2.55)

LnINSit
−0.3142∗∗∗ −0.0302 −0.3292∗∗∗ 0.0735 0.0634 0.0655
(−6.38) (−1.38) (−6.28) (1.06) (0.86) (0.92)

LnGOVit
−0.0748 0.0165 −0.0736 0.8668∗∗∗ 0.7040∗∗∗ 0.1169
(−1.03) (0.19) (−1.01) (3.02) (2.91) (0.46)

LnWAGEit
0.0577 0.1121∗∗∗ 0.1073∗∗∗ 0.0340 0.0648 0.7722∗∗∗

(1.11) (4.61) (4.41) (0.44) (0.73) (3.09)

LnHUMit
0.3005∗∗∗ 0.5137∗∗∗ 0.2852∗∗∗ 0.2726∗∗ 0.2959∗∗ 0.3044∗∗

(4.56) (2.62) (4.25) (2.02) (2.09) (2.11)

CONSTANTit
5.2378∗∗∗ 3.8542∗∗∗ 4.9153∗∗∗ 6.0183∗∗∗ 5. 0818∗∗ 0.0534
(15.91) (4.42) (11.21) (4.54) (2.08) (0.68)

R-squared 0.36 0.48 0.33 0.31 0.46 0.34
Obs. 230 230 230 230 230 230
Note: ∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% levels of significance; t values are in parentheses.
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industry agglomeration, model (13) indicates that urban rail
line length has a significant promoting effect on
manufacturing industry agglomeration; model (14) indicates
that urban rail line length has a significant promoting effect
on technical innovation agglomeration; and model (15)
indicates that urban rail line length and technical innovation
agglomeration have a significant promoting effect on
manufacturing industry agglomeration. .ese findings
suggest that urban rail line length can promote

manufacturing industry agglomeration via technical inno-
vation agglomeration.

Second, from the empirical results on urban rail line
length, technical innovation agglomeration, and consumer
service industry agglomeration, model (16) indicates that
urban rail line length has a significant promoting effect on
consumer service industry agglomeration; model (17) in-
dicates that urban rail line length has a significant promoting
effect on technical innovation agglomeration; and model

Table 5: Empirical analysis results 4.

Model (19) Model (20) Model (21) Model (22) Model (23) Model (24)
LQ1it LnLAit LQ1it LQ2it LnLAit LQ2it

LQit-1
0.3437∗∗ 0.0853∗∗∗ 0.3281∗∗∗ 0.2323∗∗ 0.0715∗∗ 0.1590∗∗∗

(2.13) (2.79) (2.58) (1.97) (2.28) (7.15)

LnTRANit
0.1227∗∗∗ 0.0379∗∗∗

(3.15) (3.69)

LnLAit
0.6261∗∗∗ 0.1121∗∗

(5.85) (2.32)

LnGDPit
0.2451 −0.2708∗ −0.0617 −0.2075 −0.0414∗ 0.0258∗∗∗

(1.62) (−1.75) (−0.95) (−1.60) (−1.76) (3.72)

LnINSit
−0.1903 0.0839 0.2145∗ 0.3127 0.0842 0.0029
(−1.03) (0.30) (1.75) (1.63) (1.22) (0.25)

LnGOVit
−0.0131 0.0915∗∗∗ 0.0118 −0.0203 −0.0143 0.0108
(−0.26) (2.68) (0.83) (−0.57) (−1.26) (0.79)

LnWAGEit
0.0263 −0.0275 −0.0477 −0.1675∗∗ 0.0316 0.0026
(0.75) (−0.41) (−0.82) (−2.24) (1.63) (0.74)

LnHUMit
−0.0421 −0.0389 0.0133 −0.0487 0.0197 −0.0009
(−0.42) (−0.32) (0.28) (−0.60) (0.57) (−0.16)

CONSTANTit
0.0482 4.3551∗ 0.2280 2.9495∗∗ 0.7388∗ 2.0719∗∗∗

(0.03) (1.89) (0.25) (2.29) (1.67) (19.70)
Dum_Individual YES YES YES YES YES YES
Dum_Year YES YES YES YES YES YES
Wald value 16.47∗∗∗ 33.96∗∗∗ 15.10∗∗∗ 40.95∗∗∗ 44.52∗∗∗ 48.98∗∗∗

Obs. 196 196 196 196 196 196
Note: ∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% levels of significance; z values are in parentheses.

Table 4: Empirical analysis results 3.

Model (13) Model (14) Model (15) Model (16) Model (17) Model (18)
LQ1it LnTAit LQ1it LQ2it LnTAit LQ2it

LnTRANit
0.1324∗∗∗ 0.1870∗∗∗ 0.1096∗ 0.0382∗∗ 0.1870∗∗∗ 0.0346∗

(2.34) (3.32) (1.77) (2.11) (3.32) (1.84)

LnTAit
0.1218∗ 0.0193∗∗∗

(1.67) (2.66)

LnGDPit
0.2505∗∗ 1.2624∗∗∗ 0.4042∗∗∗ 0.2579∗ 0.2801∗∗ 0.2810∗∗

(2.45) (11.72) (3.21) (1.93) (2.02) (1.98)

LnINSit
−0.3057∗∗∗ 1.1247∗∗∗ −0.1687 −0.1602∗∗ −0.1901∗∗ −0.1945∗∗

(−2.54) (6.26) (−1.24) (−2.24) (−2.40) (−2.42)

LnGOVit
−0.0748 0.2214 −0.0478 0.0445 0.0413 0.0438
(−1.03) (1.08) (−0.81) (1.30) (1.19) (1.24)

LnWAGEit
0.0577 0.1096∗∗ 0.0710 0.1068∗∗∗ 0.1065∗∗∗ 0.1070∗∗∗

(1.11) (2.04) (1.27) (6.94) (6.99) (7.21)

LnHUMit
−0.1931∗∗∗ −0.0860 −0.2036∗∗∗ 0.0503 0.0475 0.0497
(−2.85) (−0.77) (−2.92) (1.52) (1.44) (1.47)

CONSTANTit
1.1578∗ −17.6493∗∗∗ −0.9911 7.2990∗∗∗ 3.1011∗∗∗ 8.0390∗∗∗

(1.88) (−10.12) (−0.63) (7.63) (2.52) (8.17)
R-squared 0.38 0.66 0.30 0.43 0.56 0.57
Obs. 230 230 230 230 230 230
Note: ∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% levels of significance; t values are in parentheses.
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(18) indicates that urban rail line length and technical in-
novation agglomeration have a significant promoting effect
on consumer service industry agglomeration. .ese findings
suggest that urban rail line length can promote consumer
service industry agglomeration via technical innovation
agglomeration.

.irdly, from the empirical results of control variables,
GDP can promote the agglomeration of technological in-
novation, manufacturing, and consumer services; wage level
can promote the agglomeration of technological innovation
and consumer services; human capital can inhibit the ag-
glomeration of manufacturing.

Table 6: Empirical analysis results 5.

Model (25) Model (26) Model (27) Model (28) Model (29) Model (30)
LQ1it LnCAit LQ1it LQ2it LnCAit LQ2it

LQit-1
−0.3528∗∗ −0.2643∗ 0.2710∗∗ 0.2891∗∗ −0.1052 0.0527∗

(−2.12) (−1.78) (2.21) (2.31) (−0.94) (1.79)

LnTRANit
0.0740∗ 0.0464∗ 0.0925∗∗∗ 0.1367∗∗∗ 0.0467∗∗∗ 0.0646∗∗∗

(1.68) (1.66) (3.56) (3.62) (3.40) (4.47)

LnCAit
0.0781∗ 0.0190∗

(1.72) (1.85)

LnGDPit
0.3712∗∗∗ −0.4654∗∗∗ −0.1012∗∗ −0.3096∗ −0.0977∗∗∗ 0.1538∗∗∗

(3.23) (−3.35) (−2.20) (−1.90) (−2.92) (5.81)

LnINSit
−0.0048 −0.0741 0.1396 0.2624 −0.0204 −0.0902∗∗∗

(−0.02) (−0.21) (1.38) (1.04) (−0.37) (−8.01)

LnGOVit
0.0254 0.0952 −0.0076 −0.0879 −0.0161∗ 0.0637∗∗∗

(0.59) (1.64) (−0.29) (−0.45) (−1.69) (8.60)

LnWAGEit
0.0209 0.0157 −0.0319 −0.1190∗∗∗ 0.0405∗ 0.0534∗∗∗

(0.56) (0.19) (−0.83) (−2.72) (1.65) (8.04)

LnHUMit
−0.1886∗∗ 0.0995 0.0288 0.0974 0.0710∗∗∗ 0.0820∗∗∗

(−2.34) (0.73) (0.61) (1.01) (2.68) (8.06)

CONSTANTit
−1.2483 5.9138∗∗∗ 0.8837 3.2508 1.3719∗∗∗ 8.9015∗∗∗

(−0.93) (3.67) (1.45) (1.48) (2.67) (62.07)
Dum_Individual YES YES YES YES YES YES
Dum_Year YES YES YES YES YES YES
Wald value 27.98∗∗∗ 76.38∗∗∗ 51.08∗∗∗ 125.42∗∗∗ 88.39∗∗∗ 190.23∗∗∗

Obs. 196 196 196 196 196 196
Note: ∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% levels of significance; z values are in parentheses.

Table 7: Empirical analysis results 6.

Model (31) Model (32) Model (33) Model (34) Model (35) Model (36)
LQ1it LnTAit LQ1it LQ5it LnTAit LQ5it

LQit-1
−0.6618∗∗ −0.2513 0.4776∗∗∗ 0.2664∗∗∗ 0.0339 0.2103∗∗∗

(−2.28) (−1.57) (3.05) (2.62) (0.19) (7.14)

LnTRANit
0.1620∗∗∗ 0.2184∗∗ 0.1684∗∗∗ 0.0366∗∗ 0.2184∗∗∗ 0.0342∗∗∗

(6.92) (1.95) (7.43) (1.97) (3.85) (3.39)

LnTAit
0.0297∗ 0.0107∗∗∗

(1.80) (2.61)

LnGDPit
0.5332∗∗∗ −0.4726∗∗ −0.0832 0.9308∗∗∗ −0.3422∗∗∗ −0.1923∗∗∗

(2.83) (−2.11) (−1.01) (7.59) (−3.35) (−4.14)

LnINSit
0.0368 0.1408 0.1295 0.5930∗∗ −0.2642∗ 0.3554∗∗∗

(0.17) (0.32) (0.96) (2.12) (−1.78) (5.71)

LnGOVit
0.0069 0. 1282∗∗ −0.0084 0.2506 0.2331∗∗ −0.0217
(0.13) (2.42) (−0.39) (1.21) (2.39) (−0.99)

LnWAGEit
0.0311 0.0110 0.0239 0.0420 −0.0008 −0.0080
(0.36) (0.08) (0.41) (1.09) (−0.04) (−1.33)

LnHUMit
−0.0666 0.0525 −0.0020 0.0695 0.2393∗∗∗ 0.0421
(−0.57) (0.43) (−0.04) (0.56) (2.52) (1.25)

CONSTANTit
−4.0070∗∗ 5.1434∗ −0.1086 −12.0428∗∗∗ 4.0413∗∗∗ 1.0548∗∗

(−2.06) (1.87) (−0.09) (−6.03) (3.08) (1.95)
Dum_Individual YES YES YES YES YES YES
Dum_Year YES YES YES YES YES YES
Wald value 14.25∗∗∗ 60.54∗∗∗ 31.86∗∗∗ 106.34∗∗∗ 106.23∗∗∗ 118.98∗∗∗

Obs. 196 196 196 196 196 196
Note: ∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% levels of significance; z values are in parentheses.
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4.2. Robustness Test. .e foregoing section describes the use
of empirical models to analyze the effect of urban rail de-
velopment on industrial agglomeration. To further test the
rigor and scientific validity of the conclusions drawn above,
this study uses the two-step method GMM to perform
empirical estimates of the above dynamic models with panel
data. Tables 5−7 provide quantitative empirical results for
the dynamic panel data models, which take urban rail line
length as the explanatory variable.

First, the regression results for urban rail development,
labor agglomeration, and industrial agglomeration in Table 5
show that after controlling for the upgrading of the in-
dustrial structure, government expenditures, wage level, and
human capital, urban rail line length can still exert a sig-
nificant promoting effect on manufacturing industry ag-
glomeration and consumer service industry agglomeration
via labor agglomeration. .is is consistent with the results
shown in Table 2 and indicates that increases in urban rail
line length can effectively induce manufacturing industry
agglomeration and consumer service industry agglomera-
tion in a city through labor agglomeration.

Second, the regression results for urban rail develop-
ment, capital agglomeration, and industrial agglomeration
in Table 6 show that urban rail line length still exerts a
significant promoting effect on manufacturing industry
agglomeration and consumer service industry agglomera-
tion in a city. .is is consistent with the results shown in
Table 3 and indicates that urban rail line length can effec-
tively induce manufacturing industry agglomeration and
consumer service industry agglomeration in a city through
capital agglomeration.

.ird, the regression results for urban rail development,
technical innovation agglomeration, and industrial ag-
glomeration in Table 7 show that urban rail line length exerts
a significant positive promoting effect on manufacturing
industry agglomeration and consumer service industry ag-
glomeration in a city. .is is consistent with the results
shown in Table 4 and indicates that increases in urban rail
line length can effectively induce manufacturing industry
agglomeration and consumer service industry agglomera-
tion in a city through technical innovation agglomeration.

In summary, this study uses GMM-based dynamic panel
models to convincingly verify that urban rail development
affects industrial agglomeration via factor agglomeration,
and this study’s conclusions possess a certain degree of
scientific validity and robustness.

5. Conclusions and Recommendations

.is study uses location quotients to calculate levels of in-
dustrial agglomeration in Chinese cities of the prefecture
level and above during 2006–2018 and conducts empirical
analysis of the effect of urban rail line length on industrial
agglomeration. .is study draws the following conclusions:
(1) urban rail development has a significant promoting effect
on labor agglomeration, capital agglomeration, and tech-
nical innovation agglomeration; (2) urban rail development
can effectively induce manufacturing industry agglomera-
tion and consumer service industry agglomeration in cities;

(3) the influence of urban rail development on urban
manufacturing industry agglomeration and consumer ser-
vice industry agglomeration is chiefly attributable to the
mediating effect of factor agglomeration (labor agglomer-
ation, capital agglomeration, and technical innovation ag-
glomeration). .is study therefore makes the following
recommendations:

(1) Progressively completing urban rail transit networks
and promoting the coordinated development of
urban rail transit: to achieve a strong economic
stimulating effect from urban rail transit, urban
centers should engage in coordinated rail transit
planning and batchwise development and establish
dedicated departments to manage and design rail
transit systems.

(2) Strengthening the development of integrated rail
transit hubs and the coordination of urban rail
transit with other modes of transportation: the
connection and convenience of rail transit systems
and other modes of transportation should be con-
stantly strengthened so that various modes of
transportation can be organically combined to
maximize network effects and provide more con-
venient services for urban agglomerations.

(3) Optimizing the allocation of capital to urban rail
transit and improving the investment performance
of rail transit capital: more functional, broader-
coverage total factor markets should be established
to promote the robust development of capital factor
markets..is could allow capital to movemore freely
between different cities and between cities and their
suburban districts, so that the radiating role of
central cities could be fully promoted to increase the
effectiveness of capital investment in rail transit.
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'e drag-free satellites, being space-borne ultrahigh precise measurement platforms, have played irreplaceable roles in a great
number of space science missions such as navigation, earth science, fundamental physics, and astrophysics. Most of these missions
have to be performed based on the satellites placed with double cube test-masses, which makes the satellite layout and control
strategy bemore complex.'is paper investigates the orbit keeping control problem of a class of low Earth orbit drag-free satellites
with double cube test masses. A disturbance observer-based composite control method is proposed, which consists of an extended
sliding mode observer and the tube-based robust model predictive control approach. In this design, the observer is proposed to
estimate the relative position and velocity of the satellite and the external space disturbance force. A tube-based robust model
predictive control scheme is then developed to stabilize the satellite orbit control systems in the presence of actuator saturation,
state constraints, and additive stochastic noises. Finally, a simulation example is presented to demonstrate the efficacy and
superiority of the proposed orbit control method.

1. Introduction

In recent years, the drag-free satellites [1], being space-borne
ultrahigh precise measurement platforms, have played ir-
replaceable roles in many space science missions, such as the
test of equivalence principle [2], the measurement of the
Earth gravity field [3], and the detection of gravitational
waves [4]. 'e drag-free satellites possess many advantages;
for example, they can provide autonomous precision orbit
determination, map the static and time-varying components
of the Earth’s mass distribution more accurately, deepen the
understanding of the fundamental force of gravity, even-
tually open up a new window to the universe through the
detection and observation of gravitational waves, and so
forth.

'e key technology of the drag-free satellite is the
gravitational reference sensor (GRS), which insulates an
internal free-floating test mass (TM, also called proof mass)

from both external disturbances and disturbances caused by
the spacecraft itself [5]. 'e drag-free satellites can be di-
vided into two types [6]. 'e first one is the “accelerometer”
drag-free mode, where an electrostatic accelerometer is used
as the primary sensor and an electrostatic suspension ac-
tuator is paired to maintain the TM to be centred in its cage;
therefore it can counter the disturbance forces acting on the
spacecraft [7–11]. 'e second one is free-falling TM mode,
in which the satellite provides indirect drag-free behaviour
by tracking the movement of the free-falling TM in the cage
[12–15]. In particular, the structure of a satellite with two
cube TMs is always regarded as the primary layout in these
missions, which makes the GRS be more complex and the
control system design work be more challenging. For ex-
ample, as shown in Figure 1, the drag-free satellite con-
taining two cube TMs will enter a low Earth orbit (LEO),
which decays more rapidly due to the decelerating effects of
the Earth’s atmosphere.
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In the research area of control for drag-free satellites, a
trade-off should be considered among system complexity, fuel
conservation, cost of components, operations, performance,
and so forth [16]. In fact, it is always difficult for the drag-free
satellite to obtain control satisfactory performance due to the
existence of external time-varying environmental disturbances
and the unmodelled internal uncertainties. To solve this
problem, various types of robust control algorithms have been
proposed, such as model predictive control (MPC) [17], H∞
control [18, 19], μ-synthesis control [20], embedded model
control (EMC) technique [21], and quantitative feedback theory
[22]. However, these design results can only realize disturbance
attenuation but not disturbance rejection. In order to improve
closed-loop control performance, the disturbance observer-
based control [23–31] and active disturbance rejection control
[32–39] have been developed for drag-free satellite to pursue
more ideal control system performance [25, 40–50]. However,
how to design a suitable observer to estimate the disturbances
more precisely is still an open and attractive problem [51].

'is paper investigates the orbit control problem for a class
of LEO drag-free satellites with double cube TMs based on the
relative position dynamics with state constraints, actuator
saturation, and the additive stochastic disturbances. In this
design, an extended slidingmode observer method is developed
to estimate the system states. 'en, a tube-based robust model
predictive control (TRMPC) approach is presented [52] to
stabilize the resulting orbit control systems. In particular, the
TRMPC design approach is divided into the following two
steps: (i) an offline evaluation of the constraints to ensure the
uncertain future trajectories to lie in sequence of sets, which is
called tubes, and (ii) an online MPC scheme designed for the
nominal trajectories. As a result, the orbit control issue for the
drag-free satellite is solved.

'e remaining of this paper is organized as follows.
Section 2 formulates the design problem under investiga-
tion; the design of disturbance observation-based composite

control strategy is presented in Section 3. A demonstrated
simulation example is provided in Section 4, and the paper is
concluded in Section 5.

2. Problem Formulation

According to [22, 53], for a LEO satellite containing two
TMs, as shown in Figure 2, the drag-free control strategy is
defined as follows: TM1 is chosen as the gravitational ref-
erence, which flies freely in a pure gravitational orbit, and the
satellite and TM2 are controlled to follow TM1; then the
linearized relative position dynamics between the TMs and
the satellite are given as follows:

€ρ1i(t) + Mt _ρ1i(t) + Ntρ1i(t) �
1

mi

Fc,1i(t) + Fd,1i
′ (t)􏽨 􏽩, i � 0 or 2,

(1)

where i � 0 means the satellite and i � 2 means the TM2;
ρ1i(t), mi, and Fc,1i(t) represent the relative position vari-
ables, the mass of the satellite or the TM2, and the control
forces; Fd,1i

′(t) is the sum of all kinds of disturbances, which
for the satellite, the air drag, the solar radiation pressure, and
the thruster quantization error and other stochastic noises is
considered primarily, and, for the TM2, it mainly consists of
electrostatic interference signals, actuator quantization er-
ror, and other stochastic noises [9, 40].

Mt �

0 − 2ω0 0

2ω0 0 0

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ − Kt,

Nt �

− 3ω0 0 0

0 0 0

0 0 ω2
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ − Dt,

(2)

where ω0 is orbit angular velocity of the TM1 and Kt and Dt

are the damping factors between the TM and its condenser
cage [54].

'e desired positions and velocities of the satellite and
TM2 are denoted as ρd

10(t), _ρd
10(t), ρd

12(t), and _ρd
12(t), re-

spectively. 'e desired positions ρd
10(t) and ρd

12(t) are some
constants dependent on the layout of the satellite. 'e relative
velocities are defined as follows: _ρd

10(t) � 0 and _ρd
12(t) � 0.

Define the following error variables for case of presentation:

􏽥ρ1i(t) � ρ1i(t) − ρd
1i(t),

_􏽥ρ1i(t) � _ρ1i(t) − _ρd
1i(t),

i � 0 or 2.

(3)

By substituting (3) into (1), one can obtain

€􏽥ρ1i(t) + Mt
_􏽥ρ1i(t) + Nt􏽥ρ1i(t) �

1
mi

Fc,1i(t) + Fd,1i(t)􏽨 􏽩, i � 0 or 2.

(4)

Due to the limit volume of the capacitor cage, the relative
error variables should satisfy 􏽥ρ1i(t)≤ 􏽥ρmax and _􏽥ρ1i(t)≤ _􏽥ρmax,
which are the state constraints. For convenience, formations
(4) should be translated into a state space model. By

Disturbance
forces

Interaction

Safety zoneSatellite body
Thrusters

Control
forces

TM1 TM2

Figure 1: A kind of drag-free satellite structure with double test-
masses.
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choosing x1(t) � [􏽥ρT
10(t), _􏽥ρT

10(t)]T and x2(t) � [􏽥ρT
12(t),

_􏽥ρT

12(t)]T, u1(t) � Fc,10(t), u2(t) � Fc,12(t), Fd,10(t) � ω1(t) +

ξ1(t), and Fd,12(t) � ω2(t) + ξ2(t), where ωi(t) and
ξi(t) (i � 1, 2) denote the unknown stochastic noises and
unknown estimable disturbances, respectively. 'en, the
state space model is given as follows:

_xi(t) � Aixi(t) + Biui(t) + Bω,i ωi(t) + ξi(t)( 􏼁,

yi(t) � Cixi(t),
􏼨 (5)

where

Ai �

03 I3

Nt Mt

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B1 � Bω,1 �

03

1
m0

I3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

B2 � Bω,2 �

03

1
m2

I3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ci � I3 03􏼂 􏼃,

i � 1, 2.

(6)

Before designing the disturbance observer-based com-
posite control strategy, the following assumptions are given
about ωi(t) and ξi(t) (i � 1, 2).

Assumption 1. 'e unknown external disturbance ξi(t) (i �

1, 2) satisfies the following: ‖ξi(t)‖< 9i and ‖ _ξi(t)‖< ςi, where
9i and ςi are known real constants.

Assumption 2. 'e unknown stochastic noise ωi(t) (i � 1, 2)

is assumed to be discontinuous but bounded subject to
‖ωi(t)‖≤ϖi and belongs to a bounded and convex subset
W ⊂ Rn containing the origin in its interior.

3. Design of Disturbance Observer-Based
Composite Control

'e control system composition of a LEO satellite with two
cube TMs is shown in Figure 3. To achieve the “drag-free”
goal and eliminate the effects of external disturbances (the
environment disturbances may contain the atmosphere
and the solar radiation pressure, the thruster quantization
error, the electrostatic noises, the actuator quantization
error, etc.), a disturbance observer-based composite con-
trol approach is proposed, which consists of an extended
sliding mode observer and a tube-based robust model
predictive control. 'e detailed design process is as follows.
First, for system (5), the observer is proposed to estimate
states xi for state feedback control and ξi(t) for active
disturbance rejection control uffc,i. Second, a tube-based
robust model predictive control ui � ufbc,i + uffc,i is
adopted, which can cope with state constraints and actu-
ator saturation and attenuate the effects of additive sto-
chastic noises. For convenience, in the following
discussion, the subscript i in (5) is omitted.

3.1. Design of Extended Sliding Mode Observers.
Motivated by the augmented strategy method in
[34, 36, 55], we define the following extended vectors and
matrices:

x(t) � x
T
(t), ξT

(t)􏽨 􏽩
T
,

A �
A Bω

0 0
􏼢 􏼣,

B �
B

0
􏼢 􏼣,

D �
0

Ip

⎡⎣ ⎤⎦,

Bw �
Bw

0
􏼢 􏼣,

C � C 0􏼂 􏼃.

(7)

For system (7), consider the following continuous-time
extended SMO [55]:

_􏽢x(t) � A􏽢x(t) + Bu(t) + L􏽥y(t) + DFv2(t), (8)

where 􏽥y(t) � y(t) − C 􏽢x(t) and v2(t) is the discontinuous
term designed as follows:

v2(t) �

η
􏽥y(t)

‖􏽥y(t)‖
, if ‖􏽥y(t)‖>

ε
η

,

η2
􏽥y(t)

ε
, if ‖􏽥y(t)‖≤

ε
η

,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

where η> (λF/λ
2
F) and λF �

���������
λmax(FTF)

􏽰
, λF �

���������
λmin(FTF)

􏽰
,

and λmax(FTF) and λmin(FTF) are the maximal and minimal
nonzero eigenvalues of matrix FTF, respectively.

Pure
gravity
orbit

Centre of Earth

Satellite

Centre of mass

TM1 TM2

x

y

z

Figure 2: 'e relative position dynamics between the TMs and the
satellite, with respect to TM1 Hill reference system.
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Remark 1. It is worth mentioning that the main function of
the proposed extended SMO is to estimate the state and
disturbances vectors simultaneously, which is a design basis
of the subsequent composite control law.

Define 􏽥x(t) � x(t) − 􏽢x(t); then the error system is de-
rived as follows:

_􏽥x(t) � (A − LC)􏽥x(t) + D _ξ(t) − Fv2(t)􏼐 􏼑 + Bwω(t). (10)

Lemma 1 (see [56]). System (5) has the relative degree n with
respect to the unknown input ξ(t) (i.e., the system is strongly
observable).

Lemma 2. If the matrix pair (A, C) is detectable and the
condition

rank
A Bω

C 0
􏼢 􏼣􏼠 􏼡 � n + p, (11)

holds, then the pair (A, C) is detectable; that is, there exists an
observer gain matrix L such that A − LC is Hurwitz.

Proof. It can be derived that

rank
A − λIn+p

C

⎡⎢⎣ ⎤⎥⎦⎛⎝ ⎞⎠ � rank

A − λIn Bw

0p×n − λIp

C 0q×p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (12)

□

Case 1. When λ≠ 0, for the matrix in right side of equation
(12), we have

In λ− 1
Bw 0

0 Ip 0

0 0 Iq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A − λIn Bw

0p×n − λIp

C 0q×p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

A − λIn 0p×n

0p×n − λIp

C 0q×p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(13)
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On-board control computer
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ESMO1 TRMPC1 Micro
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Electrostatic
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+

+

TM2

ˆ
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Figure 3: 'e control system schematic diagram of a LEO satellite with two cube TMs; the satellite and TM2 are controlled, respectively.
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which means that

rank

A − λIn Bw

0p×n − λIp

C 0q×p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ � rank

In λ− 1
Bw 0

0 Ip 0

0 0 Iq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A − λIn Bw

0p×n − λIp

C 0q×p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� rank

A − λIn 0n×p

0p×n − λIp

C 0q×p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� rank
A − λIn

C
􏼢 􏼣􏼠 􏼡 + p.

(14)

'at means

rank
A − λIn+p

C

⎡⎢⎣ ⎤⎥⎦⎛⎝ ⎞⎠ � rank
A − λIn

C
􏼢 􏼣􏼠 􏼡 + p. (15)

Hence, if the pair (A, C) is detectable, we have

rank
A − λIn

C
􏼢 􏼣􏼠 􏼡 � n. (16)

'en, the following rank condition holds:

rank
A − λIn+p

C

⎡⎣ ⎤⎦⎛⎝ ⎞⎠ � n + p. (17)

Case 2. When λ � 0, if rank condition (11) holds, we have

rank
A

C
⎡⎣ ⎤⎦⎛⎝ ⎞⎠ � rank

A Bw

C 0
􏼢 􏼣􏼠 􏼡 � n + p. (18)

Finally, for both cases, we can always imply

rank
A − λIn+p

C
􏼢 􏼣􏼠 􏼡 � n + p, λ ∈ C, Re[λ]≥ 0, which im-

plies that the pair (A, C) is detectable.
To attenuate the influence of ω(t) for error system (10),

we define the prescribed H∞ performance index as follows:

‖H‖∞ � sup
‖ω(t)‖L2 ≠ 0

‖ψ􏽥x(t)‖L2

‖ω(t)‖L2

≤ ��
c1

√
, (19)

where ψ􏽥x(t) is the weighted estimation error and ψ is the
weight matrix. 'e following main theorem provides the
existence condition of the proposed observer (8).

Theorem 1. >e solution of observer error system (10) is
asymptotically stable with the prescribed H∞ performance
index if there exist positive and definite matrix Q> 0 and
matrix F with appropriate dimensions, in minimizing c1 > 0,
such that the following matrix constraints hold:

Q �
�A

T
Q + Q�A − �C

T �C + ψTψ Q�Bw

�B
T

wQ − c1I

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦< 0,

QD � �C
T
F

T
.

(20)

Moreover, the observer gain is designed as
L � (1/2)Q− 1�C

T.

Proof. For system (10), select the Lyapunov function as
V(t) � 􏽥x

T
(t)Q􏽥x(t) with Q> 0 being designed; it is easy to

obtain that

_V(t) � _􏽥x
T

(t)Q􏽥x(t) + 􏽥x
T
(t)Q _􏽥x(t)

� 2􏽥x
T
(t)Q (A − LC)􏽥x(t) + D _ξ(t) − Fv2(t)􏼐 􏼑 + Bwω(t)􏽨 􏽩

� 􏽥x
T
(t) A

T
Q + QA − C

T
C􏼔 􏼕􏽥x(t) + 2􏽥x(t)C

T
F

T _ξ(t) − Fv2(t)􏼐 􏼑 + 􏽥x
T
(t)QBwω(t) + ωT

(t)B
T

wQ􏽥x(t)

� 􏽥x
T
(t) A

T
Q + QA − C

T
C􏼔 􏼕􏽥x(t) + 2􏽥yF

T _ξ(t) − Fv2(t)􏼐 􏼑 + 2􏽥x
T
(t)QBwω(t).

(21)
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In the following analysis, let Y(t) � 2􏽥yFT( _ξ(t) − Fv2(t));
we consider two cases separately. □

Case 3. ‖􏽥y‖> (ε/η); in this case, we have

Y(t) � 2􏽥yF
T _ξ(t) − Fη

􏽥y(t)

‖􏽥y(t)‖
􏼠 􏼡

≤ 2‖􏽥y‖ ‖F‖ρ − ‖F‖
2η􏼐 􏼑

≤ 2‖􏽥y‖ λFρ − λ2Fη)≤ 0,􏼐

(22)

where η can be chosen such that η> (λF/λ
2
F)ρ.

Case 4. ‖􏽥y‖≤ (ε/η); in this case, it can be derived that

Y(t) � 2􏽥yF
T _ξ(t) − Fη2

􏽥y(t)

ε
􏼠 􏼡

≤ 2ρλF‖􏽥y‖ − 2η2λ2F
‖􏽥y‖

2

ε
≤ 2ηλ2F‖􏽥y‖ − 2η2λ2F

‖􏽥y‖
2

ε
≤ − 2λ2F

η‖􏽥y‖
�
ε

√ −

�
ε

√

2
􏼠 􏼡

2

+
λ2Fε
2
≤ 2λ2F

η(ε/η)
�
ε

√ −

�
ε

√

2
􏼠 􏼡

2

+
λ2Fε
2
≤ 0.

(23)

Based on Cases 3 and 4, we can conclude that

_V(t) � Y(t) + 􏽥x
T
(t) A

T
Q + QA − C

T
C􏼔 􏼕􏽥x(t) + 2􏽥x

T
(t)QBwω(t)

≤ 􏽥x
T
(t) A

T
Q + QA − C

T
C􏼔 􏼕􏽥x(t) + 2􏽥x

T
(t)QBwω(t).

(24)

To minimize the effect of the disturbance on the esti-
mation error in the sense of L2 norm, we consider the
following constraint:

W(t) � _V(t) + 􏽥x
T
(t)ψTψ􏽥x(t) − c1ω

T
(t)ω(t) ≤ 0. (25)

In light of Schur complement, it is easy to derive that

W(t)≤ 􏽥x
T
(t) A

T
Q + QA − C

T
C􏼔 􏼕􏽥x(t) + 􏽥x

T
(t)QBwω(t) + ωT

(t)B
T

wQ􏽥x(t) + 􏽥x
T

(t)ψTψ􏽥x
T
(t) − c1ω

T
(t)ω(t)

≤ 􏽥x
T
(t) ωT

(t)􏽨 􏽩Q
􏽥x(t)

ω(t)
⎡⎣ ⎤⎦< 0.

(26)

Accordingly, it can be seen that W(t)≤ 0 is ensured
provided that Q< 0 holds. 'erefore, the solution of error
system (10) is asymptotically stable with the prescribed H∞
performance index as t⟶∞.

Remark 2. It should be pointed out that, in 'eorem 1, the
equality constraint QD � C

T
FT can be rewritten as

Trace QD − C
T
F

T
􏼒 􏼓

T

QD − C
T
F

T
􏼒 􏼓􏼠 􏼡 � 0. (27)

Hence, we can introduce the following condition:

QD − C
T
F

T
􏼒 􏼓

T

QD − C
T
F

T
􏼒 􏼓< c2I, (28)

where c2 > 0 is a parameter to be designed. 'en the design
problem of observer gains L can be converted into the
following minimization problem:

minc1, c2

subject to (20) and (28).
(29)

3.2. Design of Tube-Based Robust Model Predictive Control.
For equations (5), ξi(t) is estimated and eliminated through
the extended sliding mode observer; thus we have to
compensate it by disturbance compensation feed-forward
control. Translate formulations (5) without ξi(t) into the
discrete model of the form in (30) as follows:

xk+1 � Adxk + Bduk + Bωd
ξk + ωk( 􏼁. (30)

As mentioned before, the controller is designed as
uk � uk,ffc + uk,fbc, where

uk,ffc � − 􏽢ξk, (31)

is the feed-forward control part to compensate ξk and uk,fbc

is the model predictive control law to be designed. Define the
estimation error as
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􏽥ξk � 􏽢ξk − ξk. (32)

'en, system (30) becomes

xk+1 � Adxk + Bduk,fbc + Bωd
ωk − 􏽥ξk􏼐 􏼑. (33)

As proved in the observer design results in 'eorem 1,
we have ‖􏽥ξk‖⟶ 0 with k⟶∞; thus ‖ωk − 􏽥ξk‖≤ ‖ωk‖ +

‖􏽥ξk‖ � (1 + β)‖ωk‖ holds, where β> 0 is a small constant and
β⟶ 0 when k⟶∞.

Define dk � ωk − 􏽥ξk; it satisfies ‖dk‖≤ (1 + β)ϖ, which
belongs to the bounded and convex subsetW. Hence, system
(30) can be written in the following form:

xk+1 � Adxk + Bduk,fbc + Bωd
dk. (34)

'e investigated system (30) is subject to hard con-
straints on both state and input vectors with the following
form:

x ∈ X,

u ∈ U,
(35)

where X and U are polytopes.
To solve this control problem, a robust MPC algorithm is

considered [57] by repeatedly solving an optimal control
problem, where the finite horizon quadratic cost JN(x, u) to
be minimized at the current time k is

JN xk, uk( 􏼁 � 􏽘
N− 1

i�0
x

T
i|kQxi|k + u

T
i|kRui|k􏼐 􏼑 + x

T
N|kPxN|k.

(36)

In (36), N ∈ R+ is the MPC prediction horizon,
Q ∈ Rn×n, Q> 0, R ∈ Rm×m, R> 0 and P is the solution of
the algebraic Riccati equation [57].

Ad + BdK( 􏼁
T
P Ad + BdK( 􏼁 + Q + K

T
RK � P. (37)

Due to the presence of the unknown disturbance dk, we
rewrite the state vector xi|k of the system as the sum of a
nominal part zi|k and an error part ei|k in the following form:

xi|k � zi|k + ei|k, (38)

where ei|k denotes the deviation of the real state ei|k with
respect to the nominal one.

Design the following feedback policy (39) for system
(30):

ui|k � vi|k + K xi|k − zi|k􏼐 􏼑, (39)

where vi|k denotes the nominal input vector and the gain
matrix K should be selected such that AK � Ad + BdK is
Schur-stable; then the corresponding nominal and error
dynamics can be described, respectively, as follows:

zi+1|k � Adzi|k + Bdvi|k,

z0|k � x0|k,
(40)

ei+1|k � AKei|k + Bωd
di|k,

e0|k � 0.
(41)

Hence, the finite horizon optimal quadratic cost (36) can
be redefined in terms of nominal state zk and control input
vk as

JN zk, vk( 􏼁 � 􏽘
N− 1

i�0
z

T
i|kQzi|k + v

T
i|kRvi|k􏼐 􏼑 + z

T
N|kPzN|k, (42)

and the finite horizon optimal control problem can be
reformulated as follows.

Definition 1. Given the nominal system dynamics (40), cost
(42), and nominal constraints set Z, V ,Zf, the nominal
robust MPC finite horizon optimization problem can be
described as

min
v

JN zk, vk( 􏼁

s.t. zi+1|k � Adzi|k + Bdvi|k, z0|k � xk

zi|k ∈ Z, i ∈ [1, N]

vi|k ∈ V , i ∈ [0, N − 1]

zi|k ∈ Zf.

(43)

'e solution of (43) is the optimal nominal control
sequence v∗0|k � [v∗0|k(0; zk), . . . , v∗T− 1|k(T − 1; zk)] and the
first control action, that is, 􏽥κN(zk): � v∗0|k(0; zk), represents
the optimal control vi|k to be applied to system (40).

'e proposed control law applied on the uncertain
system (40), according to the control policy adopted, is

ui|k � vi|k + K xi|k − zi|k􏼐 􏼑 � κN xk, zk( 􏼁

� 􏽥κN zk( 􏼁 + K xk − zk( 􏼁.
(44)

'e composite closed-loop system then satisfies

xi+1|k � Adxi|k + BdκN i, xk, zk( 􏼁 + Bωd
di|k, (45)

zi+1|k � Adzi|k + Bd􏽥κN i, zk( 􏼁. (46)

For the TRMPC approach, the matrix K in the control
policy (39) is designed to stabilize system (30). Consider the
following closed-loop system:

xi+1|k � Ad + BdK( 􏼁xi|k + Bdvi|k + Bωd
di|k. (47)

Hence, the satisfaction of the following condition aims to
define the feedback gain K that stabilizes the system.
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Ad + BdK( 􏼁
T 􏽢P Ad + BdK( 􏼁 − 􏽢P< 0, 􏽢P> 0. (48)

In order to robustly satisfy the mission constrains, they
are tightened to allow the trajectories of the uncertain
system, affected by disturbance, to lie in a tube centred on
the nominal one, where each trajectory is related to a
particular realization of the uncertainty at each time step k.
'e derivations of the nominal state, input, and terminal
constrains set Z,V ,Zf are described according to the ap-
proach proposed in [57], such that the constraints in (39) of
system (30) are satisfied for every realization of the dis-
turbance sequence ω by suitable design of the tube.

We now define SK(∞): � A0
KW⊕A1

KW⊕ · · · � 􏽐
∞
j�0 A

j
K

W, where ⊕ is the Minkowski sum and A
j
KW: � A

j
Kdk|dk􏽮

∈W} is the set multiplication; the uncertain set of the error
ei|k is the minimal robust positive invariant set for

xi+1|k � Adxi|k + Bωd
di|k, dk ∈W. (49)

'en the state and control input vector constraints in
(35) are satisfied provided that

zi|k ∈ X⊝ SK(∞),

vi|k ∈ U⊝KSK(∞),
(50)

where ⊝ denotes the Pontryagin set difference. It is obvious
that the terminal constraint for system (30) at time instant N

is ensured if the normal system (40) satisfies the tighter
constraint

zN ∈ Z⊆X − SK(∞), Zf⊆Z. (51)

Moreover, these assertions only make sense if the dis-
turbance set W is sufficiently small to satisfy the following
Assumption 3, as defined in [57].

Assumption 3. (Restricted disturbances for constraints
satisfaction) SK ⊂ X and K × SK ⊂ U.

'e next step is to define a robust positively invariant set
SK for [19] to obtain the tighter constraints acting on the
nominal system. 'en the constraints are considered for the
TRMPC problem. Once the uncertainty set W is evaluated,
an inner approximation of the nominal constraint set can be
constructed. In this design, we adopt the following strategy
presented in [57].

Algorithm 1. Computation of Z and V

(1) Define the linear state constraint as:
X � xi|k ∈ Rn|axi|k < b􏽮 􏽯;

(2) Construct the nominal state constraint inequality
azi|k ≤ b − max aei|k|ei|k ∈ SK(∞)􏽮 􏽯 � b − Φ∞;

(3) Approximate the upper value of Φ∞ as
ΦN � max a􏽐

N− 1
i�0 Ai

Kdi|k|di|k ∈ W􏽮 􏽯;
(4) Choose a suitable α ∈ (0, 1) and N such that

AN
K di|k ∈ αW, compute Φ∞ ≤ (1 − α)− 1ΦN;

(5) Compute the nominal state constraint set
Z: � zi|k ∈ Rn|azi|k ≤ b − (1 − α)− 1ΦN􏽮 􏽯;

(6) Compute the nominal control constraint set
V : � vi|k ∈ Rm|a′vi|k ≤ b′ − K(1 − α)− 1ΦN􏽮 􏽯, where
U: � ui|k ∈ Rm|a′ui|k ≤ b′􏽮 􏽯.

Hence, the observer-based model predictive control
strategy could be formally described by the following
algorithm.

Algorithm 2. Disturbance observer-based model predictive
control strategy.

(1) Initialization: at time k � 0, set xk � zk � x(0) where
x(0) denotes the current state.

(2) At time k, considering the current state (xk, zk),
based on the disturbance estimation 􏽢ξk from the
observer (8), solve the nominal optimal control
problem (43) to obtain the nominal control vector
vk: � v∗0|k(0; zk) and the control input vector
uk � vk + K(xk − zk) − 􏽢ξk.

(3) If the nominal optimal control problem (43) is in-
feasible, adopt safety/recovery procedure.

(4) Apply the control uk to the system (45) and (46);
(5) Calculate the estimation 􏽢xk+1 from the observer (8)

as successor state xk+1 of the system (30), and cal-
culate the successor state zk+1 of the nominal system
(40).

(6) Set (xk, zk)� (xk+1, zk+1), set k � k + 1 , and go to (2).

4. Simulation Results

In this section, a numerical simulation is carried out to verify
the effectiveness of the extended sliding mode-based
TRMPC approach. Suppose that the satellite is flying at a
little eccentric low Earth orbit with altitude of 300 km. 'e
parameters in (1) are given in Table 1 [54].

For the relative position motion between the TM1 and
the satellite, define Fd,10 � Fdrag + Fthruster, where

Fdrag � m0 ×

2.15 × 10− 7 sin(0.00114t)

0.15 × 10− 4 sin(0.00114t) − 2.35 × 10− 4

0.20 × 10− 5 sin(0.00114t) − 2.05 × 10− 5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
N.

(52)

'e resolution and the maximum value of the thruster
are 10− 6 N and 0.4N. Besides, a zero mean white noise with
mean squared error being 10− 8 N is added as the stochastic
disturbance.

For the relative position motion between TM1 and TM2,
define Fd,12 � Felec + Factuator, where

Felec � m1 ×

1 × 10− 6 sin 0.04t +
π
3

􏼒 􏼓

1 × 10− 6 sin(0.05t)

1 × 10− 6 sin 0.05t +
π
2

􏼒 􏼓

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

N. (53)

8 Mathematical Problems in Engineering



Table 1: Parameters of satellite used in the simulation.

Symbols Parameters
m0 145 kg
m1 1 kg
m2 1 kg
ω0 0.0011569 rad/s
􏽥ρmax 0.1m
_􏽥ρmax 0.1m/s

Kt

1 0.039 0.039
0.039 1 0.039
0.039 0.039 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ × 10− 6 N/m

Dt 1.4 × 10− 11I3 N/(m/s)
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Figure 4: Estimation of the disturbances ξ1(t) by the ESMO.
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'e resolution and the maximum value of the thruster
are 10− 7 N and 60 × 10− 6 N. Similarly, a zero mean white
noise with mean squared error being 10− 8 N is added as the
stochastic disturbance.

'e simulation results are shown in Figures 4–10 as
follows. Define the estimated error 􏽥ξi(t) � 􏽢ξi(t) − ξi(t) (i� 1,
2), as shown in Figures 4 and 5, and ξi(t) can be estimated

precisely by the ESMO. From Figures 6–11, the relative
motion variables 􏽥ρ10(t), _􏽥ρ10(t), 􏽥ρ12(t), and _􏽥ρ12(t) could be
estimated well by the ESMO. In addition, the stable control
accuracy of the composite control approach has achieved
10− 7 or 10− 8, which shows that the developed extended
sliding mode observer method and tube-based model pre-
dictive control law are effective.
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Figure 5: Estimation of the disturbances ξ2(t) by the ESMO.
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Figure 6: Simulated relative positions 􏽥ρ10,x(t), _􏽥ρ10,x(t) and their estimations between TM1 and the satellite.
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Figure 7: Simulated relative positions 􏽥ρ10,y(t), _􏽥ρ10,y(t) and their estimations between TM1 and the satellite.
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Figure 8: Simulated relative positions 􏽥ρ10,z(t), _􏽥ρ10,z(t) and their estimations between TM1 and the satellite.
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Figure 9: Simulated relative positions 􏽥ρ12,x(t), _􏽥ρ12,x(t) and their estimations between TM1 and TM2.
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5. Conclusions

'is paper has considered the relative position control of the
drag-free satellite with double cube test-masses in the
presence of external disturbance, additive stochastic dis-
turbances, actuator quantization error, actuator saturation,
and state constraints. An extended sliding mode observer
method is adopted to estimate the state vector and external
disturbance, based on which a tube-based robust model
predictive control scheme is developed. 'e designed con-
trol method can not only cope with the constraints of control
and state but also attenuate the effect of additive stochastic
noises. Future work will be focused on the consideration of
relative attitude dynamics between the test-masses and the
satellite.
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,is paper focuses on the directivity design of array structures of acoustic directional transducers. Based on Huygens principles,
the directivity formula of transducer arrays under random distribution in xyz space is derived when the circular piston transducers
are used as the array element, which is used to analyze the directivity and acoustic pressure of conical transducer arrangements. In
addition, a practical approach to analyze the directivity and acoustic pressure of transducer arrays under random arrangements is
proposed. Findings. ,e conical transducer arrays show side lobes at higher frequency. Below the frequency of 2 kHz, array
directivity shows rapid changes. Above the frequency of 2 kHz, array directivity varies slowly with frequency. Besides, the beam
width is Θ−3 dB ≤ 29.85°.

1. Theoretical Calculation of Transducer
Array Directivity

For the single transducer, its directivity is decided by the
ratio of sound wave length λ to size a. Take the circular
piston source on the baffle as an example, as shown Figure 1.
As for the single transducer, its directivity is expressed as the
following formula [1–3]:

D(θ) �
2J1(ka sin θ)

ka sin θ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
�

2J1(π d/λ)sin θ
(π d/λ)sin θ

􏼠 􏼡

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (1)

In this formula, J1 is first-order Bessel function; wave
number is k � 2π/λ; a represents sound source radius; and
d � 2a represents sound source diameter.

For linear arrays of point acoustic sources that consist of
multiple transducers, the directivity is not decided by the
ratio of sound wave length λ to transducer size a, but by
array element arrangement. It is important to obtain the
formula of directivity for transducer arrays in any random
arrangements. ,e following shows the analysis of two
relevant formulas [4–6].

2. Comparison of Directivity of Transducer
Arrays and Random Array Configurations

According to Huygens principles, the linear array directivity
function of n point acoustic sources is derived, as shown in
Figure 1. It should be noted that at this point, each unit
transducer is regarded as point with no radius, assuming
d � 2a. It is possible to derive the directivity function of
transducer arrays in N lines and M rows, as shown in
Figure 2 [1]:

D(α, θ) �
sin kMd1/2( 􏼁cos α sin θ( 􏼁

M sin kd1/2( 􏼁cos α sin θ( 􏼁
·
sin kNd2/2( 􏼁sin α sin θ( 􏼁

N sin kd2/2( 􏼁sin α sin θ( 􏼁
.

(2)

In this formula, d1 and d2 represent line space and space
between columns; α is angle between the projection of vector
OP on XOY and positive x axis; and θ is the angle between
vector OP and z axis. ,e above formula obtains the fol-
lowing conclusion: for this function, it is necessary to
demonstrate equidistant distribution in a certain direction
(set the spacing distance in x axis or y axis); it needs to be a

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 6670277, 5 pages
https://doi.org/10.1155/2021/6670277

mailto:skbs111@163.com
https://orcid.org/0000-0002-9863-9229
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6670277


rectangular distribution instead of random arrays (such as
polygon or circular array). When M or N is 1, this formula
can calculate the array directivity. When M�N� 1, the
formula can calculate directivity of single transducer [7–9].

3. Theoretical Calculation of Random
Transducer Array Directivity

Figure 3 shows the rectangular coordinate system of direc-
tional acoustic transducer arrays. ,e central point of trans-
ducer arrays O is the origin of coordinate. Assuming
transducer array within the xoy plane of the three-dimensional
coordinate system, any single transducer is at the position Q
(x0, y0). In the sound field, the distance between any single
observation point P (x0, y0, z0) and the origin of coordinate is r,
the intersection angle between the point and z axis is θ, and
rotation angle is φ. It is likely to obtain normalized directivity
function of n circular piston transducer arrays with the radius
a and random placements:

D(θ, ϕ) �
pM(θ, ϕ)θ

pM(θ, ϕ)θ�0

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
�
2J1(ka sin θ)

ka sin θ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏽘
n

i�1
e

jk xi sin θ sinϕ+yi sin θ cos ϕ| |

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
.

(3)

From formula (3), it can be concluded that, for this
function, there is no need to set the distance between
transducer array elements or rectangular arrangements to
obtain the directivity of random array arrangements. It is
only necessary to identify the coordinate of each array el-
ement. When P (x0, y0) is determined, the directivity of
random transducer plane layouts can be obtained. Besides,

this formula is relatively complex and difficult to obtain
directivity patterns of arrays by conducting research on two-
dimensional directivity. Hence, a research method of three-
dimensional directivity is used to identify directivity [4–6].

4. Directivity Analysis of Three-Dimensional
Transducer Arrangement

As shown in Figure 4, the three-dimensional space is
established in the three-dimensional coordinate system with
random transducers. O is the central point of the three-
dimensional coordinate system. Assume transducer arrays
are within the xyz plane of the three-dimensional coordinate
system.

If the circular piston transducer with the radius a vi-
brates at the velocity, u � u0e

jωt, where u0 is the velocity
amplitude. Assume it is right at the origin of coordinate O.
,en, its sound pressure is generated at observation point P
(x0, y0, z0) (the distance from origin of coordinate is r. ,e
intersection angle with z axis is θ. ,e rotation angle is the
position of φ). ,e resulting sound pressure is

p � jω
ρ0uaa

2

2r

2J1(ka sin θ)

ka sin θ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
e

j(ωt− kr)
. (4)

In this formula, ρ0 is the density of medium. k � 2π/λ is
the wave number (λ is the sound wave length). Frequency
f� 10000Hz. Sound speed is C0 � 340m/s, λ�C0/f.

When circular piston transducer is at any point of xyz
space, set r1 as the sonic path distance between Q and P.
Likewise, for at any point of xyz space Q, the sound pressure
generated by circular piston transducer with the radium a at
point P is

p1 � jω
ρ0uaa

2

2r1

2J1 ka sin θQ􏼐 􏼑

ka sin θQ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
e

j ωt− kr1( ). (5)

In this formula, θQ is the included angle between vector
QP
⇀
and z. In the far field, it is approximately assumed as

vector OP
⇀
//QP
⇀
.,e connection between r1 and r is shown in

formula (4). |OQ
⇀

|cos θ1 represents the projection of vector
OQ
⇀
on vector OP

⇀
. From the projection relationship, it can be

inferred

θ

P (r, θ)

2a b

A

Figure 1: Transducer line arrays.
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Figure 2: Transducer square arrays.
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Figure 3: Coordinate system of transducer array.
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r � r1 +|OQ
⇀

|cos θ1 � r1 + rQ cos θ1. (6)

In this formula, rQ is the module of vector OQ
⇀
and θ1 is

the included angle between vectors OQ
⇀
and OP

⇀
. It should be

noted that θ1 may be an acute angle or an obtuse angle. ,e
rectangular coordinate of point P is (x0, y0, z0). ,e rect-
angular coordinate of point Q is (x1, y1, z1). Vectors OP

⇀
and

OQ
⇀

are represented as x0, y0, z0􏼈 􏼉 and x1, y1, z1􏼈 􏼉. ,en,
included angle cosine in formula (4) is

cos θ1 �
x0x1 + y0y1 + z0z1����������

x
2
0 + y

2
0 + z

2
0

􏽱 ����������

x
2
1 + y

2
1 + z

2
1

􏽱 �
x0x1 + y0y1 + z0z1

rrQ

.

(7)

Formulas (4) and (5) are combined and arranged to
obtain

r1 � r −
x0x1 + y0y1 + z0z1

r
, (8)

where, x0, y0, and z0 in formula (6) are converted to circular
cylindrical coordinates as the following:

x0 � r sin θ sinϕ,

y0 � r sin θ cos ϕ,

z0 � r cos θ.

⎧⎪⎪⎨

⎪⎪⎩
(9)

Formula (7) is substituted to formula (6):

r1 � r − x1 sin θ sinϕ + y1 sin θ cosϕ + z1 cos θ( 􏼁. (10)

In the far field, the amplitude of formula (2) r1 ≈ r,
θQ ≈ θ. Formula (8) is substituted to formula (2) to obtain
the following: the sound pressure generated by any point Q
at point P in the xyz space is

p1 � jω
ρ0uaa

2

2r

2J1(ka sin θ)

ka sin θ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
e

j ωt− kr+k x1 sin θ sinϕ+y1 sin θ cos ϕ+z1 cos θ( )[ ]. (11)

If planar transducer arrays consist of n circular piston
transducers, the i transducer is in position (xi, yi, zi) of the
plane. Each transducer vibrates at the velocity u � uaejωt.

,e sound pressure generated by n circular piston trans-
ducers at point P in the xyz space is shown in the following:

pM � jω
ρ0uaa

2

2r

2J1(ka sin θ)

ka sin θ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
e

j(ωt− kr)
􏽘

n

i�1
e

jk x1 sin θ sinϕ+y1 sin θ cosϕ+z1 cos θ( ). (12)

According to Bessel function, when x � 0,
J1(x)/x � (1/2). Based on formula (10), the normalized

directivity function of transducers in random space ar-
rangement can be obtained:

D(θ, ϕ) �
pM(θ, ϕ)θ

pM(θ, ϕ)θ�0

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
�
2J1(ka sin θ)

ka sin θ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏽘
M

i�1
e

jk x1 sin θ sinϕ+y1 sin θ cos ϕ+z1 cos θ( )

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (13)

According to formula (11), it is feasible to calculate the
feasibility of circular piston transducers with random ar-
rangement in three-dimensional space. However, the above
formula is a function concerned with variables θ and φ,

which are hard to identify the directivity of the array. Hence,
three-dimensional directivity research method is used in the
process. To be more specific, conversion of coordinates is
carried out in formula (11).

θ

φ

Q1 (X1, Y1, 0)

Q1 (X1, Y1, Z1)

P (r, θ, φ)

O

Y

Z

X

Figure 4: ,e three-dimensional coordinate system of transducer
arrays.
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x0 � sin θ sinϕ · D( θ, ϕ ),

y0 � sin θ cos ϕ · D( θ, ϕ ),

y0 � cos θ · D( θ, ϕ ).

⎧⎪⎪⎨

⎪⎪⎩
(14)

Assume the most central transducer is origin of coor-
dinate O (0, 0), then the position coordinate of acoustic
directional dispersion system is shown in Figure 4. ,e
rectangular coordinates of acoustic directional transducer
array are substituted in formula (11) to calculate the di-
rectivity angle of transducer. By changing the frequency, it is
feasible to get the result shown in Figure 3.

It is known from Figure 5 that acoustic directional
transducer array shows weak directivity at the sound wave
frequency level of 500Hz. If the sound wave frequency level
increases, the level of directivity also rises gradually.When the
frequency level reaches 4 kHz, apparent sidelobe shows up.
When the frequency level reaches 6 kHz, directivity becomes
favorable, but sidelobe becomes more apparent as well.

,e figure shows that beam width Θ−3 dB gradually
narrows as frequency increases. Below the beam width of
2 kHz, frequency change is apparent. Above the beam width
of 2 kHz, frequency change is slow. ,e frequency of dis-
persion sound wave ranges between 2.1 and 3.4 kHz.When it
is above 2 kHz, the beam width of acoustic directional
transducer is Θ−3 dB ≤ 29.85°, directional acute angle
(Θ−3 dB/2)≤ ± 14.925°. Favorable directivity is shown.

5. Conclusion

Based on the Huygens principle of sound waves, this work
has derived the formula for the directivity of transducer
arrays in random arrangement when circular piston

transducers are used as array elements. Based on this for-
mula, it studied the directivity and sound pressure of conical
transducer array arrangements. ,e work provided a way to
analyze directivity and sound pressure of transducer arrays
in random arrangements for conical transducer and acoustic
directional transducers. Findings: conical transducer arrays
demonstrate sidelobe at high-frequency levels, but it can be
overlooked compared to the main lobe. Below the frequency
level of 2 kHz, array directivity changes rapidly. Above the
frequency level of 2 kHz, array directivity changes more
slowly, and the beam width is Θ−3 dB ≤ 29.85°.

,e work expands the formula of calculating the direc-
tivity of circular piston transducers with random array ar-
rangements. Based on the digital simulation of computers, it
resolves the difficult issues in the directivity design of three-
dimensional arrays of acoustic directional transducers, pro-
viding positive significance for designing acoustic directional
transducer arrays.
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(is paper has investigated an integrated control of active front steering (AFS) and direct yaw-moment control (DYC) for vehicle
systems. First of all, the desired yaw rate and sideslip angle are estimated by using a two-degree-of-freedom (2-DOF) model of the
vehicle system. On this basis, the actual sideslip angle is estimated by means of an observer. (en, the sliding mode control (SMC)
is developed for AFS and DYC, respectively, to guarantee that the actual yaw rate and the sideslip angle track their reference
signals. Additionally, the disturbance observer (DOB) technique is introduced to further improve the control performance.
Finally, the simulation results validate the superiority of the AFS and DYC integrated control by using CarSim software during the
following conditions: double lane change and side wind disturbance.

1. Introduction

With the development of electronic technology, the use of
control technology to improve the active safety of automobiles
has become a hot topic in the automotive field. Active safety
can minimize or avoid traffic accidents through vehicle design,
while passive safety means that vehicles are designed to
minimize the damage to passengers after an accident occurs. In
the 90s of the last century, the concept of vehicle stability was
proposed [1–3]. (en, the active safety control received con-
siderable attention in the vehicle stability control, such as [4–7].
Among them, AFS catches researchers’ eyes since it can directly
adjust the steering angle of the drive. Nevertheless, when the
moment of the vehicle in control limit is under the sections of
high-speed turning, heavy braking, or acceleration, steeringwill
have no effect or limited effect, the car loses the ability to turn,
and the initiative will have little effect on the steering. On the
contrary, the effect of DYC is very obvious at this time, and it is
easy to realize. It does not require a great change in the original
structure of the vehicle. (is is because the goal of DYC is to
adjust the vehicle yaw motion. (us, the integrated control of
AFS and DYC can not only further improve the lateral stability
of the vehicle but also reduce the influence of braking on
longitudinal dynamics and improve the driving comfort.

In [7], the LQR method was used in the integrated
control of AFS and DYC and compared with DYC control.
In [8], an integrated control of AFS and DYC with forward
and feedback controllers was presented, and the parameters
of the feedback controller were obtained by the optimum
control theory. (en, the control strategy of AFS based on
sliding mode theory and the control strategy of EPS
(combined control on both direct yaw moment and variable
slip ratio) were presented in [9]. An integrated AFS andDYC
control system was developed in [10] based on the fuzzy
logic control, which was used for the yaw rate controller to
keep the yaw rate in its ideal value. In [11], the model
predictive control was used to adopt the hierarchical inte-
grated control structure.

In addition, on the one hand, the sliding mode control
(SMC) is popular for rejecting the uncertainties [12–18]. On
the other hand, the accurate mathematical model is indeed
necessary for SMC [19, 20]. Hence, it is obvious that the
SMC method is a very useful tool for active safety control,
such as [21–23].

(is paper focuses on the investigation of the integrated
SMC control for the AFS andDYC system, which is designed
to make sure the actual yaw rate and sideslip angle track the
desired signals. First of all, the proposed control can drive
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the error of the yaw rate and the sideslip angle to zero within
a finite time. (en, a disturbance observer (DOB) [24] is
constructed for the proposed control to reduce the control
gain so as to reduce the chattering. (e effectiveness of the
proposed control is illustrated by the simulation on
MATLAB and CarSim.

As compared with the existing results, the contributions
of this paper are twofold. On the one hand, an integrated
control of AFS and DYC for vehicle systems has been
studied. On the other hand, the Lyapunov stability analysis
and simulation results have been given to demonstrate the
effectiveness of the proposed strategy.

(e rest of the paper is organized as follows. Section 2
introduces the dynamic model of the vehicle and problem
statement.(e process of control design is given in Section 3.
(e simulation results are shown in Section 4. Section 5
concludes this paper.

2. Dynamical Model and Problem Statement

2.1. 2-DOFModel. (e 2-DOFmodel is called as the “bicycle
model” [25, 26], which is shown in Figure 1.

(en, the model is described as

mVx( _β + r) � − 2 Cf + Cr􏼐 􏼑β +
− 2 aCf − bCr􏼐 􏼑

Vx

r + 2Cfδf,

(1)

Iz _r � − 2 aCf − bCr􏼐 􏼑β +
− 2 a

2
Cf + b

2
Cr􏼐 􏼑

Vx

r

+ 2aCfδf,

(2)

where Cf and Cr, respectively, are the front and rear tire
cornering stiffness, F is the tire force, x means the lon-
gitudinal position, y means the lateral position, β is the
sideslip angle, a and b mean the distances from the center
of gravity to the front and rear axles, V is the velocity, f

means “front,” r means “rear,” r is the yaw rate, Iz is the
moment of inertia, δf is the front-wheel steering angle,
and m is the mass.

2.2. ProblemFormulation. It is important to make sure what
the ideal reference signal is. Usually, the yaw rate and the
sideslip angle are the two important parameters to measure
vehicle stability. According to the 2-DOF model, the desired
yaw rate and sideslip angle can be calculated as [27]

rd �

rt, rt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌<

0.85μg

Vx

,

0.85μg

Vx

sign rt( 􏼁, rt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥

0.85μg

Vx

,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

βd �
βt, βt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< βmax,

βmaxsign βt( 􏼁, βt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥ βmax,

􏼨 (4)

with

rt �
Vx

(a + b) 1 + KV
2
x􏼐 􏼑

δf d,

βt �
b − amV

2
x/2Cf(a + b)

(a + b) 1 + KV
2
x􏼐 􏼑

δf d,

(5)

where μ is the tire-road friction coefficient, K is a positive
constant, δf d is the angle input from the steering wheel to
the front wheel, βmax � arctan(0.02μg), and g is the grav-
itational constant.

(e diagram of the integrated control of active front
steering and direct yaw moment (AFS +DYC) is depicted
in Figure 2, and the vehicle inputs include the vehicle
speed Vx and the steering wheel angle δf d commanded by
the driver. According to the 2-DOF vehicle model, the
ideal sideslip angle βd and yaw rate rd can be calculated,
respectively. (e CarSim vehicle model is regarded as a
real vehicle model, which can output the actual yaw rate r.
As a matter of fact, it is difficult to measure the actual
sideslip angle directly by some special sensors, and the
sensors needed are expensive. On the contrary, the ac-
curacy and stability need to be further improved, thus
designing the state observer to estimate the exact value is a
good solution.

Remark 1. (e DYC algorithm cannot be imposed on the
2-DOF model. (is is because the implementation of
DYC algorithm is based on the yaw moment Mz gen-
erated by the torque difference between left and right
wheels, while the 2-DOF model regards the left and right
wheels as one wheel such that there is no Mz in the 2-DOF
model.

3. Control Design

3.1. Sideslip Angle Observer. (e lateral acceleration ay is
expressed as

ay � Vx( _β + tr) �
− 2 Cf + Cr􏼐 􏼑

m
β +

− 2 aCf − bCr􏼐 􏼑

mVx

r +
2Cf

m
δf.

(6)

Introduce the variables x1 � r, x2 � β, X � [r, β]T,
Y � [y1, y2]

T � [r, ay]T, and u � [δf]. (e vehicle model
described by equations (1) and (2) can be rewritten as

Fyr

Fxf

Fyf
Fxr

Y

b a

r

x

δf

Vx

Vy

V
β

Figure 1: 2-DOF vehicle model.
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_X � AX + Bu,

Y � CX + Du ,

⎧⎪⎨

⎪⎩

A �

− 2 a
2
Cf + b

2
Cr􏼐 􏼑

IzVx

− 2 aCf − bCr􏼐 􏼑

Iz

− 2 aCf − bCr􏼐 􏼑

mV
2
x

− 1
− 2 Cf + Cr􏼐 􏼑

mVx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B �

2aCf

Iz

2Cf

mVx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C �

1 0

Vx A21 + 1( 􏼁 VxA22

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, D �

0

VxB2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(7)

(en, the observer is constructed as

_􏽢x1 � A11y1 + A12􏽢x2 + B1u + c1 y1 − 􏽢x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign y1 − 􏽢x1( 􏼁,

_􏽢x2 � A21y1 + A22􏽢x2 + B2u + c2sign y1 − 􏽢x1( 􏼁 +
1

Vx

ay − 􏽢ay􏼐 􏼑,

􏽢ay � Vx A21 + 1( 􏼁y1 + VxA22􏽢x2 + VxB2δf,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where c1 and c2 are positive constants.
(en, the following lemma is obtained, whose proof is

similar to that in [23]. (us, it is omitted here.

Lemma 1. .e output 􏽢x2 of (8) will track x2 within a finite
time.

Remark 2. It should be pointed out that the values of the
front and rear tire cornering stiffness Cf and Cr are as-
sumed to be constants in the vehicle dynamic model. In
fact, their values are dependent on the road condition and
normal force on tires, and thus, there are some pertur-
bations for the two parameters. In addition, the model
error also exists in the vehicle dynamics. (ese factors
affect the accuracy of the estimation. To fix this problem,
the lateral acceleration error ay − 􏽢ay is introduced in the
observer (8) to compensate the model error and parameter
perturbations.

3.2. Baseline Controller

3.2.1. AFS Controller. (e AFS is to control the steering
angle of the front wheel in the linear range of the tire.
(erefore, the design of the controller is based on 2-DOF.
(e purpose of the controller is to eliminate the error be-
tween the actual vehicle and the ideal vehicle by controlling
the front steering angle and tomake sure the yaw rate follows
the ideal model well.

(e active front steering 2-DOF vehicle model is de-
scribed as

_r

_β
􏼢 􏼣 �

A11 A12

A21 A22
􏼢 􏼣

r

β
􏼢 􏼣 +

B1

B2
􏼢 􏼣δf. (9)

(e difference between the actual yaw rate and the ideal
value is

e � r − rd. (10)

Taking the derivative of (10) yields

_e � _r − rd
.
. (11)

We choose the sliding surface as s1 � e. Taking the time
derivative of s1 along system (9) gives

_s1 � A11r + A12
􏽢β + B1δf + D1(t), (12)

where D1 � − _rd + A12(β − 􏽢β). One can find a constant cD1
such that

|D1(t)|≤ cD1
. (13)

Theorem 1. If the AFS controller is constructed as

δf �
1

B1
− A11r − A12

􏽢β − k1sign s1( 􏼁 − k2s1􏼐 􏼑, (14)

where k1 > cD1
and k2 > 0, r will finite-time converge to rd.

Proof. Putting (14) into (12) yields

s1
.

� − k1sign s1( 􏼁 − k2s1 + D1(t). (15)

Let V(s1) � (1/2)s21. (e time derivative of V(s1) along
system (15) is

Vehicle 
system

2-DOF
model

CarSim S-function

DYC 
controller

Torque 
distribution 

controller

Sideslip 
angle 

observer

AFS 
controller

δfd
δf

Δδf

VX

βd β^

+
+

–

–

+

–

Tij
M

γd γ
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_V � s1s1
.

� − k1sign s1( 􏼁s1 − k2s
2
1 + D1(t)s1

≤ − k1 s1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − k2s
2
1 + D1(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 s1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

≤ − k1 − cD1
􏼐 􏼑 s1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − k2s

2
1

≤ − k1 − cD1
􏼐 􏼑 s1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌.

(16)

Note that k1 > cD1
. It can be proved that _V≤ − CV1/2,

C �
�
2

√
(k1 − cD1

). From [28–30], the sliding variable s1 will
finite-time converge to zero. Hence, the corrective steer
angle Δδf generated by the controller is determined as

Δδf � δf − δf d. (17)
□

3.2.2. DYC Controller. DYC control is to utilize the present
antilock brake system to obtain the demanded longitudinal
force and steady yaw moment. When the yaw moment is
taken into account, the equation of state (9) becomes

_r � A11r + A12β + B1δf +
1
Iz

M, (18)

_β � A21r + A22β + B2δf, (19)

in which (19) can be rewritten as follows:

δf �
1

B2

_β − A21r − A22β􏼐 􏼑. (20)

Substituting (20) into (18) produces

_r � A11 −
B1

B2
A21􏼠 􏼡r + A12 −

B1

B2
A22􏼠 􏼡β +

B1

B2

_β +
1
Iz

M.

(21)

(en, we select a sliding surface, which is composed of
the deviation of the yaw rate and the deviation of the sideslip
angle, i.e.,

s2 � r − rd + ξ β − βd( 􏼁, (22)

with ξ > 0.
Combining the time derivative of (22) with (21) gives

_s2 � A11 −
B1

B2
A21􏼠 􏼡r + A12 −

B1

B2
A22􏼠 􏼡􏽢β +

1
Iz

M + D2(t),

(23)

with D2(t) � (A12 − (B1/B2)A22)(β − 􏽢β) + (B1/B2)
_β + ξ

( _β − βd

.

) − _rd. Note that β is often very small, and from the
definition of βd and rd, βd

.

and rd

.
are bounded. Hence, a

constant cD2
can be found such that

D2(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ cD2
. (24)

Theorem 2. If the DYC controller is constructed as

M � Iz − A11 −
B1

B2
A21􏼠 􏼡c􏼠

− A12 −
B1

B2
A22􏼠 􏼡􏽢β − K1sign s2( 􏼁 − K2s2􏼡,

(25)

whereK1 > cD2
andK2 > 0, s2 will finite-time converge to zero.

Proof. Putting (25) into (23) yields

s2
.

� − K1sign s2( 􏼁 − K2s2 + D2(t). (26)

Choose the Lyapunov function as V(s2) � (1/2)s22.
Differentiating V(s2) along system (26) gives

_V � s2,

s2
.

� − K1sign s2( 􏼁s2 − K2s
2
2 + D2(t)s2

≤ − K1 s2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − K2s
2
2 + D2(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 s2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

≤ − K1 − cD2
􏼐 􏼑 s2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − K2s

2
2

≤ − K1 − cD2
􏼐 􏼑 s2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌.

(27)

Note that K1 > cD2
. It can be proved that _V≤ − CcV1/2,

Cc �
�
2

√
(K1 − cD2

), and s2 finite-time converges to
zero. □

3.3. Composite Controller Design. In the following, by using
DOB technique and baseline controllers, we will give the
composite controllers to enhance the control performance.

3.3.1. AFS Controller Based on a DOB. We can rewrite
system (12) as

s1
.

� F s1( 􏼁 + G1 s1( 􏼁δf + G2 s1( 􏼁D1(t), (28)

where F(s1) � A11r + A12
􏽢β, G1(s1) � B1, G2(s1) � 1, and

D1(t) is regarded as the unknown disturbance and satisfies
| _D1(t)|≤ c _D1

with c
D1

. > 0 being a constant, which at least
holds locally.

Design the nonlinear DOB (NDOB) as

_P � − L1G2P − L1 G2L1s1 + F s1( 􏼁 + G1δf􏽨 􏽩,

􏽤D1 � P + L1s1,

⎧⎨

⎩ (29)

where P and L1 are the state and constant.
Let e1(t) � D1(t) − 􏽢D1(t). Differentiating e1(t) along

systems (28) and (29) gives

_e1 � _D1 − _􏽢D1

� _D1 − − L1G2P − L
2
1G2s1 + L1G2D1􏽨 􏽩

� _D1 − L1G2e1.

(30)

Let V(e1) � (1/2)e21. (en, one has

_V e1( 􏼁 � e1e1
.

� e1
_D1 − L1G2e1􏼐 􏼑≤ e1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌c _D1

− L1G2e
2
1.

(31)
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Define a region as Q1 � e1 : |e1|≤ (c _D1
/L1G2)􏽮 􏽯. For any

e1(t) ∈ R/Q1, one has |e1|> (c _D1
/L1G2). (is, together with

(31), yields _V(e1)≤ − |e1|(L1G2|e1| − c _D1
)< 0. Note that

G2 � 1, which means that e1(t) will reach and stay in the
domain

Q1 � e1 : e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤
c _D1

L1
􏼨 􏼩. (32)

Theorem 3. Provided that the composite AFS controller is
constructed as

δf �
1

B1
− A11r − A12

􏽢β − 􏽢D1 − k1sign s1( 􏼁 − k2s1􏼐 􏼑, (33)

where k1 > 0, k2 > 0, and L1 > c _D1
, s1 will finite-time converge

to zero.

Proof. Putting (33) into (12) yields

s1
.

� − K1sign s1( 􏼁 − K2s1 + D1(t) − 􏽢D1

� − K1 · sign s1( 􏼁 − K2s1 + e1(t).
(34)

From NDOB (29), it is clear that the error e1(t) is
bounded. (is means that a constant ce1

can be found such
that |e1(t)| � |D1(t) − 􏽢D1|≤ ce1

.
Hence, the corrective steer angle Δδf generated by the

controller is determined as follows:

Δδf � δf − δf d. (35)
□

3.3.2. DYC Controller Based on a DOB. System (23) can be
rewritten as

_s2 � f s2( 􏼁 + g1 s2( 􏼁M + g2 s2( 􏼁D2(t), (36)

where f(s2) � (A11 − (B1/B2)A21)r + (A12 − (B1/B2)A22)
􏽢β,

g1(s2) � 1/Iz, g2(s2) � 1, and D2(t) is considered as the
unknown perturbation, and | _D2(t)|≤ c _D2. (en, a NDOB is
constructed as

_p � − L2g2p − L2 g2L2s2 + f s2( 􏼁 + g1M􏼂 􏼃,

􏽣D2 � p + L2s2.
􏼨 (37)

L2 is a positive constant.
Let e2(t) � D2(t) − 􏽢D2(t). Taking the derivative of e2(t)

along systems (36) and (37) gives

_e2 � _D2 − _􏽢D2

� _D2 − − L2g2p − L
2
2g2s2 + L2g2D2􏽨 􏽩

� _D2 − L2g2e2.

(38)

We choose a Lyapunov function as V(e2) � (1/2)e22,
whose time derivative along (38) is

_V e2( 􏼁 � e2e2
.

� e2
_D2 − L2g2e2􏼐 􏼑≤ e2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌c _D2

− L2g2e
2
1.

(39)

Define a region as Q2 � e2: |e2|≤ c _D2
/L2g2􏽮 􏽯. For any

e2(t) ∈ R/Q2, we have |e2|> c _D2
/L2g2. (is, together with

(39), yields _V(e2)≤ − |e2|(L2g2|e2| − c _D2
)< 0. It is noted

that g2 � 1. (is means that e2(t) will stay in the domain

Q2 � e2: e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤
c _D2

L2
􏼨 􏼩. (40)

Theorem 4. Provided that the composite DYC controller is
constructed as

M � Iz − A11 −
B1

B2
A21􏼠 􏼡r − A12 −

B1

B2
A22􏼠 􏼡􏽢β􏼠

− K1sign s2( 􏼁 − K2s2 − 􏽣D2􏼑,

(41)

where k1 > 0, k2 > 0, and L1 > c _D1
, s2 will finite-time converge

to zero.

Proof. Putting (41) into (23) yields

s2
.

� − k1sign s2( 􏼁 − k2s2 + D2(t) − 􏽢D2

� − k1 · sign s2( 􏼁 − k2s2 + e2(t).
(42)

From NDOB (37), it is clear that the error e2(t) is
bounded. (is means that a constant ce2

> 0 can be found
such that |e2(t)| � |D2(t) − 􏽢D2|≤ ce2

. (e remainder of the
proof is similar to that in (eorem 2. □

3.4. Torque Distribution Controller. On the basis of the ideal
yaw moment obtained by the DYC controller, the main
function of the whole control strategy is to assign the ex-
pected yawmoment calculated by the DYC controller to four
wheels.(e torque distributor designed in this paper is based
on the vertical load distribution, taking into account the
motor output and road surface conditions of the distribution
constraints. First of all, the relationship between the lon-
gitudinal force of the tire and the torque of the motor is

Fxij �
Tij

R
, (43)

which leads to

Tfl �
Fzfl

Fz

Mz

− df/2 cos δf d + a sin δf d

R,

Tfr �
Fzfr

Fz

Mz

df/2 cos δf d + a sin δf d

R,

Trl � −
Fzrl

Fz

Mz

2dr

R,

Tfl �
Fzrr

Fz

Mz

2dr

R.

(44)

Finally, the torques obtained by formula (44) are con-
strained as follows:
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Tij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤min μRFzij, Tmax􏼐 􏼑, (45)

where Fzij is the driving or braking torque, Tij is the vertical
load, Tmax is the maximum motor output torque, μ is the
adhesion coefficient of the road, and R represents the ef-
fective radius of the tire.

4. Simulation Results

(e validity of the AFS and DYC control is shown by using
the cosimulation of MATLAB/Simulink and CarSim. (e
responses are compared with those without any control, with
yaw-moment control only, and with the AFS and DYC
integrated control. (e parameters are given in Table 1.

In the simulation, the initial speed of the vehicle is
80 km/h, and μ is 0.3 in the double lane-changing maneuver,
and ξ � 0.5.

Table 1: Parameters of the vehicle model.

Symbol Value
m 1429 (Kg)
b 1.569 (m)
dr 1.565 (m)
Iz 1765 (Kg·m2)
Cr 87002 (N/rad)
a 1.05 (m)
df 1.565 (m)
R 0.35 (m)
Cf 79240 (N/rad)
n 20
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4.1. Double Lane-Change Maneuver. (e simulation results
are depicted in Figures 3–5. It can be seen from Figures 4 and
5 that, without any control, the yaw rate and the sideslip
angle are larger values deviating from their ideal value, even
cannot guarantee the stability of the vehicle. On the con-
trary, under the other three controllers, the vehicle trajectory
can track the expected trajectory, the actual yaw rate can
follow the ideal value, and the actual sideslip angle can be
controlled in a stable region. Compared with other con-
trollers, the integrated control of AFS and DYC based on the
DOB technique can improve the vehicle response, which can
also be verified by Figure 3.

4.2. Response to Side Wind Disturbance. (e simulation is
given under a side wind force, as shown in Figure 6. It can be
seen from Figures 7 and 8 that the case without any control

fails to keep vehicle’s stability, while the case with the yaw-
moment control only cannot control well compared with the
integrated control. (e properties can be clearly seen in
Figure 9, which reflects the double lane-change maneuvering
under the proposed controllers. At last, it can also be observed
from Figure 9 that the integrated control of AFS and DYC
based on the DOB technique has better control performance
compared with the pure AFS and DYC integrated control.

5. Conclusion

In our study, it has been shown that the AFS and DYC
integrated control has better control performance than the
DYC control. At the same time, we also confirm that the
integrated control of AFS and DYC based on the DOB
technique can suppress the large disturbance and have better
robustness in comparison with the pure AFS and DYC
integrated control [31].
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In this paper, a disturbance observer-based complementary fractional-order sliding mode control (CFOSMC) scheme is proposed
for the permanent magnet synchronous motor (PMSM) drive system. First, to reconstruct the load disturbance and parameter
variations, a nonlinear disturbance observer is designed. Next, a disturbance observer-based fractional-order sliding mode with a
saturation function control law is designed to reduce the chattering problem in the existing fractional-order sliding mode control
(FOSMC) method. Furthermore, to reduce the thickness of the boundary layer, a CFOSMC scheme is designed. By using the
fractional-order Lyapunov stability theorem, the existence condition and the chattering problem are analyzed. Compared with the
existing FOSMC, the obtained CFOSMC law does not contain any high-order derivatives of tracking error, which is easier to
implement. Finally, the numerical simulations and experimental results are provided to show the superiority of the proposed
method. To improve the performance of the permanent magnet synchronous motor (PMSM) drive system in terms of tracking
rapidity, accuracy, and robustness, a complementary fractional-order sliding mode control (CFOSMC) scheme with disturbance
observer is proposed in this paper.

1. Introduction

Permanent magnet synchronous motor (PMSM) has many
applications in industries due to its excellent features such as
superpower density, high torque to current ratio, fast re-
sponse, and low noise [1, 2]. However, the PMSM is a typical
multivariable coupled high nonlinear system, and its per-
formance is sensitive to external load disturbances and
parameter uncertainties. Over the last decades, various
design methods have been developed, such as robust control
[3], predictive control [4], adaptive control [5], and neural
network control [6].

Recently, to improve the control performances in PMSM
diver systems, much attention has been given to the dis-
turbance observer-based (DOB) control method. In [7], a
DOB state feedback controller was designed for the PMSM
system. On the basis of this paper, a sensorless control
method for PMSM drive was developed in [8]. In [9], a
generalized predictive current control method combined

with sliding mode disturbance compensation was proposed
to satisfy the requirement of fast response and strong ro-
bustness. By combining the adaptive sliding mode control
with sliding mode disturbance observer, a hybrid control
strategy was proposed in [10]. In [11], a new estimation
method of sensor faults and unknown disturbance in current
measurement circuits for the PMSM drive system was
presented. However, the above-proposed DOB control
schemes only focus on the load torque disturbance but lack
the estimation of parameter uncertainties.

To counteract the disturbances and uncertainties, sliding
mode control (SMC) is a powerful nonlinear control
technique, which has been widely used for speed and po-
sition control of the PMSM system [12]. To estimate the
immeasurable mechanical parameters of PMSM, an intel-
ligent second-order SMC using a wavelet fuzzy neural
network estimator was proposed in [13]. Considering the
time-varying characteristic and the high-bandwidth prop-
erty of the uncertainties and disturbances in a PMSM drive
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system, a disturbance observer-based SMC scheme was
introduced in [14]. To estimate the online stator resistance, a
new sliding mode observer for sensorless SMC was pre-
sented in [15]. To further improve the performance of the
SMC, a robust SMC scheme based on a rapid nonlinear
tracking differentiator was proposed in [16]. +e second-
order SMC design problem was discussed in [17], in which a
novel saturation function was used. Based on the conven-
tional SMC, adding a generalized error sliding surface, the
complementary sliding mode control (CSMC) was proposed
for the fault-tolerant control of a six-phase PMSM drive
system in [18]. +e complementary sliding mode control
method based on Elman neural network was proposed in
[19], which can not only reduce the system state to the
sliding surface time but also guarantee the system tracking
accuracy. Considering that the control system in a PMSM
has uncertainties and disturbances, in [20], an adaptive
switching gain was proposed. Comparisons of experimental
results show that the proposed method has a faster ad-
justment process than SMC. In [21], a disturbance observer-
based CSMC design method was proposed for the PMSM
control system of the mine traction electric locomotive.

As we all know, one obvious disadvantage of the SMC
method is the chattering phenomenon caused by discon-
tinuous control law and frequent switching action near the
sliding surface. Besides, the upper bound of lumped dis-
turbances is not easy to be determined, which could worsen
the chattering phenomenon of SMC strategy. Recently, to
overcome these drawbacks, some fractional-order sliding
mode control (FOSMC) schemes have been widely adopted
to weaken the chattering phenomenon and deal with ex-
ternal disturbances. An FOSMC scheme based on param-
eters auto-tuning for the velocity control of PMSM was
proposed in [22]. A robust FOSMC was proposed for the
position control of PMSM in [23]. By selecting a proper
fractional-order and designing a fractional-order sliding
surface, the proposed FOSMC is distinctly more excellent
than that of the conventional SMC. To investigate the po-
sition regulation problem of PMSM subject to parameter
uncertainties and external disturbances, an FOSMC was
proposed and the finite-time stability of the closed-loop
system was obtained in [24]. Based on the fractional stability
theory, a sliding mode control scheme for synchronization
of fractional PMSM was developed in [25]. A novel FOSMC
for a class of integer-order systems with mismatched dis-
turbances was proposed in [26]. In [27], a disturbance
observer-based composite supertwisting sliding mode
control was designed for the PMSM speed regulation
problem. To improve the convergence rate over the existing
sliding mode control method for the trajectory tracking
control, an adaptive fast nonsingular integral terminal SMC
method was proposed in [28, 29].

Note that the above SMC-based control methods for the
PMSM driver system can deal with mismatched disturbance
and have better control performance with faster response
speed, lower overshoot, and less chattering effect than the
traditional control strategy. However, the high-order deriv-
ative of the tracking error (or the reference signal) was usually
used in the sliding model controller [19, 20, 22]. From a

practical point of view, it is difficult to implement. On the
other hand, there is still room for improvement when it comes
to the chattering phenomenon in classic FOSMC. +is ob-
servation motivates our current study. In this paper, we
mainly investigate a modified FOSMC scheme with a load
disturbance observer for the speed control of PMSM. +e
main contributions are as follows: (1) to estimate the load
disturbance and parameter uncertainties, a nonlinear dis-
turbance observer is constructed and the asymptotic stability
condition for observation error is also obtained; (2) to reduce
the chattering phenomenon in the existing FOSMCmethod, a
disturbance observer-based fractional-order sliding mode
with saturation function control law is designed; and (3) to
reduce the thickness of boundary layer, a CFOSMC law with
disturbance observer is proposed. +e tracking performance
and robustness of the proposed method are also analyzed and
compared with the conventional FOSMC scheme.

+e rest of this paper is organized as follows: in Section 2,
the mathematic model of PMSM and problem formulation
are presented. +e nonlinear disturbance observer design
and stability analysis are derived in Section 3. In Section 4,
the conventional FOSMC for the PMSM drive system is
improved and the disturbance observer-based CFOSMC
method is derived. +e effectiveness of the proposed algo-
rithm is illustrated in Section 5 through numerical simu-
lations and experiment examples. Finally, some conclusions
are drawn in Section 6.

2. Mathematical Model of PMSM and
Problem Formulation

+e mathematics model of a PMSM can be described in the
rotor rotating reference frame as follows [10, 22, 23]:

u
∗
q � Rsi

∗
q + _λq + ωfλd,

u
∗
d � Rsi

∗
d + _λdq + ωfλq,

λq � Lqi
∗
q ,

λd � Ldi
∗
d + LmIdf ,

ωf � npω
∗
r ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where u∗d, u∗q are the d, q-axis stator voltages; i∗d, i∗q are the
d, q-axis stator currents; λd, λq are the d, q-axis stator flux
linkages; and Ld, Lq are the d, q-axis stator inductances.
While ωf and ω∗r are the inverter frequency and rotor speed,
respectively, Lm is the d-axis mutual inductance; Idf is the
equivalent d-axis magnetizing current; np is the number of
pole pairs; and Rs is the stator resistance.

+e electric torque is stated as

Te � 3np

LmIdf i
∗
q + Ld − Lq􏼐 􏼑i

∗
q i
∗
d􏽨 􏽩

2
. (2)

Motor dynamics is presented as

Te � J _ωr + Bmωr + Tl, (3)

where Tl is the load torque, Bm is the viscous friction co-
efficient, and J is the moment of inertia.
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By using the field-oriented mechanism with id � 0
[10, 22], we can simplify the electric torque as

Te � k
∗
pi
∗
q �

3npLmIdf

2
i
∗
q . (4)

Substituting (3) into (4), one can obtain the state
equation of servo drive:

_ωr � − aωr + biq − c,

a �
Bm

J
, b �

k
∗
p

J
, c �

Tl

J
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(5)

Considering the uncertainties and time-invariant pa-
rameters, we can rewrite (5) as

_ωr � − (a + Δa)ωr +(b + Δb)iq − (c + Δc), (6)

where Δa,Δb,Δc are the time-invariant parameters.
+e tracking error e(t), in terms of the desired reference

speed ω∗r (t) and the measured actual output speed ωr(t), is
defined as

e(t) � ω∗r (t) − ωr(t). (7)

+e time derivative of e(t) is

_e(t) � − ae(t) − biq(t) + ϕ(t) + d,

ϕ(t) � aω∗r (t) + c + _ω∗r (t),

d � Δaωr(t) − Δbiq(t) + Δc,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(8)

where d is time-variant uncertainties such as mechanical
parameter variations, friction force, load disturbances, speed
distortion, and current harmonics. It is assumed that

|d|≤Λ(> 0), lim
t⟶∞

_d � d
∗
, (9)

where d∗ is a constant.
In this paper, the control objective is to find a suitable

FOSMC input i∗q (t) such that the output speed ωr(t) can
track the desired reference speed ω∗r (t) asymptotically in the
presence of any arbitrary initial conditions and uncertainties.

3. Disturbance Observer Design

To estimate time-variant lumped uncertainties and load
torque disturbance, we use the following nonlinear distur-
bance observer [30]:

_p(t) � − l􏽢d + l[ ae(t) + biq(t) − ϕ(t) ],

􏽢d � p(t) + le(t),

⎧⎪⎨

⎪⎩
(10)

where 􏽢d is the estimation of d and l> 0 is the observer gain.
Estimation error of the disturbance observer is defined as

􏽥d � 􏽢d − d, (11)

and error dynamics of disturbance observer is governed by

_􏽥d �
_􏽢d − _d. (12)

It can be derived from (10)–(12) that
_􏽥d � − l􏽥d − _d. (13)

Since l> 0 and limt⟶∞
_d � d∗, we have

limt⟶∞
􏽥d � − (d∗/l).

Now, we give the following result.

Lemma 1. For nonlinear system (8), suppose that the dis-
turbance observer is formulated as (10); then, the disturbance
estimation error 􏽥d is bounded.

Remark 1. It follows from Lemma 1 that the observer gain l

can change the bound of the disturbance estimation error.
Clearly, it should be selected as large enough.

4. Disturbance Observer-Based CFOSMC
Scheme Design

Considering that the disturbance observer (10) can estimate
the load torque disturbance accurately, we will replace dwith
􏽢d in the following synthesis.

4.1. Traditional FOSMC. Fractional calculus is a general-
ization of integer-order integration and differentiation to
noninteger-order ones. Let Dα denote the fractional-order
derivative, which is defined as in Definition 1.

Definition 1 (see [31]). +e Caputo derivative is defined by

D
α
f(t) �

1
Γ(n − α)

􏽚
t

t0

(t − τ)
− α+n− 1

f
(n)

(τ)dτ, (14)

where n is the first integer which is not less than α, that is,
α ∈ [ n − 1, n ). Γ(·) is the well-known Gamma function,
which is defined by Γ(z) � 􏽒

∞
0 e− ztz− 1dt .

Definition 2 (see [31]). +e definition of the fractional
integral is described by

D
− α

f(t) �
1
Γ(α)

􏽚
t

t0

(t − τ)
α− 1

f(τ)dτ, α> 0. (15)

To proceed with the discussion, the following lemmas
will be used.

Lemma 2 (see [32]). Autonomous system is as follows:

D
α
x(t) � Ax(t), (16)

with x(t0) � x0 and 0< α< 1, is asymptotically stable if and
only if |arg(spec(A))| > (απ/2), where spec(A) is the spectrum
(set of all eigenvalues) of A. Also, the state vector x(t) decays
towards 0 and meets the condition
‖x(t)‖ <Mt− α, t> 0, M> 0.

Lemma 3 (see [33]). Let x(t) ∈ Rn be a vector of a dif-
ferentiable function. ;en, for any time instant t≥ t0, the
following relationship holds:
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1
2
D

α
( x

T
(t)Px(t) )≤x

T
(t)PD

α
x(t), ∀α ∈ (0, 1], (17)

where P ∈ Rn×n is a positive definite matrix.

Lemma 4 (see [34]). Let x(t) � 0 be an equilibrium point
for the nonautonomous fractional-order system
Dαx(t) � f(x(t), t), where f(x(t), t) is locally Lipschitz in
x(t). Assume that there exists a Lyapunov candidate
V(x(t), t) satisfying

α1‖x(t)‖
a
2 ≤V(x(t), t)≤ α2‖x(t)‖

ab
2 ,

D
β
V(x(t), t)≤ − α3‖x(t)‖

ab
2 ,

(18)

where α1, α2, α3, a, and b are positive constants and β ∈ (0, 1).
;en, the equilibrium point is Mittag–Leffler stable.

Remark 2 Mittag–Leffler stability implies asymptotic sta-
bility [34].

Clearly, the fractional-order operator has more degrees
of freedom than that with integer order. It is likely that a
better performance can be obtained with the proper choice
of order [22, 23].

As presented in [22, 23], a traditional fractional-order
sliding surface S can be chosen as

S � λe(t) + D
α
e(t), (19)

where λ> 0 and 0< α< 1.
Taking the time derivative on both sides of (19) and using

􏽢d to estimate d, we have
_S � λ _e(t) + D

α+1
e(t)

� λ − ae(t) − biq(t) + ϕ(t) + 􏽢d􏼐 􏼑 + D
α+1

e(t).
(20)

+e equivalent control law can be selected as

iq � ueq �
1
λb

− aλe(t) + λϕ(t) + λ􏽢d + D
α+1

e(t)􏼐 􏼑. (21)

As usual, we adopt the following approach law [22]:
_S � εS + ρsgn(S), (22)

where ε> 0, ρ> 0, and sgn(·) denotes the sign function,
which is defined as

sgn(S) �

1, S≥ 0,

0, S � 0,

− 1, S< 0.

⎧⎪⎪⎨

⎪⎪⎩
(23)

From (21) and (22), the final controller can be designed
as

iq � ueq + uv

� ueq + εS + ρsgn(S)

�
1
λb

− ae(t) + ϕ(t) + 􏽢d + D
α+1

e􏼐 􏼑

+ εS + ρsgn(S).

(24)

When the sliding mode occurs, system (19) can be
represented as

D
α
e(t) � − λe(t). (25)

+us, by Lemma 2, system (25) is asymptotic stable.

Remark 3. As pointed out in Lemma 2, the state e(t) of the
fractional-order system (25) decays towards 0 like t− α. But,
in the case of the integer-order system, it decays towards 0
like e− t. It means that the energy transfer is slower with
fractional-order sliding surface than that with integer-order
one [22, 23].+erefore, the fractional-order sliding surface is
smoother compared with the integer-order one. As a result,
the chattering can be better attenuated with a fractional-
order controller.

Remark 4. It is worth pointing out that if d � 0, then
the fractional-order sliding mode controller (24) is reduced
to

iq � ueq + uv

� ueq + εS + ρsgn(S)

�
1
λb

− ae(t) + ϕ(t) + D
α+1

e􏼐 􏼑

+ εS + ρsgn(S),

(26)

which is the same as the one proposed in [22].
It can be seen that the sgn(·) function is involved in (26).

As pointed out in [23], the chattering phenomenon will be
caused. In the following, a saturation function sat(·) is
adopted to further reduce the chattering problem, which is
described as follows:

sat(S) �

1, S≥Φ,

S

Φ
, − Φ< S<Φ,

− 1, S≤ − Φ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

where Φ> 0 denotes the thickness of the boundary layer.
Clearly, when the saturation function is used, the final
controller (24) can be modified as

iq �
1
λb

− ae(t) + ϕ(t) + 􏽢d + D
α+1

e(t)􏼐 􏼑

+ εS + ρ sat(S).

(28)

+e Lyapunov function is defined as

V(t) �
1
2
S
2
. (29)

Calculating the derivation of (29) and invoking (20) and
(28), it yields
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_V(t) � S _S

� S λ _e(t) + D
α+1

e(t)􏼐 􏼑

� Sλ − ae(t) − biq(t) + ϕ(t) + 􏽢d􏼐 􏼑 + D
α+1

e

� − εS2 − S sat
S

Φ
􏼒 􏼓≤ 0.

(30)

According to the Lyapunov stability theorem, the
reaching condition of the sliding mode controller is satisfied,
which indicates that the system will converge to the
switching manifold asymptotically.

Remark 5. Note that the high-order derivativeDα+1e is used
in fractional-order sliding model controller (24) and (28).
From a practical point of view, it is difficult to implement.

Remark 6. From (19) and (27), it can be seen that the sliding
mode surface S will finally maintain on the steady state of
|S|≤Φ. +at is, the closed-loop system is in a steady state
with |e(t)|≤ (Φ/λ). +ough the large Φ can reduce the
chattering mostly, it also can increase the ultimate bound of
the tracking error e(t). To trade off the chattering and
control performance, conservative λ and Φ are always se-
lected by trial and error.

4.2. Disturbance Observer-Based CFOSMC. As stated in
Remark 6, there exists a boundary layer Φ of S in a steady
state. In this state, the boundary layer is also the tracking
error boundary layer for a given λ. In this section, to further
reduce the thickness of the boundary layer, a complementary
fractional-order sliding mode controller is designed.

Borrowed from [18–20], the complementary fractional-
order sliding mode surface is defined as

S � Sg + Sc, (31)

where

Sg � D
α
e(t) + 2λe(t) + λ2D− α

e(t), λ> 0, (32)

Sc � D
α
e(t) − λ2D− α

e(t), λ> 0. (33)

Taking the α order time derivation on both sides of (32)
and (33), respectively, we have

D
α
Sg � D

2α
e(t) + 2λDα

e(t) + λ2e(t), (34)

D
α
Sc � D

2α
e(t) − λ2e(t). (35)

From (31) to (35), we can obtain

S � Sg + Sc � 2 D
α
e(t) + λe(t)( 􏼁, (36)

D
α
Sg − D

α
Sc � 2λ D

α
e(t) + λe(t)( 􏼁 � λS. (37)

+e Lyapunov function candidate is chosen as

Vc(t) �
1
2

S
2
g + S

2
c􏼐 􏼑. (38)

Taking the α order derivative of (38) and using Lemma 3
as well as (32) to (37), we have

D
α
Vc(t)≤ SgD

α
Sg + ScD

α
Sc

≤ SgD
α
Sg + Sc D

α
Sg − λSc􏼐 􏼑

� Sg + Sc􏼐 􏼑 D
α
Sg − λSc􏼐 􏼑

� S D
2α

e(t) + 2λDα
e(t) + λ2e(t) − λSc􏼐 􏼑

� S D
2α− 1

_e(t) + 2λDα
e(t) + λ2e(t) − λSc􏼐 􏼑

� S D
2α− 1

− ae(t) − biq(t) + ϕ(t) + 􏽢d(t)􏼐 􏼑􏽨

+ 2λDα
e(t) + λ2e(t) − λSc􏽩.

(39)

+erefore, if the complementary fractional-order sliding
mode controller is designed as

iq � ieq + iv, (40)

where

ieq �
1
b

(− ae(t) + ϕ(t) + 􏽢d(t)) + 2λD1− α
e(t)􏽨

+ λ2D1− 2α
e(t) − λD1− 2α

Sc􏽩,

(41)

iv �
ρ
b
D

1− 2αsat (S), ρ> 0, (42)

then

D
α
Vc(t)≤ − ρS sat(S)≤ 0, (43)

which means that S will approach zero in a finite-time
duration and the system is globally stable.

Remark 7. Note that the CFOSMC scheme (41) can be
rewritten as

ieq �
1
b

(− ae(t) + ϕ(t) + 􏽢d(t)) + 2λD1− α
e(t)􏽨

+λ2D1− 2α
e(t) − λ D

1− α
e(t) − λ2D1− 3α

e(t)􏼐 􏼑􏽩.

(44)

Since 0< α< 1, the highest order derivative of e(t) in
controller (44) is less than 1, which is easier to implement in
practice than FOSMC (24) and (28).

Remark 8. When (1/3)< α< 1, the fractional-order differ-
entiation of e(t) is contained in controller (44). It can be
viewed as a low-pass filter and reduce the amplitude of high-
frequency fluctuations of e(t) [23]. When α � (1/2), espe-
cially, controller (44) is a fractional-order PI(1/2)D(1/2)

controller. As we all know, fractional-order PID is a trade-off
between higher precision (provided by a higher order of
integrator) and stability (provided by a higher order of
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differentiator). Hence, CFOSMC (41) is more smoother than
the conventional FOSMC (24) and (28). On the other hand,
there are several parameters in the fractional-order sliding
mode controller (42). As we all know, one of the difficulties
in SMC-based controller design is the determination of the
controller parameters. In this paper, we obtained them by
trial and error. In fact, even with the effort and knowledge of
the control designer, it can not guarantee that the set of
parameters is optimal.

Remark 9. When the system is in a steady state, the sliding
surface function S will finally maintain on the state of |S|≤Φ.
From (27) and (36), we can see that the closed-loop system is
in a steady state with |e(t)| ≤ (Φ/2λ). Compared with dis-
turbance observer-based FOSMC with saturation function,
CFOSMC (41) can eliminate the chattering problem further.

5. Simulations and Experiments

In this section, the numerical example and experimental
results are presented to demonstrate the validity of the
proposed method.

5.1. Numerical Simulation Results. +e configuration of the
overall simulation control system is shown in Figure 1, in
which DO-FOSMC means the disturbance based FOSMC
with saturation function (controller (28)), and DO-
CFOSMC is the proposed disturbance observer-based
CFOSMC (controller (40)). +e performances of the pro-
posed DO-CFOSMC are analyzed and compared with that
of DO-FOSMC.

+e parameters of the PMSM system are set as follows:
rated power P � 10KW, pole pairs is p � 3, friction factor is
B � 0.001 (N · m · s/rad), stator inductance is L � 0.0153H,
rotor moment of inertia is J � 0.0021 kg · m2, permanent
magnet flux is ϕf � 0.82wb, and stator resistance is
R � 0.56Ω. +e parameters of DO-CFOSMC and DO-
FOSMC are selected as l � 5,Φ � 0.01, λ � 8000, ρ � 3000.
From the simulation results, we found that the best selection

range for the fractional-order of the proposed FOSMC
method is α ∈ 0.50 0.60􏼂 􏼃. In the following, we set α � 0.50.

+e initial rotation speed of the motor is given as
rf1 � 1200 r/min. When t � 0.6 s, the rotation speed is set
to rf2 � 1000 r/min. +e initial load torque of the motor
is 0N · m while t � 0.8 s, and the load torque is 10N · m,
which can be viewed as an external disturbance.

+e numerical simulation results are shown in
Figures 2–4. Figure 2(a) indicates the actual speed responses
of the proposed DO-CFOSMC and conventional DO-
FOSMC in the presence of the above load disturbance.
Figure 2(b) shows the rotation speed response when the
PMSMmotor just started. In the time t � 0.6 s, the reference
rotation speed has a sudden change. +e rotation speed
response is depicted in Figure 2(c). Figure 2(d) shows the
rotation speed response at t � 0.8 s, in this time, the external
disturbance load is added suddenly. From Figure 2, it can be
seen that the output can both track precisely the reference
input signal. But, under the DO-FOSMC method, the speed
response is faster and more stable, whereas the chatter
amplitude occurring in conventional DO-FOSMC is bigger
than that in DO-CFOSMC.

With respect to the DO-FOSMC method, the three-
phase current of the stator is shown in Figure 3. +e current
frequency is inversely proportional to the rotation speed,
while the current amplitude is proportional to the rotation
torque and changes rapidly as the load torque varies. +e
variation of electromagnetic torque is shown in Figure 4 as
the speed and load torque change. It can be indicated that the
motor has a faster and small overshoot torque response with
the DO-CFOSMC than that in DO-FOSMC.

In order to evaluate the robustness of the proposed DO-
CFOSMC scheme under parameter variations, numerical
simulations are also carried out. +e tested PMSM electric
parameters are the mutual inductance Lm � 0.0158, viscous
friction coefficient fm � 0.006 and stator resistance
Rm � 0.75. +e parameters of the controllers (DO-CFOSMC
and DO-FOSMC) are set the same as before.

Figure 5 shows a comparison of the speed responses
between the proposed DO-CFOSMC and conventional DO-
FOSMC methods under parameter variations. It is observed
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Figure 1: Block diagram of the PMSM position control system.
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that both controllers can make the output speed track the
desired reference speed accurately. But the DO-CFOSMC
can realize the closed-loop system more robust to parameter
variations and guarantee a better tracking performance.

According to the above numerical simulations, the ef-
fectiveness of the proposed DO-CFOSMC scheme with
respect to the rejection of external disturbance and pa-
rameter variations has been verified. +e results show that
the proposed DO-CFOSMC scheme gives better tracking
performances than that of the conventional DO-FOSMC.

5.2. Experimental Results. To further investigate the effec-
tiveness of the proposed control scheme, some real-time
experiments are carried out. +e PMSM speed control

platform is illustrated in Figure 6. +e main chip of the
inverter adopts the TMS320F28335 digital signal processor
(DSP).

+e initial rotation speed of the motor is 0 r/min, and the
rotation speed is 800 r/min at 4 s.+e load torque of the motor
is 0Nm. Figures 7(a) and 7(b) show the dynamic responses of
the speed and torque, respectively. From Figure 7(a), it can be
seen that the DO-CFOSMC method has a smaller overshoot
and a shorter settling time than that of the conventional DO-
FOSMC method. Figure 7(b) shows that when the PMSM
motor just started, the maximum load torque under the DO-
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Figure 2: Rotation speed responses.
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FOSMC method is 9Nm, whereas the DO-CFOSMC method
reduces it to 7Nm.Moreover, the adjustment time required for
the load torque to return to its original value decreases ob-
viously with the DO-CFOSMC method.

When a load disturbance torque Tl � 14Nm is added
and removed suddenly at 0.8 s and 1.2 s, respectively, the
dynamic responses of the speed and torque are shown in

Figures 8 and 9, respectively. From these figures, we can see
that, under the DO-CFOSMC method, the fluctuation
maximum values of the speed and torque are smaller, while
the recovering time against load disturbance is shorter than
that of the conventional DO-FOSMC method.

+e above experimental results show that the DO-
CFOSMC method achieves a smaller fluctuation
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overshoot with respect to the rotation speed response. In
addition, the DO-CFOSMC method guarantees that the
adjustment time required for the load torque to return to
its original value is smaller than that with the DO-FOSMC
method. +erefore, the proposed DO-CFOSMC scheme
exhibits a satisfactory tracking rapidity, accuracy, and
robustness.

6. Conclusion

In this paper, in order to improve the antidisturbance
capability of the PMSM drive system, a disturbance ob-
server-based CFOSMC method has been presented, in
which a nonlinear observer was employed to estimate the
model uncertainties and load disturbance, while the
CFOSMC scheme was utilized to improve the

performance of the PMSM in terms of the tracking ra-
pidity, accuracy, and robustness. Both numerical simu-
lations and experimental results have shown the
effectiveness of the proposed method. Our future work
includes adaptive nonsingular integral terminal CFOSMC
with disturbance observer for PMSM. Moreover, the fuzzy
logic inference scheme to tune the gains of switching
control law will also be included.
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