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*e discrete coupled algebraic Riccati equation (DCARE) has wide applications in robust control, optimal control, and so
on. In this paper, we present two iterative algorithms for solving the DCARE. *e two iterative algorithms contain both
the iterative solution in the last iterative step and the iterative solution in the current iterative step. And, for different
initial value, the iterative sequences are increasing and bounded in one algorithm and decreasing and bounded in another.
*ey are all monotonous and convergent. Numerical examples demonstrate the convergence effect of the
presented algorithms.

1. Introduction and Preliminaries

*e discrete coupled Riccati equation is usually encountered
in optimal control and filter design problems in control
theory [1–9], particularly in the jump-linear quadratic op-
timal control problem [10]. Consider the following jump-
linear system:

xk+1 � A rk( xk + B rk( uk, 0≤ k≤N
+
,

yk � C rk( xk,

⎧⎨

⎩ (1)

with initial state x(0) � x0, r(0) � r0, where xk ∈ Rn is the
plant state, uk ∈ Rm is the control vector, and yk ∈ Rq is
the process output. Here, k is the time index, rk is
the form process taking values in the finite set
S � 1, 2, . . . , s{ }, and rk is a finite-state discrete-time
Markov chain with transition probabilities.

Pr rk+1 � j
 rk � i  � eij, 1≤ i, j≤ s, eii > 0. (2)

Minimizing the cost criterion of system (1) reduces to
solving coupled algebraic Riccati-like equations. After some
transformation, the coupled algebraic Riccati-like equations

turn the following discrete coupled algebraic Riccati equa-
tion (DCARE)

Pi � A
T
i FiAi − A

T
i FiBi I + B

T
i FiBi 

− 1
B

T
i FiAi + Qi, (3)

where Ai ∈ Rn×n is a constant matrix, Bi ∈ Rn×m, Qi ∈ Rn×n is
a symmetric positive definite matrix, i ∈ S,
Fi � Pi + j≠ieijPj is the coupled term, eij are real non-
negative constants defined as eij ≡ (eij/eii) with the prop-
erties eij ∈ [0, 1], eii > 0, and j∈Seij � 1, and Pi ∈ Rn×n

denotes the symmetric positive definite solution of the
DCARE. Applying Woodbury matrix equality

A − BD
−1

C 
−1

� A
−1

+ A
−1

B D − CA
−1

B 
−1

CA
−1

, (4)

DCARE (3) turns to

Pi � A
T
i F

−1
i + BiB

T
i 

− 1
Ai + Qi. (5)

Because of the importance of Riccati equations in control
theory and control engineering, a lot of research studies
about Riccati equations have been devoted to this field, such
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as solution bounds [11–15], trace and eigenvalue bounds
[16–23], and the existence and uniqueness [24–26]. Besides
these results, numerical solutions of Riccati equations are
very important and have been studied by many scholars
[27–34] because the numerical solutions of the Riccati
equations are necessary in some practical engineering, such
as finding the optimal state feedback controller in the op-
timal control system. Especially, for the DCARE, fixed point
iterative algorithms are given in [24–26]. Stein iterations are
presented in [35] which are based on the properties of a Stein
equation. Among these results, we find less work has been
done to discuss the numerical solution of the DCARE.
Considering the importance and necessity of the numerical
solutions of the DCARE, we propose two algorithms to
discuss the numerical solution of the DCARE.

In this paper, we first propose an iterative algorithm with
a parameter for solving the DCARE and prove its mono-
tonically convergence. Second, we give an upper solution
bound of the DCARE, by which another iterative algorithm
is presented, and the proof of its monotonically convergence
is given. For different initial values, the iterative sequences
are increasing and bounded in one algorithm and decreasing
and bounded in another. Last, numerical examples are given
to illustrate the convergence effect of the two algorithms.

We first introduce some symbol conventions. R denotes
the real number field. Rn×m denotes the set of n × m real
matrices. For X � (xij) ∈ Rn×n, let XT and X− 1 denote the
transpose and inverse of the matrix X, respectively. *e
inequality X> (≥ )0 means X is a symmetric positive or
semidefinite matrix, and the inequality X> (≥ )Y means
X − Y is a symmetric positive (semi-) definite matrix. *e

identity matrix with appropriate dimensions is represented
by I.

Lemma 1 (see [36]). If A, B ∈ Rn×n are symmetric positive
definite matrices, then

A≥B, if and only if B
− 1 ≥A

− 1
. (6)

Lemma 2 (see [22]). Let matrices A, X, R, Y ∈ Rn×n with
X, Y> 0, R≥ 0, and X> (≥ )Y. 'en,

A
T

X
− 1

+ R 
− 1

A>(≥ )A
T

Y
− 1

+ R 
− 1

A, (7)

with strict inequality if A is nonsingular, and X>Y.

2. Main Results

In [25, 26], the authors have derived several solution bounds
by which iterative algorithms have been proposed, but there
are many restrictions in these algorithms. In this part, we
first present an iterative algorithm for DCARE (5) which do
not have any restrictions.

Algorithm 1

Step 1: set Pi(0) � Qi, Fi(0) � Qi + j≠ieijQj, 0≤ω,
i � 1, 2, . . . , s.
Step 2: compute

Pi(k + 1) � A
T
i F

−1
i (k) + BiB

T
i 

− 1
Ai + Qi,

Fi(k + 1) � Pi(k + 1) + 
i−1

j�1
eij ωPj(k + 1) +(1 − ω)Pj(k)  + 

s

j�i+1
eijPj(k + 1), k � 0, 1, 2, . . . .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

From Algorithm 1, we get an increasing and bounded
iterative sequence, which is convergent to the positive
definite solution of DCARE (5).

Theorem 1. Let Pi(∗ ) be the positive definite solution of
DCARE (5) and Qi > 0. 'e iterative sequences Pi(k)  and
Fi(k)  are generated by the iterative (8) with 0≤ω≤ 1, and
then

Pi(0)≤Pi(1)≤Pi(2)≤ · · · , lim
k⟶∞

Pi(k) � Pi(∗ ),

Fi(0)≤Fi(1)≤Fi(2)≤ · · · , Fi(k)≤Pi(∗ ) + 
j≠ i

eijPj(∗ ).

(9)

Proof. Since Pi(∗ ) is positive definite solution of DCARE
(5), then

Pi(∗ ) � A
T
i Pi(∗ ) + 

j≠ i

eijPj(∗ )⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi,

(10)

so Pi(∗ )≥Qi. *erefore,

Pi(1) � A
T
i F

−1
i (0) + BiB

T
i 

− 1
Ai + Qi

� A
T
i Qi + 

j≠ i

eijQj
⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi

≤A
T
i Pi(∗ ) + 

j≠ i

eijPj(∗ )⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi � Pi(∗ ),

(11)

Pi(1) � A
T
i F

−1
i (0) + BiB

T
i 

− 1
Ai + Qi ≥Qi � Pi(0). (12)

Since ω − 1≤ 0 and (12), we get
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Fi(0) � Qi + 
j≠ i

eijQj � Pi(0) + 
i−1

j�1
eij ωPj(0) +(1 − ω)Pj(0)  + 

s

j�i+1
eijPj(0)

≤Pi(1) + 
i−1

j�1
eij ωPj(1) +(1 − ω)Pj(0)  + 

s

j�i+1
eijPj(1) � Fi(1)

� Pi(1) + 
i−1

j�1
eij Pj(1) +(ω − 1) Pj(1) − Pj(0)   + 

s

j�i+1
eijPj(1)

≤Pi(1) + 
i−1

j�1
eijPj(1) + 

s

j�i+1
eijPj(1)≤Pi(∗ ) + 

j≠ i

eijPj(∗ ),

(13)

that is,

Fi(0)≤Fi(1)≤Pi(∗ ) + 
j≠ i

eijPj(∗ ). (14)

Suppose that

Pi(m − 1)≤Pi(m)≤ · · · ≤Pi(∗ ), (15)

Fi(m − 1)≤Fi(m)≤Pi(∗ ) + 
j≠ i

eijPj(∗ ), m≤ k, k≥ 1.

(16)

According to (16) and Lemma 2, we get

Pi(k + 1) � A
T
i F

−1
i (k) + BiB

T
i 

− 1
Ai + Qi ≥A

T
i F

−1
i (k − 1) + BiB

T
i 

− 1
Ai + Qi � Pi(k). (17)

Pi(k + 1) � A
T
i F

−1
i (k) + BiB

T
i 

− 1
Ai + Qi ≤A

T
i Pi(∗ ) + 

j≠ i

eijPj(∗ )⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi � Pi(∗ ). (18)

From (15), (17), (18), we get

Fi(k) � Pi(k) + 
i−1

j�1
eij ωPj(k) +(1 − ω)Pj(k − 1)  + 

s

j�i+1
eijPj(k)≤Pi(k + 1) + 

i−1

j�1
eij ωPj(k + 1) +(1 − ω)Pj(k) 

+ 

s

j�i+1
eijPj(k + 1) � Fi(k + 1)

� Pi(k + 1) + 
i−1

j�1
eij Pj(k + 1) +(ω − 1) Pj(k + 1) − Pj(k)   + 

s

j�i+1
eijPj(k + 1)≤Pi(k + 1) + 

i−1

j�1
eijPj(k + 1)

+ 

s

j�i+1
eijPj(k + 1)≤Pi(∗ ) + 

j≠ i

eijPj(∗ ).

(19)
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*us, the proof of induction is completed. Because Pi(k)

and Fi(k) are monotonically increasing and they are
bounded, then limk⟶∞ Pi(k) and limk⟶∞Fi(k) exist. As
k⟶∞, Algorithm 1 gives

Pi(∞) � A
T
i F

−1
i (∞) + BiB

T
i 

− 1
Ai + Qi

� A
T
i Pi(∞) + 

i− 1

j�1
eij ωPj(∞) +(1 − ω)Pj(∞)  + 

s

j�i+1
eijPj(∞)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi

� A
T
i Pi(∞) + 

j≠ i

eijPj(∞)⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi.

(20)

*us, limk⟶∞Pi(k) � Pi(∗ ). □

Theorem 2. Let Pi be the positive definite solution of DCARE
(5), then

Pi ≤A
T
i BiB

T
i 

− 1
Ai + Qi. (21)

Proof. If G>Pi + j≠ieijPj, then by Lemma 1, we get

Pi � A
T
i Pi + 

j≠ i

eijPj
⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi

≤A
T
i G

− 1
+ BiB

T
i 

− 1
Ai + Qi.

(22)

When λ1(G) �∞, G− 1 � nullmatrix; therefore, (22)
changes to (21) in this case.

We can choose (21) as starting value and get the fol-
lowing algorithm. □

Algorithm 2

Step 1: set Pi(0) � AT
i (BiB

T
i )− 1Ai + Qi, Fi(0) �

Pi(0) + j≠ieijPj(0), 0≤ω, i � 1, 2, . . . , s .
Step 2: compute

Pi(k + 1) � A
T
i F

−1
i (k) + BiB

T
i 

− 1
Ai + Qi,

Fi(k + 1) � Pi(k + 1) + 
i−1

j�1
eij ωPj(k + 1) +(1 − ω)Pj(k)  + 

s

j�i+1
eijPj(k + 1), k � 0, 1, 2, . . . .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(23)

From Algorithm 2, we get a decreasing and bounded
iterative sequences, which is convergent to the positive
definite solution of DCARE (5).

Theorem 3. Let Pi(∗ ) be the positive definite solution of
DCARE (5) and Qi > 0. 'e iterative sequences Pi(k)  and
Fi(k)  are generated by iterative (23) with 0≤ω≤ 1, and
then

Pi(0)≥Pi(1)≥Pi(2)≥ · · · , lim
k⟶∞

Pi(k) � Pi(∗ ),

Fi(0)≥Fi(1)≥Fi(2)≥ · · · , Fi(k)≥Pi(∗ ) + 
j≠i

eijPj(∗ ).

(24)

Proof. According to (21) and (23), we have

Pi(1) � A
T
i F

−1
i (0) + BiB

T
i 

− 1
Ai + Qi � A

T
i A

T
i BiB

T
i 

− 1
Ai + Qi + 

j≠ i

eij A
T
j BjB

T
j 

− 1
Aj + Qj ⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi

≥A
T
i Pi(∗ ) + 

j≠ i

eijPj(∗ )⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

Ai + Qi � Pi(∗ ),

(25)

Pi(1) � A
T
i F

−1
i (0) + BiB

T
i 

− 1
Ai + Qi ≤A

T
i BiB

T
i 

− 1
Ai + Qi � Pi(0). (26)
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Since ω − 1≤ 0, with (25) and (26) we get

Fi(0) � Qi + 
j≠ i

eijQj � Pi(0) + 
i−1

j�1
eij ωPj(0) +(1 − ω)Pj(0) 

+ 
s

j�i+1
eijPj(0)≥Pi(1) + 

i−1

j�1
eij ωPj(1) +(1 − ω)Pj(0) 

+ 
s

j�i+1
eijPj(1) � Fi(1)

� Pi(1) + 
i−1

j�1
eij Pj(1) +(1 − ω) Pj(0) − Pj(1)  

+ 
s

j�i+1
eijPj(1)≥Pi(1) + 

i−1

j�1
eijPj(1)

+ 
s

j�i+1
eijPj(1)≥Pi(∗ ) + 

j≠ i

eijPj(∗ ),

(27)

that is,

Fi(0)≥Fi(1)≥Pi(∗ ) + 
j≠ i

eijPj(∗ ). (28)

Suppose that

Pi(m − 1)≥Pi(m)≥ · · · ≥Pi(∗ ), (29)

Fi(m − 1)≥Fi(m)≥Pi(∗ ) + 
j≠ i

eijPj(∗ ), m≤ k, k≥ 1.

(30)

According to (30) and Lemma 2, we get

Pi(k + 1) � A
T
i F

−1
i (k) + BiB

T
i 

− 1
Ai + Qi

≤A
T
i F

−1
i (k − 1) + BiB

T
i 

− 1
Ai + Qi � Pi(k),

(31)

Pi(k + 1) � A
T
i F

−1
i (k) + BiB

T
i 

− 1
Ai + Qi

≥A
T
i Pi(∗ ) + 

j≠ i

eijPj(∗ )⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

+ BiB
T
i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

− 1

· Ai + Qi � Pi(∗ ).

(32)

From (29), (31), (32), we get

Fi(k) � Pi(k) + 
i−1

j�1
eij ωPj(k) +(1 − ω)Pj(k − 1)  + 

s

j�i+1
eijPj(k)≥Pi(k + 1) + 

i−1

j�1
eij ωPj(k + 1) +(1 − ω)Pj(k) 

+ 
s

j�i+1
eijPj(k + 1) � Fi(k + 1)

� Pi(k + 1) + 
i−1

j�1
eij Pj(k + 1) +(1 − ω) Pj(k) − Pj(k + 1)   + 

s

j�i+1
eijPj(k + 1)≥Pi(k + 1) + 

i−1

j�1
eijPj(k + 1)

+ 

s

j�i+1
eijPj(k + 1)≥Pi(∗ ) + 

j≠ i

eijPj(∗ ).

(33)

*us, the proof of induction is completed. Because Pi(k)

and Fi(k) are monotonically decreasing and they are
bounded, then limk⟶∞Pi(k) and limk⟶∞Fi(k) exist. In a
similar way as the proof of (20), as k⟶∞, Algorithm 2
gives limk⟶∞Pi(k) � Pi(∗ ). □

Remark 1. In Algorithm 2, if BiB
T
i is singular, we can choose

a suitable G so that (G− 1 + BiB
T
i )− 1 is nonsingular, as in

*eorem 2.

Remark 2. In Algorithm 1, the sequence Pi(k) in (8) with
the initial value Pi(0) � Qi converges monotonically to a
positive definite solution of DCARE (5), and so does the
sequence Pi(k) in (23) with the initial value
Pi(0) � AT

i (BiB
T
i )− 1Ai + Qi. But the two positive definite

solutions may be different. Whether the positive definite
solution of DCARE (5) is unique or not, a problem needs to
be discussed further.

Remark 3. When eij � 0(j≠ i), DCARE (5) changes to the
discrete algebraic Riccati equation. And iterative sequences (8)
and (23), respectively, in Algorithm 1 andAlgorithm 2, become
the iterative (17) and iterative (28) in [22], whichmeans that the
algorithms of the DCARE in this paper are generalizations of
the discrete algebraic Riccati equation. Moreover, when ω � 1,
the iterative (8) and (23) are extensions on the discrete coupled
algebraic Riccati equation of the work of [22].

Remark 4. In this paper, we only prove Algorithms 1 and 2
are convergent under the condition 0≤ω≤ 1, but we can run
the two algorithms withω> 1 in practical computation. And,
we have faster convergence speed if appropriate parameters
are selected. We will illustrate it in the following examples.

3. Numerical Examples

In this section, the following numerical examples are pre-
sented to show the effectiveness of our results.

Mathematical Problems in Engineering 5



Example 1 (see [26]). Consider DCARE (5) with

A1 �
0.25 0.15

0.25 −0.1
 ,

A2 �
−0.1 0.2

0.1 −0.2
 ,

B1 �
0

1
 ,

B2 �
1

0
 ,

Q1 �
50 −30

−30 40
 ,

Q2 �
60 −20

−20 70
 ,

eij 
i,j∈S �

0.6 0.4

0.2 0.8
 ,

S � 1, 2{ }.

(34)

Since there are two equations in the DCARE, the su-
periority of the ω in Algorithm 1 is not obvious. So, we
choose ω � 1 here. After 9 steps of iteration of (8), we obtain
the solution Pi of DCARE (5).

P1(9) �
54.782858819173867 −27.163728424128180

−27.163728424128180 41.743512895466367
 ,

P2(9) �
60.745519196489681 −21.491038392979359

−21.491038392979359 72.982076785958711
 ,

(35)

and the residual ‖AT
i [Pi(9) + j≠ieijPj(9)]− 1 +BiB

T
i }− 1Ai +

Qi − Pi(9)‖ is 8.246736626915663e − 009.
However, it needs 47 steps of iteration for the algorithm

in [26] to get the iteration solution of DCARE (5).

Example 2. Consider DCARE (5) with

A1 �
0.8 0.07

−0.13 2.1
 ,

A2 �
1.63 0.12

−0.18 1.06
 ,

A3 �
0.65 0.13

0.14 −1.08
 ,

Q1 �
40 −2.5

−2.5 1.1
 ,

Q2 �
6 −1.5

−1.5 0.4
 ,

Q3 �
0.48 −1.4

−1.4 48
 ,

B1 �
0
1

 ,

B2 �
0
2

 ,

B3 �
0
3

 ,

eij 
i,j∈S �

0.67 0.17 0.16
0.3 0.47 0.23
0.26 0.1 0.64

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠,

S � 1, 2, 3{ }.

(36)

Because the restrictions of the algorithms in [25, 26] are
not met for this case, the algorithms in [25, 26] cannot work.

For Algorithm 1, the steps of iteration and the re-
sidual are presented in Table 1 with different parameter
ω. Although we only prove the convergence of Algo-
rithm 1 with 0≤ω≤ 1, from Table 1, we find the con-
vergence rapid is the fastest when ω is 1.8. After 31 steps
of iteration of (8) with ω � 1.8, we obtain the solution Pi

of DCARE (5).

P1(31) �
1103.165003916018 101.279835324595

101.279835324595 15.487684241437
 ,

P2(31) �
9664.052810636161 713.129010075344

713.129010075344 53.563508057380
 ,

P3(31) �
7325.056498352728 1445.922335403706

1445.922335403706 773.201080130236
 ,

(37)

and the residual ‖AT
i [Pi(31) + j≠ieijPj (31)]− 1+

BiB
T
i }− 1Ai + Qi − Pi(31)‖ is 8.307893040182535e − 009.

Example 3 (see [26]). Consider the DCARE (5) with

A1 �
0 0.07

−0.13 0.1
⎛⎝ ⎞⎠,

A2 �
0.03 0.12

−0.18 0.06
⎛⎝ ⎞⎠,

A3 �
0.05 0.13

0.14 −0.08
⎛⎝ ⎞⎠,

(38)

Q1, Q2, Q3, B1, B2, B3, (eij)i,j∈S and S are the same as
Example 2.

For Algorithm 2, since BiBi
′ is singular, by choosing

G � I, then Algorithm 2 can work now. After 4 steps of
iteration of (23) with ω � 1, we obtain the solution Pi of
DCARE (5):
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P1(4) �
40.015697705014347 −2.510023450561822

−2.510023450561822 1.306818585337136
 ,

P2(4) �
6.030297717859115 −1.387771050220626

−1.387771050220626 0.850999482654777
 ,

P3(4) �
6.030297717859115 −1.387771050220626

−1.387771050220626 0.850999482654777
 ,

(39)

and the residual ‖AT
i [Pi(4)+ j≠ieijPj(4)]− 1 + BiB

T
i }− 1Ai +

Qi − Pi(4)‖ is 9.070366679964081e − 011.
However, it needs 18 steps of iteration for the algorithm

in [26] to get the iteration solution of DCARE (5).
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Collaborative navigation is the key technology for multimobile robot system. In order to improve the performance of collaborative
navigation system, the collaborative navigation algorithms based on odometer/vision multisource information fusion are
presented in this paper. Firstly, the multisource information fusion collaborative navigation systemmodel is established, including
mobile robot model, odometry measurement model, lidar relative measurement model, UWB relative measurement model, and
the SLAMmodel based on lidar measurement. Secondly, the frameworks of centralized and decentralized collaborative navigation
based on odometer/vision fusion are given, and the SLAM algorithms based on vision are presented. 'en, the centralized and
decentralized odometer/vision collaborative navigation algorithms are derived, including the time update, single node mea-
surement update, relative measurement update between nodes, and covariance cross filtering algorithm. Finally, different
simulation experiments are designed to verify the effectiveness of the algorithms. Two kinds ofmultirobot collaborative navigation
experimental scenes, which are relative measurement aided odometer and odometer/SLAM fusion, are designed, respectively.'e
advantages and disadvantages of centralized versus decentralized collaborative navigation algorithms in different experimental
scenes are analyzed.

1. Introduction

With the development of the age of intelligence, the ap-
plication scenarios and task requirements of intelligent
mobile robots are becoming more and more complex [1, 2].
A single robot has difficulty in meeting the needs of humans
for highly automated robots. 'erefore, the multirobot
system, which fully embodies the group wisdom, has a broad
prospect. 'e subject has attracted extensive attention of
researchers [3–5]. 'e premise of robot collaborative nav-
igation operation is that each robot needs to have a certain
ability of navigation and localization. 'erefore, it is very
important for the research of robot collaborative navigation
system [6].

'e navigation accuracy of a single robot depends on its
own navigation system, independent of other motion bodies.

'is navigation method is relatively simple, but due to the
computing power of its own processor, sensor quality, and
sensor field of vision and other factors, it limits the working
range of the navigation system to a certain extent in the
process of navigation and positioning. It also affects the
ability of the navigation system to suppress noise, reducing
errors and adapting to the complex environment. 'e
collaborative navigation system of robot can make up for the
single robot navigation system. When there is relative
measurement between each robot, the relative information
can be fully used to correct the navigation results. It is also
possible to establish links with each other to realize the
sharing of navigation resources among robots and to obtain
better navigation performance [7–9].

In the research of mobile robot navigation and location
technology, the development of Simultaneous Localization
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and Mapping (SLAM) technology provides a new thought
for autonomous positioning of mobile robot under complex
scenes [10]. At the same time, as a significant technical
means to realize relative navigation, radio navigation and
visual navigation are being paid much attention. It provides
important technical support for further research on the
collaborative navigation of multirobots [11–13]. However,
the traditional combined navigation technology is far from
meeting the growing demand for the high performance of
collaborative navigation.

At present, most of the data fusion methods of multi-
source heterogeneous sensors in integrated navigation
system use centralized data fusion algorithm.'is algorithm
has some defects in collaborative navigation of mobile ro-
bots, high communication cost, and poor robustness.
However, the current research on decentralized data fusion
algorithm, which is suitable for collaborative navigation
environment is not mature enough [14, 15].

'erefore, based on the information fusion of mul-
tisource heterogeneous sensors and related SLAM data
association algorithms, this paper puts forward a new
concept, model, and solution of multisource heteroge-
neous sensor information fusion, which can significantly
improve the performance of collaborative navigation,
address some problems of cooperative navigation tech-
nology, explore the key technologies that need to be solved
in the collaborative navigation process of multirobot
platform, and provide theoretical basis and technical
support for high performance of collaborative navigation
application.

'e structure of this paper is outlined as follows: in
Section 2, in the multisource information fusion collabo-
rative navigation system model, the principle of the module
involved, and the source of error are analyzed. In Section 3,
the framework of centralized and decentralized collaborative
navigation framework based on odometer/vision red fusion
is given, and the SLAM algorithms based on vision are
presented. In Sections 4 and 5, the centralized and decen-
tralized odometer/vision collaborative navigation algo-
rithms are derived, respectively. In Section 6, different
simulation experiments are designed to verify the effec-
tiveness of the algorithms.

2. Multisource Information Fusion
Collaborative Navigation System Model

2.1. Motion Robot Model. Suppose that the mobile robot
moves according to the circular arc trajectory. Figure 1
shows the motion of a single mobile robot (see Figure 1).

2.1.1. Odometry Measurement Model. According to the
principle of odometer motion calculation [16], it is assumed
that the starting position of themobile robot is (x, y, θ), after
ΔT of movement to the end. 'e end position is
(x + Δx, y + Δy, θ + Δθ), and the trajectory can be regarded
as a circular arc ΔS with radius R. In this case, the pose of the
robot (in discrete time) is given by

ΔSl � π D ·
ΔNL

P
� R −

B

2
 Δθ,

ΔSr � π D ·
ΔNR

P
� R +

B

2
 Δθ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where ΔNL,ΔNR are increment of pulse number of
odometer left and right wheel encoder. (ΔSr,ΔSl) is the
distance between the right wheel and the left wheel of a
mobile robot. P are the resolution parameters of left and
right wheel encoder. 'e pose increment of sampling period
ΔT is obtained by solving the above equations. 'e discrete
motion equation of the mobile robot is further obtained by

xk ≈ xk−1 + ΔSk−1 cos
θk−1 + Δθk−1

2
 ,

yk ≈ yk−1 + ΔSk−1 sin
θk−1 + Δθk−1

2
 ,

θk � θk−1 + Δθk−1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

2.1.2. Odometer Error Model. 'ere are systematic errors
and random errors in odometer based positioning [17]. In
the simulation experiment, the influence of random error is
mainly considered. 'e corresponding covariance matrix
Σodom is given by

Σodom �
kr ΔSr


 0

0 kl ΔSl




⎡⎣ ⎤⎦. (3)

2.2. Lidar Environmental Detection Model. As the main
module to realize the SLAM, environment detection module
mainly obtains the surrounding environment information
through the external sensing sensor.

2.2.1. Lidar Scanning Model. 'e two-dimensional lidar
outputs the point cloud data from the surrounding envi-
ronment and contains the angular information. 'e scan-
ning schematic of the two-dimensional lidar is shown in
Figure 2 (see Figure 2).
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Ob

O

Yb

Yb

Yw
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∆S1
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R
Xb

Ob

θ

θ + ∆θ

Figure 1: Motion model of a single mobile robot.
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As shown in Figure 2, the lidar is scanned in the sensor
coordinate system along the scanning direction, with a fixed
scanning angle resolution.'e measured point is detected in
the ith direction. Denote θi as the angle between this di-
rection and the positive direction of the Xs-axis, and θi can
be obtained by the resolution of the scanning angle with the
inherent. A frame of point cloud data is obtained after a scan,
which can be recorded as a set A � (di, θi) | i � 1, . . . , n ,
where n is the number of scanned data points in this frame of
data, (di, θi) is the coordinate of the measured point in the
polar coordinate system. And the final point cloud data set
B � (xi, yi) | i � 1, . . . , n  is obtained too.

2.2.2. Lidar Error Model. In the simulation experiment, the
above error can be simplified to Gaussian white noise along
the x and y directions in the carrier coordinate system of the
mobile robot [18]. It is assumed that the positioning errors
are in the two independent directions, so the corresponding
covariance matrix is given by

Σrad �
σb

x 0

0 σb
y

⎡⎢⎣ ⎤⎥⎦, (4)

where σb
x and σb

y represent the variance along the x and y

directions of the observation in the carrier coordinate system
of the mobile robot, respectively.

2.3. UWB Relative Measurement Model. 'e relative mea-
surement module is an important part of the cooperative
navigation network in which nodes relate to the state in-
formation of the surrounding nodes. UWB (Ultra Wide
Band) can measure relative distance and lidar can measure
relative position which are selected as research objects in this
paper. Because the scanning model of lidar has been de-
scribed in the previous section, this section only establishes
the corresponding ranging model and error model.

2.3.1. UWB Ranging Model. At present, there are two main
ranging methods, that is, two-way ranging (TWR) method
and symmetric double-sided two-way ranging (SDSTWR)
method. SDSTWR method is greatly improved compared
with TWRmethod in terms of ranging error caused by clock

synchronization. 'erefore, SDSTWR method is often used
for distance measurement [19] (see Figure 3).

'e distance expression between transceiver A and
transceiver B can be obtained from Figure 3:

d � c
TA1TB2 − TB1TA2

TA1 + TA2 + TB1 + TB2
, (5)

where d is the distance between the two tested transceivers.
TA1 � Ta2 − Ta1 is the time interval between the first signal
and the received signal of transceiver A. We can get
TA2, TB1, TB2 in the same way.

2.3.2. UWB ErrorModel. One of themain sources of error in
UWB ranging is the error caused by the clock synchroni-
zation of the two transceivers [20]:

eSDS � Tfc 1 −
kA + kB

2
 , (6)

where kA and kB are the ratio of transceivers A and B be-
tween the actual and the expected frequency.

2.4. SLAM Model Based on Lidar Measurement. SLAM is
widely used in the field of mobile robot navigation and
positioning [21]. It is the key technology to solve the
mapping problem at the same time, and it also provides a
new idea for solving the path planning problem. SLAM
technology mainly aims at the unknown location of the
mobile robot. 'e environmental map is built in the form of
an increasing perception of the surrounding strange envi-
ronment according to the external sensor. At the same time,
the state estimation of the mobile robot itself is obtained by
using the built map information.

'e SLAM localization technology is the key technology
to realize the autonomous positioning of the mobile robot
under the unknown environment. It is of great research
value to realized more accurate navigation and localization
under the condition of reducing the limitation of moving
robot (such as no GPS) [22]. By applying the technology to
the framework of the collaborative navigation system of the
mobile robot, the navigation performance of the whole
collaborative navigation system can be effectively improved
(see Figure 4).

It can be seen from Figure 4 that a mobile robot’s lo-
calization using a SLAM navigation system is essentially a
process, which is continuous estimation to approximate the
true value [23]. 'e triangle in the graph represents the
mobile robot and the circle represents the observed land-
mark, where the grey circle represents the estimated land-
mark. 'e solid line connecting the triangle represents the
real trajectory, and the dotted line is the estimated trajectory
(see Figure 4).

3. Collaborative Navigation Framework
Based on Odometer/Vision

When nodes in collaborative navigation network participate
in collaborative navigation, different data fusion algorithms

θi
diYs

Xs

The measured
point

Scanning
direction

Scan angular
resolution

Figure 2: 'e scanning schematic diagram of the two-dimensional
lidar.
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can be used for data fusion, which is obtained multisource
heterogeneous sensors of different nodes. 'ere are two data
fusion algorithms generally used, centralized and decen-
tralized data fusion algorithms [24].

3.1. Framework of Collaborative Navigation Algorithm. In
this subsection, a corresponding data fusion framework of
the centralized collaborative navigation algorithm is
designed for the general odometer/vision model, and a data
fusion framework of decentralized collaborative navigation
algorithm is designed in the same way.

In the centralized collaborative navigation structure, the
measured data obtained by each node are concentrated in a
data fusion center for data fusion. In a distributed collab-
orative navigation structure, each node shares some infor-
mation with other nodes while processing its own sensor
data (see Figure 5).

According to the odometer/vision collaborative navi-
gation model, we use the most common EKF algorithms to
simulate centralized and decentralized cooperative naviga-
tion. A centralized location algorithm (CL) and a decen-
tralized location algorithm (DCL) are designed.

As shown in Figure 6, in the CL algorithm corre-
sponding to the centralized cooperative navigation
structure, each node sends the information obtained by
the sensor itself to the central server and realizes the data
fusion through the EKF algorithm. Its state vector is a set
of state vectors of each node, which is updated with the
principle of track reckoning. After that, the measurement
information obtained after data association in the SLAM
process and the relative measurement information be-
tween nodes are selected. CL algorithm gathers the state
and covariance information of all nodes, corrects them
uniformly, and sends the corrected estimation results to
each node. Because of participating in the joint mea-
surement update process, the state information of each
node is related to each other after the first update (see
Figure 6).

'is correlation is reasonably estimated based on the CL
algorithm, and the task of data fusion is distributed to each
node; then the DCL algorithm is proposed accordingly.
Since the position of each node in the algorithm is equiv-
alent, only one node needs to be discussed (see Figure 7).In
order to avoid overoptimal estimation to the greatest extent,
the DCL algorithm in this paper introduces the concept of
separating covariance crossover filter.'e covariance of each
node is divided into correlation term and irrelevant term,
and the time update process is basically consistent with the
time update process of a single node. 'e measurement
update process will take two steps. Firstly, according to the
measurement information of the SLAM navigation system,
the state estimation results are obtained by propagating the
state and integrating the related information of the auxiliary
navigation system. 'en, the state information sent by the
adjacent nodes and the relative measurement information
between the nodes can obtain another state estimation of the
node. Here, relevant state information sent to neighboring
nodes is used to update local maps (see Figure 7).

3.2. SLAM Algorithms Based on Vision

3.2.1. Landmark State Estimation Algorithm. 'e key of
SLAM navigation algorithm lies in the process of data as-
sociation. 'e positioning process of this SLAM navigation
system is essentially a process, which is continuous esti-
mation to approximate the true value. 'is kind of proba-
bility estimation problem is usually solved by introducing
appropriate filter. 'e most common is the EKF algorithm
(see Figure 8).

Because of the high sampling frequency of the odometer
selected in this paper, the lidar also has the advantages of
high precision and high reliability; the EKF algorithm with
better real-time performance is selected.'e state estimation
process of landmark information in SLAM based on EKF is
described below. 'e observation equation of the feature
information obtained by lidar is as follows:

zk � h Xk,l, Xk,r  + nk

�
xk,l − xk,r cos θk,r + yk,l − yk,r sin θk,r

− xk,l − xk,r sin θk,r + yk,l − yk,r cos θk,r

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦ + nk,

(7)

where Xk,l � (xk,l, yk,l)
T is state vector of landmark at k time

and Xk,r � (xk,r, yk,r, θk,r)
T is state vector of mobile robot at

Tα1 Tα2 Tα3TA1 TA2

Tb1
Tb2

TB2

Tb3

TB1Tf

Time stamp A

Time stamp B

Transceiver A

Transceiver B

Figure 3: Principle of SDSTWR.

Figure 4: SLAM model diagram.
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k time. nk is measurement noise. Its variance matrix is Rk,
which can be denoted as nk ∼ N(0, Rk). Since the landmarks
are static, the state estimation of k − 1 time landmark can be
regarded as a priori estimation of k time landmark state. 'e
measurement update process based on EKF is as follows:

Step 1: calculating the innovation and the filter gain:

vk � zk − h Xk−1,l, X
−
k,r ,

Kk � Σk−1H
T
k HkΣk− 1H

T
k + Rk 

− 1
.

(8)

Step 2: updating the state estimation and the corre-
sponding covariance:

Xk,l � Xk−1,l + Kkvk,

Σk � I − KkHk( Σk−1,
(9)

where Σk is the covariance matrix for state estimation of
landmark at k time and Hk is the measurement matrix at k

time.

Remark 1. Any observed landmark information can be
position corrected by the above method, and it is noted that
such position correction is limited to the landmark in the
local map observed at the k time.

3.2.2. Data Association Algorithm. In a SLAM navigation
system, the process of data association is an important
prerequisite for state estimation. Incorrect data association is
likely to lead to serious deviation of estimation results
[25, 26].

At present, there are two data association algorithms
commonly used in SLAM technology, that is, the nearest
neighbor data association algorithm (NN, nearest neighbor)
[27] and joint compatibility body & body data association
algorithm (JCBB) [28]. 'e NN algorithm has less com-
putation, but it is easy to form wrong data association when
the density of feature information is large, which leads to the
divergence of SLAM results, so it is only suitable for the
environment where the density of feature information is
small and the system error is small. JCBB is the improvement
of the NN algorithm, which extends the association of single
features in the NN to all observed feature information, which

Node 1

Data fusion
centre

Node 2 Node 3

(a)

Node 3

Processing unit

Node 1

Node 2

Processing unit Processing unit

(b)

Figure 5: Collaborative navigation structure. (a) Centralized collaborative navigation. (b) Decentralized collaborative navigation.

Measurement
update

Relative measurement
information

SLAM measurement
information

Dead reckoning Time update
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Figure 6: Data fusion framework of centralized collaborative
navigation algorithm.
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Figure 7: Data fusion framework of decentralized collaborative
navigation algorithm.
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Figure 8: SLAM flow chart.
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is more binding and more reliable. 'e JCBB algorithm can
obtain more credible association assumptions than the NN
algorithm and exclude some wrong association assumptions.
However, the computation amount is obviously increased,
which to some extent affects the real-time performance of
SLAM navigation system.

To ensure the accuracy of data association in the process
of the SLAM, reduce the amount of computation as much as
possible, and enhance the real-time performance of SLAM
algorithm, this subsection describes an optimized data as-
sociation algorithm.'e classification method mentioned in
[29] is used to divide the related feature information set;
finally the appropriate feature information set in the local
map and the preprocessed observation feature information
set are selected to form the association space.

First, the collection of feature information in the local
map is divided as follows:

D xm, ym( , xk, yk(  ≤Δd, xk, yk(  ∈ Fk,

D xm, ym( , xk, yk(  >Δd, xk, yk(  ∉ Fk,
 (10)

where D[(xm, ym), (xk, yk)] is the relative distance between
the feature information (xk, yk) of the local map and other
feature information (xm, ym).

'en, the observation feature information set is pre-
processed and divided. In the actual navigation process, the
observation feature information obtained by lidar contains
noise information. 'e purpose of preprocessing is to filter
out some noise information, improve the accuracy of data
association, and reduce the amount of computation at the
same time. 'e judgment process is as follows:

f(i, j) �
1, D xi, yj , xi, yj  <ΔD,

0, D xi, yj , xi, yj  ≥ΔD,

⎧⎪⎨

⎪⎩
(11)

where ΔD is the threshold, which is determined by the
performance of the laser sensor. When the relative dis-
tance between the two observation feature information is
less than the threshold, the observation feature infor-
mation is considered to be the feature point; otherwise the
noise point does not participate in the subsequent
calculation.

When the set is divided, the set of observed feature
information is sorted according to the order of observation.
Based on the process of the local map feature information set
above, the subset is divided in turn, and all points are not
involved in the division repeatedly.

Finally, we select the appropriate association set to ex-
ecute the data association algorithm. 'e subset of feature
information of each local map and the subset of observed
feature information at the current time are joint compati-
bility test, and the feature information with the best test
results is selected to form a new subset as the data association
object.

4. Centralized Collaborative
Navigation Algorithm

4.1.TimeUpdate. First of all, the state space model should be
established. 'e state vector of a single mobile robot with
three degrees of freedom contains position and heading
angle information. Suppose the number of nodes is N , the
state space of collaborative navigation system in centralized
framework contains the state vectors of all mobile robots in
the group, and the state vector of mobile robot i is Xi

k and the
state of system is Xk. 'en the state space equation of the
system can be expressed as follows:

Xk �

X1
k

X2
k

⋮

XN
k

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

f1 X1
k−1, u1

k−1( 

f2 X2
k−1, u2

k−1( 

⋮

fN XN
k−1, uN

k−1( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

w1
k−1

w2
k−1

⋮

wN
k−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≜Φ Xk−1, uk−1(  + wk−1,

(12)

where the function fi(X, u) describes the kinematic char-
acteristics of the mobile robot, ui

k−1 � ΔSr,k− 1 ΔSl,k− 1 
T

represents the input required by the mobile robot i to
calculate the track at time k, wi

k−1 is the system noise, and
wi

k−1 ∼ N(0, Qi
k−1).

It is assumed that the motion of any node is not affected
by any other node, and each node moves independently
without being controlled by other nodes. 'erefore, the state
transfer matrix for centralized collaborative positioning is
given by

Fk−1 �

J1X(k−1) 0 · · · 0

0 J2X(k−1) · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · JN
X(k−1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (13)

where Ji
u(k−1) and Ji

X(k−1) are the Jacobian matrices of
function f for state vectors and control inputs, respectively.
'e system noise variance matrix of collaborative navigation
system in centralized framework is as follows:

Qk−1 �

Q1
k−1 0 · · · 0

0 Q2
k−1 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · QN
k−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (14)

where Qi
k−1 � Ji

u(k−1)ΣuJiT
u(k−1) and Σu is the covariance

matrix for controlling input. 'en, the time update process
of collaborative navigation system in centralized framework
can be deduced:
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X
−
k � Φ X

+
k−1, uk−1( ,

P
−
k � Fk−1Pk−1F

T
k−1 + Qk−1≜

P−
11,k P−

12,k · · · P−
1N,k

P−
21,k P−

22,k · · · P−
2N,k

⋮ ⋮ ⋱ ⋮

P−
N1,k P−

N2,k · · · P−
NN,k

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(15)

where

P
−
ii,k � J

i
X(k−1)Pii,k−1J

iT
X(k−1) + Q

i
k−1,

P
−
ij,k � J

i
X(k−1)Pij,k−1J

jT
X(k−1).

(16)

4.2. Single-Node Measurement Update. In this section, the
measurement updating process involving only one node in
the centralized framework is described.'e aided navigation
system selected is SLAM navigation system, which integrates
the landmark information of the surrounding environment
measured by lidar. In this paper, a measurement model
based on this navigation system is built, and the process of
measurement updating based on EKF is described.

4.2.1. Measurement Model Based on SLAM. 'e measure-
ment model based on SLAM is the measurement model after
data association. In this paper, the position information of
landmarks obtained by lidar is taken as the observation
equation.

z
i
k �

xb
l

yb
l

⎡⎣ ⎤⎦

�
xw

l − xi
k( cos θi

k + yw
l − yi

k( sin θi
k

− xw
l − xi

k( sin θi
k + yw

l − yi
k( cos θi

k

⎡⎢⎣ ⎤⎥⎦ + n
i
k,

(17)

where (xb
l , yb

l ) is position information for landmarks ob-
tained by lidar. (xw

l , yw
l , θi

k) is the coordinates of landmarks
in the world coordinate system. (xi

k, yi
k, ) is the state of the

mobile robot at the time of k. ni
k is the measurement noise

and its variance matrix is Ri
k, which can be denoted as

ni
k ∼ N(0, Ri

k). After linearization and state extension, the
observation equations of the whole system can be obtained:

z
i
k � H

i
kXk + h

i
X

i,−
k  − ∇hi

X
i,−
k + n

i
k, (18)

where

H
i
k � 0 · · ·∇hi · · · 0 2×3N, (19)

and ∇hi
i is Jacobian matrices of function hi(Xi

k).

4.2.2. Measurement and Update Based on EKF.
Combined with the basic principle of Kalman filter, the
measurement and update process of the aided navigation
system for a single node can be obtained as follows:

Step 1: calculating the innovation and the filter gain:

v � z
i
k − h

i
X

i,−
k ,

S
i

� H
i
kP

−
k H

i
k 

T
+ R

i
k,

S
i

� H
i
kP

−
k H

i
k 

T
+ R

i
k

(20)

Step 2: updating the state estimation and the corre-
sponding covariance:

X
+
k � X

−
k + K

i
v,

Pk � P
−
k − P

−
k H

i
k 

T
S

i
 

− 1
H

i
kP

−
k .

(21)

4.3. Relative Measurement Update among Nodes. 'e stan-
dard observation model can be divided into two types: the
measurement model based on the relative distance and the
measurement model based on the relative position.

4.3.1. Measurement Model Based on Relative Distance.
'e observation of mobile robot i to mobile robot j at k time
can be denoted by z

ij

k ; then the observation equation is given
by

z
ij

k � h
ij

X
i
k, X

j

k  + n
ij

k

�

�������������������

xi
k − x

j

k 
2

+ yi
k − y

j

k 
2



+ n
ij

k ,

(22)

where n
ij

k is the measurement noise, its variance matrix is
R

ij

k � σUWB, which can be denoted as n
ij

k ∼ N(0, R
ij

k ), and
σUWB is the variance for UWB ranging.

After linearization and state extension, the observation
equations of the whole system can be obtained:

z
ij

k � H
ij

k Xk + h
ij

X
i,−
k , X

j,−

k  − ∇hij
i X

i,−
k − ∇hij

j X
j,−

k + n
ij

k ,

(23)

where

H
ij

k � 0 · · ·∇hij

i · · ·∇hij

j · · · 0 2×3N
, (24)

and ∇hij
i and ∇hij

j are Jacobian matrices of function
hij(Xi, Xj), respectively.

4.3.2. Measurement Model Based on Relative Position.
Using lidar as the sensor to realize the relative observation
among nodes can be divided into two kinds: direct method
and indirect method. 'e direct method is to measure the
relative position between the two nodes directly; the indirect
method is to use lidar to observe the nearest landmark
between the two nodes. 'e relative position between the
two nodes is obtained by correlation calculation.

'e state of mobile robot i is denoted by (xi
k, yi

k, θi
k), at

time k and the state of mobile robot j is denoted by
(xi

k, yi
k, θi

k). 'e coordinates of landmark L1 adjacent to
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mobile robot i in the world coordinate system are (xw
l1, yw

l1),
the coordinates in the mobile robot i coordinate system are
(xi

l1, yi
l1), the coordinates of landmark L2 adjacent to mobile

robot j in the world coordinate system are (xw
l2, yw

l2), and the
coordinates in the coordinate system of mobile robot j are
(xi

l2, yw
i ). 'e specific solution process of the indirect

method is as follows (see Figure 9):

x
j

k − xi
k

y
j

k − yi
k

⎡⎢⎢⎣ ⎤⎥⎥⎦ �
x

j

l2 cos θ
j

k − y
j

l2 sin θ
j

k

x
j

l2 sin θ
j

k + y
j

l2 cos θ
j

k

⎡⎢⎢⎣ ⎤⎥⎥⎦ −
xi

l1 cos θ
i
k − yi

l1 sin θ
i
k  + xw

l1 − xw
l2( 

xi
l1 sin θ

i
k + yi

l1 cos θ
i
k  + yw

l1 − yw
l2( 

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, (25)

when mobile robot i observe mobile robot j at k time, the
coordinates of mobile robot j in the mobile robot i coor-
dinate system as the observation. 'e observation equations
are as follows:

z
ij

k �
x

j,i

k

y
j,i

k

⎡⎢⎢⎣ ⎤⎥⎥⎦ �
x

j

k − xi
k cos θi

k + y
j

k − yi
k sin θi

k

− x
j

k − xi
k sin θi

k + y
j

k − yi
k cos θi

k

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦ + n
ij

k ,

(26)

where n
ij

k is the measurement noise, its variancematrix is R
ij

k ,
which can be denoted as n

ij

k ∼ N(0, R
ij

k ), and (x
j,i

k , y
j,i

k ) is the
coordinate of mobile robot j in the coordinate system of
mobile robot i at k time.

4.3.3. Measurement Update Based on EKF. Similarly, we can
finally get the measurement update process for the relative
observation between nodes.

5. Decentralized Collaborative
Navigation Algorithm

'e state and covariance information of each node under the
decentralized collaborative navigation algorithm is, re-
spectively, calculated. In order to avoid overoptimal esti-
mation to the maximum extent, the concept of the
covariance intersection filter is introduced and the covari-
ance of each node is divided into related and irrelevant
items.

5.1.Covariance IntersectionFilter. Given the state estimation
vector X and corresponding covariance matrix P, assuming

that P∗ is the covariance of the error between the state
estimate X and the state real value X∗, it can be expressed as
follows:

P
∗

� E X − X
∗

(  X − X
∗

( 
T

 . (27)

Consistency is a characteristic of the covariance
matrix of the estimation [30]. When the covariance
matrix of the state estimation is not less than the real
covariance, it is said that the estimation satisfies the
consistency, that is, no overoptimal estimation is pro-
duced. Suppose two state estimates X1 and X2 are in-
dependent and satisfy the consistency, the corresponding
covariances are P1 and P2. If there is a correlation be-
tween the two estimates, the Kalman filter may produce
inconsistent results; in other words, it leads to over-
optimal estimation:

P1 �
P1d

w
+ P1i, (28)

P2 �
P2d

w
+ P2i, (29)

P
− 1

� P
−1
1 + P

−1
2 , (30)

X � P P
−1
1 X1 + P

−1
2 X2 , (31)

Pi � P P
−1
1 P1iP

−1
1 + P

−1
2 P2iP

−1
2 , (32)

Pd � P − Pi, (33)

XwOw

Yb

Yb

L1

L2

Yw

Ob

Ob

θ
Xb

Xb

Figure 9: Indirect observation schematic diagram.
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where the covariance corresponding to two state estimates
X1 and X2 is P1d + P1i and P2d + P2i, respectively. P1d and
P2 d are the correlation covariance components corre-
sponding to the maximum correlation between the two state
estimates. P1i and P2i are independent covariance compo-
nents corresponding to absolute independence of two state
estimates, W within interval [0, 1]. It is an optimization
parameter that minimizes the covariance after fusion, and
the w in this interval can ensure the consistency of the fusion
results.

5.2. TimeUpdate. Before describing the time update process
of DCL algorithm, it is necessary to decompose the state
information of the system in the framework of centralized
collaborative navigation, which can be expressed as

EG � XG, PG 

� X1, P1 ; X2, P2  · · · XN, PN  

� X1, P1 d + P1i ; X2, P2 d + P2i  · · · XN, PN d + PNi  ,

(34)

where EG is the set of states under the centralized collab-
orative navigation framework, and XG and PG are the state
space and the corresponding covariance matrix under the
centralized collaborative navigation framework,
respectively.

'e state propagation process under the decentralized
collaborative navigation framework is the state propagation
process of a single node, and the propagation process of
covariance can be expressed as

P
i,−
k � J

i
X(k−1)P

i
k−1J

i T
X(k−1) + J

i
u(k−1)ΣuJ

i T
u(k−1) ,

P
i,−
k,i � J

i
X(k−1)P

i
k−1,iJ

i T
X(k−1) + J

i
u(k−1)ΣuJ

i T
u(k−1) ,

(35)

wherePi,−
k is the one-step prediction covariancematrix of the

mobile robot i at time k and Pi,−
k,i is the covariance. 'e

independent covariance components of the matrix, Ji
X(k−1)

and Ji
u(k−1), are Jacobian matrices of function fi(X, u) for

state vector and control input and Σu is the error matrix of
the control input.

5.3. Single Node Measurement Update. 'e measurement
and updating process of a single node only involves the aided
navigation system of a single node, so there is no need to
estimate the correlation, that is, the process of saving for-
mulas (28) and (29). Similar to the single node measurement
update process in centralized collaborative navigation, the
single node measurement update process in distributed
collaborative navigation can be expressed as

Step 1: calculate the innovation and the filtering gain:

v � z
i
k − ∇hi

X
i,−
k ,

S � ∇hi
P

i,−
k ∇h

i
 

T
+ R

i
k,

K � P
i,−
k ∇h

i
 

T
S

− 1
.

(36)

Step 2: update the state estimation and the corre-
sponding covariance:

X
i,+
k � X

i,−
k + Kv,

P
i
k � I − K∇hi

 P
i,−
k ,

P
i
k,i � I − K∇hi

 P
i,−
k,i I − K∇hi

 
T

+ KR
i
kK

T
,

P
i
k,d � P

i
k − P

i
k,i.

(37)

5.4. CollaborativeMeasurementUpdate amongNodes. In the
framework of decentralized collaborative navigation, the
state estimation results of a single node aided navigation
system and the state estimation results based on information
sharing among nodes are integrated in the process of in-
ternode collaborative measurement updating, and the cor-
rected state information is derived.

For the decentralized collaborative navigation frame-
work, any node can clearly estimate the state of other nodes.
In order to save the communication cost and reduce the
computation of a single mobile robot platform, this paper
sets up that the information exchange among the mobile
robots is only taking place between the two adjacent mobile
robot nodes.

Assuming that the mobile robot i performs relative
observations of the mobile robot j at the k time and shares
its own state and covariance information with the mobile
robot j, the state of the mobile robot j can be clearly
expressed with information received state of the mobile
robot i and the relative measurement information between
the two nodes:

X
coj
k �

x
coj
k

y
coj
k

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �
xi

k + x
j,i

k cos θi
k − y

j,i

k sin θi
k

yi
k + x

j,i

k sin θi
k + y

j,i

k cos θi
k

⎡⎢⎢⎣ ⎤⎥⎥⎦, (38)

where (x
coj
k , y

coj
k ) is the partial state estimation of the

mobile robot j obtained by the information sharing be-
tween the mobile robot i and the mobile robot j at k time,
(xi

k, xi
k, θi

k) is the state vector shared by the mobile robot j

in the k direction of the mobile robot i, and
urel � (x

j,i

k , y
j,i

k ) is the relative measurement information
of the two nodes in the i coordinate system of the mobile
robot.

If there is a direct relative observation between the two
nodes, the relative measurement information can be ob-
tained directly by the sensor that carries on the relative
observation. If the relative observation between the two
nodes is with the help of the indirect relative observation of
the surrounding landmark information, then the relative
measurement information needs to be solved to a certain
extent, and the concrete solution method can be combined
(25) and then converted into the mobile robot.

Finally, based on the principle of covariance intersection
filter, the updating process of collaborative measurement
among nodes in the framework of decentralized collabo-
rative navigation can be obtained.
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6. Simulation Results

6.1. Simulated Experimental Environment. In this section,
the nodes of the mobile robot network involved in collab-
orative navigation are 3. Assuming that the area of the
moving 2D environment is 25m × 25m when the mobile
robot population group works together, each node in the
environment is assigned to an initial position, and each node
can follow random trajectory motion in this area. Assuming
that all nodes follow the same simulation trajectory, only the
initial position is different. 'e maximum speed of the
mobile robot in the straight line is 0.3125m/s and the an-
gular velocity at the bend is 0.1°/s. It is assumed that the
environment around the simulated trajectory of this rect-
angle can be extracted by lidar scanning to 88 landmarks
(environmental feature points) for the SLAM-assisted
navigation system (see Figure 10).

During this simulation, mobile robots as carriers can
carry different types of sensors, including odometers, UWB,
and lidar. Suitable sensors are selected according to the
requirements of positioning accuracy, among which Time
Domain P410 UWB sensors are used to measure the relative
distance, and lidar is selected from LMS291 series 2D lidar
produced by a German company. Based on the relevant
parameters of these sensors, which are shown in Table 1, a
simulation model for mobile robots carrying different types
of sensors is built using MATLAB.

6.2. Relative Measurement Aided Odometer Collaborative
Navigation. In the experiment, all three mobile robots are
equipped with odometer capable of moving monitoring,
UWB capable of measuring relative distance, or lidar capable
of measuring relative position.

From Figure 11, it can be seen that the collaborative
navigation system which realizes relative information
sharing has significant advantages over the case of not

sharing any information in positioning accuracy. Besides,
the improvement of group navigation performance of
mobile robots is affected by the type of shared relative in-
formation. When the relative position information is shared,
the growth of the error can be effectively limited; relatively
speaking, when the relative distance information is shared,
the position error is still growing slowly, which only reduces
the growth rate of the error (see Figure 11).

'e analysis shows that the relative distance information
is weakly constrained, so sharing this information cannot
effectively realize the navigation and localization of mobile
robots. In contrast, the sharing of relative position infor-
mation includes the solution to mobile robot navigation and
information. Information accuracy is significantly im-
proved. It can even be increased by more than 60% at some
time. 'is difference is more obvious in the angle error
diagram (see Figure 11).

In this paper, two observation methods, direct relative
measurement and indirect relativemeasurement, arementioned
in the description of the measurement model based on relative
position. Based on this experimental scene, scenario I is three
mobile robots to observe the relative position information di-
rectly through lidar. Scenario II is three mobile robots to extract
the surrounding landmark information through lidar, and based
on this solution, the relative position information is calculated.
In the above experimental scenario, the centralized collaborative
navigation algorithm is used to solve the navigation problem.
'e two relative position measurement methods are compared
through the above simulation experimental scenarios. 'e
comparison results are shown in Figure 12 (see Figure 12).

'rough Figure 12, it is clear that the collaborative navi-
gation and positioning accuracy of relative position measure-
ment using the direct method are better than those of indirect
method. However, cost calculation cannot be ignored while
navigation performance is considered. 'e direct method re-
quires that the measurement range of lidar includes the activity
range of the whole mobile robot population group while the
measurement range of lidar required by indirect method only
needs to include the surrounding landmarks. 'is greatly re-
duces the cost calculation. Considering that the accuracy of
collaborative navigation and positioning using the two relative
position measurement methods is not much different, it is
obvious that the indirect method is more suitable for practical
application (see Figure 12).

'e difference of the decentralized collaborative navi-
gation framework compared with the centralized collabo-
rative navigation framework is that the correlation among
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Figure 10: Simulation trajectory diagram.

Table 1: Relevant parameters of sensors.

Type Measure Frequency
(Hz) Error

Odometer Linear velocity of the two
wheels 20 4 cm/s

UWB Relative distance 10 3 cm

Lidar

Relative position of X
direction 10 2 cm

Relative position of Y
direction 10 2 cm
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Figure 11: Comparative diagram of navigation error under the condition of sharing different relative information. (a) Position error.
(b) Angle error.
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Figure 12: Comparison of navigation errors under different relative position measuring methods. (a) Position error. (b) Angle error.
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Figure 13: Comparison of navigation errors under different collaborative navigation algorithms. (a) Position error. (b) Angle error.
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the different node states is accurately calculated in the
centralized collaborative navigation framework, and this
correlation cannot be used in the decentralized collaborative
navigation framework. In order to better reflect the impact
of this correlation, the navigation errors of the two col-
laborative navigation algorithms in the odometer collabo-
rative navigation system are shown in Figure 13 (see
Figure 13).

To compare the two algorithms, 20 experiments are
carried out in this paper, and the root mean square error
(RMS) and formulas of the two collaborative navigation
algorithms are calculated as shown in the following formula:

RMS �

������������

1
n



n

i�1
xi − xi( 

2




, (39)

where n is the total number of samples, xi is the actual value,
and xi is the estimated value. RMS parameters for the
odometer collaborative navigation are shown in Table 2.

As can be seen from Figure 13 and Table 2, the error of
the centralized collaborative navigation algorithm is smaller
than that of the decentralized collaborative navigation al-
gorithm. 'is can be predicted because the correlation
among node states in the centralized collaborative naviga-
tion algorithm can be calculated accurately, which is esti-
mated in the decentralized collaborative navigation
algorithm. However, the improved accuracy of the navi-
gation is at the expense of high computing power and high
quality data communication. 'erefore, although the per-
formance of centralized collaborative navigation framework
is better than that of distributed collaborative navigation
framework, the centralized collaborative navigation
framework is not applicable in some practical scenarios (see
Figure 13).

6.3.Odometer/VisionSLAMCollaborativeNavigation. In the
odometer/vision collaborative navigation model, scenario I
is designed that all the mobile robots are equipped with an
odometer which can monitor the motion. One of the mobile
robots is equipped with SLAM-aided navigation system and
can work properly.

Firstly, the mobile robot with SLAM-aided navigation
system is studied, and it only runs its own integrated
navigation algorithm without sharing the relative position
information. Using the centralized collaborative navigation
algorithm, the navigation error of nodes with SLAM-aided
navigation system is shown in Figure 14 (see Figure 14).

Figure 14 fully verifies the correctness of a centralized
collaborative navigation algorithm based on the odometer/
vision collaborative navigation model. 'e SLAM-assisted
navigation system is based on the relative observation. 'e
position estimation of the node itself and the position es-
timation of the landmark have the error accumulation, but
the association algorithm of the SLAM is combined, the
centralized collaborative navigation algorithm makes the
position estimation of the landmark closer to the real value
while the positioning accuracy of the mobile robot is

improved, the data association is more reliable, further
correcting the state estimation of the mobile robot itself.
'erefore, the algorithm is very obvious to improve the
navigation accuracy of mobile robot (see Figure 14).

'en, the mobile robots without the SLAM-aided nav-
igation system in the experiment are studied. In order to
fully reflect the influence of the SLAM-aided navigation
information on the navigation performance of other nodes,
Scenario II is designed that all mobile robots are equipped
with odometer which can monitor the motion, and two of
them are equipped with SLAM-aided navigation system and
can work properly. 'e navigation error of other nodes
without SLAM-aided navigation system is shown in Fig-
ure 15 (see Figure 15).

As shown in Figure 15, the mobile robot with SLAM-
aided navigation system performs loop-back detection in
about 320 seconds and data associated with the local map
created at the initial location, thus eliminating most of the
accumulated errors.'e unique superior performance of the
SLAM-aided navigation system is transmitted to other nodes
in the group through the process of information sharing in
the process of collaborative navigation, so that it can also
eliminate most of the accumulated errors in the vicinity of
the time, which is an important advantage of the collabo-
rative navigation system (see Figure 15).

To verify the NN algorithm, JBCC algorithm, and the
optimized data association algorithm on the navigation
performance of nodes without SLAM-aided navigation
system, the experimental scene is designed that all mobile
robots are equipped with odometer which can carry out
motion monitoring. One of the mobile robots is equipped
with SLAM-aided navigation system and can work normally,
and the CL algorithm is run. 'e navigation error of nodes
without SLAM-aided navigation system is shown in Fig-
ure 16 (see Figure 16).

'e performance of the centralized collaborative navi-
gation algorithm under the three SLAM data association
algorithms is shown in Table 3.

From Figure 16 and Table 3, it can be seen that the
navigation performance of nodes without SLAM-aided
navigation system is affected by the SLAM data association
algorithm used by nodes carrying SLAM-aided navigation
system. Running the NN algorithm, the matching accuracy
of feature information is not high, so that the navigation
accuracy is poor. Running the JCBB algorithm, the correct
rate of data association is the highest, but the operation time
is the longest. Running optimization data association al-
gorithm, the navigation accuracy is slightly reduced, but the
operation time is less, which can meet the real-time re-
quirements (see Figure 16).

In this subsection, to compare the performance of col-
laborative navigation systems in odometer/vision collabo-
rative navigation systems under centralized and

Table 2: Odometer collaborative navigation RMS parameters.

Algorithm type Position error (m) Angle error (°)
CL 0.1629 0.74625
DCL 0.36342 1.3762
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Figure 14: 'e navigation error map of the node with the SLAM-aided navigation system. (a) Position error. (b) Angle error.
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Figure 15: Some nodes are equipped with SLAM-aided navigation system. (a) Position error. (b) Angle error.
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Figure 16: Comparison diagram of navigation error for fusion of single node SLAM information under different SLAM data association
algorithms. (a) Position error. (b) Angle error.
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decentralized collaborative navigation algorithms, we run
the CL and DCL algorithms separately under the experi-
mental scenario I. 'e navigation errors of the two col-
laborative navigation algorithms are compared as shown in
Figure 17. Under the experimental scenario II of this sub-
section, we run the CL algorithm and the DCL algorithm,
respectively. 'e navigation errors of the two collaborative
navigation algorithms are compared as shown in Figure 18
(see Figures 17 and 18).

After 20 experiments, the RMS parameters of collabo-
rative navigation with single node SLAM information are
shown in Table 4.

'e RMS parameters of the coordinated navigation with
the fused multinode SLAM information are shown in
Table 5.

As can be seen from Figures 17 and 18 in conjunction
with Tables 4 and 5, in the odometer/vision collaborative
navigation system, the error of the centralized collaborative

Table 3: Performance comparison of centralized collaborative navigation algorithms under different SLAM data association algorithms.

Algorithm type Position error (m) Angle error (°) Relative time
NN 2.8323 10.7919 4
JCBB 0.0322 0.1623 12
Optimization 0.5587 2.2476 1
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Figure 17: Comparative diagram of navigation error for fusion of single node SLAM information under different collaborative navigation
algorithms. (a) Position error. (b) Angle error.
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Figure 18: Comparison diagram of navigation error for fusion of multinode SLAM information under different collaborative navigation
algorithms. (a) Position error. (b) Angle error.

Table 4: Collaborative navigation RMS parameters for fusion of
single node SLAM information.

Algorithm type Position error (m) Angle error (°)
CL 0.0322 0.1623
DCL 0.0669 0.2094

Table 5: Collaborative navigation RMS parameters for fusion of
multinode SLAM information.

Algorithm type Position error (m) Angle error (°)
CL 0.0243 0.0524
DCL 0.0438 0.1265
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navigation algorithm is less than the distributed collabo-
rative navigation algorithm; after the landmark information
collected by the single node or the multinode is fused, there
is a small gap between the two algorithms. In other words,
the distributed collaborative navigation algorithm based on
the odometer/vision collaborative navigation model can well
estimate the correlation of the internode information (see
Figures 17 and 18).

Considering the high requirement of the centralized
collaborative navigation algorithm to the computing power
and the communication level, the application scenarios of
the two algorithms are analyzed in combination with the
abovementioned collaborative navigation experiment: the
centralized collaborative navigation algorithm is suitable for
the case that there are few nodes and the nodes are not
equipped with additional aided navigation system, the
decentralized collaborative navigation algorithm is suitable
for the large number of nodes and the large amount of
information shared, and some nodes are equipped with
additional aided navigation systems, especially in the case of
SLAM-aided navigation system.

7. Conclusion

In order to improve the performance of cooperative navi-
gation system, a multirobot collaborative navigation algo-
rithm based on odometer/vision multisource information
fusion is studied. On the basis of establishing the multi-
source information fusion collaborative navigation system
model, the centralized collaborative navigation of odometer/
vision fusion, the decentralized collaborative navigation
framework, and the vision-based SLAM are given, and the
centralized and decentralized odometer/vision collaborative
navigation algorithms are derived, respectively. 'e effec-
tiveness of the proposed algorithm is verified by the sim-
ulation experiments, which has some theoretical value and
application value in high performance collaborative navi-
gation applications.
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Compared with single consensus, the multiconsensus of multiagent systems with nonlinear dynamics can reflect some real-world
cases. ,is paper proposes a novel distributed law based only on intermittent relative information to achieve the multiconsensus.
By constructing an appropriate Lyapunov function, sufficient conditions on control parameters are derived to undertake the
reliability of closed-loop dynamics. Ultimately, the availability of results is completely validated by these numerical examples.

1. Introduction

Multiagent systems have attracted much attention in the
field as computer science, vehicle systems, unmanned aerial
vehicles, or formation flight of spacecraft since 2009. In most
of studies on consensus problem, researchers always adopt
the same method that makes all agents finally reach the same
value in systems [1–5]. Due to various parameters as sudden
changes on environment or cooperative tasks in the reality,
the purpose of our research also becomes multiple.

In [6], the consensus problem from asynchronous
group of the discrete-time heterogeneous multiagent sys-
tem under dynamic-change interaction topology is dis-
cussed and studied briefly. For different agents, two
asynchronous consensus protocols are given in this paper.
Based on fixed and switching topology, the multiconsensus
of first-order multiagent system is discussed. And we as-
sumed that interactions could reach balance between two
subnetworks in [6, 7]. ,e relationship between multi-
consensus ability and the underlying digraph topology is
discussed in [8]. For fixed communication networks, the
author proposes a consensus protocol which can be applied
to two different second-order multiagent systems under the
same assumption [9]. By using pinning control method in
[10–12], we can obtain some criteria on multiconsensus of
networks without assuming the balance of network

topology. For multiconsensus problem from discrete-time
multiagent systems with stochastic and fixed topologies,
the author performs a professional study in [13]. In [14],
the author performs the research on multiconsensus
control of switching-directed interaction and fixed topol-
ogy in common linear multiagent systems, based on pin-
ning control techniques, matrix analysis theory, and
Lyapunov stability theory. ,e cluster consensus of mul-
tiagent dynamical systems with impulsive effects and
coupling delays was investigated in [15], where interactions
among agents were uncertain.

In other words, above conclusion on the consensus of
multiagent system with nonlinear dynamics is mostly based
on common assumption that information is transmitted
continuously between all agents, which means that each
single agent shares the information with its neighbors
without any communication constraints. However, this is
not the fact in reality. For instance, all agents can only get the
information from their neighbors during certain discon-
nected time intervals, as a reason of communication re-
strictions. In [16–23], intermittent control has attracted
more attention. For distributed consensus problem from
intermittent control of a time-invariant undirected com-
munication topology in the linear multiagent system, the
author designs a type of distributed-observer protocols. In
[24], the consensus problem on periodical-intermittent
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control of second-order agent networks, which is based on
matrix theory, Lyapunov control method, and algebraic
graph theory, is discussed. Based on the above discussion
and research, this paper mainly studies on some charac-
teristics of the second-order multiagent system, such as
multiconsensus. In the same subnet, nonlinear dynamics of
all agents are the same, while all agents in different subnet
have different dynamics. Multiconsensus indicates that all
agents in every subgroup can be consistent. Between dif-
ferent groups, there is no consistent value. ,e research
performed in this paper can be summarized as three points:
firstly, the multiconsensus of the multiagent system with
nonlinear dynamics is studied. Secondly, a novel multi-
consensus law, which is devised through intermittent and
relative state information, is more general than other sec-
ond-order multiconsensus protocol. And, in such a protocol,
all agents always need to communicate with their neighbors.

In Section 2 of this paper, the research model has been
designed. In Section 3, we perform the study and discussion
on the multiconsensus problem of second-order multiagent
systems with nonlinear dynamics. In Section 4, two nu-
merical examples are given to prove the effectiveness on the
designed protocol. And the conclusion is summarized in
Section 5.

2. Preliminary

2.1. Algebraic Graph'eory. In general, the communication
topology between agents in a multiagent system is described
by a directed graph. Let G � (V, ε, A) be a system com-
munication topology diagram consisting of N nodes, the
vertex set V � ]1, ]2, L, ]n  is nonempty finite, the edge set
εÍV × V, and a nonsymmetric A � (aij)n×n is nonnegative
weighted adjacency matrix. A � (aij)n×n is defined as aij ≠ 0
if εij ∈ ε and aij � 0 otherwise. ,ere are no self-loops, i.e.,
aii � 0. ,e set of neighbors of agent i is denoted by
Ni � ]j | εij Îε . A directed path is a sequence of distinct
vertices 1, 2, . . . , r such that (]i, ]j) ∈ ε, i � 1, 2, . . . , r − 1.

2.2. ProblemDescription. Consider a multiagent system with
n agents, ] � 1, 2, . . . , N{ }. Suppose the multiagent system
composed with p subgroup, ]p is a set of p subgroup. Note
that the corresponding subtopology graph of each subgroup
is Gp, and the topology diagram of the whole system is G.
,e corresponding numbering sets for each subgroup are
]1 � 1, . . . , l1 , ]2 � l1, . . . , l1 + l2 , ]p � l1 + l2 + · · · +

lp− 1, . . . , N}, and l1 + l2 + · · · + lp− 1 + lp � N. ]i ≠ϕ, ∪ p
i�1

]i � ], and ]i ∩ ]j ≠ ϕ for i≠ j. For i ∈ ], let i denote the
subscript of the subset to which the integer i belongs. It is
assumed in what follows that each agent knows which cluster
it belongs to.

,e dynamics of systems is described as follows:

€qi (t) � fi qi, _qi, t(  + ui(t), (1)

where qi(t) ∈ Rn, _qi(t) ∈ Rn, and ui(t) ∈ Rn are the position,
velocity, and control input of agent i, respectively. ,e
function fi(qi, _qi, t) ∈ Rn, describing the intrinsic dynamics
of agent i, is continuously differentiable.

In this work, the leader in each group is described by

€qi (t) � fi qi, _qi, t . (2)

Definition 1. ,e multiconsensus control for second-order
multiagent systems is said to be achieved if

lim
t⟶∞

qi(t) − qi(t)
����

���� � 0,

lim
t⟶∞

_qi(t) − _qi(t)
����

���� � 0.
(3)

Firstly, some basic assumptions and lemmas are given as
follows:

Lemma 1. 'ere is a constant ω ∈ R, and P, Q, M, N are
matrices with suitable dimensions. 'en, the Kronecker
product has the following properties:

(1)(P⊗Q)
T

� P
T ⊗Q

T
,

(2)(ωP)⊗Q � P⊗ (ωQ),

(3)(P + Q)⊗M � P⊗M + Q⊗M,

(4)(P⊗Q)(M⊗N) � (PM⊗QN).

(4)

Lemma 2. 'e linear matrix inequality

A(s) B(s)

B
T
(s) C(s)

 > 0, (5)

where A(s) � AT(s), C(s) � CT(s), and B(s) depend affinely
on s, which is equivalent to C(s)> 0, A(s) −

B(s)C− 1(s)BT(s)> 0.

Lemma 3. Suppose that S ∈ Rn×n is positive definite and
D ∈ Rn×n is symmetric. 'en, for ∀x ∈ Rn, the following in-
equality holds:

λmin S
− 1

D x
T

Sx≤ x
T
Dx≤ λmax S

− 1
D x

T
Sx. (6)

Assumption 1

(1) 
N+M
j�N+1aij � 0 for all i ∈ l1, 

N
j�1 aij � 0 for all i ∈ l2

(2) ,e subgraph G1 and G2 have a directed spanning
tree, respectively

Assumption 2. ,ere exist nonnegative constants p and q

such that nonlinear function satisfies the following equality:

fi xi, vi, t(  − fi yi, zi, t( 
����

���� ≤pi xi − yi

����
����
2

+ qi vi − zi

����
����
2
,

(7)

where x, y, v, z ∈ Rn,∀t≥ 0.

3. Main Results

In this section, the multiconsensus of multiagent system is
analyzed.
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,e distributed feedback controller of agent i is designed
as

ui(t) � α 
N

j�1
aij qj − qi  + _qj − _qi  

− αdi qi − qi  + _qi − _qi  ,

t ∈ [kH, kH + δ),

ui(t) � 0, t ∈ [kH + δ, (k + 1)H),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where H> 0 is the control period and δ > 0 is called the
control time width.

Let qi(t) � qi(t) − qi(t) and _qi(t) � _qi(t) − _qi(t) are the
measurement error of position and velocity of the ith agent.

Note that if j ∈ V(Gk), then j � k and
qj(t) � qj(t) − q

k
(t). We then observe



N

j�1
aij qj(t) − qi(t) 

� − 

p

k�1


j∈V Gk( )

lijqj(t)

� − 

p

k�1


j∈V Gk( )

lij qj(t) − q
k
(t) + q

k
(t) 

� − 
N

j�1
lijxj(t) − 

p

k�1


j∈V Gk( )

lij
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠q

k
(t) 

N

j�1
aij xj(t) − qi(t) .

(9)

Obviously, 
N
j�1 aij(( _q)j(t) − _qi(t)) � 

N
j�1 aij (_qj(t)−

_qi(t)), which in turn together (1) and (2) yields the
conclusion

€q i(t) � fi qi, _qi, t(  − fi qi, _qi, t ,

− α 
j∈V

aij qj(t) − qi(t) + _qj(t) − _qi(t) ,

− αdi qi(t) + _qi(t) , t ∈ [kH, kH + δ),

€q i(t) � fi qi, _qi, t(  − fi qi, _qi, t ,

t ∈ [kH + δ, (k + 1)T).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Define q(t) � (qT
1 (t), qT

2 (t), . . . , qT
N(t))T and _q(t) � (_q

T

1

(t), _q
T

2 (t), . . . , _q
T

N(t))T.
,en, system (10) can be rewritten as

€q (t) � Fi(q(t), _q(t), t) − Fi qi(t), _qi(t), t ,

− α(L + D)⊗ In(q(t) + _q(t)),

t ∈ [kH, kH + δ),

€q i(t) � Fi(q(t), _q(t), t) − Fi qi(t), _qi(t), t ,

t ∈ [kH + δ, (k + 1)T).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where F(q(t), _q(t), t) � (f
H

i
(q1(t), _q1(t), t), . . . , fH

i
(qN

(t), _qN(t), t))H, F(q(t), _q(t), t) � (f
H

i
(q1(t), _q1(t), t), . . . ,

fH

i
(qN(t), _qN(t), t))H, D � diag d1, . . . , dN .

Theorem 1. Under Assumption 1 and Assumption 2, system
(1) can reach the multiconsensus if the parameters meet the
following conditions:

ρIN −
α
2

L − αD< 0, (12)

δ >
c

c + η
T, (13)

where ρ � max p, q + 1 , p � max pi , q � max qi , c � 2

λmax(Ω− 1M), η � (λmin(Q)/λmax(Ω)), Ω �
αL + 2αD IN

IN IN

 ,

Q �
α(L/2) + αD − pIN 0N

0N α(L/2) + αD − (q + 1)IN

 , M �

pIN (α/2)L + αD

(α/2)L + αD (q + 1)IN

 , and L � L + LT.

Proof. It follows from (12) that

α
L

2
+ αD − ρIN > 0,

αL + 2αD IN

IN IN

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦> 0.

(14)

Definite the Lyapunov function for system (12):

V(t) �
1
2

y
T
(t) Ω⊗ In( y(t), (15)

where Ω �
αL + 2αD IN

IN IN

  and y(t) � (qT(t), _q
T
(t))T.

In view of (8), we know that Lyapunov function (15)
satisfies V(t)≥ 0 and V(t) � 0 if and only if q(t) � _q(t) � 0.

V(t) �
1
2

q
T

(αL + 2αD)⊗ In q + q
T_q +

1
2

_q
T_q. (16)

For t ∈ [kH, t0 + kH + δ), the time derivative of V(t)

along the trajectories of system (11) gives

_V(t) � q
T

(αL + 2αD)⊗ In q
·

+ q
· T

_q + q
T €q + _q

T €q

� − q
T

(αL + αD)⊗ In q + _q
T

IN − αL − αD( ⊗ In _q

+(q + _q) Fi(q(t), _q(t), t) − Fi(q(t), _q(t), t) .

(17)

,en, by (A1), we get

Mathematical Problems in Engineering 3



q
T

+ _q
T

  Fi(q(t), _q(t), t) − Fi(q(t), _q(t), t)  � 
N

i�1
qi(t) + _qi(t) 

T
fi qi, _qi, t(  − fi qi, _qi, t  

� 
N

i�1
pi

qi(t)
����

����
2

+ qi
_qi(t)

����
����
2

 ≤ q
T

pIN ⊗ In( q + _q
T

qIN ⊗ In( _q.

(18)

It follows from (17) and (18) that

_V(t)≤ − q
T α

L

2
+ αD ⊗ In q + _q

T
qIN ⊗ In( _q _q

T
IN − α

L

2
− αD ⊗ In _q + q

T
pIN ⊗ In( q

� q
T

− α
L

2
− αD + pIN ⊗ In q + _q

T
− α

L

2
− αD +(q + 1)IN ⊗ In _q � − y

T
Q⊗ In y,

(19)

where Q �
α(L/2) + αD − pIN 0N

0N α(L/2) + αD − (q + 1)IN

 .

In view of condition (12), we can get Q> 0. It is known that
Lyapunov function satisfies that

λmin(Ω)‖y(t)‖
2 ≤V(t)≤ λmax(Ω)‖y(t)‖

2
. (20)

,us, one has

_V(t)≤ −
λmin(Q)

λmax(Ω)
V(t) � − ηV(t), (21)

where η � (λmin(Q)/λmax(Ω)).
For t ∈ [kH + δ, (k + 1)T), taking the time derivative of

V(t) along the trajectories of system (11)

_V(t) � q
T

(αL + 2αD)⊗ In q
·

+ q
· H

_q + q€q + €q
T €q ≤ y

T

pIN

α
2

L + αD

α
2

L + αD (q + 1)IN

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊗ In

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

y≤ y
T

M⊗ In y≤ 2λmax Ω
− 1

M V(t) � cV(t),

(22)

where M �
pIN (α/2)L + αD

(α/2)L + αD (q + 1)IN

  and c � 2
λmax(Ω− 1M).

,en, by the above differential inequality (21) and (22),
we have the following results:

(1) For 0< t< δ, V(t)≤V(0)e− ηt and V(δ)≤V(0)e− ηt

(2) For δ ≤ t<H, V(t)≤V(δ)e(c(t− δ)) ≤V(0)e(c(t− δ)− ηδ)

and V(H)≤V(0)e(c(H− δ)− ηδ)

(3) H≤ t<H + δ, V(t)≤V(H)e(− η(t− H)) ≤V(0)

e(c(H− δ)− ηδ− η(t− H)), and V(H + δ)≤V(0)

e(c(H− δ)− 2ηδ)

(4) H + δ ≤ t< 2H, V(t)≤V(H + δ)e(c(t− TH− δ)) ≤V(0)

e(c(H− δ)+c(t− H− δ)− 2ηδ) and V(2H)≤V(0)

e(c(H− δ)+c(H− δ)− 2ηδ) � V(0) e(2c(H− δ)− 2ηδ)

,us, one has
For kH≤ t≤ kH + δ,

V(t)≤V(kH)exp(− η(t − kH))

≤V(0)exp(kc(H − δ) − kηδ − η(t − kH))

≤V(0)exp −
ηδ − c(H − δ)

H
(t − δ) exp

H − δ
H

cδ 

≤V(0)exp −
ηδ − c(H − δ)

H
(t − δ) exp(c(H − δ)).

(23)

For kH + δ ≤ t< (k + 1)H,

V(t) ≤V(kH + δ)e
c(t− kH− δ)

≤V(0)exp(k + 1)c((H − δ − k + 1)ηδ)

≤V(0)exp −
ηδ − c(H − δ)

H
(t − δ) exp(c(H − δ)).

(24)
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If δ > (c/c + η)H, then defining ξ � (ηδ − (H−

δ)c/H)> 0. Let K � V(0)exp((ηδ − c(H − δ)/H)δ)exp
(c(H − δ)), and from the above analysis, we can draw the
following conclusions:

V(t)≤Ke
− (ηδ− c(H− δ)/H)t

. (25)

,erefore, the multiconsensus can be achieved. ,e
proof is completed.

Remark 1. Under the condition of ,eorem 1, the multi-
consensus of system (1) can be achieved globally expo-
nentially with the presented law.

Remark 2. When each agent has the identical nonlinear
function, all the agents have the same virtual leader. ,e
dynamics of the virtual leader can be described as

€qr (t) � f qr, _qr, t( . (26)

Under the intermittent control, system (1) can reach
consensus.

Theorem 2. Under Assumption 1 and Assumption 2, system
(1) can reach the multiconsensus if the parameter meets the
following conditions:

(1) IN −
α
2

L − αD< 0,

(2) δ >
c

c + η
T,

(27)

where ρ � max ρ1, ρ2 + 1 , c � 2λmax(Ω− 1M), η � (λmin

(Q)/λmax(Ω)), L � L + LT, Ω �
αL + 2αD IN

IN IN

 , Q �

α(L/2) + αD 0N

0N α(L/2) + αD − IN

 , and M �

0 (α/2)L + αD

(α/2)L + αD IN

 .

When f(qi, _qi, t) � 0, the dynamics of the ith agent can
be described as follows:

€qi (t) � ui(t). (28)

Then, (28) shows that the velocity of virtual leader is
constant. Under protocol (8), let qi(t) � qi(t) − qi(t),
_qi(t) � _qi(t) − _qi(t), then the closed-loop system (28)
becomes:

€q i(t) � − α 
j∈V

aij qj(t) − qi(t) + _qj(t) − _qi(t)  − αdi qi(t) + _qi(t) , t ∈ [kH, kH + δ),

€q i(t) � 0, t ∈ [kH + δ, (k + 1)H).

⎧⎪⎪⎨

⎪⎪⎩
(29)

where i � 1, 2, . . . , N. System (29) can be rewritten as

€q (t) � − α(L + D)⊗ In( (q(t)t + n_q(t)) , t ∈ [kH, kH + δ),

€q (t) � 0, t ∈ (kH + δ, (k + 1)H].

⎧⎨

⎩ (30)

The proof of this part is similar to that of Theorem 1,
which is omitted here.

4. Numerical Simulations

In this part, the effectiveness of presented theoretical results
has been proven by numerical examples. ,e multi-
consensus of second-order agent systems has been studied.
Actually, seven agents can form a second-order system
which is split into two clusters ]1 � 1, 2, 3{ } and
]2 � 4, 5, 6, 7{ }. If i ∈ ]1, then i � 1; and if i ∈ ]2, then i � 2.

,e Laplacian matrix is given as follows:

L �

3 − 3 0 1 0 0 − 1

− 2 3 − 1 − 1 0 0 1

− 1 0 1 0 0 0 0

1 − 1 0 2 0 0 − 2

0 0 0 − 1 1 0 0

0 0 0 0 − 1 1 0

− 1 1 0 − 2 0 − 1 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

D � diag 3, 0, 0, 3, 0, 0, 0{ }.

(31)
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Figure 1: ,e trajectories of the agents.
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Figure 2: ,e error trajectories of the agents.
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Figure 3: ,e trajectories of the agents.
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Case 1. Set f1(xi, vi, t) � − xi and f2(xi, vi, t) � − 3vi. By
Assumption 2, p1 � 1, q1 � 0, and p2 � 0, q2 � 3. ,en,
ρ � 4. In view of condition (12), we can choose α � 15. By
condition (13), we choose δ � 0.08. ,e initial position and
velocity of the virtual leader are given as follows:

q1(0), _q1(0)(  � (0, 1),

q2(0), _q2(0)(  � (1, 4).
(32)

Figure 1 shows the states and velocity of the virtual
leaders and followers. It is easy to see that the multi-
consensus of systems (1) can be received. ,e error tracks of
the agents are depicted in Figure 2.

When f1(xi, vi, t) � f2(xi, vi, t) � − xi, as shown in
Figure 3, the consensus problem of system (1) is indeed
solved.

Case 2. Let f1(xi, vi, t) � 0 and f2(xi, vi, t) � 0. ,e initial
velocity of the virtual leader are given as follows:
v1(0) � 2 and v2(0) � 5. ,e multiconsensus of the

systems can be achieved. As a special case, when the
initial velocity of the virtual leader is same, the system
reaches consensus. ,e simulation result is shown in
Figures 4 and 5, which show that the multiconsensus
can be achieved.

5. Conclusion

In this paper, we have studied on multiconsensus of second-
order multiagent systems with nonlinear dynamics. For the
realization of multiconsensus, a distributed protocol based
on intermittent relative information has been proposed.
Some of sufficient conditions have been given to ensure that
the states of all agents could reach more consistent values. In
this paper, two simulation examples are given and applied to
the effectiveness of theoretical results.

Data Availability

All data included in this study are available upon request by
contact with the corresponding author.
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Wireless sensor networks are not prone to harsh environments and may fail due to various reasons. Failure of sensor nodes causes
partitioning of network into various small segments and restricts the communication of nodes. Due to the significant importance
of restoration mechanisms, many approaches have been proposed in the literature so far. However, these approaches do not focus
on uniform distribution of sensor nodes before the occurrence of failure. /is paper fulfills the shortcoming in the literature by
proposing a Uniform Distribution and Recovery Algorithm (UDRA) in two parts. /e first part (prefailure algorithm) focuses on
preparing the mobile sensor nodes to be ready for the failure beforehand by maintaining half of their communication distance
between them. Also, it uses a novel method of directional matrix based on one-hop information. By using this method, each
mobile node declares itself as cut-vertex (CV), intermediate node, or leaf node. /e second part of the algorithm (postfailure
algorithm) gives complete recovery procedure in the network by its recovery nodes. /e extensive simulations prove that the
proposed algorithm supersedes the existing approaches.

1. Introduction

Wireless sensor networks (WSNs) are an active area of
interest for the researchers and engineering communities. A
WSN is typically a network of distributed sensor nodes
collecting data from the environment to monitor the
physical conditions of that environment. /e distributed
nodes are of two types, namely, stationary nodes and mobile
nodes. Stationary nodes remain stationary and perform
sensing activities, routing of data, or act as sink nodes,
whereas mobile nodes move around the network to perform
sensing and different tasks like replacing failed nodes and
may be equipped with different equipment such as fire
extinguisher and guns to shoot enemies. /ese mobile nodes
are known as actor nodes and such type of network is called
Wireless Sensor and Actor Networks (WSANs). Actors have
many capabilities, such as processing of sensed data,

decision making, and performing suitable actions as men-
tioned above. Robotic Mule [1] is an example of such an
actor designed for military use for detection of mines in a
battlefield. /ese distributed nodes are connected to a sink
node, which is further connected to the wired world for the
usage of the data.

/e data provided by the sensor nodes may be used for
monitoring the area to make suitable decisions and strate-
gies. For example, in agriculture, this data may be used to
make strategies for controlling temperature for different
crops or in military decisions this data may be used to make
movements of troops and other military equipment
according to the enemy strength along the border. /ese
kinds of networks are most suitable for harsh environments
in which awareness of the surroundings is critical without
compromising human lives. WSNs are very effective for
many applications in important domains such as security
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systems, surveillance, battlefield reconnaissance, space ex-
ploration, search and rescue, and deep sea exploration [2].
/e performance ofWSNs totally depends upon the fact that
the sensor nodes remain connected to the sink node for
sending data, as there may be some nodes which are po-
sitioned far away from the sink node and need many hops
through their neighboring nodes to transmit their data [3, 4]
to sink node. Another important fact is that the sensor nodes
must cover maximum part of the monitored area for the
maximum awareness of the environment.

Achieving connectivity and coverage in an integrated
manner is practically a challenging task. One of the chal-
lenges is the design of sensor nodes as sensor nodes are
small, having limited resources for processing and storage.
In order to maintain WSN, mainly batteries are used as the
central source of power for these sensor nodes [5], as the
batteries used have limited power and get drained with the
passage of time resulting in failure of nodes. Another
challenging issue is that, in harsh environment such as a
battlefield, the sensor nodes may be destroyed by the ex-
plosives. Failure of a node or multiple nodes may affect the
connectivity and may cause partitioning of the network into
multiple disjoint segments, which restricts many nodes from
transmitting their data to the sink node. /is may also cause
connectivity and coverage holes in the area, which com-
promises monitoring process of the environment. Ineffective
monitoring of the environment may cause harm to the entire
network or fail to achieve objectives of monitoring because
an unattended danger might be present in the coverage hole.
Hence, restoration of connectivity and coverage for the
network is of utmost importance.

A solution to this problem is to deploy fresh nodes
replacing the dead ones which is a costly and sometimes
infeasible process. /e restoration process must be self-
healing, self-organized, and fault tolerant [6] which makes
sensor nodes useful in scenarios with minimum or no
human interaction. Generally, senor nodes are deployed in a
random manner which creates a highly connected network
in some areas and leaves the other areas partially connected.
As coverage area may be compromised in such situations,
sensor nodes must be capable of adjusting themselves in
such a way that their distribution in the area becomes
uniform and maximum coverage is attained. Usually, the
distribution is supervised by the sink node which can process
data and make decisions, but this method increases the
overall communication overhead as the decisions must pass
the entire network in form of messages and incur delay.
/erefore, it is highly recommended that nodes must ar-
range themselves to decrease the overall messages in the
network.

Uniform distribution of actor nodes has already been
discussed in [7], but this approach does not give the exact
distance by which each node must separate itself from the
neighboring nodes, which results in two possible scenarios.
First is the isolation of a single node or multiple actor nodes
from the entire network./e second situation is the isolation
of a network or multiple networks from the rest of network.
/ese two scenarios are not suitable for mission critical
networks in a harsh environment like a battlefield and can

cause disconnection of many nodes. To avoid these two
scenarios, nodes must be cognizant of the exact distance by
which they have to be separated from their neighbor nodes
to achieve uniform distribution of nodes in the entire
network. Based on our experimentation, we suggest that the
distance should be half of the transmission range and nodes
must be aware of this fact that they should maintain half of
the distance of their communication range. For experi-
mentation, we assume that all nodes have the same sensing
and communication range. It is also assumed that trans-
mission range and sensing ranges are also equal. All nodes
are deployed in a random manner. Physical constraints are
also taken into account in this paper, which are often not
considered in many techniques in the literature so far. /is
paper proposes a new mechanism for the nodes to declare
themselves as cut-vertex, intermediate, or leaf node by
calculating point-to-point coverage area in all directions, i.e.,
east, west, north, south, north-east, north-west, south-east,
and south-west; details are given later in this paper. After
declaration, neighboring nodes are declared as recovery
nodes, which are responsible for connectivity in case of
failure. /e main contributions of this paper are as follows:

(1) UDRA focuses on proactive approach and stresses
more on the prefailure operations rather than
postfailure operations and is most suitable for
mission critical applications which need very less
time for connectivity and coverage restoration.

(2) UDRA also considers the physical constraints, which
are often not taken into account, hence giving a
practical solution.

(3) UDRA gives the exact distance between two nodes
for distribution in area and all nodes try to maintain
this distance. /is gives advantage that these nodes
stay connected in case of failure of any node without
movement of such nodes as described earlier.

(4) UDRA also gives the complete recovery plan, in case
of a failure of single node, if some nodes or multiple
nodes cannot maintain a distance Rc/2 between their
neighbors due to physical constraints.

(5) UDRA also gives a very simple solution to find cut-
vertexes, intermediate, and leaf node by one hop
information by node itself.

/e rest of the paper is organized as follows. Section 2
gives the comparison of the proposed algorithm with the
related work done in the past. Section 3 has the details of the
proposed algorithm along with the pseudocode. Validation
of results is reported in Section 4, and Section 5 concludes
the paper.

2. Related Work

Preserving connectivity while maintaining overall coverage
intact by using limited number of mobile nodes is a difficult
task, especially when a single or multiple nodes fail. It is the
problem of utmost importance which has been studied in the
literature in recent years. Various solutions have been
proposed regarding this issue. /ere are two kinds of
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solutions. /e first kind of solutions depends upon relo-
cation on demand, whereas the second kind of solutions is
based on postdeployment relocation. In general, sensor
nodes are deployed randomly by aerial deployment. /is
kind of deployment may cause nonuniform distribution of
mobile nodes in the AOI; i.e., some areas may have higher
density and some areas may have lower density of mobile
nodes. /erefore, relocation is desired in this situation so
that the connectivity is assured between mobile nodes and
the end user to maximize the coverage area. Connectivity
issue has been targeted in the literature and many solutions
have been provided in this regard [7–13]. To solve con-
nectivity issue, coverage holes must be avoided in some
areas. /erefore, a balance between connectivity and cov-
erage restoration is important to keep both intact. Several
approaches have been used in recent years.

In [8], the authors proposed a distributed algorithm for
the network connectivity restoration, when a node is failed.
For the restoration of network connectivity and improve-
ment of coverage, the technique uses mobile nodes at the
time of failure. A concept of 2-connected network was in-
troduced in [13]. /is means that among each pair of nodes
there must exist at least two connected pathways in the
network. /is approach has 2-degree connectivity and re-
quires 2-hop information for each node. In [7], coverage-
aware and connectivity constrained actor positioning
(C2AP) algorithm is proposed. In this approach, post-
deployment of nodes is discussed. In [14], a cascade
movement of nodes was given as a solution when some
nodes fail. According to this technique, the neighboring
node of the failed node replaces it. /en, such node is
replaced by another node and replacements continue until
being replaced by redundant node.

In [9], there is an algorithm known as Recovery by Invert
Motion (RIM). In RIM, the recovery of the failed node was
done by its neighboring nodes by invert movement towards
the failed node. /e main idea is that, through missing of
HEART BEATmessage, neighbors will know about the node
failure./erefore, neighbors make inwardmovements to the
failed node for restoration of the network connectivity.

Prefailure cut-vertex nodes determination is done by
Partition Detection and Recovery Algorithm (PADRA),
which is presented in [10]. Failure of cut-vertex nodes causes
disjoints in the network./e suitable neighbor is selected for
each cut-vertex node to handle its failure. Hence, in this way,
prefailure connectivity and coverage are restored. /e
connectivity restoration process involves relocations of all
the involved neighboring nodes, which causes cascaded
movements of such neighbors.

In [11], coverage-aware connectivity restoration (C3R)
in mobile sensor networks technique gives the solution by
replacing the failed nodes by their neighboring nodes. /e
solution suggests the to and fro movement of the neigh-
boring nodes between the position of failed nodes and their
original position. /e schedule of changing turns of these
nodes was made by the node which reaches the failed node
first.

To restore the connectivity of the network, an algorithm
known as Volunteer-instigated Connectivity Restoration

(VCR) is proposed in [12]. In this algorithm only, the im-
mediate neighbors of the failed actor node take part. /e
selection criterion of the neighboring nodes is based on
nearness. /e cascaded movement is limited in this
algorithm.

A provision of connected path planned by controlling a
robot is described in [13]. Minimizing distance withminimal
number of hops counts for mobile robots in such a way that
connectivity remains intact which is the supreme goal of this
algorithm. /e proposed approach contains two algorithms.
For allocation of a robot to an event location, the nearest
robot to the event is identified by the first algorithm. /en,
the nearest nonconnected robot is searched by this algo-
rithm. /e nearest robot is then directed to bring itself
forward to connect to any of the joined section with allo-
cated robot. /is procedure is performed until the network
becomes completely connected. For minimization of the hop
count between the base station and the event area, the
second algorithm is used. It optimally provides such loca-
tions where there are minimum numbers of hops.

However, a Backbone Polygon (BP) is built around the
center of the disjoint network area in Connectivity Resto-
ration with Assured Fault Tolerance (CRAFT) algorithm
presented in [14]. To connect each outer partition to the BP,
by two nonoverlapping paths, Relay Nodes (RNs) are po-
sitioned in the targeted area having low cost, resulting in the
restoration of the connectivity of the network.

In [15], the authors give an exceptional connectivity
restoration technique called Geometric Skeleton based
Reconnection (GSR). GSR uses a geometrical skeleton based
approach to partition network logically into different seg-
ments. A geometrical skeleton backbone consists of a group
of nodes that have the maximum connectivity with other
nodes. Each segment has record of all the skeletal backbone
nodes, so, in case of network partitioning, each segment
attempts to join the geometrical skeleton backbone. In this
way, connectivity can be restored.

To observe the influence of realistic terrain, hybrid re-
covery strategy based on random terrain (HRSRT) is pro-
posed in [16]. /e Area of Interest (AOI) is divided into a
grid of cells. All cells have equal size. Mapping of these cells
is used to plan the terrain./e weight “ω(c)” represents each
cell c. /e weight of each cell “ω(c)” can be calculated by the
summation of weight of each path “ω(P).” A complete graph
Kn is created by considering the minimum weights of paths
between segments. A tour “T” for MDCs (mobile data
collectors) is done by a random terrain-based path planning
algorithm, which is established on Kn for initialization of
connectivity restoration. /e weight of tour “ω(T)” is di-
rectly proportional to the cost of data collection and ag-
gregation. /ere may be one or more than one MDCs. /is
results in different relay nodes deployment approaches. So,
for connectivity restoration, an “optimized relay node de-
ployment” and “relay nodes deployment” are responsible.
Minimal energy and cost for data aggregation and collection
are the goals of these algorithms.

In [17], Survivability-Aware Connectivity Restoration
(SACR) is given. Data load levels of disjoint parts are
considered for connection of the partitioned segments
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between different disconnected segments. A set of moveable
nodes are located in the proper location of these inaccessible
segments. A relay partition is generated for every isolated
segment, immediately after isolated segments are traced.
/is causes restoration of connectivity from the AOI to the
base station.

Another technique for calculating cut-vertex is pre-
sented in [18]. For this purpose, this technique uses two
localized and distributed algorithms. For the detection of
cut-vertex and noncut-vertex nodes, a local subgraph having
two hops with connected dominating set (CDS) knowledge
is used in the first algorithm./e second proposed algorithm
depends entirely on the first one. For unrecognized parts of
the network, a limited distributed depth-first search algo-
rithm is used without searching the whole network. /is
algorithm discovers the states of all nodes by comprehensive
test bed experiments with the presence of a CDS. Cut-
vertexes nodes are detected with lower energy consumption.
Simulations results are the witness of this fact.

A method for maintaining confidentiality of location of
roaming position-based services (PBSs) users using machine
learning techniques is suggested in [19]. For roaming PBS
users, the authors suggest a triphase process. It identifies user
position by merging decision trees and k-nearest neighbor
and estimates user destination using hidden Markov models
along with position track sequence. In addition, the pro-
posed model follows a mobile edge computing service
strategy which will ensure the timely delivery of PBSs. /e
advantages of a mobile edge service policy offer confiden-
tiality of position and low latency through networking and
computing services in the vicinity of roaming users.

In [20], an energy-conscious green adversary paradigm
for its use in intelligent industrial environments by main-
taining confidentiality is proposed. Although the hardware
and software parts of cyber physical systems can be mutually
improved to reduce their energy consumption, this paper
focuses on aspects of position conservation and confiden-
tiality of the information. Based on the literature findings
(assumptions, adversary targets, and capabilities), the au-
thors include some testimonials to support cyber physical
security practitioners and researchers. /e proposed model
is running on real-time, anticipatory position-based query
scheduling to reduce the cost of communication and
computation for each query, thereby encouraging minimi-
zation of energy consumption. In addition, to avoid
degrading slots, we measure the transfer/acceptance slots
that are needed for each question./e experimental findings
indicate that, in comparison with current methods, the
proposed solution will reduce energy consumption by up to
five times.

/e key objective explained in [21] is to extend the
lifespan of the network by extending the lifespan of the
working sensors as well as moving the collected data from
the super node into the sink. Bat Algorithm (BA) is used in
this article to pick the optimal monitoring sensor node and
corresponding direction to minimize energy consumption.
Results of simulation and comparison with other algorithms
suggest the superiority of the algorithm proposed. /e
simulation results of the proposed algorithm show that the

proposed algorithm was able to reduce the network’s power
consumption and increase the network’s service life. /e
proposed algorithm may also outperform the comparable
algorithms by 27 per cent on average.

In [22], the whale optimization algorithm (WOA) is used
in this paper to solve the resource allocation (RA) problem
in Internet of things (IoT) with the goal of optimum RA and
to reduce the overall cost of communication between re-
sources and gateways./ere is a comparison of the proposed
algorithm with other current algorithms. Results suggest
that the proposed algorithm works properly. /e proposed
process, based on different metrics, is better than others in
terms of “absolute cost of communication.”

/e solution to this problem has three optimization
objectives. /ey are as follows:

(a) Coverage restoration
(b) Connectivity restoration
(c) Both coverage and connectivity in an integrated

manner

In order to achieve the above optimization objectives,
three approaches are used.

(a) Reactive approach: in this approach, a recovery
mechanism is developed after the occurrence of
failure. References [9–11] are the examples of such
approach.

(b) Proactive approach: in this approach, recovery
mechanism is established before the occurrence of
failure. It means that sensor nodes are prepared well
before the failure. References [7, 18, 23] are the
examples of such approach.

(c) Hybrid approach: in this approach, both reactive and
proactive approaches are used./is approach is used
according to the requirement. Yihanli, Shivendra,
2006 [10, 24], etc. are the examples of such approach.

Table 1 shows optimization objective and nodes’ mo-
bility and either algorithm is reactive, proactive, or hybrid
and shortcomings of the techniques presented in the liter-
ature since 2007.

/e proposed (UDRA) gives the solution to achieve
connectivity restoration objective by using hybrid approach.
/e extensive simulations show that the proposed algorithm
outperforms its baseline algorithms. Table 2 gives the details
of optimization objectives, approach, and strengths of the
proposed algorithm.

3. Details of the Proposed Algorithm

3.1. 0e Scenario and Assumptions of UDRA. /e proposed
algorithm considers all sensor nodes as mobile sensor nodes,
deployed randomly in an Area of Interest (AOI). It is as-
sumed that all nodes have capability of sensing the envi-
ronment to find the physical constraints. /is gives them the
knowledge of their capability for the decision of maintaining
Rc/2 distance with the neighbors. /is can be useful for their
availability to become recovery node for failure later. It is
also assumed that, at the time of startup, all nodes discover
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each other to form a network [8]. /e proposed algorithm
assumes that mobile nodes can determine their location
relevant to their neighbors [9]. Each mobile node makes a
list of its first hop neighbors, which reduces the messaging
overhead in the network as compared to having two-hop
neighbor information. /is paper mainly focuses on pro-
active approach for the mobile nodes in such a way that it
maintains connectivity as well as coverage. If the mobile
nodes are not prepared before the failure, it will take some
time to react, hence sacrificing the connectivity and coverage
for a certain amount of time. URDA gives permanent

relocation of mobile nodes in case of failure which assures
both connectivity and coverage without wasting a lot of time.

3.2. Maintaining Rc/2 Distance Distribution. As mentioned
in Section 1, the mobile nodes are deployed in random
manner in some AOI. /is may lead to a situation when
there might be an abundance of mobile nodes in one area
and shortage of mobile nodes in some other areas./erefore,
all mobile nodes must be uniformly distributed throughout
AOI. To maintain uniform distribution, this paper suggests

Table 1: Overview of related work algorithms.

Reference Optimization objective Nodes’ mobility
Proactive,
reactive, or
hybrid

Shortcomings

C2AP [7] Connectivity and coverage
restoration Actor nodes Proactive No exact distance b/w sensor nodes for

maintaining coverage and connectivity is given

DCRA [8] Connectivity restoration Actor nodes Hybrid
Cut-vertexes are determined by depth-first
search trees (DFS) and CDS which are time

consuming

RIM [9] Connectivity restoration Mobile sensors Reactive Cascade movements of sensor nodesconsume a
lot of energy

PADRA
[10] Connectivity restoration Actor nodes Hybrid Exact distance of distribution is not given

C3R [11] Connectivity and coverage
restoration Mobile sensors Reactive /is requires a lot of movements of the nodes,

which reduces network lifetime
VCR [12] Connectivity restoration Robots Reactive /is takes a lot of time for convergence
DEEHC
[13] Connectivity restoration Robots Proactive /ere is lack of multirobot communication and

cooperation
CRAFT
[14] Connectivity restoration Mobile sensors Reactive Detection of orphan nodes in multimode failure

is not addressed

GSR [15] Connectivity restoration Mobile sensors Reactive /e assumptions made in this technique are not
practical which can increase overhead of network

HSRT [16] Connectivity restoration
No mobility

(replacement by relay
nodes)

Reactive No solution for coverage replacement of relay
nodes may not be feasible in hostile environment

SACR [17] Connectivity restoration
and network lifetime Mobile sensors Hybrid /ere is no solution for multinodes and

simultaneous nodes failures

CDS [25] Connectivity restoration No mobility Proactive /is does not present any plan of recovery in case
of node failure

DCHS-WS
[26] Coverage restoration Mobile sensors Reactive Particle swarm algorithm (PSA) is used which

takes a lot of time
MMLPP
[27] Connectivity restoration Mobile vehicles Proactive Path query algorithm needs a lot of time

AUR [24] Connectivity restoration Mobile sensors Hybrid CDS is complex to implement

TEEN [23] Scalability and network
lifetime Mobile sensors Proactive /ere is no solution for coverage and

connectivity

Table 2: Overview of the proposed algorithm.

/e proposed
technique

Optimization
objective

Nodes
mobility

Proactive, reactive, or
hybrid Strengths

UDRA Connectivity
restoration

Mobile
sensors Hybrid

(i) Having less time for connectivity restoration.
(ii) Giving the exact distance between two nodes for

distribution in area.
(iii) Giving complete recovery plan.

(iv) Giving very simple solution to determine cut-vertex,
intermediate, and leaf nodes.
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that these mobile nodes should try to maintain Rc/2 distance
between them. If all the neighbors of a mobile node succeed
in maintaining Rc/2 distance, then there are two advantages
of this distance. /e first is that all the mobile nodes will be
uniformly distributed in AOI, as mentioned earlier. /e
second advantage is that, in case of some node failure, there
is no need for the neighbors of the failure node to move
towards that failure node and restore coverage and con-
nectivity. /e reason is that neighbors will stay connected to
the immediate neighboring nodes of the failed node./e first
advantage is obvious, as all nodes have the same distance
between them, so the mobile nodes will be distributed in
uniform manner. However, the second advantage can be
explained by the example depicted in Figure 1. In the ex-
ample shown in Figure 1, mobile nodes A, B, C, D, E, F, and
G are successful to maintain Rc/2 distance between them.
Half of the distance is taken by bisecting the distance be-
tween them by using dashed line segments just in case of
failure of nodesD or F./eir neighboring nodes C andAwill
be stayed connected with nodes E and G, respectively. /eir
overlap coverage area, shown by shaded areas, remains
intact. So, there is no need of movement for mobile nodes C
and A for the restoration of connectivity and coverage. /is
saves extra movement in case of failure, hence saving extra
energy spending on such movements, as the distance be-
tween the mobile nodes is well known by the localization
methods as given in [9, 10]. /e relationship between
coverage area and distance is inversely proportional; i.e., the
coverage area will be more when the distance between the
nodes is less. /e coverage area will increase with the de-
crease in distance. In Figure 2, it is depicted that there is the
overlap area between nodes N1 and N2. Rc is their com-
munication range, whereas α and β are the angles, which
helps in solving the area under arc “pq” with centers N1 and
N2. So, the area of the arc “pq” when center is N1 can be
calculated by the equations given in [15]

area �
β
π

R
2
c  −

d

2
Rc  × sin

β
2

  . (1)

Equation (1) can also be used to find out the area under
the same arc “pq” with the center N2. Hence, the overall
coverage area can be found by the equation [15]

overlap � 2 ×
area
πR

2
c

. (2)

3.3. Determining Cut-Vertex, Intermediate, and Leaf Nodes.
For determining cut-vertex (CV), intermediate node (IN),
and leaf node (LN), each mobile node is in a network. A
novel method of directional matrix is proposed. All of the
mobile nodes try to maintain Rc/2 distance between them. If
all nodes maintain such a distance, then there will be no cut-
vertexes. But still there is a chance that there might be some
nodes which cannot maintain Rc/2 distance due to some
physical constraints. In this case, the concerned node
maintains a matrix showing the directions of its neighbors
by their relative positions and the compass mounted on each

node. By this matrix, a node declares itself as cut-vertex,
immediate, or leaf node. /is matrix is based on consisting
of three rows and three columns as shown in

A �

a11 a21 a31

a21 a22 a23

a31 a32 a33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

Here, in this matrix, the position of the concerned node
is in the middle of the matrix and is given by element a22,
whereas the element a23 shows number of one-hop nodes in
east direction. /e element a21 shows number of one-hop
nodes in west direction. /e element a21 shows number of
one-hop nodes in north direction. /e element a32 shows
number of one-hop nodes in south direction. /e element
a11 shows number of one-hop nodes in north-west direc-
tion. /e element a31 shows number of one-hop nodes
north-east direction./e element a31 shows number of one-
hop nodes in south-west direction and the element a33
shows number of one-hop nodes in south-east direction.
Directions are mapped on matrix according to directions
shown in Figure 3.

A �

nw N ne

W 1 E

sw S se

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

Initially, matrix A has the following values:

A B C
D

E

F
G

Figure 1: A and E will be still connected withG and C, respectively,
if F or D fails.

p

RcRc

Rc

q

Rc

N2N1
β

90°
d

α

Figure 2: Overlap area between N1 and N2.
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A �

0 0 0

0 1 0

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (5)

i.e., 1 for the position of the concerned node and 0 for all other
directions. As far as the concerned node finds its neighbors by
overlap area, it finds their direction by its navigational
compass and by their relative positions. /e concerned node
increments the number of first hop nodes in their respective
directions. /e cases of determining cut-vertex, intermediate,
and leaf node can be best explained with the help of Figure 4.
In Figure 4, consider node A; it has a node let’s say K, which
cannot maintain the distance of Rc/2 with A. Node A has B in
east, K in north, E at south, F at south east, and C at south
west, so the directional matrix for A will be

A �

0 1 0

1 1 1

0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (6)

Node A will broadcast the message with the IDs of its
neighbors that it has B, C, E, F, and K with it at its first hop.
Do they have any of these connected with them? So, all of the
neighbors receive this message, and answer back to A with
“NO CONNECTION” message, if none of them are con-
nected to each other. So, A makes its value 0 in the matrix
and checks for connections of its neighbors:

A �

0 1 0

0 0 1

0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (7)

It will find that none is connected without it, so it de-
clares itself as cut-vertex and nominates its neighbors as its
recovery nodes for the time of failure. Similarly, K has A
node which cannot maintain Rc/2 with K, so the K direc-
tional matrix will be

K �

2 0 2

0 1 0

0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (8)

As K has two nodes in north-east, i.e., N and L and two
nodes in north-west, O and M. So, node K checks its
neighbor connections by setting its value to zero:

K �

2 0 2

0 0 0

0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (9)

As N relates to L and O and O is connected with M and
there is node A which lacks the connection with these four
nodes, so node K declares itself as cut-vertex. Similarly, node
E will make directional matrix as

E �

0 1 0

0 1 1

0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (10)

As there is connection between H to G and F to A, so, E
will declare itself as intermediate node. For the leaf node,
examples are nodes D, V, N, and O. Leaf nodes can be found
if there is triangle of zeros above, below, or both in direc-
tional matrixes:

D �

0 0 0

0 1 0

0 0 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

V �

0 0 0

0 1 0

0 0 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

N �

0 0 0

2 1 0

0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Q �

0 0 0

0 1 1

1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(11)

Similarly, all the nodes in the networks declare them-
selves as CV, IN, or LF. /ere might be a chance that there
will be an IN and it declares itself as CV. After declaration,
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Figure 4: Scenario for determining CV, IN, and LF.
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Figure 3: Directions of mobile nodes.
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the concerned nodes assign their neighbors as recovery
nodes and are prepared for the node failure situation.

3.4. UDR Algorithm

3.4.1. Prefailure UDR Algorithm. As mentioned in Section 1,
nodes are deployed in random manner. So, there is a chance
of profusion of nodes in one area and lack of nodes in the
other. /is rises to a coverage problem as all the area is not
attended in uniform manner. Uniform distribution of nodes
can be done by the sink node, taking instructions from the
end user. But this type of strategy is not suitable as overall
messaging overhead of the network increases, because sink
node must transmit its messages to all the network nodes
and must wait for their acknowledgment. So, nodes must
rearrange themselves, without adding extra messaging
overhead to the network. So, first, a node after deployment
tries to find its neighbors by coverage overlap of their Rc.
/en, each node looks around its environment to find out
any physical constraints. If it finds any unavoidable obstacle,
it just sets CM (cannot move) flag, by sending message to its
neighbors along with its ID. /en, that node calculates
directional matrix to find out either it is cut-vertex (CV),
intermediate node (IN), or leaf node (LF) which is already
discussed in detail in previous section./e neighbors update
their neighboring list by putting CM and CV or IN or LF
with that node’s ID. If there are no unavoidable obstacles,
then a node compares its ID with neighboring node IDs. If
its ID is greater than all other IDs, it sends message “dis-
tribution admin” (DA) along with its ID. After this, DA
calculates each neighboring node distance, which may be
less than, equal to, or more than Rc/2. If all neighboring
distances are equal to the required distance, then prefailure
algorithm ends. So, there is no need to move to the failed
node’s location. If all distances are less than Rc/2, then DA
asks its neighbors tomove away from the DA tomaintain the
mandatory distance in all directions. If all distances are
greater than the required distance, then DA asks its
neighbors to move towards the DA to maintain such dis-
tance. /ere may a situation. When some nodes may be at
distance equal to Rc/2, some nodes may be at distance less
than Rc/2, and some have distance more than Rc/2 from DA,
so, in such situation, DA broadcasts a single message having
three parts: the first part of the message starts with “start,”
then node IDs of those which have distances equal to Rc/2,
and ends at “Eq.” /en, the second part of message starts
with IDs of those nodes having distance less than Rc/2 and
ends with “less” and the third part contains IDs of those
nodes which have distance with DA more than Rc/2. After
this, there is a footer of “more” and its ends with “end” which
means end of a message. /is message is broadcast by DA
and all neighboring nodes read this message looking for their
ID and responding as accordingly. If a node has distance
equal to Rc/2, then it stays there and simply discards the
message. If node falls in the category of having distance less
than Rc/2, so it moves away from DA to make it Rc/2 and
sends “done” message to DA. If distance from DA is greater
than Rc/2, then that node calculates possible movement

distance towards the distribution admin (DA) node by
calculating overlap coverage area and howmuch it can move
towards admin node by finding the least coverage area with
its neighbors. After calculating possible to move distance,
the node moves to that possible distance and sends “done”
message to DA. When all the neighbors adjust their dis-
tances, DA updates distance list and finds DM for node
failure situation. However, there might be a chance of a node
having more than one DA, so such node will find possible
distance with the DA. It selects the DA with lesser possible
distance with itself. /ere might be another situation that
there are two or more admins in the neighborhood in this
situation; none of DAs moves towards each other, as their
other neighboring nodes require moving towards them.
Detailed steps are explained in the proposed prefailure
pseudocode in Algorithm 1.

3.4.2.0e Proposed Postfailure Algorithm. Mobile nodes in a
network become uniformly distributed in AOI with the
help of prefailure algorithm, to guarantee connectivity and
coverage. /ere might be some nodes which cannot
maintain Rc/2 with their neighbors, so recovery nodes are
assigned to them. Now, for such nodes, which cannot
maintain Rc/2, a problem occurs when some nodes fail in
the network creating connectivity and coverage hole be-
hind. To resolve this issue, a proposed node failure algo-
rithm is presented in this paper. When a node finds one of
its neighboring nodes has failed, for example, consider a
scenario given in Figure 4. Suppose that node A finds node
F which has failed. Node A will have the status of failed
node F in its list that either F is a cut-vertex (CV), in-
termediate node (IN), or leaf node (LN). So, node A will
react to this situation according to the status of failed node
F. If failed node F is CV, then it has at least four recovery
nodes. If it has four or two recovery nodes, then all of them
move their possible movement distance to restore con-
nectivity. If they still not find each other, then they will
increase their communication range and send message to
sink node for redundant node as there is no other possi-
bility to restore both coverage and connectivity. If there is
only one node for as recovery node for CV, then it will
move its possible distance to restore connectivity; if re-
covery nodes still do not find any node to restore con-
nectivity, then they increase their range and send message
to sink node for redundant node. If failed node F is IN or
LN, then the same procedure will be adopted; for IN, two
recovery nodes or only one recovery node will move their
possible distance or increase their range. For LN, only one
recovery node will follow the above procedure. Pseudocode
of this is given in Algorithm 2.

3.5. EnergyModel. An energy model which we have used in
this paper is illustrated in [25]. Equations (12) and (13) show
the relationship of required energy for transmitting and
receiving a B-bit data packet. Energy per bit consumption of
receiver circuitry is given by (13). For more details, the
readers are recommended to read details in [25]
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Input: AOI and Rc
(1) Begin
(2) Find (Ni)//i� 1, 2, 3, . . .. number of neighbors
(3) Check for PC� physical constraint
(4) If PC� true
(5) Send (owned ID, CM)//CM� cannot move
(6) Go to (step 48)
(7) End if
(8) If receive (some IDs, CM)
(9) Update (some IDs, CM)//in neighbor’s list
(10) End if
(11) If PC � false
(12) Compare (owned ID with Ni

′s IDs)
(13) End if
(14) If owned ID> all Ni

′s IDs
(15) Send (owned ID, distribution admin) to rest of neighbors
(16) Calculate (distance with each neighbor)
(17) If all neighbors’ distances� Rc/2
(18) End if
(19) If distance<Rc/2
(20) Send (move away)//to maintain Rc/2 distance
(21) End if
(22) End if
(23) Else
(24) Send (calculate possible movement distance)//to those neighbors whose distance is >Rc/2
(25) Wait
(26) Receive (possible movement distances of all neighboring nodes)
(27) Calculate (actual distance—possible distance to move)//to find out which node can maintain Rc/2
(28) Send (adjust, distance to move)
(29) End if
(30) If receive (move away)
(31) Move//to maintain Rc/2
(32) Else if receive (calculate possible movement distance)
(33) If distribution admin >1
(34) Send (CM)//to distribution admins
(35) Else
(36) Calculate (possible movement distance)//keeping in mind d≤2 × Rc and by averaging possible movement distance of each

neighboring node
(37) Send (adjustable distance)//to distribution admin
(38) End if
(39) End
(40) Else if receive (adjust, distance to move)
(41) Move//to adjust that Rc/2
(42) End if
(43) Update all neighboring node distances (di)
(44) If all di≠Rc/2
(45) Go to (step 36)
(46) End if
(47) Else if all di�Rc/2
(48) Determine directional matrix�DM
(49) End if
(50) End
(51) Determine DM
(52) If DM� LN//leaf node
(53) Go to (step 66)
(54) Else if DM� IN//intermediate node
(55) Go to (step 64)
(56) Else if DM�CV//CV� cut-vertex
(57) Check availability of four recovery nodes
(58) If availability� false
(59) Go to (step 64)

ALGORITHM 1: Continued.
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(60) If availability� true
(61) Set at least four neighboring nodes as recovery nodes
(62) End if
(63) End
(64) Set at least two neighboring nodes as recovery nodes
(65) If availability of two nodes� false
(66) Set at least one neighboring node as recovery node
(67) End if
(68) End

ALGORITHM 1: Prefailure algorithm.

Input: DM�CV or DM� IN or DM� LF
(1) If (node A detects, node F has failed)
(2) If distance� Rc/2
(3) Find (new neighbors)
(4) If (new node found)
(5) Restore (connectivity)
(6) Else if (new node not found)
(7) Move (possible movement distance)
(8) Else if (new node not found)
(9) Go to (step 39)
(10) Restore (connectivity)
(11) Else if distance≠Rc/2
(12) Go to (step 18)
(13) End if
(14) End if
(15) End if
(16) End
(17) Else
(18) If DM�CV
(19) Move (towards node F by possible movement distance)
(20) Find (other recovery nodes)
(21) If new node found
(22) Restore (connectivity)
(23) Else if (new node not found)
(24) Go to (step 39)
(25) End if
(26) Else if DM� IN
(27) Move (towards node F by possible movement distance)
(28) Find (other recovery nodes)
(29) If new node found
(30) Restore (connectivity)
(31) Else if new node not found
(32) Go to (step 39)
(33) End if
(34) Else if DM� LF
(35) Move (towards node F by possible movement distance)
(36) Find (new node)
(37) Restore (connectivity)
(38) If new node not found
(39) Increase Rc

(40) Send (redundant node)//to sink node
(41) End if
(42) End

ALGORITHM 2: Postfailure algorithm.
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ETx(B, d) �
Eelec + εfsd

2
 B, d< d0,

Eelec + εmpd
4

 B, d≥ d0,

⎧⎪⎨

⎪⎩
(12)

ERx(B) � ERx−elecB, (13)

Ereng(n) � Emax − ETx(B, d) − ERx(B). (14)

Different terms used in this model are explained in
Table 3.

4. Experimentation and Results Discussion

In order to validate the effectiveness and better performance
of UDRA, UDRA is compared with other baseline ap-
proaches already present in the literature. /e protocols of
geometric skeleton based reconnection (GSR) approach
[15], autonomous repair (AUR) [24], and UDRA have been
simulated in OMNET++ platform. For the comparison of
these three protocols, the performance parameters of total
distance covered after relocation, average number of nodes
moving during relocation, percentage reduction in field
coverage, and number of packets exchanged have been set in
the simulation for protocol evaluation.

4.1. Simulation Setting. /is section discusses the simulation
setup, performance metrics, and results of the simulations.
All the simulation parameters are summarized in Table 4.

UDRA and other protocols of the category have been
implemented and evaluated in OMNET++, INETsimulation
framework. Simulation parameters and their values are
defined in Table 4.

Simulations for each algorithm are conducted in
OMNET++ separately and simulation logs are imported in
MATLAB for result presentation. All the simulation results
are taken within 10% of simple mean, whereas the confi-
dence analysis interval is taken as 90% for all simulations. To
evaluate the performance of the proposed algorithm against
baseline algorithms, the following metrics are used:

Total distance moved reports the total distance col-
lectively travelled by the nodes involved during re-
covery. /is may be envisaged as a network-wide
assessment of the efficacy of the recovery schemes
applied.
Number of nodes relocated records the number of
mobile nodes moved during recovery. /is metric
measures the breadth of the network connection res-
toration process.
Number of messages exchanged tracks the total
number of messages exchanged between nodes. /is
measure measures the overhead relating to contact
imposed by the recovery process.
range of communication (Rc), all experiment nodes
have the same range of communication. Initial WSN
topology is affected by the value of r. While small r
creates a sparse topology, and a large Rc boosts network
connectivity overall, very few nodes need to be involved

in the cascaded movement in a highly connected WSN
and the restoration process will converge rapidly with
little overhead; a large value of Rc would increase the
number of neighbors of a failed node and thus increase
the overhead incurred by these neighbors.

Figure 5 presents the total distance by movement for
relocation versus increase in number of nodes. From the
results, UDRA performs well in comparison to the other
baseline algorithms because during its operation, only re-
covery nodes are moved. Hence, the cascaded relocations are
minimized. As a result, the average distance moved for
UDRA is less as compared to the other considered algo-
rithms. UDRA performs consistently well as compared to
other considered algorithms as the number of nodes in the
network has increased. /e major reason behind this is that
the movements of the nodes which cause further parti-
tioning of the network are restricted by UDRA. One fas-
cinating thing to note from the above figure is that the
performance of GSR, unlike other algorithms, improves with
increase in number of nodes. /e major reason behind
increase in performance is the working methodology of
GSR. As the number of nodes increases, the backbone of the
network becomes stronger and stronger, resulting in making
recovery mechanism be more proficient and stable and
causing improved performance. Besides this, the assump-
tions taken by GSR are unrealistic and, in case of topology
change, they cause enormous overhead in terms of packet
exchanges. It can still be seen from Figure 5 that our protocol
still performs reasonably well as compared to GSR.

/e average number of nodes moved versus increase in
the total number of nodes is present in Figure 6. A smaller
number of nodes moved as compared to AUR and GSR
algorithms can be observed from the figure./e avoidance of
continuous cascaded relocations of nodes is the main reason
behind this phenomenon. Furthermore, it can also be ob-
served from Figure 6 that, as the number of nodes increases,
number of nodes moved in UDRA increases less than other
considered algorithms. /is shows that UDRA is more
scalable, when compared to other considered protocols.

/e effect of recovery process on the coverage is shown
in Figure 7. As the nodes are relocated because of failure of
nodes, a reduction in the coverage area is observed. For all
the considered protocols, it can be realized from Figure 7
that when there is decrease in the percentage field coverage,
the communication range increases. However, percentage
reduction in the field coverage of UDRA is least as compared
to the GSR and AUR protocols. It is obvious from Figure 7,
that the field coverage reduction under UDRA is much lesser
as compared to the baseline algorithms. Among the con-
sidered protocols, GSR results in the most field coverage
reduction. Cascaded relocation of nodes is the main reason
behind this increase of field coverage reduction. Similarly,
for the other considered algorithms, cascaded relocation is
the main reason for more reduction in field coverage. In
UDRA, more appropriate recovery nodes are chosen to take
part in recovery process. /ese nodes have not moved at all
or moved a smaller distance, resulting in higher overlapped
coverage of these recovery nodes.

Mathematical Problems in Engineering 11



In Figure 8, the average number of packets exchanged
during the procedure of connectivity restoration is shown.
UDRA results in the minimum number of packets ex-
changed, while the maximum number of packets is ex-
changed by GSR. /e major reason behind this is that, in
UDRA, the emphasis is on minimizing the number of
neighbors involved during the recovery process, which re-
sults in reduction of cascaded movement of nodes, hence
reducing the total number of messages exchanged. On the
other hand, due to excessive movement of nodes, GSR re-
sults in the maximum number of packets exchanged. So, it
can be concluded that UDRA is more energy efficient as
compared to AUR and GSR algorithms. Another important
feature is the scalability associated with the reduction of the

transmission/receiving of messages. Due to least number of
messages exchanged by UDRA, it proves to be more scalable
as compared to AUR andGSR protocols. In sensor networks,
connectivity restoration is of immense importance and a
technique must be capable of restoring the connectivity.
During this work, our major emphasis was to design a
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Table 3: Meaning of different terms in the energy model.

Term Definition
ETx Energy consumed to transmit data
ERx Energy consumed to receive data
Ereng Residual energy
Eelec Energy consumed per bit by the transmitter circuitry
Emax Initial energy of sensor nodes
ERx−elec Energy consumed per bit of a receiver
εfs Energy required by radio frequency (RF) amplifier in free space
εmp Energy required by radio frequency (RF) amplifier in multipath
d0 /reshold distance

Table 4: Simulation parameters.

Simulation parameters Values
Area of simulation 1000×1000m2

No. of nodes 50–250
Size of data packet 900 bits
Eelec 70 nanojoules/bits
Emax 25 J
εfs 15 picojoules/bits/m2

εmp 0.0012 picojoules/bits/m2

d0 70m
Rc 25–150m
Simulation tool OMNET++
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prefailure and postfailure connectivity restoration protocol
capable of achieving effective connectivity restoration by
relying on minimal node mobility, minimal reduction in
field coverage, and consuming minimal energy of nodes by
reducing the overall number of exchanged messages. /e
solution proposed by UDRA achieves all the above goals.
/e performance of the UDRA was evaluated by using
extensive simulations and by comparing its performance
with AUR and a GSR technique; its effectiveness is proven.

5. Conclusions and Future Work

A novel algorithm “Uniform Distribution and Recovery
Algorithm (UDRA)” is proposed in this paper. /is algo-
rithm provides both connectivity and coverage restoration
solution for wireless sensor networks in an integrated
manner. In Table 5, it is clear that average distance travelled
by the sensor nodes is only 3000meters. /is distance is very
less than 13000 meters and 15000 meters. So, having less
average distance travelled proves that the proposed algo-
rithm is an energy efficient solution. Most of the energy
stored in batteries is consumed by travelling. If an algorithm
is not energy efficient, then batteries of nodes will be drained
off with the passage of time. /is makes the problem worst
and decreases the network lifetime. Furthermore, these
results show that the number of messages exchanged by the

proposed algorithm is very less as compared to RIR and
AUR. /is decreases the message overhead in the network.
Greater message overhead causes delay in recovery process
as it takes a lot of time by communicationmessages. Another
finding from Table 5 is that in the proposed technique only
70 nodes are relocated; this gives an upper hand to the
proposed algorithm over RIR andAUR asmore relocation of
nodes needs more energy used. /e other advantage of a
smaller number of relocated nodes is that relocation of nodes
can cause coverage loss. So, the lesser relocated nodes are,
the lesser the coverage loss will be. /e last most important
finding of Table 5 is the percentage reduction in the field
coverage. In UDRA, the percentage in field coverage re-
duction is only 3% after recovery process. /is shows that
UDRA outperforms its competitor baseline algorithm. Less
percentage in field coverage reduction ensures that most of
the network or AOI is monitored and less information from
AOI is lost. /e cost of these advantages would be that
increased number of nodes is required to cover certain AOI,
which is still affordable for mission critical applications. /e
detailed analysis would be done in the future.

Data Availability

No data were used to support this study. We have conducted
the simulations to evaluate the performance of the proposed
protocol. However, any query about the research conducted
in this paper is highly appreciated and can be asked from the
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cuiatd.edu.pk)) upon request.

Conflicts of Interest

/e authors declare that there are no conflicts of interest.

Acknowledgments

Dr. Rab Nawaz Jadoon personally thanks COMSATS
University, Islamabad, Abbottabad Campus, and School of
Information Science and technology, USTC Hefei, China,
that extended their full support by providing all key re-
sources during the implementation and all afterward phases
of this project. Also, special thanks are due to Prof. WuYang
Zhou, because of his continuous encouragement and
massive support academically, financially, and socially
during this research work. /is work was financially sup-
ported by the National Natural Science Foundation of China
(Grant no. 61631018).

References

[1] R. N. Jadoon, W. Zhou, I. A. Khan, M. A. Khan, and
W. Jadoon, “EEHRT: energy efficient technique for handling
redundant traffic in zone-based routing for wireless sensor
networks,” Wireless Communications and Mobile Computing,
vol. 2019, Article ID 7502140, 12 pages, 2019.

[2] S. Lee, M. Younis, and M. Lee, “Connectivity restoration in a
partitioned wireless sensor network with assured fault tol-
erance,” Ad Hoc Networks, vol. 24, pp. 1–19, 2015.

Table 5: Results summary.

Comparison
of protocols
for 250 nodes

Average
distance
travelled
(m)

No. of
messages
exchanged
(average)

No. of
nodes

relocated
(average)

Age
reduction
in field

coverage %
(average)

UDRA 3000 700 70 03
RIR 13000 3000 200 10
AUR 15000 5500 700 15

25 50 75 100 125 150
Communication range (m)

1600

1400

1200

1000

800

600

400

200

0

N
o.

 o
f p

ac
ke

ts 
ex

ch
an

ge
d

AUR
GSR
UDRA

Figure 8: Total number of exchanged packets.

Mathematical Problems in Engineering 13

mailto:amirkhan@cuiatd.edu.pk
mailto:amirkhan@cuiatd.edu.pk


[3] V. Ranga, M. Dave, and A. K. Verma, “Node stability aware
energy efficient single node failure recovery approach for
WSANs,” Malaysian Journal of Computer Science, vol. 29,
no. 2, pp. 106–123, 2016.

[4] C. Zhu, C. Zheng, L. Shu, and G. Han, “A survey on coverage
and connectivity issues in wireless sensor networks,” Journal
of Network and Computer Applications, vol. 35, no. 2,
pp. 619–632, 2012.

[5] R. Jadoon, W. Zhou, W. Jadoon, and I. Ahmed Khan, “RARZ:
ring-zone based routing protocol for wireless sensor net-
works,” Applied Sciences, vol. 8, no. 7, p. 1023, 2018.

[6] R. N. Jadoon, W. Zhou, I. Ahmed Khan, M. Amir Khan,
S. Akhtar Abid, and N. Ali Khan, “Performance evaluation of
zone-based routing with hierarchical routing in wireless
sensor networks,” Wireless Communications and Mobile
Computing, vol. 2019, Article ID 7152858, 10 pages, 2019.

[7] K. Akkaya and M. Younis, “C2AP: coverage-aware and
connectivity-constrained actor positioning in wireless sensor
and actor networks,” in Proceedings of the 2007 IEEE Inter-
national Performance, Computing, and Communications
Conference, pp. 281–288, IEEE, New Orleans, LA, USA, April
2007.

[8] A. Abbasi, K. Akkaya, and M. Younis, “A distributed con-
nectivity restoration algorithm in wireless sensor and actor
networks,” in Proceedings of the 32nd Conference on Local
Computer Networks, Dublin, Ireland, October 2007.

[9] M. Younis, S. Lee, S. Gupta, and K. Fisher, “A localized self-
healing algorithm for networks of moveable sensor nodes,” in
Proceedings of the IEEE Global Telecommunications Confer-
ence (Globecom’08), New Orleans, LA, USA, November 2008.

[10] K. Akkaya, A. /imrnapuram, F. Senel, and S. Uludag,
“Distributed recovery of actor failures in wireless sensor and
actor networks,” in Proceedings of the IEEE 2008 IEEE
Wireless Communications and Networking Conference,
pp. 2480–2485, Las Vegas, NV, USA, April 2008.

[11] N. Tamboli and M. Younis, “Coverage-aware connectivity
restoration in mobile sensor networks,” Journal of Network
and Computer Applications, vol. 33, no. 4, pp. 363–374, 2010.

[12] M. Imran, M. Younis, A. Md Said, and H. Hasbullah,
“Volunteer-instigated connectivity restoration algorithm for
wireless sensor and actor networks,” in Proceedings of the 2010
IEEE International Conference on Wireless Communications,
Networking and Information Security (WCNIS), pp. 679–683,
Beijing, China, June 2010.

[13] P. Chanak, I. Banerjee, and R. S. Sherratt, “Energy-aware
distributed routing algorithm to tolerate network failure in
wireless sensor networks,” Ad Hoc Networks, vol. 56,
pp. 158–172, 2017.

[14] Y. K. Joshi and M. Younis, “Exploiting skeletonization to
restore connectivity in a wireless sensor network,” Computer
Communications, vol. 75, pp. 97–107, 2016.

[15] X. Wang, L. Xu, S. Zhou, and W. Wu, “Hybrid recovery
strategy based on random terrain in wireless sensor net-
works,” Scientific Programming, vol. 2017, Article ID 5807289,
19 pages, 2017.

[16] X. Liu, “Survivability-aware connectivity restoration for
partitioned wireless sensor networks,” IEEE Communications
Letters, vol. 21, no. 11, pp. 2444–2447, 2017.

[17] A. Wichmann, T. Korkmaz, and A. S. Tosun, “Robot control
strategies for task allocation with connectivity constraints in
wireless sensor and robot networks,” IEEE Transactions on
Mobile Computing, vol. 17, no. 6, pp. 1429–1441, 2018.

[18] O. Dagdeviren, V. K. Akram, and B. Tavli, “Design and
evaluation of algorithms for energy efficient and complete

determination of critical nodes for wireless sensor network
reliability,” IEEE Transactions on Reliability, vol. 68, no. 1,
pp. 280–290, 2019.

[19] Y. Zeng, C. J. Sreenan, N. Xiong, L. T. Yang, and J. H. Park,
“Connectivity and coverage maintenance in wireless sensor
networks,” 0e Journal of Supercomputing, vol. 52, no. 1,
pp. 23–46, 2010.

[20] A. K. Sangaiah, D. V. Medhane, T. Han, M. S. Hossain, and
G. Muhammad, “Enforcing position-based confidentiality
with machine learning paradigm through mobile edge
computing in real-time industrial informatics,” IEEE Trans-
actions on Industrial Informatics, vol. 15, no. 7, pp. 4189–4196,
2019.

[21] A. K. Sangaiah, D. Vishwasrao Medhane, G.-B. Bian,
G. Ahmed, M. Alrashoud, and M. Shamim Hossain, “Energy-
aware green adversary model for cyberphysical security in
industrial system,” IEEE Transactions on Industrial Infor-
matics, vol. 16, no. 5, pp. 3322–3329, 2020.

[22] A. K. Sangaiah, M. Sadeghilalimi, A. A. R. Hosseinabadi, and
W. Zhang, “Energy consumption in point-coverage wireless
sensor networks via bat algorithm,” IEEE Access, vol. 7,
pp. 180258–180269, 2019.

[23] A. Abro, Z. Deng, K. Ali Memon et al., “Minimizing energy
expenditures using genetic algorithm for scalability and
longlivety of multi hop sensor networks,” in Proceedings of the
2019 IEEE 9th International Conference on Electronics In-
formation and Emergency Communication (ICEIEC),
pp. 183–187, IEEE, Beijing, China, July 2019.

[24] Y. Zhang, J. Wang, and H. Guan, “An autonomous con-
nectivity restoration algorithm based on finite state machine
for wireless sensor-actor networks,” Sensors, vol. 18, no. 1,
p. 153, 2018.

[25] H. Essam, M. Younis, and E. Shaaban, “Minimum cost flow
solution for tolerating multiple node failures in wireless
sensor networks,” in Proceedings of the 2015 IEEE Interna-
tional Conference on Communications (ICC), pp. 6475–6480,
London, UK, June 2015.

[26] O. Moh’d Alia, “Dynamic relocation of mobile base station in
wireless sensor networks using a cluster-based harmony
search algorithm,” Information Sciences, vol. 385-386,
pp. 76–95, 2017.

[27] Q. A. Arain, I. Memon, Z. Deng, M. H. Memon, F. A. Mangi,
and A. Zubedi, “Locationmonitoring approach: multiple mix-
zones with location privacy protection based on traffic flow
over road networks,” Multimedia Tools and Applications,
vol. 77, no. 5, pp. 5563–5607, 2018.

14 Mathematical Problems in Engineering



Research Article
Synchronization of Time Delay Coupled Neural Networks
Based on Impulsive Control

Jie Fang ,1,2 Yin Zhang,1 Danying Xu,1 and Junwei Sun 1,2

1College of Electric and Message Engineering, Zhengzhou University of Light Industry, Zhengzhou 450002, China
2Henan Key Lab of Information-Based Electrical Appliances, Zhengzhou 450002, China

Correspondence should be addressed to Junwei Sun; junweisun@yeah.net

Received 25 June 2020; Accepted 30 July 2020; Published 18 August 2020

Guest Editor: Hou-Sheng Su

Copyright © 2020 Jie Fang et al.(is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

(is paper investigates the impulsive synchronization of time delay coupled neural networks. Based on the Lyapunov stability
theory and impulsive control method, a distributed delayed impulsive controller is designed to realize synchronization of the
coupled neural networks. A new impulsive delayed inequality is proposed, where the control effect of distributed delayed impulses
is fully considered. In addition, a suitable Lyapunov-like function is established to prove the stability of the synchronization
system. Numerical simulation examples are introduced to illustrate the effectiveness and feasibility of the main results.

1. Introduction

Neural networks are a type of mathematical model that
simulates the thinking patterns of the human brain, which is
used to imitate the structure and thinking mode of neural
network in the human brain [1–6]. (e neural network
learning is to abstract and simplify the human brain from the
microscopic structure and function. It is one of the ways to
realize artificial intelligence. Since 1980s, the research of
neural network has made great progress [7–10]. Neural
network synchronization research is one of the most im-
portant research directions of the neural network. Until
now, various synchronization control schemes have been
proposed, such as impulsive control [11, 12], adaptive
control [13, 14], sliding mode control [15, 16], switching
control [17–19], and pinning control [20].

Compared with continuous control, the structure of
impulsive control is simpler. (e small intermittent control
input can achieve the expected control performance [21–24].
(e key idea of impulse control is to convert the state of a
continuous dynamic system into discontinuous forms
through a discrete control input. Since impulsive control
allows the system to admit discrete inputs and effectively
save network bandwidth resources, it has been studied by
many scholars. Liu et al. [25] realized the uniform

synchronization of chaotic dynamics system by designing
three levels of event-triggered impulsive control. He et al.
[26] realized the secure synchronization of multiagent
systems under attacks through impulsive control. Qian et al.
[27] realized the synchronization of multiagent systems
through impulsive control. What is more, there always exists
time delay in most practical systems, which should not be
ignored in the study of neural network synchronization. For
the time delay coupled neural network, the synchronization
problem was first discussed in reference [28]. Xu et al. [29]
realized the time delay synchronization of the chaotic neural
networks based on impulsive control. Xie et al. [30] in-
vestigated the synchronization of time-varying delays cou-
pled reaction-diffusion neural networks with pinning
impulsive control. Wei et al. [31] realized synchronization of
the coupled reaction-diffusion neural networks with time-
varying delay by impulsive control. Li et al. [32] investigated
the master-slave exponential synchronization of the neural
networks with time-varying delays via discontinuous im-
pulsive control. Until now, there are many control methods
to realize the synchronization of neural networks. Among
them, the research on time-delay impulsive control mainly
concentrated on a single neural network system, while the
research on the synchronization of coupled neural network
with time-delay impulsive control is relatively rare.
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In this paper, the problem of synchronization of delay
coupled neural networks under distributed delay impulsive
control is studied. Firstly, a time delay coupled neural
networks model with N identical nodes is constructed.
Secondly, based on the impulsive control method, a dis-
tributed delay impulsive controller is designed to achieve
synchronization between the drive and response system.
(irdly, through the designed impulsive controller and
impulsive delayed inequality, the stability of the syn-
chronization system is analyzed. Finally, numerical ex-
amples are given to illustrate the effectiveness of the
developed method.

(e rest of this paper is organized as follows. In Section
2, synchronization problem of the time delay coupled neural
networks and some premises are proposed. Section 3
presents the main results with proof. A simulation example
is provided in Section 4 to illustrate the main results. (e
summary of this paper is given in Section 5.

2. Problem Statement

Considering a neural networks array consisting of N
identical nodes, in which the dynamics of the i-th (1< i<N)
node is described by the following neural networks:

_xi(t) � − Cxi(t) + Af xi(t)(  + Bf xi(t − τ)(  + ϑ
n

j�1
dijΓxj(t) + J, t≥ t0,

xi(s) � φi(s), s ∈ t0 − τ, t0 ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

where xi(t) � [xi1(t), xi2(t), . . . , xin(t)]T ∈ Rn denotes the
neuron state vector of the i-th dynamical node,
i � 1, 2, 3, . . . , N; C � diag(c1, . . . , cn) ∈ Rn×n denotes the
positive definite diagonal matrix; A ∈ Rn×n, B ∈ Rn×n repre-
sent the connection weight matrix and the delayed connection
weight matrix, respectively; f(xi(t)) �

[f1(xi1(t)), f2(xi2(t)), . . . , fn(xin(t))]T ∈ Rn represents
the neuron activation function satisfying

|fj(x1) − fj(x2)|≤ lj|x1 − x2| for all x1, x2 ∈ R,
j � 1, 2, . . . , n, where lj > 0 are Lipschitz constants;
D � (dij)N×N ∈ RN×N is the constant coupling matrix; Γ is
the inner coupling matrix; ϑ> 0 represents coupling strength;
φi(s) is the initial condition; τ denotes the time delay oc-
curring in transmission process; J is an external input.

Let (1) be the drive system and the response system is
constructed as follows:

_yi(t) � − Cyi(t) + Af yi(t)(  + Bf yi(t − τ)(  + ϑ
n

j�1
dijΓyj(t) + ui(t) + J, t≥ t0,

yi(s) � ψi(s), s ∈ t0 − τ, t0 ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

where yi(t) � [yi1(t), yi2(t), . . . , yin(t)]T ∈ Rn denotes the
neuron state vector of the i-th dynamical node,
i � 1, 2, 3, . . . , N; ui(t) is the impulsive control input; ψi(s)

is the initial condition.
(en, we will design a delayed impulse input to syn-

chronize drive system (1) and response system (2). (e
impulsive controller is designed by

ui(t) � 
∞

n�1
K 

t

t− rn

ei(s)ds δ t − tn( , (3)

where e(t) � y(t) − x(t); K ∈ Rn×n is a gain matrix to be
designed; rn denote the distributed time delays in impulse
input; δ(t − tn) is the Delta function.

When t≠ tn and the controller ui(t) � 0, the error de-
rivative is

_ei(t) � − Cei(t) + Ag ei(t)(  + Bg ei(t − τ)(  + ϑ

n

j�1
dijΓej(t).

(4)

When t � tn, the error derivative is

_ei(t) � − Cei(t) + Ag ei(t)(  + Bg ei(t − τ)( 

+ ϑ
n

j�1
dijΓej(t) + K 

t

t− rn

ei(s)ds,
(5)

where g(ei(·)) � f(ei(·) − xi(·)) − f(xi(·)). (e above dy-
namical networks can be rewritten as the following Kro-
necker product form:
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_e(t) � − IN ⊗C( e(t) + IN ⊗A( g(e(t)) + IN ⊗B( g(e(t − τ)) + ϑ(D⊗ Γ)e(t), t≠ tn,

_e(t) � − IN ⊗C( e(t) + IN ⊗A( g(e(t)) + IN ⊗B( g(e(t − τ)) + ϑ(D⊗ Γ)e(t) + IN ⊗K(  
t

t− rn

e(s)ds, t � tn,

⎧⎪⎪⎨

⎪⎪⎩
(6)

where ⊗ denotes the Kronecker product.

Definition 1 (see [33]). (e exponential convergence criterion
of the distributed delayed impulsive inequality is given:

e(t)≤ μn 
t

t− rn

e(s)ds, n ∈ Z+, (7)

where s ∈ [t − τ, t], μn > 0, n ∈ Z+ are constants. Distributed
delays rn satisfy 0< rn < r, where r is a real constant.

Lemma 1 (see [34]). For the same dimension matrices H, M
and the constant a> 0, then

2H
T
M≤ a

− 1
H

T
H + aM

T
M. (8)

Assumption 1. (ere exist positive constants ζ > 0, n × n

matrix P> 0, and n × n diagonal matrices W1 > 0, W2 > 0, the
following conditions hold:

Υ IN ⊗PA IN ⊗PB

∗ − W1 ⊗ IN 0

∗ ∗ − W2 ⊗ IN

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
< 0, (9)

1
ζ
IN PK

∗ − P

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠< 0, (10)

where L � diag(l1, l2, . . . , ln), Υ � − IN ⊗PC + (1/2)W1 ⊗
LTL + (1/2)W2 ⊗ LTL + ϑD⊗PΓ.

3. Synchronization Analysis

In this part, we use the Lyapunov stability method and
impulsive delayed inequality (7) to derive our main results.

Theorem 1. System (2) can achieve the impulsive synchro-
nization with system (1) under delayed impulsive controller
(3), if Assumption 1 holds.

Proof 1. Consider the Lyapunov-like function:

V(t) �
1
2
e

T
(t) IN ⊗P( e(t) +

1
2


t

t− τ
e

− α(t− s)
e

T
(s) W2 ⊗L

T
L e(s)ds.

(11)
□

When t≠ tn, the derivative of V(t) along the trajectory of
system (6) can be calculated as follows:

_V(t) � e
T
(t) IN ⊗P(  − IN ⊗C( e(t) + IN ⊗A( g(e(t))

+ IN ⊗B( g(e(t − τ)) + ϑ(D⊗ Γ)e(t)

−
α
2


t

t− τ
e

− α(t− s)
e

T
(s) W2 ⊗ L

T
L e(s)ds

+
1
2
e

T
(t) W2 ⊗L

T
L e(t) −

1
2
e

− ατ
e

T
(t − τ)

· W2 ⊗L
T
L e(t − τ).

(12)

Based on Lemma 1, the inequality 2ATB≤ a− 1ATA+

aBTB, A, B ∈ Rn, a> 0, we can perform the following
calculation:

e
T
(t) IN ⊗P(  IN ⊗A( g(e(t)) � 

N

i�1
e

T
i (t)PAg ei(t)( 

≤ 
N

i�1

1
2

w
− 1
1i e

T
i (t)PAA

T
P

T
ei(t) + 

N

i�1

1
2

w1ig
T

ei(t)( g ei(t)( 

≤ 

N

i�1

1
2

w
− 1
1i e

T
i (t)PAA

T
P

T
ei(t) + 

N

i�1

1
2

w1ie
T
i (t)L

T
Lei(t).

(13)

Changing formula (13) to Kronecker product, we can get
e

T
(t) IN ⊗P(  IN ⊗A( g(e(t))

+
1
2
e

T
(t) W1 ⊗L

T
L e(t).

(14)

Similarly, it gives that

e
T
(t) IN ⊗P(  IN ⊗B( g(e(t − τ))

≤
1
2

e
T
(t) W

− 1
2 ⊗ PBB

T
P

T
  e(t) +

1
2

e
T
(t − τ) W2 ⊗ L

T
L e(t − τ).

(15)

From formulas (14) and (15), formula (9) can be changed to
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_V(t) � e
T
(t) IN ⊗P(  − IN ⊗C( e(t) + IN ⊗A( g(e(t)) + IN ⊗B( g(e(t − τ)) + ϑ(D⊗ Γ)e(t) 

−
α
2


t

t− τ
e

− α(t− s)
e

T
(s) W2 ⊗ L

T
L e(s)ds +

1
2
e

T
(t) W2 ⊗L

T
L e(t) −

1
2
e

− ατ
e

T
(t − τ) W2 ⊗ L

T
L e(t − τ)

≤ e
T
(t) − IN ⊗PC +

1
2

W
− 1
1 ⊗ PAA

T
P

T
  + W1 ⊗ L

T
L + W

− 1
2 ⊗ PBB

T
P

T
  + W2 ⊗ L

T
L  + ϑ(D⊗PΓ) e(t)

+
1
2

1 − e
− ατ

( e
T
(t − τ) W2 ⊗ L

T
L e(t − τ) −

α
2


t

t− τ
e

− α(t− s)
e

T
(s) W2 ⊗L

T
L e(s)ds,

(16)

where e− ατ < 1; the following conditions are established:
_V(t)< 0. (17)

When t � tn, the derivative of V(t) along the trajectory
of system (6) can be calculated as follows:

_V(t) � e
T
(t) IN ⊗P(  − IN ⊗C( e(t) + IN ⊗A( g(e(t)) + IN ⊗B( g(e(t − τ)) + ϑ(D⊗ Γ)e(t) + IN ⊗K(  

t

t− rn

e(s)ds 

−
α
2


t

t− τ
e

− α(t− s)
e

T
(s) W2 ⊗L

T
L e(s)ds +

1
2
e

T
(t) W2 ⊗ L

T
L e(t) −

1
2
e

− ατ
e

T
(t − τ) W2 ⊗L

T
L e(t − τ).

(18)

From (14) and (15), we have

_V(t)≤ e
T
(t) − IN ⊗PC +

1
2

W
− 1
1 ⊗ PAA

T
P

T
  + W1 ⊗ L

T
L + W

− 1
2 ⊗ PBB

T
P

T
  + W2 ⊗ L

T
L  + ϑ(D⊗PΓ) e(t)

+
1
2

1 − e
− ατ

( e
T
(t − τ) W2 ⊗ L

T
L e(t − τ) + e

T
(t) IN ⊗P(  IN ⊗K(  

t

t− rn

e(s)ds.

(19)

Based on Lemma 1, we can perform the following
calculation:

e
T
(t) IN ⊗P(  IN ⊗K(  

t

t− rn

e(s)ds

� e
T
(t) IN ⊗PK(  

t

t− rn

e(s)ds

� 
N

i�1
e

T
i (t)PK 

t

t− rn

ei(s)ds

≤
1
2



N

i�1
e

T
i (t)ei(t) + 

t

t− rn

ei(s)ds 

T

K
T
P

T
PK 

t

t− rn

ei(s)ds⎛⎝ ⎞⎠.

(20)

It follows from (10) that there exists an inequality such
that − (1/ζ)P − PK(PK)T < 0, which together with (20)
implies that

e
T
(t) IN ⊗P(  IN ⊗K(  

t

t− rn

e(s)ds

≤
1
2



N

i�1
e

T
i (t)Pei(t) −

1
ζ


t

t− rn

e
T
i (s)Pei(s)ds  

≤
1
2

e
T

IN ⊗P( e −
1
ζ


t

t− rn

e
T
(s) IN ⊗P( e(s)ds 

≤
1
2

V(t) −
1
ζ


t

t− rn

V(s)ds ,

(21)
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where ζ � (1/μ2n). (en, it can be deduced that
V(t)≤ μ2n 

t

t− rn
V(s)ds. According to formulas (9) and (21),

we can derive that
_V(t)< 0. (22)

According to the Lyapunov stability theory, we can
obtain ei(t)⟶ 0 as t⟶∞, which means that system (2)
can achieve the impulsive synchronization with system (1)
under impulsive controller (3). (is completes the proof.

4. Numerical Simulation

In the simulation, we studied the synchronization problem
of the coupled neural network with three nodes, namely,
N� 3. (e activation functions are chosen as
f(xi) � tanh(xi).

Consider the following neural networks:

_xi(t) � − Cxi(t) + Af xi(t)(  + Bf xi(t − τ)(  + ϑ1 

n

j�1
dijΓxj(t), t≥ t0,

xi(s) � φi(s), s ∈ t0 − τ, t0 .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(23)

0 2 4 6 8 10
t

–10

0

10

e

e1
e2
e3

(a)

e4
e5
e6

0 2 4 6 8 10
t

0

5

10

15

20

e

(b)

e7
e8
e9

0 2 4 6 8 10
t

e

–10

0

10

20

(c)

Figure 1: (e error trajectories without impulsive control.
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Consider the following response system:

_yi(t) � − Cyi(t) + Af yi(t)(  + Bf yi(t − τ)(  + ϑ2 

n

j�1
dijΓyj(t) + ui(t), t≥ t0,

yi(s) � ψi(s), s ∈ t0 − τ, t0 ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(24)

where τ � 1, i � 1, 2, 3, j � 1, 2, 3, ϑ1 � 0.5, ϑ2 � 5, initial
condition φ1(s) � [0.5, 0.6, 0.7]T, φ2(s) � [0.6, 0.7, 0.8]T,
φ3(s) � [0.7, 1, 1.5]T, ψ1(s) � [1, 1.5, 2]T, ψ2(s) � [1.4,

1.6, 1.5]T, ψ3(s) � [1.6, 1.7, 1.8]T, and s ∈
[− 1, 0], and the parameter matrices C, A, B, D, and Γ are
given by
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Figure 2: (e error trajectories with impulsive control.
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C1 �

1 0 0

0 1 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

C2 �

2 0 0

0 1 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A1 �

1 3 2

− 0.1 2 0.5

3 1 − 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A2 �

1 0.6 − 1

− 1 2 0.1

3 0.5 − 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B1 �

0.2 1 0.5

3 0.4 0.1

0.4 0.6 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B2 �

1 0.3 2

0.5 1 0.6

3 1 0.4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D1 � D2 �

− 1 1 0

0 − 1 1

1 0 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Γ1 � Γ2 �

1 0 0

0 1 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(25)

When there is no control input (i.e., u(t) � 0), system
(24) cannot be synchronized with system (23), see Figure 1.
Next, we consider distributed delayed impulsive control to
achieve the synchronization between system (23) and system
(24). (e control input u(t) is given by (3) with rn � 1.2.
Choose ζ � 0.05, using the MATLAB LMI toolbox, and the
following feasible solutions can be derived:

P �

0.7025 − 0.4528 − 0.0353

− 0.4528 0.8421 − 0.0435

− 0.0353 − 0.0435 0.2865

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

W1 �

0.3272 0 0

0 0.4158 0

0 0 0.4191

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

W2 �

0.4930 0 0

0 0.3724 0

0 0 0.3405

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(26)

(us, the gain matrix K is derived as follows:

K �

0.3756 − 0.1417 0.0184

− 0.1417 − 0.3321 − 0.0200

0.0184 − 0.0200 0.5108

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (27)

For simulation, if we take tn � 0.07n, n ∈ Z, then the
synchronization error is shown in Figure 2.

5. Conclusion

In this paper, the synchronization of coupled neural net-
works is studied by distributed delayed impulsive control.
Based on the impulsive control theory and Lyapunov sta-
bility theory, a distributed delayed impulsive controller is
proposed. (e proposed inequality fully considers the
synchronization of the response system and the drive system
under different time conditions. (e numerical simulation
proves the feasibility and effectiveness of our proposed
scheme. In the future, we will deal with finite time syn-
chronization of coupled neural networks through distrib-
uted delayed impulsive control.
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In this paper, a constant frequency control strategy of a microgrid by coordinating energy router (ER) and energy storage system is
proposed to solve the frequency fluctuation problem of microgrid, in which ER is the core of the energy management system.+e
interface converter of ER connected to the microgrid adopts the virtual synchronous generator (VSG) control, which adjusts the
mechanical reference power in real time according to the state of charge (SOC) of the energy storage. +e energy storage system
adopts constant voltage and constant frequency (V/F) control to maintain the frequency and voltage stability of microgrid. +e
energy storage system with fast charge and discharge responds to the power fluctuation of the microgrid. ER maintains the
stability of the energy storage capacity through bidirectional power regulation. When the energy storage system fails, the
frequency and voltage droop characteristics of ER controlled by VSG will play a role in maintaining the stable operation of the
microgrid. By the coordinating control strategy, themaximum efficiency of intermittent distributed energy can be guaranteed, and
the stability, reliability, and grid-connection friendliness of the microgrid operation can be improved. Simulation results prove the
effectiveness of the proposed control strategy.

1. Introduction

In recent years, due to the rapid development of distributed
power generation technology, a large number of distributed
new energy grid-connection requirements have emerged.
However, due to the intermittent and fluctuating charac-
teristics of new energy sources such as photovoltaics, a large
number of new energy sources directly incorporated into the
grid will bring severe challenges to the stability of traditional
power systems. +e microgrid has become one of the ef-
fective ways to dissipate distributed energy sources (DER)
[1, 2]. Among them, microgrids with ER as the core have
been proposed successively [3–5].

In this kind of microgrid, DER, local loads, and battery
energy storage system (BESS) are usually connected to the
main grid through the low-voltage AC interface provided by
the ER. +e ER transmits and manages the surplus and
deficit power of distributed power after local absorption and

completes the functions of initiative adjustment of electric
energy and adjustment of electric power quality.

To control the frequency stability of the microgrid, we
need an effective control strategy. +e load in the
microgrid is uncontrollable. At the same time, to avoid
wind and light abandonment, distributed power genera-
tion units often use maximum power point tracking
(MPPT) control [6, 7]. +erefore, neither load nodes nor
distributed generation nodes can participate in frequency
regulation without the use of deloading control. To im-
prove the operational performance of the microgrid, we
used the energy storage system as an energy buffer device
to suppress power fluctuations. At the same time, the
energy storage system is jointly powered with ER and DER
[8–10]. +erefore, the microgrid with the ER as the core
needs to control the energy storage unit node and the ER
node to achieve the frequency stability of the microgrid.
How to coordinate and control ER, distributed energy, and
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related energy storage devices has become an urgent
problem to be solved.

In the current research, there are two main research
approaches to ensure the stable operation of themicrogrid in
the complex network connected with many distributed
power sources. One is to make the output voltage and
frequency of each distributed network node be the same.
Many scholars have proposed the edge consensus algorithms
[11, 12], which ensure that the network system can still
maintain the consistency of output voltage and frequency of
each node under various disturbances; to improve the sta-
bility of the system, many scholars put forward the global
robust control algorithm of the network system [13]. +e
other is by coordinating the power of the units in the
microgrid. +e authors in [14, 15] propose to combine the
energy storage system with wind turbines and other DER to
reduce the power fluctuation of the microgrid. +is scheme
can make the wind turbine and other DER output at
maximum power, and the energy storage system quickly
absorbs or releases the surplus and deficiency power of the
microgrid, which can avoid the frequency instability of
microgrid caused by the power fluctuation of DER. +e
authors in [16] propose a master-slave control strategy,
which controls the output of the ER as a constant voltage and
constant frequency voltage source and the BESS control as a
current source with controllable power. Under this control
strategy, the microgrid can keep the frequency constant.
However, because there is no local frequency variable as the
judgment index of ER and BESS outputs, power allocation
can only be implemented through the upper energy man-
agement system, the control is complex and transitionally
dependent on communication, and the reliability is not high.
Also, to solve the problem that the network system can still
achieve synchronization in the case of coupling resonance or
disturbance, the authors in [17, 18] propose adaptive syn-
chronization algorithms, respectively. Lv et al. [19] intro-
duced the VSG control technology into the control of the ER
interface, which enhanced the inertial damping of the system
and reduced the impact of the wind-wave output on the
main grid. However, the coordinated operation of the ER
and energy storage was not involved in the paper. However,
the coordinated operation of the ER and the energy storage
system was not involved in this paper.

Based on the above analysis, this paper proposes a
constant frequency control strategy of the microgrid by
coordinating the ER and the energy storage system. We can
refer to the method of virtual reactance to limit fault current
in [20] and introduce VSG control into the low-voltage AC
output interface of ER to increase the inertia of themicrogrid
system and reduce the large frequency fluctuations caused by
the load disturbance. +e ER adjusts the SOC of the energy
storage based on weak communication. +e BESS adopts
constant voltage and frequency (V/F) control to provide
constant voltage and frequency for the microgrid. On the
one hand, the proposed control strategy can solve the
problem of frequency fluctuation of microgrid and, at the
same time, avoid overcharging or overdischarging of the
energy storage system. On the other hand, when ER or RSS
fails, there is no need to switch control strategies, ensuring

the smooth operation of the microgrid. Finally, the opera-
tion results of the proposed control strategy are verified by
simulation.

2. Description of the Microgrid System

+e typical microgrid structure with the ER as the core is
shown in Figure 1(a).

DC loads such as charging pile need to be extracted
through AC/DC converter, and AC load such as the AC
motor can be directly connected with a bus.+eDER such as
wind power and photovoltaic power is connected to an AC
bus through DC/AC and AC/DC/AC converters, respec-
tively, and the BESS is connected to microgrid through DC/
AC converters to jointly supply power for the local loads. As
an energy hub, ER connects themain grid and themicrogrid,
and its structure is shown in Figure 1(b). ER consists of three
parts: the input stage, isolation stage, and output stage. +e
input stage is cascade-connected by the H-bridge AC/DC
rectifier, which can realize different levels of voltage access of
the main grid. +e isolation stage is composed of a bidi-
rectional active full-bridge DC/DC converter in parallel,
which plays the role of bidirectional power transmission,
changing voltage, and isolating the main grid and microgrid.
+e output stage is a three-phase bridge inverter structure
that provides a low-voltage AC interface to connect to the
AC bus of the microgrid.

2.1. Principle of System Coordination Operation. In the
overall control of ER, the input stage mainly controls the
voltage stability of the capacitance CHN at the high voltage
side, which plays a rectifying role; the isolation stage controls
the voltage stability of the capacitance CL at the low-voltage
side, which plays a role of voltage level exchange, bidirec-
tional energy flow, and isolation between the input stage and
the output stage [21]; the output stage inverts the direct
current into three-phase AC output. As the control strategy
of this paper is mainly realized by the ER output stage, the
following research on the analysis of the coordinated op-
eration principle is mainly carried out in the output stage. In
the whole microgrid topology, the MPPT control is used to
ensure the maximum power output of distributed genera-
tion. When both ER and BESS are working properly, the
BESS is used as the balance node to provide voltage and
frequency support and respond to the unbalanced power of
DER and load quickly. ER, as the PQ node, adjusts the power
output according to the SOC of BESS in real time to ensure
that the SOC of the BESS is always in the normal range. We
can take Figure 2 as an example to analyze the coordination
process of ER and BESS.

Suppose there is a mismatch between DER output and
load demand at some time, such as a sudden increase in load
or a sudden decrease in DER output, and a power deficit Peq
will occur in the microgrid:

Peq � 
i∈SL

PLi − 
i∈SRS

PRSi, (1)
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where Peq is the net load of microgrid, PLi is each load in the
system, PRSi is the power output of various renewable energy
sources, SL is the system load collection, and SRS is the
collection of renewable energy sources within the system.

If sufficient power is not replenished quickly, the fre-
quency of the microgrid will fluctuate. When the power
vacancy is too large, the frequency will drop sharply and
even affect the stability of the microgrid. At this time, BESS
rapidly releases the electric energy to ensure the active power
balance. As the output power of BESS causes its SOC to be
lower than the reference value, to maintain the stability of
the energy storage capacity, ER reflects virtual inertia and
slowly increases its active power output to share the power
gap and charges the energy storage system. +rough the
adjustment of the ER, the electric energy released by BESS
gradually reduces to zero and then absorbs the power to
make its capacity recover. When the SOC returns to the
reference value, the BESS output is zero, and the power gap is
finally borne by the ER. Similarly, when DER output in-
creases or load decreases, resulting in the power surplus of
the microgrid, BESS quickly absorbs the surplus power,
while ER slowly adjusts the SOC of the energy storage and
finally transmits the surplus power to the main grid.

When the BESS fails and stops working, ER is naturally
switched to a balance node and simulates the droop char-
acteristics of synchronous generators to support the basic
operation of the microgrid.

2.2. Coordination Control Strategy between the ER and the
BESS

2.2.1. Control of the BESS. +e BESS is composed of a
battery, interface inverter, and LC filter.+e output interface
is connected with the AC bus of the microgrid. +e purpose
of BESS control is to provide stable voltage and frequency
support for the microgrid and rapidly output according to
the fluctuating power of DER or load. Its interface converter
adopts constant voltage and constant frequency (V/F)
control based on voltage and current double closed-loop
[22]. +e control block diagram is shown in Figure 3.

In Figure 3, iLabc is the filtering inductance current, uoabc

is the output voltage of the interface converter, and Eref and
fref are the given voltage amplitude and frequency reference
values, respectively. +e phase angle θref needed for the
coordinate transformation is obtained by integrating the
reference frequency. After the abc/dq coordinate transfor-
mation of the output voltage, the uo d and uoq components
are obtained, which are compared with the voltage reference
Eref and 0, respectively, and the error is controlled by PI, so
as to obtain the reference signals of the inner ring, id ref , and
iq ref . Voltage modulating signal uref was obtained through PI
control, current loop, and dq/abc transformation of inner
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loop current reference signal (iL d) and filter inductance
current component (iLq).

2.2.2. Control of the ER. +e objective of the input stage
control of the ER is to stabilize the voltage of the capacitor on
the high voltage side. To improve the control accuracy, the
double closed-loop control is adopted. +e voltage of the
measured capacitor is compared with the voltage of the given
capacitor to form a voltage outer loop to stabilize the voltage
of the capacitor on the high side. +e current inner loop can
control the AC side current waveform, realize the control of
the power factor of the input stage, and at the same time, can
improve the control accuracy and response speed. +e
isolation stage adopts phase shift control [23] to realize the
two-way flow of power.

+e output stage of the ER adopts VSG control
[19, 24, 25]. +e VSG introduces the rotor motion equation
and electromagnetic transient equation of the synchronous
machine into the control of the output stage. It can make the
inverter output of the output stage of ER equivalent to a
voltage source with controllable power angle and voltage
amplitude and make its output characteristics to simulate
synchronous generator so that the inverter of the output
stage of ER also has inertia, which can adjust voltage and
frequency automatically. Since there are many studies on
VSG at present, only the control block diagram (Figure 4) is
given here, and the specific principle will not be detailed.

2.3. Coordination Control between the ER and the BESS.
+e BESS provides constant voltage and frequency for the
system in the whole microgrid, and its fast charging and
discharging capacity can also quickly respond to the power
fluctuations of DER. However, BESS can neither maintain its
SOC nor provide frequency droop characteristics for the
system. To overcome this problem, the coordinated oper-
ation of the ER and BESS is realized by designing the me-
chanical reference power in VSG control. +e specific
control block diagram is shown in Figure 5.

When BESS is in normal operation, the switch is con-
nected to point a. Since BESS provides a stable frequency for
the microgrid at this time, the VSG power-frequency (P − f)
regulation characteristic does not work. ER outputs power
according to the mechanical reference power Pref and ad-
justs the energy storage capacity, and the Pref expression is

Pref � Po + ΔP, (2)

where Po is the base point of the running power command,
which is estimated by the difference between the predicted
value of the DER average output and the load and ΔP is the
adjusted power that the ER needs to output to maintain the
stability of the energy storage capacity. Since the SOC can
represent the remaining capacity of the battery, if the in-
stantaneous value of the state of charge of the battery can
track its reference value SOCref , the stability of the BESS
capacity can be achieved. +erefore, closed-loop control is
performed on the SOC. +e acquired SOC instantaneous
value is transmitted to the controller of the ER to form

closed-loop feedback with the SOCref . After the PI controller
controls the feedback output, the adjusted power ΔP can be
obtained:

ΔP � Kp +
Ki

s
  SOCref − SOC( , (3)

where Kp and Ki are the proportional coefficients and in-
tegral coefficient of PI controller, respectively.

In order to prevent the transmission power of the ER
from exceeding the rated range in extreme cases, SOCref in
this paper needs to be a reference value that can be dy-
namically adjusted. By changing SOCref , ER can control the
active power output of BESS. For example, when faced with
extreme weather without wind and light, the DER stops
generating power, resulting in an imbalance between
microgrid supply and demand. To prevent ER transmission
power from exceeding the rated range, we can reduce the
SOCref so that BESS can release part of the electric energy
and share the transmission power of the ER.

As you can see from Figure 5, you can adjust the PBESS, ref
parameter to achieve the adjustment of SOCref . SOCi is the
initial value of the state of charge, which is determined by the
initial state of BESS, so SOCi cannot be adjusted. Adjusting
the parameter of PBESS, ref is essentially adjusting the slope of
SOCref . +is can be explained by the following equation.
According to the relationship between the active power
output of the battery and its state of charge [26, 27],

SOC � SOCi − 
Idc

Q
dt, (4)

Idc �
PBESS

Vdc

, (5)

Q �
Idc,rateCBESS,rate

PBESS,rate
, (6)

where SOCi is the initial value of the state of charge, Idc is the
output current of the DC side of the BESS, Vdc is the DC side
voltage of the BESS, PBESS is the active power output of the
BESS, Idc,rate is the rated value of the output DC, CBESS,rate is
the rated capacity of the BESS, and PBESS,rate is the rated
active power of the BESS. Substituting equations (5) and (6)
into equation (4), we can get
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Figure 4: Control scheme of the VSG for the output stage of the
ER.
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SOC � SOCi − 
PBESS,ratePBESS

VdcIdc,rateCBESS,rate
dt. (7)

Differentiating both sides of equation (7), we get

d SOC
dt

� −KcPBESS, (8)

where Kc � PBESS,rate/VdcIdc,rate · CBESS, rate because the Vdc

is approximately constant, and Kc can be equivalent to
constant. It is not difficult to find from equation (8) that
BESS’s active power output value PBESS can be controlled
by changing the slope dSOC/dt. Corresponding to the
control in Figure 5, PBESS, ref is the active power that ER
wants BESS to share. Change the slope of SOCref by setting
PBESS, and then, change the value of SOCref dynamically.
In this way, the active output of the ER can be adjusted to
control the BESS to share the desired active power
PBESS, ref .

Since the frequency of themicrogrid is only supported by
the BESS, the stability of the microgrid will be greatly
threatened when the BESS fails. To solve this problem, the
switch design is carried out in the coordinated control
strategy of ER and BESS. When BESS faults, the ER will
receive the fault information transmitted from BESS through
weak communication, and the switch will be connected to
the point b. +e BESS no longer provides frequency and
voltage support for the microgrid. ER based on VSG control
will adjust the frequency and voltage of the microgrid
according to the active power-frequency droop character-
istic and the reactive power-voltage droop characteristic and
provide certain inertia for the system to enhance the fre-
quency stability of the system. From the active frequency
control loop in Figure 4, the frequency droop coefficient DP

can be expressed by

DP �
ΔT
Δω

�
ΔP

ωnΔω
�
ΔP

4π2fnΔf
. (9)

In the above formula, Δf is the variation range of the
frequency offset of the microgrid, fn is the rated value of the
microgrid frequency (50Hz), and ΔP is the active power
variation of the corresponding output of the ER.

3. Simulation Results

To verify the correctness and effectiveness of the proposed
control strategy, we built a microgrid simulation model
under the MATLAB/Simulink platform and set different
working conditions for simulation verification. +e DER in
the model includes wind turbines and photovoltaics, and the

energy storage system uses currently widely used lead-acid
batteries. When the rated frequency of the microgrid is
50Hz, the rated capacity of ER is 100 kW, and the frequency
variation range is ±0.5Hz, From equation (9), we can
calculate that the frequency droop coefficient is 50.67Nm·s/
rad. +e other main parameters of the simulation are shown
in Table 1.

3.1. Working Condition 1: Random Fluctuation of Wind and
Solar. As shown in Figure 6(a), the wind power fluctu-
ation ranges from 47 kW to 83 kW, and the photovoltaic
power fluctuation ranges from 18 kW to 33 kW. +e total
load demand is 100 kW.+e output active power and SOC
waveform of BESS and ER are shown in Figures 6(b)–
6(d), respectively. It can be seen that when the output
power of wind energy and photovoltaic light fluctuates,
BESS can quickly respond to the unbalanced power of
wind and light to ensure the balance of supply and de-
mand in the microgrid, while ER reflects the virtual in-
ertia to slowly adjust the output power according to SOC,
support BESS operation, and maintain its SOC stability.
Due to fluctuations in the output power of wind and
photovoltaic, the SOC of BESS fluctuates. As can be seen
from Figure 6(c), the frequency of the microgrid is stable
at 50 Hz and hardly affected by the fluctuation of the
landscape.

3.2. Working Condition 2: Sudden Change in the Load. To
avoid disturbance of operation effect, the wind and sun-
light output is constant with average output. At 3 s, the
load of microgrid decreases sharply from 100 kW to
90 kW. At 3 s, due to sudden load reduction, 10 kW of
surplus power appeared in the microgrid. At this time,
BESS quickly absorbed the 10 kW of surplus power, and ER
slowly reduced the power output. Finally, the output
power of both BESS and ER tends to zero, as shown in
Figure 7(a). At this time, all the loads in the microgrid are
provided by wind power and photovoltaic. As can be seen
from Figure 7(b), the SOC is gradually higher than the
reference value at 3 s as BESS begins to absorb electricity
energy.

+e dynamic process of sudden changes in load can be
seen more clearly that BESS has a fast output power, which
can well suppress the frequency fluctuation caused by a
sudden decrease in load, as shown in Figure 7(c). +e ER
output power waveform is smooth and slow, which effec-
tively alleviates the influence of large power fluctuations on
the main grid.

3.3. Working Condition 3: BESS Failure and ER Runs
Independently. To simulate the actual situation, wind energy
and photovoltaic energy still fluctuate by the law in working
condition 1.When set at 8 s, the operation stopped due to the
failure of the BESS. In the coordinated control between ER
and BESS, when the ER receives the fault information
transmitted from BESS through weak communication, the
switch is connected from point a to point b (as shown in

0PBESS,ref SOC

PI
VSG

control

Qref

Pref
SOCrefSOCi

Po
a

b
Regulated power ∆P

Figure 5: Power control scheme between ER and BESS.
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Figure 5), switching to the independent operation mode of
ER.

As can be seen from Figures 8(a) and 8(b), initially the
BESS responded quickly to the wind and light fluctuations,
and the system frequency fluctuations were small. At 8 s, the
BESS fails, and its output power is zero. At this time, the ER
controlled by VSG responds to the fluctuation of wind and
light and adjusts the frequency of the microgrid according to

the characteristics of the droop frequency. Figure 8(c) is the
waveform of the SOC of BESS. Since the BESS output power
is zero at 8 s, the SOC will not change after 8 s. Figure 8(d)
shows the voltage waveform of the AC bus of the microgrid.
We can see that the voltage waveform is smooth and the
amplitude is stable during the switching process, which
realizes the smooth operation of the microgrid during the
BESS fault.

Table 1: Key parameters of the simulation.

Parameter Value/unit
Maximum fluctuation of the active power of the photovoltaic 33 kW
Maximum fluctuation of the active power of the wind power 83 kW
Average active power output of the photovoltaic 25 kW
Average active power output of the wind power 65 kW
+e capacity of the battery energy storage system 5Ah
Load 0–100 kW
Rated power of the ER 100 kW
KPI of the PI controller 110
IPI of the PI controller 210
Rated frequency of the microgrid 50Hz
Rated line voltage 380V
Droop control coefficient 50.67Nm·s/rad
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Figure 6: Simulation waveforms for wind and photovoltaic fluctuations: (a) active power of wind and photovoltaic; (b) active power of
BESS; (c) frequency of microgrid.
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4. Conclusion

To control the frequency of the microgrid with the ER as the
core, we propose a constant frequency control strategy
coordinated by the ER and BESS. +e principle of coordi-
nated operation of ER and BESS under the microgrid system
structure has been described and analyzed; meanwhile, the
specific coordinated control strategy of ER and BESS has
been given. Finally, MATLAB/Simulink was used to build a
simulation model and conduct simulation verification. We
can get the following conclusions:

(1) BESS uses constant voltage and constant fre-
quency control to stabilize the frequency at the
rated value and can quickly respond to power
fluctuations to ensure the active balance of the
microgrid.

(2) ER maintains the stability of energy storage capacity
and controls the output power of BESS by adjusting

the reference value of SOC. +e virtual synchronous
motor control makes the interface of the ER have the
virtual inertia of the synchronous motor, which
ensures the smooth exchange of power between the
microgrid and the main grid.

(3) When the BESS fails, the microgrid can switch
smoothly to the fault operation state, which im-
proves the reliability of the system operation.

Data Availability

+e data used to support the findings of this study are in-
cluded within the article.
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+is paper is an expanded version of a conference paper [28]
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With the popularization of distributed interactive applications (DIAs), for getting good interactive experience among participants,
efficient and fair allocation of network resource should be considered. In software-defined networks, the presence of central
controllers provides novel solution to deploy customizable routing for interactive applications, which allows fine-grained resource
allocation for DIAs to achieve fairness among participants. But opportunities always come with challenges, the wide spread user
locations often require distribution of controllers to meet the requirements of applications. Hence, the latency involved among
participants is directly affected by the processing time of controllers. In this context, we address the DIAs’ fair resource provisioning
problems on computing and links load with the objective of balancing the achievable request rate and fairness among multiple flows
in SDN networks. We firstly formulate the problems as a combination of controller loading and routing optimization. -en, we
propose proactive assignment controller algorithm based on deep learning and fairness path allocation algorithm to share the
bottleneck links. Compared with the state-of-the-art greedy assignment algorithm and priority order allocating algorithm, the final
result is proven to get better fairness on controller and link load among DIAs’ participants by trace driven simulation.

1. Introduction

In recent years, smart devices have emerged, and a variety of
distributed interactive applications (e.g., multiparty network
gaming, online video conference, teleconferencing, online
trading, and multiperson augmented/virtual reality) are
provided on smart devices. More and more applications
require cooperation. One example of real-world most
popular games with over 300,000 daily players can be found
in [1], which has been released as a mobile game in China. As
time goes on, we will see the previously distributed research
(e.g., distributed live music concerts [2], shared whiteboard,
shared workspaces on collaborative design [3], web-based
e-learning, and interactive desktop applications on dis-
tributed infrastructures [4]), which will be or has been al-
ready used on diverse devices [5], which makes good user
experience become more and more important.

In the network, different styles of DIAs (e.g., game) have
different thresholds for maximum tolerable delays [6, 7], and
resource allocation subject to the varying bandwidth ca-
pacities of different links. -e networks with a single bot-
tleneck resource, where congestion is signaled by the build-
up of a queue at the bottleneck’s buffer and where propa-
gation delays are significant [8, 9], show that the network
does not converge to an efficient and fair equilibrium in
networks with multiple bottleneck nodes. Hence, excessive
unfairness for on-demand resource provisioning can se-
verely degrade the participants quality of experience. -e
fairness problems of flows include the propagation delay as
well as the sharing of bottleneck links to multipath com-
munication. For example, when playing a game over a
network where quality of service is not guaranteed, the
positions of an object at different players’ terminals may be
disturbed owing to the network delay [10], and latency
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differences between players can lead to unfairness in fast-
paced First Person Shooter games or 3D virtual space on
haptic interface devices [10, 11]. Moreover, upon reaching
such an allocation, the same weight priority for the requests
10Gb/s and 2Gb/s of bandwidth may drop sharply to the
first service. To solve these problems, cloud computing and
other techniques enable users to process their applications
on the server-side [12]; for instance, the effort in [13]
provided mechanisms and methods for facilitating tiered
service model-based fair allocation of resources for appli-
cation servers in multitenant environments. However,
server-side latency compensation causes CPU processing
power and memory overhead, which will restrain the total
number of customers on the application servers. In addition,
the efforts of previous works in [10, 14, 15] have proven that
one of the contributing factors to the inconsistencies ex-
perienced is network, server-side estimation, which is
usually deduced from application behaviors that are not
always concerned to network issues, and the network in
communication remains as a major barrier to achieve high
quality interaction experience even if there is no limitation
on the availability of server capacities [5, 10, 12, 16].

In recent years, a new paradigm that is known as
Software Defined Networks (SDN) emerged [17]. SDN gives
possibilities principled solution to manage the networks
behavior at runtime for interactive online applications [18].
-e basic concept of SDN is controller to run on servers and
the network devices forward traffic based on installed flexible
rules. Interactive applications can utilize this state infor-
mation to obtain estimates of available bandwidth and la-
tency that are current and more accurate than what can be
obtained, since they are measured in real-time by the SDN
controller [19]. -erefore, rerouting and reconfiguration are
potentially fast and efficient in SDN [20]. -is enables traffic
to be steered in real-time. Whereas many interactive ap-
plications (e.g., smart homes, IoT applications, and edge
computing) are widely distributed in different geographical
areas, for better utilization of controller resources, it requires
distribution of controllers process effectively. And the
controller long processing time may not be significant for
elephant flows; however, when the (1) new flow arrives, (2)
logical topology changes, and (3) link failures and the in-
termediate switches can not resolve the data package; they
will intercept the data flow and forward Packet-In message
to the SDN controller [21]. -e control requests are one of
the major contributors of messages received by the con-
troller [22]. Even if the forwarding path has been established,
usually the network requests are frequent and rule storage
space is limited; it still has the possibility of sending requests
to the controller [21]. In terms of geographical distribution
of the sources of demand, long processing time will fun-
damentally limit the network’s ability to quickly react to
events such as link congestion or failures [23, 24]. Hence, as
part of the network, when we address the distributed in-
teractive network applications (DIAs) fair allocation re-
sources between various flows, the controllers’ high
processing time must be prevented.

Based on the blueprint of the software-defined network
innovation, in this work, we investigate the flows fair

allocation problem combined with the problem of control
processing and routing in SDN. Due to the latency involved
in the interaction, in the distributed SDN architecture, in
order to achieve fairness allocation for user flows, a runtime
scheduler is needed to answer the following questions: (1)
How to dynamically map requests to the controllers? (2)
Which routes shall be used to interconnect the communi-
cation, and how to allocate the multiple paths and share the
limit bandwidth capacity fairly?

Specifically, the summaries of our contributions are
listed as follows:

(1) We present a fair resource allocation for distributed
interactive applications in Software-Defined Net-
works, in which the structural controller is intro-
duced. It can be viewed as the flows fair sharing
processing and routing resources.

(2) We solve controller assignment problem proactively
based on deep learning and the adjustment based on
water filling process. From the view of routing and
bandwidth allocation, we consider the multipath and
bottleneck to fairly distribute links.

(3) We choose some representative data sets to conduct
some experiments. -e experimental results show
that the schemes get better fairness, while achieving
better performance in terms of reaction time, etc.

-e rest of this paper is organized as follows. In Section
2, we describe the problems in detail andmodel the problem.
In Section 3, proactive controller assignment algorithm and
routing and bandwidth’s fair path allocation algorithm with
the example are given. In Section 4, we choose some
commonly used data sets to test the presented algorithms’
performance. Moreover, we also compare performance of
algorithms with others. In the final section, we give some
conclusions.

2. Problems Description and Modeling

2.1. Processing and Routing. -e typical unfairness of DIAs
among participants is illustrated in Figure 1. Assuming there
is an application for user 1 and user 2, both of them need to
send real-time packets to the interactive application server,
and the objective is to fairly allocate path delay between
them. Most of the traditional routing protocols prefer to
adopt the low latency paths to deliver applications traffic to
destinations. Generally, the classic shortest path routing
protocols (e.g., OSPF) are always used as the autonomous
system routing protocol in previous network, even if, re-
gardless of links bandwidth capacity limitations and con-
trollers processing, in Figure 1, we suppose that users need to
transfer one unit size of information and use the link
propagation delays as the OSPF weights: (a) if the default
paths for user 1 and user 2 are routing based on OSPF
weights, there are user 1⟶ S1⟶ S2⟶ S8⟶ S10 and
user 2⟶ S4⟶ S7⟶ S9⟶ S10, and the latency dif-
ference is 4; (b) if it is based on the paths that are denoted by
the arrow lines in the picture, the latency difference will be 0;
thus, the equalizing application delays between user 1 and
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user 2 are unfair in the shortest path routing way. In ad-
dition, different styles of DIAs have independently
accounted for bandwidth, latency, and loss, and interaction
process occupies the scarce bandwidth resources; how to
adjust weights or priorities to flexibly allocate shared bot-
tleneck links? For example, we may want to give a high
priority user a weight of 10.0, which has been allocated 1Gb/
s, and a weight of 1.0 to another, which is allocated 2Gb/s,
when they share the bottleneck link.

Moreover, for distributed interactive applications in
SDN, the customers carry on mutual interactions among
themselves. -e interaction includes not only the network
latencies from the customers to server but the latencies
between the customers and the controllers. Figures 2(a)
and 2(b) show the structure and the interactive process in
SDN network. In the figures, we refer to the request
process as control and interaction. When issuing an
operation, the DIA clients send action to the switch, which
detects the DIA event, its relays are assigned a controller
for further processing, the controller will compute and
synchronize the state, and the participants will commu-
nicate through the fabric network. -us, the controller’s
performance is based on the control traffic overhead,
which will influence all users. In principle, SDN is possibly
principled to provide customized service; therefore, it is
feasible to associate a controller such that the processing
time influencing fairness and consistency for all users is
minimum.

2.2. Problem Formulation. -e first thing we model the
network as an undirected graph G � (V, E) , where E states
the set of links with link bandwidth be per link e, and V

represents the set of nodes containing the switches, servers,
and the controllers. We use N to denote the number of
controllers, and cj represents the processing capacity of
controller j. -ere is an interval of time slot t ∈ 1, 2, . . . , T{ }

with a set F of flows and d denotes the delay between source
user to its associated destination server, and corresponding
flow fi ∈ F starts from source node and finally reaches

destination node. -e main symbols used throughout this
paper are listed in Table 1.

We consider a discrete slot system model where the
switch requests can be recorded and the controller provi-
sioning decisions can be updated. At time slot t, function
ai(t) denotes the traffic rate at switch i, and the requests are
aggregated at the processing queue of the connected con-
trollers. -e controller can be modeled as an M/M/1 queue.
Here, we use the weighted average of controller response
time, which evaluates the performance of controller relative
to the proportional of its load, which has been proven in [25]
and described below. -e load of controller j is denoted as

lj(t) � 

|V|

i�1
wiai(t)xij(t), (1)

where xij(t) is denoted as whether switch i is connected to
controller j. Symbol wi represents the weight of traffic to
requests. By applying the Little’s law, the average processing
time of the controller j can be represented as

pj(t) �
1

cj − lj(t)
O |V|

2
 . (2)

So the overall controller response time can be calculated
as

R(t) �


N
j�1 lj(t)pj(t)


N
j�1 lj(t)

. (3)

Since multiple DIAs user groups request the bandwidth
and they share the same physical network, the bandwidth
consumption may not exhaust the available link bandwidth.
For the realistic network conditions, and the distributed
interactive applications (DIAs) such as the bandwidth-in-
tensive tasks (e.g., streaming game screens to clients) in [5],
to avoid unfairness to use the resources, we need to ensure
that service is distributed among users in a fair manner. In
the most basic form, each network flow is associated with a
utility as a function of its rate, various notions of fairness can
be expressed simply by changing the shape of the utility
functions [26]. According to [9], the utility function of
interaction flow is defined as

ufi
rfi

  �
r1−α

fi

1 − α
, (4)

so the overall utility can be calculated as

U � 
fi∈F

ufi
rfi

 ,
(5)

An operator enables to express different preferences on the
fairness/efficiency trade-off curve by varying α; when α � 2,
it translates to the minimum potential delay fairness, which
can be interpreted as the delay of user transferring a file of
unit size with the rate allocated of rfi

going through allocated
path pfi

, eventually converging to the egalitarian max-min
fair allocation as α⟶∞, and α ≈ 5 is sufficient for very
good approximation in [26].-us, the object of optimization
can be expressed as
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Figure 1: Illustration of allocation in SDN network.
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min δ � 
T

t�1
(R(t) − U(t))

s.t.


fi∈F,e∈pfi

rfi
≤ be, ∀e ∈ E (1)

(2)lj ≤ cj, ∀j, t (2)

dfi
(t)<dm

i , ∀fi ∈ F, t (3)

xihj ≤ 1, ∀pij ∈ pf, f ∈ F (4),

(6)

where equation (1) reflects the amount of routing allocation
flow that can not exceed the link capacity. Constraint (2)
specifies that no controller is overloaded and constraint (3)
denotes that any assigned path delay should be less than the
maximum tolerable delays dm

i . We define xihj to represent

Table 1: Key symbol.

Symbol Definitions or descriptions
G � (V, E) -e graph representing the network
N -e number of controllers
cj -e processing capacity of controller j

t -e time slot
ai(t) -e traffic rate at switch i

lj(t) -e load of controller j in time slot t

pj(t) -e processing time of the controller j in time slot t

α A nonnegative variable constant

xij(t)
A binary variable indicating whether switch i is

connected to controller j

xihj

A binary variable indicating the switch h is included
in the path pij between source node i and

destination j
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Figure 2: -e structure and the interactive process in SDN network.
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that the switch h is included in the path pij between source
node i and destination j, and constraint (4) guarantees loop-
freedom when a switch is only used once per path.

3. Allocation Algorithm

3.1. Proactive Controller Assignment Algorithm. In this
section, we firstly use controller and switch to examine and
identify controller impacts. We randomly generated 60
groups of users; in every group, there are five pairs of users
that communicate with each other for 2 seconds. For test 1
and test 2, the demands of bandwidth are 1Mb and 2Mb,
respectively. When users contact with each other in SDN,
Table 2 displays the number of packages, which shows that
communication with controllers is inevitable, and the
controller will bring extra processing latency to the inter-
action, and the request rate is monotonically increasing with
the number of requests. Although the cost function of the
response time can take any form to model a provider’s
specific delay cost factors [25], here, we only require to be
monotonically increasing with the number of requests.

For faster controller response and better utilization of
controller resources, we can dynamically allocate the control
domain, and then, when requests vary, the switches are
dynamically mapped to controllers. Hence, to figure out the
controller assignment problem, the method such as DCAP
in [25] can be used for data center, or scheme in [16, 27] used
for large scale network, but we seek a proactive approach
ahead of time. -erefore, we use the deep learning to es-
timate requests for user group based on their historical
usage; the details of deep learning can be seen in our pre-
vious research [28]. Moreover, inspired by [27], but different
from adjusting the facility location, we estimate the aggre-
gate demand and adjust the control domain with the fixed
number and location of controllers.

As shown in Algorithm 1, first, the method SM in [25] is
used to generate a stable matching between switches and
controllers. Second, since all requests that already have a
promised value from the previous time-step, to reduce the
computational overhead and improve response time, we
examine the solution from the current time-step and future
time-steps. Our algorithm conducts the increasing loading
heuristic in which the highest loading values are decreased to
the lowest loading values similar to a water filling process.
-e demands used in algorithm are based on peak historical
usage, and different flow groups can peak at different times.
Besides, these schemes plan for the time-step can be set to
several minutes similar to Google [29] and Mircosoft [30].

3.2.RoutingandBandwidthAllocationAlgorithm. One of the
challenges is the sources determining the paths of traffic
flows based on the aggregate propagation delay along path,
and the optimization for bandwidth allocation to individual
flows. Here, we present a fairness objective scheme for user
groups, which share the bottleneck links for multipath
communication. As shown in Algorithm 2, traffic is spread
across multiple paths and ensures that users fairly share the

requests served that enable the network to run at higher
levels of utilization.

Since different styles of DIAs have different thresholds
for maximum tolerable delays, these thresholds influence the
user rating, which can be further adjusted according to the
user demand sensitivity or operating experience [31], even if
we consider user-defined fair allocation of spare bandwidth,
while still ensuring minimum bandwidth guarantees for
each client [32]. In the algorithm, first, we use an adaptation
of the gradient descent algorithm for flows to determine the
paths, and the appropriate fraction on each path, so as to
achieve weighted fairness for different service-level de-
mands. In other words, we now try to maximize
fi∈Fufi

(rfi
) − i∈PiD

(ds
i /|L(i)|). Here, |L(i)| denotes the

number of links in flow i′ s path, and PiD is the set of flow
paths in the same group. -e latter part of the equation is a
“penalty” function, which penalizes the latency difference
path, since the ds

i and |L(i)| are integers, and the ds
i ≥ 1 in

each link. We estimate flow group demand by usage
history xi, which can predict the rate by the deep learning.
Hence, the optimal value of weight wi is given by
wi � xiUi

′(xi). Since the weight is proportional to the bid,
the ratio of wi to xi is similar to the price per unit. -is has
an intuitive interpretation: it sets the fraction of each path,
such that the latency difference cost is equal to the overall
sum of delay of the links on flow path, the weight of which
is equal to the marginal utility as far as the price of per unit
resource. If the values are at the optimal values, this
calculation gives the optimal rates, but generally, the
calculated values are not optimal rates for incorrect de-
mand. After that, we execute a second optimization that
uses an adaptation of MPFA [33] algorithm to find the
bottleneck and seek the global max-min fairness by al-
locating all of the unused capacity in the current time-
step. Here, using the algorithm has a crucial advantage: it
finds a feasible and efficient allocation approximately,
even if the estimated rates are not optimal.

An example is used to help illustrate the algorithm
comprehension. Figure 3 is a simple network with three
links, e1, e2, and e3, with bandwidth numbers capacity 10, 11,
and 2, respectively. Assume that there are three flows: the
source-destination pairs of f1 and f2 are from node 1 to 3,
and f3 is from node 1 to 2. For simplicity of calculation, each
link has a delay value of 1, and all flows have demand of 13.
First of all, f2 is more sensitive on path delay than f1 (e.g.,
the first person shooter and role playing game); in other
words, pay more than f2; the flows f1, f2 and f3 have
weights of 1, 2, and 3, respectively, denoting the flow of
relative priority. Hence, calculated by algorithm, the paths
for f1 are e2 and e1⟶ e3 (the fractions of multipath are
0.67 and 0.33, respectively), f2 is e2, and f3 is e1. After
determining the paths and fraction of flows, the algorithm

Table 2: Formal context.

Name Total Controller
Test 1 104076 21828
Test 2 154389 21621
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executes a global allocation to fair share the bandwidth
capacity. Based on the paths and fraction, the process is as
follows:

Fist, find the bottleneck for each link, and the weighted
bandwidth allocation function for links as

Ae1
� 0.33(min(13, s)) + min(13, 3s),

Ae2
� 0.67(min(13, s)) + min(13, 2s),

Ae3
� 0.33(min(13, s)),

(7)

Calculated by Aek
� bk, the fair share results of se1

se2
and se3

roughly equal 3, 4.12, and 6, respectively. So, the e1 is the
bottleneck and f1, f3 fairly share the bottleneck of 3. And
then, for equation Aek

� bk, the interval of s is based on the
new values. -e results of se2

roughly equal 4.5 and se3
is

huge. Hence, l2 is the bottleneck and f2 shares fairly 4.5, and

(1) Require: cj: processing capacity of each controller;
(2) Ensure: mapping between switches and controllers xij(t)

(3) Initialize: initial Stable Matching
(4) for t � 1, 2, . . . , T do
(5) estimated request arrival rate ai(t + 1);
(6) sort the nodes in V to decreasing order Cs according
(7) to traffic overhead of current time-step t and next
(8) time-step t + 1;
(9) Temporarily holds the proposal, each switch builds list
(10) ws according to the worst response time;
(11) for i � 1, 2, . . . , [|V|/2] do;
(12) Find the lowest loading node v of u′s neighbors
(13) here u is the first node in the ordered list Cs;
(14) mapping the smallest switch j ∈ ws ⊂ v to v;
(15) end for
(16) end for

ALGORITHM 1: Proactive assignment algorithm.

(1) Input: cj: Request flow fi ∈ F; allocable bandwidth
(2) capacities and delay for link ∀ek,∀dk;
(3) Output: Allocated fair share for ∀fi

(4) for each fi in the user group do
(5) Find the paths and available multipath PiD

(6) with the links mini∈PiD
(ds

i /|L(i)|) on the flow paths pi ∈ Pi

(7) within the maximum tolerable delays dm
i ;

(8) Calculate wi � xiUi
′(xi), the sum of

(9) multipath’s weight sw � pi∈PiD
mini∈S(i)wi, S(i) is the set

(10) of flows incident on link i, fraction(i) � (wi/sw)

(11) end for
(12) while ∃fi do
(13) for each link ei do
(14) Calculate the allocation function by Aek

� bk

(15) Calculate the fair share results of (s1, . . . , si)

(16) Sort the result and find the bottleneck
(17) ej, j ∈ min(s1, . . . , si)

(18) Upgrade the equation Aek
� bk by min(s1, . . . , si)

(19) end for
(20) Fair share allocation af(fi) � siweighti
(21) end while

ALGORITHM 2: Fairness path allocation algorithm.

1 2

3

e1

e2
e3

Figure 3: A simple example with three links.
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the corresponding bandwidth allocation of (f1, f2, f3) is
(3, 9, 9).

We now give a brief complexity analysis for algorithms
presented above. For Algorithm 1, sorting the switches needs
O(Nlog2(V)) computation. One-slot computation needs to
calculate N different numbers of active controllers. -us, in
|N| mapping iteration, one controller accepts its most pre-
ferred switch. -erefore, the time complexity of Algorithm 1
is O(|N|Vlog2(V)). Since the length of the whole time frame
T and the complexity of calculating is O( | T‖N | Vlog2(V)),
the |N| and |T| are settable constants. For Algorithm 2, the
complexity of calculating multipath path is O(|E|)2, which
records after the calculation and does not participate in the
algorithm run any further. From the controllers’ perspective,
the complexity comes from searching for bottleneck fair
share, and in each round, the search space is O(log2(E)), and
the complexity of calculating is O(Elog2(E)). -us, the hi-
erarchical two-phase algorithm’s computation complexity is
O(|E|)2 + O (|T|Elog2(E)).

4. Experimental Evaluation

4.1. Simulation Settings. In our simulations, we demonstrate
the rationale and advantages of the proposed mechanism by
case study. -e service demands are derived from the Skype
traces [34], which contain timestamp, source, and desti-
nation pair and other information from real users, and we
use the large topology with 115 nodes and 153 links obtained
from [35]. We have extracted 290, 148 network flows from
the dataset and used TensorFlow to implement the models,
and the python package scikit-learn to calculate perfor-
mance metrics.-e detail of deep learning can be seen in our
previous research [28]. Same as the setting of [36], here, we
set the capacity of each controller as 1800 k flows/s. We use
OpenDaylight and Mininet to test and identify controller
impacts. All the simulations are carried out with six 2.2GHz
CPU cores and NVIDIAGeForce GTX 1060 GPU and 24GB
memories andMatlab 2015b. In each time slot, we regard the
packets that have the same source and destination IP as a
flow. -e flow rate is calculated by dividing the total traffic
size of the records in the flow by the interval of a time slot.
We use the same α for each flow. -e statistical result of
service demands is about 10,000 flows per minute. Each link
exhibits the same bandwidth resource capacity 150. We set a
mean arrival rate 100. We set each flow’s max packet arrival
rate, and the number of arrival packets at each time slot is
uniformly and randomly distributed with [0, 200]. First, we
test the availability of the proactive approach, and then we
use the greedy state-of-the-art algorithm from [36], which is
designed for controller to be compared with the proactive
assignment algorithm (PAA). Second, we evaluate our
fairness path allocation algorithm (FPAA) through nu-
merical simulations, and each flow’s delay tolerance is set as
a linear function with the type of different DIA task.

4.2. Effectiveness of PAA. In this section, we conduct sim-
ulations of different algorithms to test the strategy of request
assign to controller. Although it is impractical that requests

are triggered by each flow arrival event, the study in [25] has
demonstrated the monotonically increasing relationship
between the request number and the response time. Hence,
in order to focus on evaluating the different algorithms
strategy, here, we run with 5 controllers and evaluate the
request arrival rates as load conditions.

To detect the availability of the proactive approach, we
first examine the effectiveness of the request prediction. In
Figure 4, to predict the 200 requests, we replace the source-
destination requests pair with numbers, and the results show
that deep learning achieves good accuracy on predicting the
real request demands. Even though inaccurate prediction is
inevitable, IP is usually segmented in different areas;
therefore, the prediction error within a certain range is
acceptable.

-en, we study the impact of different algorithms
strategy for controller assignment. In each experiment, we
simulate groups of DIA clients to communicate with each
other. We compare the PAA algorithm against dynamic
controller provisioning with greedy knapsack (DCP-gk) and
nearest controller selection (NS) algorithm. Figure 5 shows
single time slot to evaluate the load balancing and response
time reduction among controllers. In this setting, we run all
algorithms with sum of 5500 to 6500 k request rates to follow
real-world data, which can be viewed as individual runs with
different input requests in discrete time slots. -e well-
known Jain’s index [37] is used to quantify the fairness
between flows. Figure 6 shows the result of fairness for
customers in the number of 20 time slots. We can observe
that NS is sensitive to traffic variations due to lack of ad-
justment strategy, and DCP-gk uses the greedy algorithm to
achieve a more balanced distribution. But compared with
them, PAA predicts the request rates of flows that adopts an
adaptive loading strategy by embracing the learning algo-
rithms ahead of time, which achieves a good response time
and fairness.

4.3. Effectiveness of FPAA. Next, in this section, we evaluate
our path allocation algorithm for fair allocation and high
utilization. We set each link the same bandwidth resource
capacity, and each flow’s delay tolerance related to the
type of different DIA task (for example, game video
encoding is less sensitive than streaming the game screens
to clients). Our simulation spans over a few of 5-minute
time slots. At each time slot, the demands of flows create a
severe bottleneck that shows bandwidth resource com-
petition among the flows. Obviously, different types of
DIAs have varied bandwidth demands. Here, we compare
with prior work that usually corresponds to greedy al-
location, such as [38] that ensures allocating demands in
priority order. -e priority order setting is based on the
sensitive of delay. In addition, for comparison, we use a
single path (SP) method that meets the demands as much
as possible. Figure 7 denotes the result of fairness, and the
allocation is extremely fair across all flows (source-des-
tination pairs). -e flow-level fairness is a direct conse-
quence of sharing a bottleneck link to multipath cluster-
to-cluster communication, and the performance of FPAA
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on routing allocation and fairness is significantly better on
fairness of fair share.

5. Related Work

For distributed control plane across a cluster of controllers,
the static mapping between switches and controllers im-
proves robustness and scalability. Nevertheless, that may
cause hot spots, which motivates several dynamic controller
assignment works [25, 36, 39].-e work [39] firstly proposes
a live switch migration protocol while introducing little
overhead to the network. And work [36] presents an al-
gorithm for dynamically and efficiently provision controllers
in a WAN by periodically reassigning switches to control-
lers. However, they do not consider the processing time on
controllers, which is a major cost in flow setup time [39].-e
proposed heuristic is time-consuming and not partitioning
application states and exploring the dependency between
switches and applications. Work in [25] introduces the
maintenance cost of the controller cluster and formulates the
controller assignment problem as a long-term online cost
minimization, which does not consider allocating band-
width among users. Recent effort such as SWAN [38] is
closely related but focuses on the network and routing in-
frastructure to effectively scale and utilize employing Soft-
ware Defined Networking [33]. Previous studies have
leveraged SDN capabilities for optimal bandwidth allocation
in applications such as stream analytics [40]. However, the
fairness considerations of SDN controller assignment and
allocating bandwidth among users are not included.

A single controller is a single point of failure, and hence
the distributed controller platform of the control plane has a
fault-tolerant SDN controller that includes synchronization
mechanisms, which is a well addressed. In several previous
works, one of the first and most relevant proposals is ONIX
[41], which provides a general framework where several
important open issues have been identified, such as the
trade-off between consistency, durability, and scalability.
Other widely used distributed fault-tolerant controller
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proposals are Hyperflow and ONOS [42, 43]. On the other
hand, in the literature of fault-tolerant SDN controllers,
Master-Slave controllers are a subclass that address the
problem, where the central unit (the master) is in charge of
taking the decisions, for example, [44, 45], where active and
passive replication methods are proposed to provide fault
tolerance. In the future, we need to make improvements
based on previous achievements, but this is not in this work’s
scope.

In this work, we include fairness considerations as the
state of the art of SDN controller assignment and allocating
bandwidth among users in emerging DIAs environments.
We generalize these concepts to the case of the problem.
Building on related efforts of utility functions, weighted fair
sharing, and controller-based control, we extend the
problem for multipath routing and hierarchical fairness.
-is provides an elastic framework for resource sharing,
with a significant degree of flexibility in balancing network
bandwidth and controller processing power resources.

6. Conclusion and Future Work

-e SDN architecture provides a pathway for networks to
support scalable and adjustable multiparty interactive ap-
plications. In this paper, we have investigated the control
and path unfairness problem to enhance the quality of the
interactivity performance of DIAs. We have formulated the
problem as a combinational optimization problem under
SDN setting.-e heuristic algorithms have been proposed to
solve the problems, and real data is used to experimentally
evaluate their performance. -e results have shown that our
scheme can achieve good performance. We further speculate
that scheme can support different optimization policies that
include reacting to failures and redirecting the control
traffic.
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-is paper deals with the leader-following output consensus problem for a class of high-order affine nonlinear strict-feedback
multiagent systems with unknown control gains and input saturation under a general directed graph. Nussbaum gain function
technique is used to handle the unknown control gains, and the uncertain nonlinear dynamics of each agent is approximated by
radial basis function neural networks. Distributed adaptive controllers are designed via the backstepping technique as well as the
dynamic surface control approach. It is proved that the closed-loop multiagent systems are semiglobally uniformly ultimately
bounded, and the output consensus error can converge to a small region around the origin. Finally, the theoretical results are
supported by a numerical simulation.

1. Introduction

Consensus control of multiagent systems (MAS) has
drawn considerable attention in the past two decades due
to its broad applications in multiple ground-moving ro-
bots [1], unmanned aerial vehicles (UAVs) [2], unmanned
surface vessels [3], sensor networks [4], smart grids [5],
and synchronization and flocking models [6–8], for in-
stance. -e investigation on this topic has been carried out
from different perspectives, to mention a few, such as
single-integrator or double-integrator MAS [9, 10],
general linear MAS [11–13], nonlinear MAS [14–16],
fractional-order MAS [17, 18], and high-order MAS
[19, 20].

Consensus problems of MAS with unknown control
gains, including unknown amplitudes of control gains or
unknown signs of control gains (the so-called control
directions), are gaining researchers’ increasing attention
in recent years. It is necessary and beneficial to study this
topic since the control gains are often unknown in many

practical control systems, such as the autopilot design of
time-varying ships and unmanned sailboat heading
control. -ere are many results of consensus control for
MAS with unknown control gains, for instance, [21–26].
In [21], Nussbaum function-based adaptive control was
developed to handle the consensus problem for a first-
order MAS provided that the communication digraph was
balanced and weakly connected. By using a Nussbaum-
like switching function, the authors in [22] also addressed
the first-order consensus problem under a strongly
connected communication digraph. In [23], using a novel
Nussbaum gain function, consensus for a second-order
linearly parameterized MAS was realized under the as-
sumption that the control directions were the same and
the communication graph was undirected and connected.
Some progress has been made with respect to high-order
MAS. In [24], adaptive backstepping-based controllers
were designed to guarantee the consensus for high-order
MAS under an undirected and connected communication
graph. In [25], the authors investigated high-order
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linearly parameterized MAS, while external disturbances
were not considered. In [26], high-order MAS with
nonlinear dynamics and partially unknown nonidentical
time-varying control directions, as well as bounded ex-
ternal disturbances, was considered, where the commu-
nication digraph was assumed to be strongly connected.
Note that most of the existing works including those
mentioned above did not take input saturation into ac-
count, which is often encountered in practical applica-
tions due to physical limitations of actuators and may
cause the instability or damage the control systems’
performance [27–31].

Motivated by the limitation of the existing literatures,
this paper studies the leader-following output consensus
problem for a class of high-order nonlinear MAS subject to
input saturation and bounded external disturbances.
Moreover, the control gains are assumed to be time varying
and unknown for the controller design. -is issue has not
been mentioned in any existing references to the best of the
authors knowledge. Based on the backstepping technique
combined with the dynamic surface control (DSC) method,
and under the assumption that the communication digraph
has a spanning tree, a distributed adaptive neural controller
is proposed with the aid of the well-known Nussbaum gain
function. It is proved that the closed-loop MAS is semi-
globally uniformly ultimately bounded (SUUB), and the
output consensus error can converge to a small region
around the origin.

Compared with the existing results, the primary con-
tributions of this paper can be summarized as follows. (1)
First, the high-order MAS model discussed in this paper is a
class of affine nonlinear systems in the strict-feedback form
with external disturbances, which is more general than most
existing systems regarding output consensus control with
unknown control gains [26, 32, 33], where the system dy-
namics was described with the Brunovsky form or the input
saturation was not considered. Hence, the consensus
schemes in these references could not be applied. (2) Second,
unlike some existing results where the signs of control gains
were assumed to be known in advance and the derivative of
each control gain function was assumed to be bounded [34]
or the unknown nonlinear dynamics satisfied global Lip-
schitz conditions [35, 36], the control gains (including their
amplitudes and signs) and the nonlinear dynamics in this
paper are completely unknown.

-e rest of this paper is organized as follows. In Section
2, some preliminaries are introduced and the problem of
this paper is formulated. -en, a backstepping-based
control algorithm is proposed in Section 3, and the closed-
loop stability is proved in Section 4. In Section 5, a sim-
ulation example is given to verify the proposed control
algorithm. Finally, some remarks of this paper are con-
cluded in Section 6.

2. Preliminaries and Problem Statement

In this paper, a class of high-order affine nonlinear MAS
with N followers is considered. -e dynamics of each fol-
lower is described as follows:

_xi,j � hi,j xi,j  + ℓi,j xi,j xi,j+1 + di,j(t),

_xi,ni
� hi,ni

xi,ni
  + ℓi,ni

xi,ni
 σ vi(  + di,ni

(t),

yi � xi,1, j � 1, 2, . . . , ni − 1,

(1)

where xi,j � [xi,1, xi,2, . . . , xi,j]
T ∈ Rj, vi ∈ R, and yi ∈ R are

the state vectors, actual controllers, and outputs of the MAS,
respectively, i � 1, 2, . . . , N, di,j(t) are the unknown
bounded time-varying external disturbances, the unknown
continuous function hi,j(·) represents the uncertain non-
linear dynamics, ℓi,j(·) represents a continuous and un-
known time-varying control gain function, and
σ(·): R⟶ R is a standard saturation function defined as
σ(x) � sgn(x)min |x|, v∗{ }, where v∗ > 0 is a saturation level
constant.-e output of the leader is y0(t), which satisfies the
following assumption.

Assumption 1. y0(t), _y0(t), and €y0(t) are bounded for t≥ 0.

Remark 1. -e dynamics of the uncertain MAS (1) is affine
nonlinear in the strict-feedback form with external distur-
bances, which cannot be converted to the Brunovsky form
studied in most existing literatures [26, 32, 33] due to the
unknown control gains. Hence, the MAS is more general,
and the controller design is more challenging.

Remark 2. -e strict-feedback nonlinear MAS (1) may have
great potential for practical applications since it can describe
many dynamical behaviors, such as robotic systems, flight
systems, and biochemical process [37].

In order to use the backstepping technique, the dis-
continuous saturation nonlinearity σ(·) is replaced by a
smooth function [38]: σ(x) � v∗ × erf(px), where
p �

��
π

√
/(2v∗) and erf(x) � (2/

��
π

√
) 

x

0 e− t2dt is a Gaussian
error function, which is a real-valued and continuous dif-
ferentiable function. Defining η(vi) � v∗ × erf(pvi) − qvi,
q> 0, and then we have σ(vi) � qvi + η(vi).

-e purpose of this paper is to present an adaptive
neural output consensus controller for MAS (1) such that
the semiglobal uniform ultimate boundedness for all the
signals in the closed-loop system is ensured, and each
follower’s output yi(i � 1, 2, . . . , N) synchronically tracks
the leader’s output y0. Moreover, the output consensus
error can converge to a small region around the origin. To
this end, the following assumptions and preliminaries are
required.

Assumption 2. -ere exist constants η, q, q, and di,j, such
that |η(vi)|≤ η, q ∈ [q, q], and di,j(t)≤ di,j, respectively, i �

1, 2, . . . , N and j � 1, 2, . . . , ni.

Assumption 3. -ere exist positive constants ℓi,j and ℓi,j such
that the unknown control gains ℓi,j(xi,j) satisfy
ℓi,j ≤ |ℓi,j(xi,j)|≤ ℓi,j,∀xi,j ∈ Ω ⊂ Rj.

Definition 1 (see [39]). A continuous function
N(·): R⟶ R is called a Nussbaum gain function if it
satisfies
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lim
s⟶+∞

sup
1
s


s

0
N(κ)dκ � +∞,

lim
s⟶+∞

inf
1
s


s

0
N(κ)dκ � − ∞.

(2)

In this paper, a Nussbaum gain function κ2 cos((π/2)κ) is
chosen.

Lemma 1 (see [40]). Let Γ(t) and κi(t) be smooth functions
defined on [0, T) with Γ(t)≥ 0, ∀t ∈ [0, T), and N(·) be an
even smooth Nussbaum gain function. If the following in-
equality holds:

Γ(t)≤A + e
− Bt



N

i�1


t

0
ℓi(s)N κi(s)(  + 1  _κi(s)e

Bsds, (3)

where A represents some suitable constant, B> 0 is a positive
constant, and the value of the time-varying parameter ℓi(·)

is located in the unknown intervals I � [l− , l+] with 0 ∉ I,
then Γ(t), κi(t), and 

N
i�1 

t

0[ℓi(s)N(κi(s)) + 1] _κi(s)ds are
bounded on [0, T).

The communication topology in MAS (1) with N fol-
lowers is expressed via a digraph G � (V,E,A), where N

followers are denoted by a node set V � 1, 2, . . . , N{ },
E ⊂V × V is an edge set, and A � [aij] ∈ RN×N is an
adjacency matrix. aij > 0 if the i-th follower can receive
information from the j-th follower, otherwise aij � 0. Self-
loop is not considered, i.e., aii � 0. D � diag(d1, d2, . . . , dN)

is defined as an in-degree matrix with di � 
N
j�1 aij being the

in-degree of the i-th follower. -e Laplacian matrix of G is
denoted byL � D − A � [lij] ∈ RN×N. A digraph contains a
spanning tree provided that there exists a directed path from
one node (called root node) to every other node in the graph.
A leader adjacency matrix R � diag(r1, r2, . . . , rN) is used
to demonstrate the communication between the leader and
the follower, where ri > 0 represents that the leader is a
neighbor of the i-th follower, and ri � 0 otherwise.

Assumption 4. -e communication digraphG among the N

followers contains a spanning tree, and the leader is a
neighbor of the root node.

Since the uncertain nonlinear dynamics of MAS (1) is
unknown and continuous, many function approximators
can be used, such as neural networks, spline functions,
polynomials, and fuzzy systems. Gaussian radial basis
function neural network (RBFNN) approach is easy to
implement due to its small number of control parameters;
therefore, it is widely used in nonlinear function approxi-
mation. In this paper, we employ an RBFNN to approximate
the unknown function Ψ(Z): Rm⟶ R on a prescribed
compact set Ω ⊂ Rm, i.e.,

Ψ(Z) � ϱ∗Tϑ(Z) + ϖ(Z), Z ∈ Ω, (4)

where Z � [z1, z2, . . . , zm]T is the input vector,
ϱ∗ � [ϱ∗1 , ϱ∗2 , . . . , ϱ∗s ]T ∈ Rs is the ideal weight vector with
s> 1 being the number of neurons,
ϑ(Z) � [ϑ1(Z), ϑ2(Z), . . . , ϑs(Z)]T ∈ Rs is the Gaussian
basis function vector with ϑi(Z) � exp[− ‖Z − ci‖

2/(2w2
i )],

where ci and wi are the center and the width of the Gaussian
function, respectively, i � 1, 2, . . . , s, and ϖ(Z) denotes the
approximation error. It is known that given any positive
constant ε, if s is large enough, there exist suitable vectors ϱ∗
and ϑ(Z) such that |ϖ(Z)|≤ ε.

3. Consensus Controller Design

-e distributed adaptive output consensus controller design
procedure consists of ni steps using the backstepping
technique. To begin with, the following error surfaces for the
j-th follower are defined:

ei,1 � 
N

j�1
aij yi − yj  + ri yi − y0( , (5)

ei,j � xi,j − ci,j, j � 2, . . . , ni, (6)

where ci,j is the filtered virtual controller, which is acquired
through a first-order filter with the virtual controller ci,j as
the input. -e boundary layer error between ci,j and ci,j is
defined as ci,j � ci,j − ci,j.

Step 1. -e time derivative of ei,1 in equation (5) is obtained
as

_ei,1 � ri + di(  hi,1 xi,1  + ℓi,1 xi,1 xi,2 + di,1 

− 
N

j�1
aij hj,1 xj,1  + ℓj,1 xj,1 xj,2 + dj,1  − ri _y0.

(7)

Define Ψi,1(ζ i,1) :� hi,1(xi,1) − (1/(ri + di))[
N
j�1 aij[hj,1

(xj,1) + ℓj,1 (xj,1)xj,2] − ri _y0], ζ i,1 � [xi,1, xj,1, xj,2, _y0]
T.

-roughout this paper, let x be the estimates of x∗, and the
corresponding estimation error be x � x − x∗.

-en, the unknown smooth function Ψi,1(ζ i,1) can be
approximated by an RBFNN as

Ψi,1 ζ i,1  � ϱ∗Ti,1 ϑi,1 + ϖi,1 � ϱTi,1ϑi,1 − ϱTi,1ϑi,1 + ϖi,1, ϖi,1


≤ εi,1.

(8)

-en, we have

_ei,1 � ri + di(  ℓi,1 xi,1 xi,2 + ϱTi,1ϑi,1 − ϱTi,1ϑi,1 + ϖi,1 + di,1 

− 
N

j�1
aijdj,1.

(9)

-e virtual controllers ci,2 and adaptation laws κi,1 and
ϱi,1 are designed as follows:

ci,2 � N κi,1  αi,1ei,1 + ϱTi,1ϑi,1 , (10)

_κi,1 � αi,1e
2
i,1 + ei,1ϱTi,1ϑi,1, (11)

_ϱi,1 � Λi,1 ϑi,1ei,1 − βi,1ϱi,1 , (12)
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whereΛi,1 is a positive-definite matrix, αi,1 > 0 and βi,1 > 0 are
the design parameters. Adjusting the value of αi,1 properly
will make the error ei,1 converge to a small neighborhood of
the origin. βi,1ϱi,1 is a modification term with βi,1 being a
small positive constant, such that ϱi,1 will not drift to very
large values.

Under Assumption 4, we have ri + di > 0 ∀i ∈ V. Hence,
we can construct the Lyapunov function candidate
Υi,1 � 1/[2(ri + di)]e

2
i,1. Note that ci,2 � ci,2 + ci,2, and then

we have

_Υi,1 �
1

ri + di

ei,1 _ei,1 � ei,1 ℓi,1 ei,2 + ci,2 + ci,2  + ϱTi,1ϑi,1 − ϱTi,1ϑi,1 + ϖi,1 + di,1 −
1

ri + di



N

j�1
aijdj,1

⎡⎢⎢⎣ ⎤⎥⎥⎦

� ei,1 ℓi,1 ei,2 + ci,2 + N κi,1  αi,1ei,1 + ϱTi,1ϑi,1   + ϱTi,1ϑi,1 − ϱTi,1ϑi,1 + ϖi,1 + di,1 −
1

ri + di



N

j�1
aijdj,1

⎡⎢⎢⎣ ⎤⎥⎥⎦

� − αi,1e
2
i,1 + ℓi,1N κi,1  + 1  _κi,1 + ℓi,1ei,1ei,2 + ℓi,1ei,1ci,2 − ei,1ϱTi,1ϑi,1 + ei,1 ϖi,1 + di,1 −

1
ri + di



N

j�1
aijdj,1

⎡⎢⎢⎣ ⎤⎥⎥⎦

≤ − αi,1e
2
i,1 + ℓi,1N κi,1  + 1  _κi,1 + ℓi,1ei,1ei,2 + ℓi,1ei,1ci,2 + ξi,1 ei,1


 − ei,1ϱTi,1ϑi,1,

(13)

where ξi,1 � εi,1 + di,1 + (1/(ri + di)) 
N
j�1 aijdj,1 > 0. Using

Young’s inequality [41], the following inequalities hold:

ℓi,1ei,1ei,2 ≤ e
2
i,1 +

ℓ2i,1e
2
i,2

4
, (14)

ℓi,1ei,1ci,2 ≤ e
2
i,1 +

ℓ2i,1c2
i,2

4
, (15)

ξi,1 ei,1


≤ e
2
i,1 +

ξ2i,1
4

. (16)

Substituting (14)–(16) into (13), one has

_Υi,1 ≤ − αi,1 − 3 e
2
i,1 + ℓi,1N κi,1  + 1  _κi,1 +

1
4
ℓ2i,1e

2
i,2

+
1
4
ℓ2i,1c

2
i,2 +

1
4
ξ2i,1 − ei,1ϱTi,1ϑi,1.

(17)

In order to avoid differentiating ci,2, the so-call explosion
of the complexity problem is inherent in the backstepping
technique, and let ci,2 pass through a first-order filter such
that a filtered virtual controller ci,2 is acquired:

τi,2
_ci,2 + ci,2 � ci,2,

ci,2(0) � ci,2(0),
(18)

where τi,2 > 0 is a small time constant.
A Lyapunov function candidate Γi,1(t) is given as

Γi,1(t) � Υi,1 +
1
2

c
2
i,2 +

1
2

ϱTi,1Λ
− 1
i,1ϱi,1. (19)

Using (18), we have _ci,2 � _ci,2 − _ci,2 � − (ci,2/τi,2) + Bi,2,
where
Bi,2 � − (zci,2/zκi,1) _κi,1 − (zci,2/zei,1) _ei,1 − (zci,2/zϱi,1) _ϱi,1 is a
continuous function. Since for any B0 > 0 and Q> 0, the sets

Π: (y0, _y0, €y0): y2
0 + _y2

0 + €y2
0 ≤B0  and Πi:� 

i
j�1 1/[(rj+

dj)]e
2
j,1+ 

i
j�1 c2

j,2 + 
i
j�1 ϱTj,1Λ

− 1
j,1ϱj,1 ≤ 2Q}, i � 1, 2, . . . , N,

are compact in R3 and R3i, respectively, and Π × Πi is also
compact in R3i+3. -erefore, |Bi,2| has a maximum Bi,2 on
Π × Πi, i.e., |Bi,2|≤Bi,2. Similar analysis can be found in [42].
Hence, we have

ci,2
_ci,2 ≤ −

c2
i,2

τi,2
+ ci,2


Bi,2 ≤ −

c2
i,2

τi,2
+ c

2
i,2 +

1
4
B
2
i,2. (20)

By taking the time derivative of Γi,1, one has

_Γi,1(t) � _Υi,1 + ci,2
_ci,2 + ϱTi,1Λ

− 1
i,1

_ϱi,1

≤ − αi,1 − 3 e
2
i,1 + ℓi,1N κi,1  + 1  _κi,1 +

1
4
ℓ2i,1e

2
i,2

+
ℓ2i,1
4

−
1
τi,2

+ 1⎛⎝ ⎞⎠c
2
i,2 +

1
4
ω2

i,1 − βi,1ϱTi,1ϱi,1,

(21)

where ω2
i,1 � ξ2i,1 + B

2
i,2. Note that

− ϱTi,1ϱi,1 � − ϱTi,1 ϱi,1 + ϱ∗i,1 

≤ − ϱi,1
����

����
2

+ ϱi,1
����

���� · ϱ∗i,1
����

����

≤ −
1
2

  ϱi,1
����

����
2

+
1
2

  ϱ∗i,1
����

����
2
,

(22)

then we have

_Γi,1(t)≤ − αi,1 − 3 e
2
i,1 −

1
τi,2

−
ℓ2i,1
4

− 1⎛⎝ ⎞⎠c
2
i,2 −

βi,1

2
ϱi,1

����
����
2

+ ℓi,1N κi,1  + 1  _κi,1 +
βi,1

2
ϱ∗i,1

����
����
2

+
1
4
ω2

i,1 +
1
4
ℓ2i,1e

2
i,2.

(23)
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Step j (2≤ j≤ ni − 1). -e derivative of the error surface
ei,j � xi,j − ci,j+1 in (6) is obtained as

_ei,j � hi,j xi,j  + ℓi,jxi,j+1 + di,j − _ci,j+1. (24)

Define Ψi,j(ζ i,j):� hi,j(xi,j) − _ci,j+1, ζ i,j � [xi,j,
_ci,j]

T ∈
Rj+1. -is unknown smooth function Ψi,j(ζ i,j) can be ap-
proximated by an RBFNN as

Ψi,j ζ i,j  � ϱ∗Ti,j ϑi,1 + ϖi,j � ϱTi,jϑi,j − ϱTi,jϑi,j + ϖi,j, ϖi,j



≤ εi,j.

(25)

-e virtual controllers ci,j+1, j � 2, . . . , ni − 1, and ad-
aptation laws κi,j and ϱi,j are designed as follows:

ci,j+1 � N κi,j  αi,jei,j + ϱTi,jϑi,j , (26)

_κi,j � αi,je
2
i,j + ei,jϱTi,jϑi,j, (27)

_ϱi,j � Λi,j ϑi,jei,j − βi,jϱi,j , (28)

whereΛi,j is a positive-definite matrix, αi,j > 0 and βi,j > 0 are
the design parameters.

Applying the Lyapunov function Υi,j � (1/2)e2i,j and
noting that ci,j+1 � ci,j+1 + ci,j+1, we have

_Υi,j � ei,j _ei,j � ei,j ℓi,j ei,j+1 + ci,j+1 + ci,j+1  + ϱTi,jϑi,j − ϱTi,jϑi,j + ϖi,j + di,j 

� − αi,je
2
i,j + ℓi,jN κi,j  + 1  _κi,j + ℓi,jei,jei,j+1 + ℓi,jei,jci,j+1 − ei,jϱTi,1ϑi,1 + ei,j ϖi,j + di,j 

≤ − αi,je
2
i,j + ℓi,jN κi,j  + 1  _κi,j + ℓi,jei,jei,j+1 + ℓi,jei,jci,j+1 + ei,j ξi,j



 − ei,jϱTi,jϑi,j,

(29)

where ξi,j � ϖi,j + di,j. Using Young’s inequality, we have

ℓi,jei,jei,j+1 ≤ e
2
i,j + ℓ2i,j

e2i,j+1

4
,

ℓi,jei,jci,j+1 ≤ e
2
i,j + ℓ2i,j

c2
i,j+1

4
,

ei,j ξi,j



≤ e
2
i,j +

ξ2i,j
4

.

(30)

Substituting the above equations into (29) gives

_Υi,j ≤ − αi,j − 3 e
2
i,j + ℓi,jN κi,j  + 1  _κi,j +

1
4
ℓ2i,je

2
i,j+1

+
1
4
ℓ2i,jc

2
i,j+1 +

1
4
ξ2i,j − ei,jϱTi,jϑi,j.

(31)

Let ci,j+1 pass through a first-order filter with a small
time constant τi,j+1 > 0 to acquire ci,j+1, j � 2, . . . , ni − 1:

τi,j+1
_ci,j+1 + ci,j+1 � ci,j+1,

ci,j+1(0) � ci,j+1(0).
(32)

From (32), we have

_ci,j+1 � −
ci,j+1

τi,j+1
+ Bi,j+1 ≤ −

c2
i,j+1

τi,j+1
+ c

2
i,j+1 +

1
4
B
2
i,j+1, (33)

where Bi,j+1 � (zci,j+1/zκi,j) _κi,j + (zci,j+1/zei,j) _ei,j + (zci,j+1/
zϱi,j) _ϱi,j is a continuous and bounded function satisfying
|Bi,j+1|≤Bi,j+1.

Applying the Lyapunov function,

Γi,j(t) � Υi,j +
1
2

c
2
i,j+1 +

1
2

ϱTi,jΛ
− 1
i,j ϱi,j. (34)

Similar to the previous step, we have
_Γi,j(t) � _Υi,j + ci,j+1

_ci,j+1 + ϱTi,jΛ
− 1
i,j

_ϱi,j

≤ − αi,j − 3 e
2
i,j + ℓi,jN κi,j  + 1  _κi,j +

1
4
ℓ2i,je

2
i,j+1

+
ℓ2i,j
4

−
1

τi,j+1
+ 1⎛⎝ ⎞⎠c

2
i,j+1 +

1
4
ω2

i,j − βi,jϱTi,jϱi,j,

(35)

where ω2
i,j � ξ2i,j + B

2
i,j+1. Similar to (22), one has

− ϱTi,jϱi,j ≤ −
1
2

ϱi,j
�����

�����
2

+
1
2
ϱ∗i,j

�����

�����
2
, (36)

then we have

_Γi,j(t)≤ − αi,j − 3 e
2
i,j −

1
τi,j+1

−
ℓ2i,j
4

− 1⎛⎝ ⎞⎠c
2
i,j+1 −

βi,j

2
ϱi,j

�����

�����
2

+ ℓi,jN κi,j  + 1  _κi,j

+
βi,j

2
ϱ∗i,j

�����

�����
2

+
1
4
ω2

i,j +
1
4
ℓ2i,je

2
i,j+1.

(37)

Step ni. At this final step, the actual controller vi(t) is
designed. -e derivative of the error surface ei,ni

� xi,ni
− ci,ni

is obtained as
_ei,ni

� hi,ni
xi,ni

  + ℓi,ni
xi,ni

  c vi(  + η vi(   + di,ni
− _ci,ni

.

(38)
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Define Ψi,ni
(ζ i,ni

): � hi,ni
(xi,ni

) − _ci,ni
,

ζ i,ni
� [xi,ni

, _ci,ni
]T ∈ Rni+1. -is unknown smooth function

Ψi,ni
(ζ i,ni

) can be approximated by an RBFNN as

Ψi,ni
ζ i,ni

  � ϱ∗T
i,ni

ϑi,ni
+ ϖi,ni

� ϱTi,ni
ϑi,ni

ζ i,ni
  − ϱTi,ni

ϑi,ni
ζ i,ni

  + ϖi,ni
, ϖi,ni



≤ εi,ni
.

(39)

-e actual controllers vi and adaptation laws κi,ni
and ϱi,ni

are designed as follows:

vi � N κi,ni
  αi,ni

ei,ni
+ ϱTi,ni

ϑi,ni
 , (40)

_κi,ni
� αi,ni

e
2
i,ni

+ ei,ni
ϱTi,ni

ϑi,ni
, (41)

_ϱi,ni
� Λi,ni

ϑi,ni
ei,ni

− βi,ni
ϱi,ni

 , (42)

where Λi,ni
is a positive-definite matrix, αi,ni

> 0 and βi,ni
> 0

are the design parameters.
Applying the Lyapunov function
Γi,ni

(t) � (1/2)e2i,ni
+ (1/2)ϱTi,ni

Λ− 1
i,ni

ϱi,ni
; similar to the afore-

mentioned step, we have

_Γi,ni
(t) � ei,ni

ϱTi,ni
ϑi,ni

ζ i,ni
  − ϱTi,ni

ϑi,ni
ζ i,ni

  + ϖi,ni


+ ℓi,ni
c vi(  + η vi(   + di,ni

− _ci,ni


≤ − αi, ni − 1( e
2
i,ni

+ ℓi,ni
cN κi,ni

  + 1  _κi,ni

−
βi,ni

2
ϱi,ni

�����

�����
2

+
βi,ni

2
ϱ∗i,ni

�����

�����
2

+
1
4
ω2

i,ni
,

(43)

where ωi,ni
� ℓi,ni

η + di,ni
+ εi,ni

.

4. Stability Analysis

Theorem 1. Suppose that the initial conditions are bounded
and the design parameters fulfill the following inequalities
(44), then the output consensus problem for MAS (1) can be
addressed by the controllers (10), (26), and (40) combining
with adaptation laws (11), (12), (9), (28), (41), and (42), as
well as the filters (18) and (32) under Assumptions 1–4.
Moreover, all signals in the closed-loop MAS are SUUB, and
the output consensus error can converge to a small region
around the origin provided that the design parameters are
appropriately selected:

αi,1 > 3,

αi,j+1 >
ℓ2i,j
4

+ 3, j � 1, 2, . . . , ni − 2,

αi,ni
> 1,

1
τi,j+1
>
ℓ2i,j
4

+ 1, j � 1, 2, . . . , ni − 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(44)

Proof. Select the following constants μi,1 > 0 and ]i,1 > 0 as

μi,1 � min 2 ri + di(  αi,1 − 3 ,
βi,1

λmax Λ− 1
i,1 

, 2
1
τi,2

−
ℓ2i,1
4

− 1⎛⎝ ⎞⎠
⎧⎨

⎩

⎫⎬

⎭,

]i,1 �
βi,1 ϱ∗i,j

�����

�����
2

2
+
ω2

i,1

4
.

(45)

From (23), one has

_Γi,1(t)≤ − μi,1Γi,1(t) + ℓi,1N κi,1  + 1  _κi,1 + ]i,1 +
1
4
ℓ2i,1e

2
i,2.

(46)

Multiplying (46) by eμi,1t and then integrating it with
respect to t over [0, t], one has

Γi,1(t)≤
]i,1

μi,1
+ Γi,1(0) + e

− μi,1t


t

0
ℓi,1N κi,1  + 1  _κi,1e

μi,1sds

+
1
4
e

− μi,1t


t

0
ℓ2i,1e

2
i,2e

μi,1sds.

(47)

Since e− μi,1t 
t

0 ℓ
2
i,1e

2
i,2e

μi,1sds≤ (1/μi,1)ℓ
2
i,1sups∈[0,t][e2i,2(s)],

we have

Γi,1(t)≤ ρi,1 + e
− μi,1t


t

0
ℓi,1N κi,1  + 1  _κi,1e

μi,1sds, (48)

where
ρi,1 � (]i,1/μi,1) + Γi,1(0) + (1/4μi,1)ℓ

2
i,1sups∈[0,t][e2i,2(s)].

-en, according to Lemma 1, we can conclude that Γi,1(t),
ei,1(t), κi,1(t), ϱi,1(t), and 

t

0[ℓi,1N(κi,1) + 1] _κi,1ds are all
SUUB on [0, T). Let ςi,1 > 0 be the upper bound of


t

0[ℓi,1N(κi,1) + 1] _κi,1ds, i.e., | 
t

0[ℓi,1N(κi,1) + 1] _κi,1ds|≤ ςi,1.
For j � 2, . . . , ni − 1, select the following constants

μi,j > 0 and ]i,j > 0 as

μi,j � min 2 αi,j − 3 ,
βi,j

λmax Λ− 1
i,j 

, 2
1

τi,j+1
−
ℓ2i,j
4

− 1⎛⎝ ⎞⎠
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

]i,j �
βi,j ϱ∗i,j

�����

�����
2

2
+
ω2

i,j

4
.

(49)

From (37), we have

_Γi,j(t)≤ − μi,jΓi,j(t) + ℓi,jN κi,j  + 1  _κi,j + ]i,j +
1
4
ℓ2i,je

2
i,j+1.

(50)

Similar to (48), one has

Γi,j(t)≤ ρi,j + e
− μi,jt


t

0
ℓi,jN κi,j  + 1  _κi,je

μi,jsds, (51)
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where ρi,j � (]i,j/μi,j) + Γi,j(0) + (1/(4μi,j))ℓ
2
i,jsups∈[0,t]

[e2i,j+1(s)]. -en, according to Lemma 1, one can conclude

that Γi,j(t), ei,j(t), κi,j(t), ϱi,j(t), and 
t

0[ℓi,jN(κi,j) + 1] _κi,jds

are all SUUB. Let ςi,j > 0 be the upper bound of


t

0[ℓi,jN(κi,j) + 1] _κi,jds, i.e., | 
t

0[ℓi,jN(κi,j) + 1] _κi,jds|≤ ςi,j.
Finally, applying the Lyapunov function,

Γ(t) � 
N

i�1


ni

j�1
Γi,j(t) � 

N

i�1

1
2 ri + di( 

e
2
i,1 +

1
2



ni

j�2
e
2
i,j

⎡⎢⎢⎣

+
1
2



ni − 1

j�1
c
2
i,j+1 +

1
2



ni

j�1
ϱTi,jΛ

− 1
i,j ϱi,j⎤⎥⎥⎦.

(52)

Denote

0< δ ≤ min
i�1,2,...,N
j�1,2,...,ni − 1

μi,j, 2 αi,j+1 − 3 −
ℓ2i,j
4

⎛⎝ ⎞⎠, 2 αi,ni
− 1 

⎧⎪⎨

⎪⎩

βi,ni

λmax Λ− 1
i,ni

 

⎫⎬

⎭,

χ � 
N

i�1


ni

j�1

βi,j

2
ϱ∗i,j

�����

�����
2

+
1
4



N

i�1


ni

j�1
ω2

i,j,

ℓi,j �
ℓi,j, j � 1, 2, . . . , ni − 1,

cℓi,ni
, j � ni,

⎧⎨

⎩

(53)

then substitute (23), (37), and (43) into the time derivative of
(52), and based on (44), we have

_Γ(t) � − 
N

i�1
αi,1 − 3 e

2
i,1 − 

N

i�1


ni − 1

j�2
αi,j − 3 −

ℓ2i,j− 1

4
⎛⎝ ⎞⎠e

2
i,j − 

N

i�1
αi,ni

− 1 e
2
i,ni

− 
N

i�1


ni − 1

j�1

1
τi,j+1

− 
N

i�1

ℓ2i,j
4

− 1⎛⎝ ⎞⎠c
2
i,j+1 − 

N

i�1


ni

j�1

βi,j

2
ϱi,j

�����

�����
2

+ 
N

i�1


ni

j�1

ℓi,jN κi,j  + 1  _κi,j + 
N

i�1


ni

j�1

βi,j

2
ϱ∗i,j

�����

�����
2

+
1
4



N

i�1


ni

j�1
ω2

i,j

≤ − δΓ(t) + 
N

i�1


ni

j�1

ℓi,jN κi,j  + 1  _κi,j + χ.

(54)

Multiplying the above inequality by eδt and then inte-
grating it with respect to t over [0, t], we have

Γ(t)≤
χ
δ

+ e
− δt Γ(0) −

χ
δ

  + e
− δt



N

i�1


ni

j�1


t

0
ℓi,jN κi,j  + 1 

× _κi,je
δsds, (55)

≤
χ
δ

+ Γ(0) + 
N

i�1


ni

j�1


t

0
ℓi,jN κi,j  + 1  _κi,je

− δ(t− s)ds,

(56)

≤
χ
δ

+ Γ(0) + 
N

i�1


ni − 1

j�1
ςi,j + e

− δt


N

i�1


t

0
ℓi,ni

N κi,ni
  + 1 

× _κi,ni
e
δsds. (57)

By Lemma 1, it can be concluded that Γ(t), ei,ni
(t),

κi,ni
(t), ϱi,ni

(t), and 
N
i�1 

t

0[
ℓi,ni

N(κi,ni
) + 1] _κi,ni

ds are all

SUUB; i.e., all the signals in the closed-loop system are
SUUB. Besides, from (52) and (55), one has



N

i�1

1
2 ri + di( 

e
2
i,1 ≤Γ(t)≤

χ
δ

+ e
− δt Γ(0) −

χ
δ

 

+ e
− δt



N

i�1

ℓi,jN κi,j  + 1  _κi,je
δsds.

(58)

Since the matrixL + R is nonsingular under Assumption
4, denote its minimum singular value as σ, which is a positive
constant [10]. Define M � maxi ri + di  and z1 � [z1,1, z2,1,

. . . , zN,1]
T � (L + R)(y − y01) with y � [y1, y2, . . . , yN]T

and 1 � [1, 1, . . . , 1]T ∈ RN. -en, we have

lim
t⟶∞

y − y01
����

����≤

����
2Mχ
σ δ



. (59)

Hence, the output consensus error can converge to a
small region around the origin provided that the design
parameters αi,j, βi,j, and τi,j+1 are appropriately selected. □
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5. Numerical Simulation

To test the availability of the proposed control algorithm,
consider the following uncertain MAS with 3 followers:

_xi1 � hi1 xi1(  + ℓi1 xi1( xi2 + di1(t),

_xi2 � hi2 xi2(  + ℓi2 xi2( σ vi(  + di2(t),

yi � xi1,

i � 1, 2, 3,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(60)

where h11(x11) � − 2x11 + x2
11, ℓ11(x11) � − [3 + 2 sin(x2

11)],
h12(x12) � x11x

2
12, ℓ12(x12) � − [4 + 2 cos(x11x

2
12)],

h21(x21) � − x21 + sin(x21), ℓ21(x21) � 5 − 3 cos(x21),
h22(x22) � − cos(x21)x22, ℓ22(x22) � − [2 − sin(x21x

3
22)],

h31(x31) � − x31 cos(x2
31), ℓ31(x31) � 2 + sin(x2

31),
h32(x32) � − 0.5x31x32, and ℓ32(x32) � − [2 + cos(x31x32)]

are the unknown continuous functions and
d11(t) � d21(t) � − 0.01 sin(t),
d12(t) � d22(t) � 0.02 cos(t), d31(t) � − 0.02 cos(t), and
d32(t) � 0.01 sin(t) are the unknown disturbances. -e
leader’s output is given by y0(t) � 0.4 sin(t). It is easy to
verify that the conditions in Assumptions 1–3 are all sat-
isfied. Figure 1 depicts the communication digraph of the
leader and the 3 followers.

In simulation, RBFNNs ϱi,1Tϑi,1(ζ i,1) and ϱi,2Tϑi,2(ζ i,2),
which contain 11 neurons with centers spaced evenly in
[− 1, 1] and widths being equal to w1 � 0.5 and w2 � 5,
respectively, are used to approximate the unknown con-
tinuous functions hi1(xi1) and hi2(xi2), i � 1, 2, 3. -e initial
conditions are chosen as

x11(0), x12(0), x21(0), x22(0), x31(0), x32(0) 
T

� [0.3, 0.01, 0.2, 0.01, 0.1, 0.01]
T
,

v
∗

� 5,

αi,1 � 20,

αi,2 � 10,

Λi,j � 0.1I,

τi,j � 0.01,

βi,j � 0.01,

κi,j(0) � 0,

ϱi,j(0) � 0,

i � 1, 2, 3; j � 1, 2.

(61)

Figures 2–4 display the evolution of the output tra-
jectories of the 3 followers and the leader, the corre-
sponding output consensus errors, and the actual
controllers vi, respectively. One can see that the outputs of
the 3 followers can track the leader’s output since the
output consensus error converges to a small neighbor-
hood of zero. Additionally, it can be seen that there exist
large differences between vi and the saturation level
constant v∗, which indicates the significant saturation
effect. -e simulation results illustrate that the proposed
control algorithm is effective.

Remark 3. -e reason that why there exist large fluctuations
in the output trajectories of yi lies in the large fluctuations of
the actual controllers vi (see Figure 4). Because the Nuss-
baum gain function N(κi,2) � κ2i,2 cos((π/2)κi,2) will be very

0

1 2

3

b2 = 1

a32 = 1a13 = 1

Figure 1: Communication graph, where 0 denotes the leader and
1–3 denote the 3 followers, respectively.
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Figure 2: Evolution of the output trajectories.
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Figure 3: Evolution of the output consensus errors.
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large (positively or negatively) if κi,2 becomes very large,
correspondingly the actual controllers vi will be very large
according to equation (40). To reduce the values of κi,2, the
design parameters αi,2 should be turned smaller. However,
from the proof of -eorem 1, we know that smaller αi,2 may
lead to a smaller value of δ and thereby causes a larger output
consensus error (see equation (59)). In a word, there is a
tradeoff between smaller output consensus errors and
smooth output trajectories. -is is another problem worthy
to explore, which may be our future work.

6. Conclusion

In this paper, an output consensus scheme for a class of high-
order affine nonlinear MAS with unknown control gains and
input saturation under a directed communication graph is
proposed. Combining the adaptive RBFNNapproximation and
theDSCmethodology, consensus control laws are developed to

guarantee the semiglobal uniform ultimate boundedness for all
signals in the closed-loop system. Moreover, the output con-
sensus error can converge to a small region around the origin
provided that the design parameters are appropriately selected.
-e effectiveness of the proposed control algorithm is revealed
by a numerical simulation.
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*is paper proposes an idea of using time-delay partitioning to construct a Lyapunov–Krasovskii functional (LKF) to analyse
event-driven network control systems (NCSs) with the H∞ performance. Firstly, select a mixed event-driven mechanism, in
which an adjustable absolute trigger mechanism is added to the trigger condition. Trigger term can be indicated to use a delay
model. Secondly, a suitable LKF is created, which makes use of time-delay partitioning. Based on Wirtinger inequality and linear
matrix inequalities (LMI), the close system with H∞ performance index level is global uniform ultimate bounded. Finally,
a numerical simulation example proves the effectiveness of the proposed method.

1. Introduction

With the rapid development of computer and networked
technologies, data transmission via communication net-
works has received considerable research attentions [1–10].
Due to the advantages of the NCSs such as data sharing, low
cost, and easy maintenance, it has been widely used in the
field of process control, electricity system, aircraft control
systems, automobile controlling systems, etc. *e traditional
control system is based on time-driven, but for the NCSs
with limited resources, if the control tasks are executed
periodically based on fixed time points, this not only wastes
limited computing and bandwidth resources but also may
cause network-induced phenomena such as network con-
gestion, data transmission delay, and data loss. As a non-
uniform scheduling mechanism, event-driven can effectively
solve the abovementioned problems, so it has become a hot
research topic at present.

In event-driven control, only when the system reaches
the trigger threshold set in advance can the control in-
struction be executed or the information be transmitted.
*erefore, event-driven control can achieve similar or better
control performance and reduce data transmission rate, thus
saving the limited network bandwidth, computation, energy,

and other resources in the system. As such, fruitful results
based on different event-driven schemes are made in
[11–20]. *e triggering threshold has a great effect on the
implementation of control task [11, 12]; however, because
the threshold of the static triggering mechanism is fixed, it is
difficult to adjust for external interference and environ-
mental changes. In order to overcome the above drawbacks,
a dynamic event-triggered scheme has been addressed in
[13–15]. Besides that, aH∞ controller is designed in [21], in
which Markov jump systems are studied based on event-
triggered considering finite time. Rahnama et al. [22]
consider the effects of network-induced time delays, signal
quantization, and data loss and show L-2-stability and ro-
bustness for the control design. Gu et al. [23] consider an
adaptive H∞ filter, which is based on event triggered to
solve the problem of decentralize in NCSs. Furthermore, in
[24], observer-based fuzzy controller is proposed to stabilize
the NCSs under event-triggered mechanism in [25]; the
stabilization problem for nonlinear NCSs with a two-ter-
minal event-triggered mechanism is concerned. It is worth
noting that the LKF method is mainly used in the above
research, which will bring certain conservativeness to the
conclusion due to the different treatment methods for cross
items.
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In order to reduce the conservativeness of the conclu-
sion, the investigators bring forward two different research
directions. One way is to choose a suitable LKF, and the
other is to select a better scaling method in the process of
dealing with the integral terms. Rich investigative achieve-
ments have been achieved by LKF picking [26–30]. In the
early years, a simple LKF for fixed-delay systems was
adopted. In order to make the LKF contain more system
information, fixed time delay and variable delay are added to
the system status in LKF [26]. Come up with the opinion of
using time-delay partitioning to establish LKF [27]. More
explore consequences have been generated in dealing with
integral items. Use Jensen inequality to process integral
items in event-driven NCSs [31]. Seuret and Gouaisbaut [32]
put forward cinequality to deal with the integral terms in the
study of NCSs stability, which can introduce additional
system integral terms to bring more system information.
*is method not only includes the information in the Jensen
inequality but also adds some integral terms of the state to
the system.

Motivated by the above discussions, in this paper, we
focus on the H∞ performance analysis of network control
system based on event trigger mechanism. *e main con-
tributions of this paper are summarized as follows. (i) Using
mixed trigger mechanism to reduce network burden, that is,
an adjustable parameter is added on the basis of the dynamic
trigger mechanism, so as to avoid Zeno phenomenon and
long-term nonsampling phenomenon. (ii) *e LKF is
constructed with the idea of time-delay partitioning, and
a new method is used to remove the coupling between the
input matrix and the output matrix. On this basis, Wirtinger
inequality is used to scale down and reduce the conserva-
tiveness of the conclusion.

1.1. Notation. In this paper, Y> 0 (Y< 0) denotes that the
symmetric matrix Y is positive (or negative).Rn is defined as
n-dimensional Euclidean space. Rn×m is defined as a set of
n × m real matrix, XT refers to the transpose of X, ∗ denotes
a symmetric term of a symmetric matrix, and ‖·‖ refers to the
Euclidean norm. Followed by M + MT, which is defined as
He(M). In refers to the n-dimensional unit matrix; 0n×m

refers to the n × m dimension block matrix. *e rest of the
paper is adapted to the needs of the text of the adaptive
dimension matrix.

2. Problem Formulation

Consider the following kind of linear time invariant system
as follows:

_x(t) � Ax(t) + B1u(t) + C1ω(t),

z(t) � D1x(t) + B2u(t) + C2ω(t),

y(t) � D2x(t),

⎧⎪⎪⎨

⎪⎪⎩
(1)

where x(t) ∈ Rm is the state vector,u(t) ∈ Rn is the control
input, y(t) ∈ Rp is the control output, z(t) ∈ Rq is the
control regulated output, ω(t) ∈ L2[0,∞] is the square
integrable disturbance input, A, B1, B2, C1, C2, D1, andD2

are any matrices with adaptive dimensions. *e event-
triggered communication mechanism can be described by

tk+1h � tkh + min
l

lh | e
T

ikh( Φe ikh( 

≥ δy
T

tkh( Φy tkh(  + ϑ(t),

(2)

where ϑ(t) � βε− αt, e(ikh) � y(ikh) − y(tkh) is the error
between the output at the current sampling time ikh � tkh +

lh(l ∈ N) and the output at the latest triggered time tkh; Φ is
a symmetric positive matrix; h is the time sampling period;
and δ ∈ [0, 0.5] and β ∈ [0, 0.5] are given scalar. If δ � 0, the
system trigger threshold is the absolute trigger mechanism.
If β � 0, the system trigger threshold is the relative trigger
mechanism. If δ > 0 and β> 0, the system trigger threshold is
the mixed trigger mechanism.

Divide Ω into subsets Ω1 � [ikh + dik, ikh + h + dik+1),
i.e., Ω � ∪Ω1, where ikh � tkh + lh, l � 0, . . . , tk+1 − tk − 1;
ikh and tkh represent the current sampling time and trig-
gering time, respectively. For l � tk+1 − tk − 1, then
dik+1

� dtk+1
; otherwise, dik

� dtk
. Define d(t)≜ t − ikh. Note

that h1 ≤ d(t)≤ h2, h1 � dm, h2 � dM, and hm � (h1 + h2)/2.
h1 and h2 represent the lower and upper bounds of the time
delay (h1 < hm < h2):

_x(t) � Ax(t) + B1KD2x(t − d(t)) − B1Ke ikh(  + C1ω(t),

z(t) � D1x(t) + B2KD2x(t − d(t)) − B2Ke ikh(  + C2ω(t),

u(t) � Kx tkh( , t ∈ Ω,

⎧⎪⎪⎨

⎪⎪⎩

(3)

where u(t) is the controller law and control gain K.

Lemma 1 (see [12]). Given matrices D, E(t), and F of ap-
propriate dimensions with E(t) satisfying ET(t)E(t)≤ I, for
any ε> 0, the following inequality holds:

DE(t)F + F
T
E

T
(t)D

T ≤ εDD
T

+ ε− 1
F

T
F. (4)

Lemma 2 (see [12]). The following two inequalities are
equivalent:

(a) 7ere exists a symmetric and positive-definite matrix
P satisfying

− P AT

A − P− 1
⎡⎣ ⎤⎦< 0. (5)

(b) 7ere exists a symmetric and positive-definite matrix
P and matrix Y satisfying

− P (YA)T

YA He(− Y) + P
⎡⎣ ⎤⎦< 0. (6)

Lemma 3 (see [12]). For a given matrix R> 0, the following
inequality holds for all continuously differentiable function
ω in [a, b]⟶ Rp:
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b

a
ωT

(u)Rω(u)du≥
1

b − a
(ω(b) − ω(a))

T
R(ω(b) − ω(a)) 

+
3

b − a
I

T
RI,

(7)

where I � ω(b) + ω(a) − 2/b − a 
b

a
ω(u) du.

3. Main Results

Definition 1 (see [33]). *e state x(t) of the continuous-
time system is GUUB, if for every x(0) ∈ Rn, there exists
a positive constant ε and a time t satisfying
x(t) ∈ x : ‖x‖≤ ε{ }, ∀t≥ t. Moreover, the continuous-time
system is ultimately bounded or stable if its state x(t) is
GUUB

*e objective of this section is to explore system (3)
meeting the following requirements:

(i) System (3) is globally uniformly ultimately bounded
(GUUB) stability and eventually exponentially
converges to the bounded region by LMI.

(ii) System (3) guarantees, under zero-initial conditions,
‖z(t)‖< c‖ω(t)‖2 for all nonzero ω ∈ l2 0 ∞  and
a given proper positive constant scalar c.

Theorem 1. Consider the closed-loop system (3) and pa-
rameters driving mechanism (2) with δ, β, h1 > 0, h2 > 0,

hm > 0. Given a scalar c> 0, the close system (2) meets H∞
application if there exist matrices P> 0, H1 > 0, H2 > 0,

H3 > 0, Φ> 0, R1 > 0, R2 > 0, R3 > 0, J and Ui (i� 1, 2, 3, 4),
matrices Z and S, with appropriate dimensions such that

Γ11 + J Γ12 0 0

∗ Γ22 Γ23 0

∗ ∗ He − BT
1 B1Z(  Γ34

∗ ∗ ∗ − J

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (8)

where

Γ11 �

W11 h1 R1A( 
T

a2 R2A( 
T

a3 R3A( 
T

DT
1 6R1 0 0 0

∗ − R1 0 0 0 0 0 0 0

∗ ∗ − R2 0 0 0 0 0 0

∗ ∗ ∗ − R3 0 0 0 0 0

∗ ∗ ∗ ∗ − I 0 0 0 0

∗ ∗ ∗ ∗ ∗ − 12R1 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ − 12R2 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ − 12R2 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − 12R3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Γ12 �

− B1S PC1 B1SD2 − 2R1 0 0

− h1B1S h1R1C1 h1B1SD2 0 0 0

− a2B1S a2R2C1 a2B1SD2 0 0 0

− a3B1S a3R3C1 a3B1SD2 0 0 0

− B2S C2 B2SD2 0 0 0

0 0 0 6RT
1 0 0

0 0 − FT
27 6RT

2 − FT
47 0

0 0 − FT
28 − FT

38 6RT
2 0

0 0 0 0 6RT
3 6RT

3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Γ22 �

(δ − 1)Φ 0 − δΦD2 0 0 0

∗ − c2I 0 0 0 0

∗ ∗ W22 − F23 − F24 0

∗ ∗ ∗ W33 − F34 0

∗ ∗ ∗ ∗ W44 − 2R3

∗ ∗ ∗ ∗ ∗ W55

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Γ23 �

− BT
1 B1S( 

T

0

BT
1 B1SD2( 

T

0

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(9)
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Γ34 � PB1 − B1Z( 
T

h1 R1B1 − B1Z( 
T

a2 R2B1 − B1Z( 
T

a3 R3B1 − B1Z( 
T

B2 − B2Z( 
T 0 0 0 0 ,

ηT
(t) � xT(t) xT(t − d(t)) xT t − h1(  xT t − hm(  xT t − h2(  Q1 Q2 Q3 Q4 eT ikh(  ωT(t) ,

Q1 �
1
h1


t

t− h1

x
T
(s) ds,

Q2 �
1

h1 − d(t)


t− h1

t− d(t)
x

T
(s) ds,

Q3 �
1

hm − d (t)


t− d(t)

t− hm

x
T

(s) ds,

Q4 �
1

h2 − hm


t− hm

t− h2

x
T
(s) ds,

W11 � H1 + H2 + H3 + He(PA) − 4R1,

W22 � δD
T
2 VD2 − 8R2 − He − U1 − U2 + U3 + U4( ,

W33 � − H1 − 4R1 − 4R2,

W44 � − H2 − 4R2,

W55 � − H3 − 4R3,

F23 � 2R2 + U
T
1 + U

T
2 + U

T
3 + U

T
4 ,

F24 � 2R2 + U1 − U2 − U3 + U4,

F27 � − 6R2 − 2 U
T
3 + U

T
4 ,

F34 � − U1 + U2 − U3 + U4,

F38 � − 2 U2 + U4( ,

F47 � 2 U
T
3 − U

T
4 .

(10)

*en, the closed-loop system (3) based on the mixed
event trigger mechanism (2) achieves GUUB. When
t⟶∞, the system state ξ(t) exponentially converges to the
bounded area:

I �

x(t) ∈ x : ‖x(t)‖ ≤
�������

β
δλmin(P)


⎧⎨

⎩

⎫⎬

⎭, β> 0, α � 0,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

Proof. Using the delay partitioning method to construct
a suitable LKF for the paper,

V(t) � x
T

(t)Px(t) + 
t

t− h1

x
T

(s)H1x(s)ds + 
t

t− hm

x
T
(s)H2x(s) ds + 

t

t− h2

x
T
(s)H3x(s) ds

+ h1 
0

− h1


t

t+s
_x
T
(v)R1 _x(v)dv ds + a2 

− h1

− hm


t

t+s
_x
T
(v)R2 _x(v)dv ds

+ a3 
− hm

− h2


t

t+s
_x
T
(v)R3 _x(v)dv ds,

(12)

where a2 � d(t) − h1 and a3 � hm − d(t). Taking the time derivative of (12) yields
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_V(t) � 2x
T
(t)Px(t) + x

T
(t) H1 + H2 + H3(  _x(t) − x

T
t − h1( H1x t − h1(  − x

T
t − hm( H2x t − hm( ,

− x
T

t − h2( H3x t − h2(  + h
2
1 _x

T
(t)R1 _x(t) + a

2
2 _x

T
(t)R2 _x(t) + a

2
3 _x

T
(t)R3 _x(t),

− h1 
t

t− h1

_x
T
(s)R _x(s) ds − a2 

t− h1

t− hm

_x
T
(s)R _x(s) ds − a3 

t− hm

t− h2

_x
T

(s)R _x(s) ds + ρT
ikh( Φρ ikh( 

− ρT
ikh( Φρ ikh(  + c

2
IωT

(t)ω(t) − c
2
IωT

(t)ω(t) − z
T
(t)z(t) + z

T
(t)z(t),

≤ ηT
(t) Ξ1 − Ξ2 − Ξ3 +ΩT

R
− 1Ω + ςTς η(t) − z

T
(t)z(t) + c

2
IωT

(t)ω(t) + ϑ(t).

(13)

d(t) ∈ [h1, h2] can be divided into d(t) ∈ [h1, hm] and
d(t) ∈ [hm, h2]. We only discuss d(t) ∈ [h1, hm] in this
paper. *e process of d(t) ∈ [hm, h2] is similar to that of
h2 and d(t) ∈ [h1, hm]. Based on Lemma 3,

− (hm − h1) 
t− h1

t− hm

_xT(s) R2 _x(s) ds can be transformed as
follows:

− hm − h1(  
t− h1

t− hm

_x
T
(s)R2 _x(s) ds � − hm − h1(  

t− h1

t− d(t)
_x
T
(s)R2 _x(s) ds − hm − h1(  

t− d(t)

t− hm

_x
T
(s) R2 _x(s) ds

≤ −
hm − h1( 

d(t) − h1
ηT

(t) eT
1 eT

2 

R2 0

0 3R2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦
e1

e2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦η(t)

−
hm − h1( 

hm − d(t)
ηT

(t) eT
3 eT

4 

R2 0

0 3R2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦
e3

e4

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦η(t)≤ − ηT
(t)Ξ2η(t).

(14)

According to Lemma 3, the integral term − (h1)


t

t− h1
_xT(s)R1 _x(s) ds and − (h2 − hm) 

t− hm

t− h2
_xT(s)R3 _x(s) ds

can be transformed as follows:

− h1 
t

t− h1

_x
T
(s)R1 _x(s) ds≤ 4x

T
(t)R1x(t) + 4x

T
t − h1( R1x(t) + 2x

T
(t)R1x t − h1(  + 2x

T
t − h1( R1x(t)

−
6
h1

x
T
(t)R1 

t

t− h1

_x(s) ds −
6
h1


t

t− h1

_x
T
(s) ds R1x(t) −

6
h1

x
T

t − h1( R1t 
t

t− h1

_x(s) ds

−
6
h1


t

t− h1

_x
T
(s) ds R1x t − h1(  − a3 

t− hm

t− h2

_x
T
(s)R3 _x(s) ds

≤ 4x
T

t − hm( R3x t − hm(  + 4x
T

t − h2( R3x t − h2(  + 2x
T

t − hm( R3x t − h2( 

+ 2x
T

t − h2( R3x t − hm(  −
6
a3

x
T

t − hm( R3 
t− hm

t− h2

_x(s) ds −
6
a3


t− hm

t− h2

_x
T
(s) ds R3x t − hm( 

−
6
a3

x
T

t − h2( R3 
t− hm

t− h2

_x(s) ds −
6
a3


t− hm

t− h2

_x
T
(s) ds R3x t − h2( .

(15)

So, − h1 
t

t− h1
_xT(s)R1 _x(s) ds − h1 

t

t− h1
_xT(s) R1 _x (s) ds

≤ − ηT(t)Ξ3 η(t), where Q11 � H1 + H2 + H3 + He(PA):
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Ξ1 �

Q11 PB1KD2 0 0 0 0 0 0 0 − PB1K PC1

∗ δDT
2ΦD2 0 0 0 0 0 0 0 − δDT

2 V 0

∗ ∗ − H1 0 0 0 0 0 0 0 0

∗ ∗ ∗ − H2 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ − H3 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ − 12R1 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ − 12R2 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ − 12R2 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − 12R3 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ (δ − 1)Φ 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − c2I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ξ2 �

0 0 0 0 0 0 0 0 0 0 0

∗ F22 F23 F24 0 0 F27 F28 0 0 0

∗ ∗ 4R2 F34 0 0 − 6R2 F38 0 0 0

∗ ∗ ∗ 4R2 0 0 F47 − 6R2 0 0 0

∗ ∗ ∗ ∗ 0 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ 12R2 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ 12R2 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ξ3 �

4R1 0 2R1 0 0 − 6R1 0 0 0 0 0

∗ 0 0 0 0 0 0 0 0 0 0

∗ ∗ 4R1 0 0 − 6R1 0 0 0 0 0

∗ ∗ ∗ 4R3 2R3 0 0 0 − 6R3 0 0

∗ ∗ ∗ ∗ 4R3 0 0 0 − 6R3 0 0

∗ ∗ ∗ ∗ ∗ 12R1 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 12R3 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(16)

Ω1 � h1R1A h1R1B1KD2 0 0 0 0 0 0 0 − h1R1B1K h1R1C1 ,

Ω2 � a2R2A a2R2B1KD2 0 0 0 0 0 0 0 − a2R2B1K a2R2C1 ,

Ω3 � a3R3A a3R3B1KD2 0 0 0 0 0 0 0 − a3R3B1K a2R3C1 ,

ς � DT
1 B2KD2 0 0 0 0 0 0 0 − B2K C2 .

(17)
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To make closed-loop system (3) meet the H∞ appli-
cations, we can conclude

Ξ1 − Ξ2 − Ξ3 +ΩT

1 R
− 1
1 Ω1 +ΩT

2 R
− 1
2 Ω2 +ΩT

3 R
− 1
3 Ω3 + ςT

,

ς< 0.

(18)

*rough Schur supplement for (18), we can obtain

W11 PB1KD2 0 0 0 0 0 0 0

∗ δDT
2 VD2 0 0 0 0 0 0 0

∗ ∗ − H1 0 0 0 0 0 0

∗ ∗ ∗ − H2 0 0 0 0 0

∗ ∗ ∗ ∗ − H3 0 0 0 0

∗ ∗ ∗ ∗ ∗ 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− PB1K PC1 h1 R1A( 
T

a2 R2A( 
T

a3 R3A( 
T

DT
1

− δDT
2 V 0 h1 R1B1KD2( 

T
a2 R2B1KD2( 

T
a3 R3B1KD2( 

T
B2KD2( 

T

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

(δ − 1)Φ 0 − h1 R1B1K( 
T

− a2 R2B1K( 
T

− a3 R3B1K( 
T

− B2K( 
T

∗ − c2I h1 R1C1( 
T

a2 R1C1( 
T

a3 R3C1( 
T

CT
1

∗ ∗ − R1 0 0 0

∗ ∗ ∗ − R2 0 0

∗ ∗ ∗ ∗ − R3 0

∗ ∗ ∗ ∗ ∗ − I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

(19)
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Multiplying left by Λ and right by ΛT, we have

W11 h1 R1A( 
T

a2 R2A( 
T

a3 R2A( 
T

DT
1 6R1 0 0 0

∗ − R1 0 0 0 0 0 0 0

∗ ∗ − R2 0 0 0 0 0 0

∗ ∗ ∗ − R3 0 0 0 0 0

∗ ∗ ∗ ∗ − I 0 0 0 0

∗ ∗ ∗ ∗ ∗ − 12R1 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ − 12R2 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ − 12R2 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − 12R3

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− PB1K PC1 PB1KD2 − 2R1 0 0

− h1PB1K h1 R1C1(  h1PB1KD2 0 0 0

− a2PB1K a2 R2C1(  a2PB1KD2 0 0 0

− a3PB1K a3 R3C1(  a3PB1KD2 0 0 0

− B2S C2 B2SD2 0 0 0

0 0 0 6RT
1 0 0

0 0 − FT
27 6RT

2 − FT
47 0

0 0 − FT
28 − FT

38 6RT
2 0

0 0 0 0 6RT
3 6RT

3

(δ − 1)V 0 − δVD2 0 0 0

∗ − c2I 0 0 0 0

∗ ∗ W22 − F23 − F24 0

∗ ∗ ∗ W33 − F34 0

∗ ∗ ∗ ∗ W44 − 2R3

∗ ∗ ∗ ∗ ∗ W55

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(20)
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where

Λ �

I 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 I 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 I 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 I 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 I

0 0 0 0 0 I 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 I 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 I 0 0 0 0 0
0 I 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 I 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 I 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 I 0 0 0 0 0 0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (21)

Let K � Z− 1S, and (18) can be rewritten as follows:

Γ11 Γ12
∗ Γ22

  + He
I9
06×9

 

PB1 − B1Z

h1 R1B1 − B1Z( 

a2 R2B1 − B1Z( 

a3 R3B1 − B1Z( 

B2 − B2Z

0
0
0
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− Z− 1S 0 − Z− 1SD2 0 0  06×9 I6 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (22)

Applying Lemma 1, we can obtain

He
I9
06×9

 H �

PB1 − B1Z

h1 R1B1 − B1Z( 

a2 R2B1 − B1Z( 

a3 R3B1 − B1Z( 

B2 − B2Z

0
0
0
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− Z− 1S 0 − Z− 1SD2 0 0 0  06×9 I6 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤
06×9
I9

  − Z− 1S 0 − Z− 1SD2 0 0 0 
T

×

PB1 − B1Z

h1 R1B1 − B1Z( 

a2 R2B1 − B1Z( 

a3 R3B1 − B1Z( 

B2 − B2Z

0
0
0
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

J
− 1

PB1 − B1Z

h1 R1B1 − B1Z( 

a2 R2B1 − B1Z( 

a3 R3B1 − B1Z( 

B2 − B2Z

0
0
0
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(23)
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Combining (20) and (22) can lead to
Γ11 Γ12 0

∗ Γ22 ET

∗ ∗ HTJ− 1H

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦< 0, (24)

where

E � − Z− 1S 0 − Z− 1SD2 0 0 ,

H �

PB1 − B1Z
��
h1


R1B1 − B1Z( 

��
a2

√
R2B1 − B1Z( 

��
a3

√
R3B1 − B1Z( 

B2 − B2Z

0

0

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
(25)

*rough Lemma 2 and Schur complement to (24), we
can obtain

Γ11 + J Γ12 0 0

∗ Γ22 ETGTBT
1 B1 0

∗ ∗ He − BT
1 B1G(  Γ34

∗ ∗ ∗ − J

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (26)

So, we can obtain that

ηT
(t) Ξ1 − Ξ2 − Ξ3 +ΩT

1 R
− 1
1 Ω1 +ΩT

2 R
− 1
2 Ω2 +ΩT

3 R
− 1
3 Ω3 + ςTς ,

η(t)< 0,

(27)

and we can conclude

_V(t) + δV(t)≤ ηT
(t) Ξ1 − Ξ2 − Ξ3 +ΩT1R

− 1
1 Ω1 +ΩT

2 R
− 1
2 Ω2

+ΩT

3 R
− 1
3 Ω3 + ςTςη(t)η(t) − z

T
(t)z(t)

+ c
2
‖ω(t)‖2 + ϑ(t)≤ c

2
‖ω(t)‖2 + ϑ(t).

(28)

Applying comparison lemma [34] to (26),

V(t)≤ e
− δ

V(0) + ψ(t)
c

δ
1 − e

δt
 ‖ω(t)‖2, (29)

where ψ(t) � 
t

0 e− δ(t− s)(βε− αs) ds.
We consider the following situations by category.

(i) Ifβ � 0, we can conclude ψ(t) � 0:

V(t)≤ e
− δ

V(0) −
c

δ
‖ω(t)‖2  +

c

δ
‖ω(t)‖2. (30)

(ii) If β> 0, α � 0, we can conclude ψ(t) � c/δ(1 − eδt):

V(t)≤ e
− δ

V(0) −
c

δ
‖ω(t)‖2 −

c

δ
  +

c

δ
‖ω(t)‖2 +

c

δ
. (31)

(iii) If β> 0, α> 0, δ − α ln ε � 0, we can conclude
ψ(t) � βte− αt:

V(t)≤ e
− δ

V(0) −
c

δ
‖ω(t)‖2 + βt  +

c

δ
‖ω(t)‖2. (32)

(iv) If β> 0, α> 0, δ − α ln ε> 0, we can conclude
ψ(t) � β/δ − α ln ε(ε− αt − e− δt):

V(t)≤ e
− δ

V(0) −
c

δ
‖ω(t)‖2 + βt −

β
δ − α ln ε

  +
c

δ
‖ω(t)‖2

+
β

δ − α ln ε
ε− αt

.

(33)

Define ψmax � maxψ(t) and union (30)–(33) can lead:

ψmax �

0, β � 0,

β
δ
, β> 0, α> 0,

βεαh2

δe
, β> 0, α> 0, δ − α ln ε � 0,

βεαh2

|δ − α ln ε|
, β> 0, α> 0, δ − α ln ε≠ 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(34)

Accordingly, LKF can lead xT(t)Px(t) ≤V(t). If
ω(t) � 0, we can obtain

x
T
(t)Px(t) ≤V(t)≤V(0) + ψmax, (35)

and we delimit

I �

������������
V(0)ψmax

λmin
(P)



. (36)

Accordingly, (34) and (35) can lead:

x(t) ∈ x : ‖x(t)‖≤I{ }, t> 0. (37)

Meanwhile, if ω(t) � 0, accordingly, (36) can lead:

lim
t⟶∞

V(t)≤

β
δ

, β> 0, α � 0,

0, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(38)

when t⟶∞, (12) exponentially converges to the bounded
region:
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I �

x(t) ∈ x : ‖x(t)‖≤
�������

β
δλmin(P)


⎧⎨

⎩

⎫⎬

⎭, β> 0, α � 0,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(39)

*en, we can get the closed-loop system (3) is GUUB
when t⟶∞, ω (t)� 0 the system state exponentially
converges to the bounded area. At the same time,
‖z(t)‖< c‖ω(t)‖2 at the zero-initial conditions is
obtained. □

Remark 1. Compared with [15], this paper has three
different characteristics.(1) A mixed event triggering
mechanism, in which absolute trigger mechanism is
added to the relative to the trigger term. (2) *e concept
of the time-delay partitions was applied to build a LKF.
(3) *e external disturbance is added to the original
system and H∞ performance index can be obtained. *e
purpose of the three improved views is to make the
system robust.

Remark 2. Another class of method is reducing the con-
servation of simple LKF. *e augmented LKF is established,

in which it contains not only the state vector but also the
derivative of the state. Meanwhile, the free-weight matrix
inequality is raised in the study of integral inequalities. *e
free-weight matrix inequality adds some freedoms to the
system based on the Wirtinger inequality. Constructing
a suitable LKF by combining the two methods above, the
function can be selected as

V(t) � ξT
1 (t)Pξ1(t) + 

t

t− h1

ξT
2 (s)H1ξ2(s) ds

+ 
t

t− h2

ξT
2 (s)H2ξ2(s) ds

+ 
0

− h1


t

t+s
_x
T
(v)R1 _x(v) dv ds

+ 
− h1

− h2


t

t+s
_x
T
(v)R2 _x(v) dv ds,

(40)

where

ξ1(t) � xT(t) xT t − h1(  xT t − h2(  
t

t− h1

x
T

(s) ds 
t

t− h2

x
T

(s) ds  ξ2(t) � xT(t) _xT(t) . (41)

4. Simulation

*is section provides two numerical simulation examples.
*e first example shows that the proposed method is ef-
fective. *e second example shows the dynamic response of
the system in the event-driven mode.

Example 1. Given the following parameters,

A �

− 0.2 − 0.1

0.2 − 0.5
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B1 �

1

1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

C1 � 0 1 ,

D1 � 0.3 1 ,

D2 � 1 0 ,

B2 � 0.1.

(42)

Apply *eorem 1 with h� 0.01 s, dM � 0.5, and c � 50.
With the change of δ, the corresponding controller gain K

and event-driven matrix Φ are listed in Table 1.

δ � 0.2, α1 � 0, β� 0.1, α� 0.5, ε� e, and ε0 � 0.01

Example 2. Given δ � 0.1, h1 � 0.01, h2 � 0.15, hm � 0.1,
controller gain K� − 0.00684, weight matrix Φ� 2921.3,
h� 0.01, and c � 50, according to the above conditions,
system (1) is stable in the event-driven mode. x initial

conditions are x(0) �
1

− 1 , ω(t) � 0.09∗ sin 0.2∗ t.

If δ � 0.1, β� 0 result is shown in following figures.
According to the above set parameters in the paper, some
simulation results are shown in Figure 1.

From Figure 1, we can find that the system actually
works under the relative trigger mechanism. When the
output error reaches a certain threshold, the system state
updates and then presents a periodic update state. *e
length of update interval will depend on the setting of δ
value.

If δ � 0, β� 0.3 result is shown in Figure 2.
From Figure 2, we can find that the actual operation of

the system is under the absolute trigger mechanism, and the
trigger threshold is independent of the system state.
Depending on the setting of β value, it is obvious that the
update time of the system is earlier and the update interval is
denser.

If δ � 0.1, β� 0.3 result is shown in Figure 3.
From Figure 3, we can find that the system actually

works under the mixed trigger mechanism. *e trigger

Table 1: *e controller gain K and the weight matrix Φ.

δ 0.1 0.2 0.3
K − 0.0684 − 0.0130 − 0.0114
Φ 163 58.7500 27.7632
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threshold is related not only to the system state but also to the
initially set β value. We can see that the number of system
updates is significantly reduced and the update interval is longer.

*rough the above simulation, it can be found that
different trigger mechanisms can stabilize the system, but the

update time of the system state is obviously different. Among
them, the hybrid trigger mechanism proposed in this paper
has more effective results, which can greatly reduce the
network burden and save network bandwidth compared
with the other two trigger methods.
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Figure 1: System state responses diagram and event-driven update picture. (a) Parameters’ change of x (t). (b) Event-driven updates.
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Figure 2: System state response diagram and event-driven update picture. (a) Parameters’ change of x (t). (b) Event-driven updates.
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5. Conclusion

*is paper has investigated the event-driven problem
about NCSs. A mixed event trigger mechanism is in-
troduced, which contains absolute trigger mechanism and
relative trigger. *e event triggering mechanism can be
expressed by a time-delay model. *e coupling of the
system is reduced by introducing additional parameters
and matrices. *e sufficient condition can be obtained by
LMI. By using the Wirtinger inequality method, relatively
event-driven controller can be obtained, which meets an
H∞ performance index level of NCSs. Finally, two nu-
merical simulation examples illustrate the effectiveness of
the proposed method. In networked control systems,
besides time delay, packet loss and quantization are also
important factors that affect system performance. How to
comprehensively consider the above two factors com-
bined with trigger mechanism will be the focus of future
work.
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In this paper, a suboptimal state feedback integral decentralized tracking control synthesis for interconnected linear time-variant
systems is proposed by using orthogonal polynomials. Particularly, the use of operational matrices allows, by expanding the
subsystem input states and outputs over a shifted Legendre polynomial basis, the conversion of time-varying parameter dif-
ferential state equations to a set of time-independent algebraic ones. Hence, optimal open-loop state and control input coefficients
are forwardly determined. ,ese data are used to formulate a least-square problem, allowing the synthesis of decentralized state
feedback integral control gains. Closed-loop asymptotic stability LMI conditions are given.,e proposed approach effectiveness is
proved by solving a nonconstant reference tracking problem for coupled inverted pendulums.

1. Introduction

,e decentralized control has given rise to increasing at-
tention in the automatic control community. Obviously,
studies are mainly related to the so-called large-scale
interconnected dynamic system class. ,e latter family of
plants finds its application in several fields such as me-
chanical systems [1–3], power-generating plants [4, 5],
aircraft dynamics [6], aerospace transportation [7], and
economic models [8]. ,e decentralized control of an
interconnected system essence aims at making each sub-
system being controlled using only its own local state var-
iables. However, ensuring the global stability of the whole
system still remains a challenging concern [1, 9, 10].

Over the past years, many research results have been
dedicated to the decentralized control approach for linear
[11, 12] and nonlinear large-scale systems [1, 10, 13]. We
recall here some works in the literature such as decentralized
optimal control using the successive approximation ap-
proach [14], state-dependent Riccati equation (SDRE) op-
timal control [10], feedback decentralized polynomial
control for the multimachine power system [9], robust H∞
decentralized observation and control [15], and Chebyshev

wavelet-based collocation scheme [16]. In most cases, par-
ticular classes of interconnected systems are handled, and
specific mathematical conditions should be met at first in
order to achieve the problem resolution.

On the contrary, linear time-variant (LTV) systems are
known to be an immediate generalization of time-invariant
systems. In fact, this class of linear systems is the result of
nonlinear systems linearizing along a trajectory. Hence, it
permits to cover a wider operating conditions of the systems
to be studied, and as a consequence, ensures the applicability
of the resulting control approaches. It is worth noting that
the decentralized tracking problem of time-varying systems
has not been addressed excessively in the literature. Using
time-varying parameters for interconnected system mod-
eling has been considered recently in order to solve various
control problems. Among the latest contributions, one may
cite [17], where authors combine an operator form of dis-
crete-time linear systems with the classical Youla parame-
terization to characterize the set of stably realizable
decentralized controllers for LTI, LTV, or even linear
switched systems. Mohamed et al. [18] addressed the
problem of the adaptive sliding mode observer for nonlinear
interconnected systems with time-varying parameters.
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Besides, the time-variation concept has concerned the delay
modeling [19] or the output constraint modeling [20] of
large-scale systems. For the tracking problem, we particu-
larly recall the method in [1], where authors developed a
decentralized tracking control for a class of time-varying
systems based on the backstepping technique. ,e time-
variant parameters in the global systems are unknown,
bounded (that bounds need to be estimated and not literally
using the time-varying parameters), and should verify some
analytical assumptions in order to prove the stability of the
closed-loop system.

Moreover, approaches based on similar mathematical
tools (orthogonal functions, wavelets, and polynomials)
used in this work have considered only the optimal control
problem of time-varying systems. To our best knowledge, the
decentralized scheme for LTV interconnected systems has
not been treated yet. One may refer to [12, 21] and references
therein that exhibit a review on orthogonal function ap-
proaches to solve the optimal control problem for time-
varying systems. It is clear that most techniques are based on
product operational matrices, and two formulations could
be distinguished:

(i) ,e Lagrange approach: Lagrange multipliers are
introduced, and then a parameter optimization
problem is formulated by giving the necessary
conditions for optimization. Resolution could be
done via a nonlinear optimization tool.

(ii) ,e Riccati approach: here, the state transition
matrix of the two-point boundary value problem
(TPBVP) should be identified by the mean of an
orthogonal basis that leads to multiple least-square
problems.

However, in most works in the literature, as it is the case
for the above described techniques, only open-loop optimal
solutions are given, which is an important limitation since
such control could not be efficiently implemented in
practice.

On the other side, several orthogonal function-based
contributions have been extensively proposed during the last
three decades for the analysis, identification, optimal con-
trol, and model reduction of linear [22, 23] and some classes
of nonlinear systems [24–27]. In the literature, there are
several orthogonal function bases dedicated to solve the
above cited problems arising in control theory. One may
refer to research activities based on Legendre polynomials
[22, 28], Chebyshev [12], Hermite polynomials [29], block
pulse [25], Walsh functions [30], or even hybrid of piecewise
and polynomials [31]. In our work, shifted Legendre poly-
nomials are chosen to develop time-variant systems and
manipulate related operational matrices, more specifically
the Kronecker product operational matrix, to solve the
posed optimal tracking problem.

In this paper, we aim to design a suboptimal decen-
tralized state feedback integral tracking control technique
applied for interconnected linear time-variant systems. ,is
approach consists in expanding all variables involved in the
considered dynamic subsystems over shifted Legendre basis.

It will be then possible to reduce the corresponding inter-
connected time-variant parameter differential equations into
some coupled time-independent algebraic equations. ,us,
computations become clearly more easier to be undertaken.
More precisely, the proposed approach is achieved by fol-
lowing the below 2 steps :

(1) Consider the global time-varying system and solve
the related optimal control problem with a direct
approach based on shifted Legendre polynomials.
,is permits to avoid the resolution of a high-order
TPBVP with time-varying parameters and allows to
obtain global state and control coefficients on the
basis by just finding a direct relation between the
coefficients and deducing the control from the
approached expression of the criterion.

(2) Once open-loop global state and control coefficients
are obtained, we inject each subsystem state and
control coefficients in the proposed decentralized
state feedback with an integral action equation. ,at
leads, by the mean of the integration operational
matrix of the basis, to an algebraic equation where
unknowns are only control gains. A formulated least-
square problem is then solved.

Finally, we will be interested to study the stability of the
overall system controlled with the proposed feedback action.
As a consequence, an augmented system is constructed and
LMI conditions are given, guaranteeing asymptotic stability
of the closed loop.

,is article is organized as follows: shifted Legendre
polynomial properties and problem formulation are pre-
sented in Section 2. Open-loop optimal control synthesis
and suboptimal state feedback integral control determina-
tion are given Section 3. Section 4 is reserved to the stability
analysis. A numerical simulated example based on coupled
inverted pendulums is provided in the Section 5, and it
highlights the achieved developments.

2. Preliminaries and Problem Statement

2.1. Legendre Polynomials. ,e Legendre polynomials are
orthogonal on the interval [− 1, 1], with a weight function
w(τ) � 1. ,e set of Legendre polynomials is obtained from
the formula of Olinde Rodrigues [23]:

ℓn(τ) �
1

2nn!

dn τ2 − 1( 
n

dτn
. (1)

,is gives

ℓ0(τ) � 1,

ℓ1(τ) � τ,

ℓ2(τ) �
3τ2 − 1

2
.

(2)

,ese polynomials can also be obtained from the re-
cursive relationship [23]:
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(n + 1)ℓn+1(τ) � (2n + 1)τℓn(τ) − nℓn− 1(τ), (3)

with ℓ0(τ) � 1 and ℓ1(τ) � τ.

2.2. Shifted Legendre Polynomials. In order to obtain or-
thogonal Legendre polynomials over the time interval
[0, tf], which is more useful in control synthesis, we perform
the following change of variable:

τ �
2t

tf

− 1with 0≤ t≤ tf. (4)

,e recursive relationship (3) becomes [32]

(n + 1)sn+1(t) � (2n + 1)
2t

tf

− 1 sn(t) − nsn− 1(t), (5)

where sn(t) denotes an elementary shifted Legendre poly-
nomial defined over 0≤ t≤ tf, in which s0(t) � 1 and
s1(t) � (2t/tf) − 1.

,e principle of orthogonality of the shifted Legendre
polynomials (SLPs) is expressed by the following equation
[33]:


tf

0
si(t)sj(t)dt �

tf

2i + 1
δij, (6)

where δij is the Kronecker symbol.

2.3.(eOperationalMatrix of Integration of Shifted Legendre
Polynomials. In the case of shifted Legendre polynomials,
the operational matrix of integration PN is defined as follows
[28]:


t

0
SN(τ)dτ � PNSN(t), (7)

where

PN �
tf

2

1 1 0 0 · · · 0 0 0

−
1
3

0
1
3

0 · · · 0 0 0

0 −
1
5

0
1
5

· · · 0 0 0

⋮ ⋮ ⋮ ⋮ · · · ⋮ ⋮ ⋮

0 0 0 0 · · · −
1

2N − 3
0

1
2N − 3

0 0 0 0 · · · 0 −
1

2N − 1
0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(8)

is an (N × N) constant matrix and SN(t) �

[s0(t), s1(t), . . . , sN− 1(t)]T denotes a shifted Legendre basis
of dimension N.

2.4. (e Integration of the Cross Product. ,e integration of
the cross product of two shifted Legendre polynomial
vectors can be obtained as [31]

Cp � 
tf

0
SN(t)S

T
N(t)dt � tf

1 0 · · · 0

0
1
3

· · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · ·
1

2M − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where Cp is an (N × N) constant matrix.

2.5. Operational Matrix of the Kronecker Product. ,e
product of two shifted Legendre polynomials si(t) and sj(t)

can be expressed by [32]

si(t)sj(t) � 
M− 1

k�0
ψijkLk(t), (10)

with

ψijk �
2k + 1

tf


tf

0
si(t)sj(t)sk(t)dt. (11)

,en, we may write

sj(t)SN(t) �

ψi00

ψi11

⋮
ψi(N− 1)(N− 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� K

i
sSN(t), (12)

where Ki
s is an N × N constant matrix, and then it becomes

SN(t)⊗SN(t) �

K0
s

K1
s

⋮
KN− 1

s

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� KSSN(t), (13)

where KS ∈ RN2×N is the Kronecker product operational
matrix of shifted Legendre polynomials.

2.6. Problem Statement. Consider the following optimal
control problem: find the optimal control u∗i (t), which
minimizes the following quadratic performance index:

J �
1
2



M

i


tf

t0

e
T
i (t)Qiei(t) + u

T
i (t)Riui(t) dt, (14)

where M is the number of interconnected subsystems and
ei(t) is the tracking error defined by

ei(t) � yi(t) − yri(t), (15)

with yi(t) ∈ Rpi being the output of the i-th subsystem and
yri(t) being the reference submodel output.
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Particularly, in this framework, we consider a global LTV
system (S) consisting of M interconnected subsystems (Si)

described by the following state equation:

Si( 

_xi(t) � Ai(t)xi(t) + Bi(t)ui(t) + 
M

j�1
j≠ i

Hij(t)xj(t),

yi(t) � Cixi(t),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(16)

where xi(t) ∈ Rni , ui(t) ∈ Rmi , and yi(t) ∈ Rpi are, re-
spectively, the state vector, the control vector, and the output
vector of the subsystem (Si) and Ai(t) � [aij(t)],
Bi(t) � [bij(t)], and Ci and Hij(t) � [hij(t)] are some time-
dependent matrices characterising the subsystem (Si) with
respective dimensions (ni × ni), (ni × mi), (pi × ni), and
(ni × nj).

We assume that each subsystem is assumed to be fully
measurable and controllable, and its matrices have the
following bounds:

A≤ aij(t)≤A,

B≤ bij(t)≤B,

H≤ hij(t)≤H,

(17)

where notations Λ and Λ correspond, respectively, to the
minimum and maximum of a time-dependent variable
λij(t).

,e linear time-invariant reference models to be used in
this study are obviously stable and encompass all desired
performances to be conferred to the controlled subsystems.
,ese LTI models are described by the following state
equations:

_xri(t) � Eixri(t) + Firi(t),

yri(t) � Gixri(t),
 (18)

where xri(t) ∈ Rnri is the state vector of the i-th reference
submodel, ri(t) ∈ Rmri is a nonconstant input, and
yri(t) ∈ Rpri its output vector generating, hence, a path to be
tracked and Ei, Fi, and Gi are the chosen matrices char-
acterising the reference model with respective dimensions
(nri × nri), (nri × mri), and (pri × nri).

In the sequel, we will be concerned with the synthesis of
state feedback integral suboptimal controllers of the fol-
lowing form:

ui(t) � Niri(t) + Kixi(t) + Li 
t

0
yi(τ) − ri(τ)( dτ, (19)

which are aimed to make each subsystem outputs track
nonconstant inputs with respect to the corresponding ref-
erence submodel dynamics.

3. Optimal Tracking Control Synthesis

3.1. Criterion Approximation. A global criterion to be
minimised could be defined as follows:

J �
1
2


tf

0
e

T
(t)Qe(t) + u

T
(t)Ru(t) dt, (20)

where e(t) ∈ Rp and u(t) ∈ Rm denote the global system
tracking error and the control input, respectively. Notice
that this criterion is associated to the global system (S):

_x(t) � Ag(t)x(t) + Bg(t)u(t),

y(t) � Cgx(t),

⎧⎨

⎩ (21)

where global system matrices Ag(t) ∈ Rn×n, Bg(t) ∈ Rm×m,
and Cg ∈ Rp×p are given by

Ag(t) � diag Ai(t)(  + H, withH � Hij , Hii � 0,

∀i, j � 1, . . . , M,

Bg(t) � diag Bi(t)( ,

Cg � diag Ci( .

(22)

Applying the vec operator and related Kronecker
product property [34] yields

vec(e(t)) ≈ SN(t)
T
(t)⊗ Ip vec e

T
N ,

vec(u(t)) ≈ SN(t)
T
(t)⊗ Im vec u

T
N ,

(23)

where Ip and Im are, respectively, the (p × p) and (m × m)

identity matrices and eT
N and uT

N are the coefficients obtained
by developing, respectively, the error and the control input
over the shifted Legendre basis.

With this approximation, the globalization of equation
(2) gives

vec e
T
N  ≈ IN ⊗Cg vec x

T
N  − vec y

T
rN , (24)

where xT
N and yT

rN are the coefficients obtained by devel-
oping, respectively, the global system state and the global
reference model output over the shifted Legendre basis.

Let us denote

zx � vec x
T
N ,

zu � vec u
T
N ,

ΥN � vec y
T
rN ,

ΓN � vec r
T
N .

(25)

Exploiting the vec property (see Appendix), the global
criterion to be minimised is expressed as follows:

J ≈ z
T
x IN ⊗C

T
g  − ΥT

N Q IN ⊗Cg zx − ΥN  + z
T
u

Rzu,

(26)

where Q � (Cp ⊗Q) and R � (CP ⊗R) with Cp the cross
product matrix presented in the previous section.

,e expression of ΥN in (26) depends on ΓN and will be
replaced by the following relation:

ΥN � IN ⊗G(  InN − P
T
N ⊗E  P

T
N ⊗F ΓN, (27)

where matrices E � diag(Ei), F � diag(Fi), and G � diag
(Gi) define the global reference model.
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3.2. Dynamic Constraint Expansion over the Orthogonal
Basis. ,e development of time-dependent matrices in (21),
over shifted Legendre basis, yields

Ag(t) ≈ 
N− 1

k�0
Agksk(t) ��

s0(t) · In 0

s1(t) · In

⋱

0 sN− 1(t) · In

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√
ST

N(t)⊗ In

.

Ag0

· · ·

Ag1

· · ·

⋮

· · ·

AgN− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� S
T
N(t)⊗ In  · Ag, (28)

where Agk∈ n×n and Ag∈nN×n.
Similarly, one may state

Bg(t) ≈ S
T
N(t)⊗ In Bg. (29)

Now, the system expansion over the SLP base is given by

x
T
NSN(t) − x

T
N0SN(t) � S

T
N(t)⊗ In Agx

T
NPNSN(t)

+ S
T
N(t)⊗ In Bgu

T
NPNSN(t),

(30)

with xT
N0 being the initial state projection over the con-

sidered basis.
Applying the vec operator to (30) gives

S
T
N(t)⊗ In zx − S

T
N(t)⊗ Ini zx0

� S
T
N(t)PN ⊗ S

T
N(t)⊗ Ini Ag zx

+ S
T
N(t)PN ⊗ S

T
N(t)⊗ Im Bg zu.

(31)

Notice that

S
T
N(t)PN ⊗ S

T
N(t)⊗ In Ag

� SN(t)⊗SN(t)⊗ In(  P
T
N ⊗ Ag 

� SN(t)⊗ In(  K
T
S ⊗ In  P

T
N ⊗ Ag .

(32)

Hence, (31) becomes

zx � Vzu + Wzx0, (33)

where

W � In − K
T
S ⊗ In  P

T
N ⊗ Ag  

− 1
,

V � W · K
T
S ⊗ Im  P

T
N ⊗ Bg .

(34)

3.3. Optimal Open-Loop Control. Substituting (33) in (26)
and setting the optimization condition zJ/zu � 0 yield the
following optimal control:

z
∗
u � − ( QV + R)

− 1
z

T
x0W

T QV + Y
T
N

QCgV , (35)

where Q � CT
g

QCg.
Finally, the optimal state coefficient z∗x could be also

recovered by injecting (35) in (33).

3.4. Suboptimal State Feedback Integral Synthesis. We are
interested now, based on open-loop optimal results (z∗u , z∗x ),
to synthesize a suboptimal control of type (19).

It is possible now to capture, for each subsystem, optimal
state x∗T

iN and input u∗T
iN coefficients from the optimal global

system ones.
On the other hand, expansion of the decentralized state

feedback integral control over SLP basis yields

u
T
iNSN(t) � Nir

T
iNSN(t) + Kix

T
iN

+ Li y
T
iN − y

T
riN PNSN(t).

(36)

Simplifying the basis and applying the vec operator with
optimal coefficients, the synthesis of control parameters
could be done by solving the following least-square problem:

A · Δ � B, (37)

with

A � diag r
T
iN ⊗ Imi
⋮x
∗T
iN ⊗ Imi
⋮ Cix

∗T
iN PN − r

T
iNPN 

T
⊗ Imi

  ,

B �

z∗u1

z∗u2

⋮

z∗uM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(38)
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where z∗ui � vec(u∗T
iN ) and

Δ �

vec N1( 

vec K1( 

vec L1( 

· · ·

vec N2( 

vec K2( 

vec L2( 

· · ·

⋮
· · ·

vec NM( 

vec KM( 

vec LM( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (39)

4. Closed-Loop Stability Analysis

Consider the following augmented state space submodel:
_xi(t)

_xai(t)
  �

Ai(t) 0

Ci 0
 

xi(t)

xai(t)
  +

Bi(t)

0
 ui(t)

+
0

− 1
 ri(t),

(40)

where xai � 
t

0(yi(τ) − ri(τ))dτ. Hence, each controlled
subsystems with input (19) may be written as

_Xi(t) � Ai(t)Xi(t) + Bi(t)ri(t), (41)

where Xi(t) �
xi(t)

xai(t)
  is the augmented state for each

subsystem and

Ai(t) �
Ai(t) + Bi(t)Ki Bi(t)Li

Ci 0
 ,

Bi(t) �
Bi(t)Ni

− 1
⎡⎣ ⎤⎦.

(42)

,e closed-loop global system may be constructed as
follows:

_Xg(t) � Acl(t)Xg(t) + Bcl(t)r(t), (43)

where Acl � diag(Ai(t)) and Bcl � diag(Bi(t)), for
i � 1, . . . , M.

As a consequence, the linear time-varying model defined
by equation (43) can be expressed in the following polytopic
form such as M � [Acl ∣ Bcl] belongs to a polytope of ma-
trices M defined by [35]

M � M � M(θ) � �Acl θ �Bcl

 ( θ  /M(θ)
⎧⎨

⎩

� 

q

i�1
θi Acli Bcli

  
⎫⎬

⎭,

(44)

where θ ∈ Θ, the set of all barycentric coordinates:

Θ � θ �

θ1
θ2
⋮

θq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

/

q

i�1
θi � 1

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (45)

,e closed-loop system (43) is a mean square asymp-
totically stable with an H∞ disturbance attenuation c if and
only if there exists a positive definite matrix
P ∈ R(n+M)×(n+M) such that [36]

A
T

cliP + PAcli PBcli CT
g

BcliP − cIm 0

Cg 0 − Ip

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, ∀i � 1, . . . , M. (46)

5. Application to Coupled Inverted Pendulums

,e considered benchmark [1, 37] consists of two identical
pendulums which are coupled through a moving spring
and move in a plane (Figure 1). We assume that the
pivot position of the moving spring is a function of time
a(t) which can change along the full length l of the
pendulums.

,e objective of the decentralized controller is to
control each pendulum with mass m independently, such
that each pendulum will follow its own desired (reference)
trajectory, while the connected spring is moving.
,e linearized dynamic equations of the two pendulum
systems (for small displacements about the equilibrium)
are

_x1 �

0 1

g

l
−

ka(t)2

ml2
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x1 +

0

1
ml2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u1 +

0 0

ka(t)2

ml2
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x2,

_x2 �

0 1

g

l
−

ka(t)2

ml2
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x2 +

0

1
ml2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u1 +

0 0

ka(t)2

ml2
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x1,

(47)

where x1 � [θ1, θ1
·

]T and x2 � [θ2, θ2
·

]T, k and g are the
spring and gravity constants, and u1 and u2 are the torque
inputs applied at the pivot points.

It is clear that a(t) ∈ [0, l], then we know that the dis-
placement of the pendulums and the connected spring is
bounded, so the constant bounds of matrices characterising
the two subsystems can be obtained.
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u1 u2

θ1 θ2

m m

k

a

l

Figure 1: Two interconnected inverted pendulums.
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Figure 2: Optimal and suboptimal state trajectories of subsystem 1.
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Figure 3: Optimal and suboptimal state trajectories of subsystem 2.
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For simulations, we set the time-varying function a(t) �

(l/2)(1 + sin(ωt)) and choose g/l � 1, 1/ml2 � 1, and let
kl2/4 � 25 and ω � π.

,e reference model (18) for each pendulum is chosen as

E1,2 �
0 1

− 1 − 2
 ,

F1,2 �
0

1
 ,

G1,2 � 1 0 .

(48)

,e reference trajectories used in simulation were
chosen as

r1(t) � 1 + sin(t) + sin(2t),

r2(t) � 1 + cos(t) + cos(2t).

(49)

Optimal open-loop trajectories for both subsystems 1
and 2 are depicted, respectively, in Figures 2 and 3. Optimal
tracking results are obtained for the horizon time tf � 20
and N � 26 which is the shifted Legendre basis dimension.
,e tracking is ensured by minimising the quadratic cri-
terion with Q1,2 � diag(103) and R1,2 � 1.

,e feedback approach applied to the interconnected
pendulums leads to the following decentralized state feed-
back integral actions:
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–2

–1

0

1

2

3

4

5

Optimal control

State feedback integral action

0 2 4 6 8 10 12 14 16 18 20

Figure 4: Optimal and suboptimal control signals of subsystem 1.
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Figure 5: Optimal and suboptimal control signals of subsystem 2.
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N1 � 0.274,

K1 � [− 7.2635 − 3.6248],

L1 � − 2.9728,

N2 � 1.7476,

K2 � [− 8.3477 − 4.8091],

L2 � − 3.4561.

(50)

Closed loop for both subsystems is also given in Figures 2
and 3. It is then clear that controlled states reproduce the
shape of the optimal ones.

State feedback integral actions compared to optimal
open-loop inputs are drawn in Figures 4 and 5. It appears
that both optimal and suboptimal signals are in the same
variation range.

,e asymptotic stability with an H∞ disturbance at-
tenuation of the closed-loop system is verified by the feasible
solution of the formulated LMI. ,e obtained LMI variables
are

P �

2.9401 0.4237 0.7387 − 0.9920 − 0.1118 − 0.2182

0.4237 0.3752 0.2994 0.1285 − 0.0110 − 0.0081

0.7387 0.2994 2.6532 − 0.4524 − 0.0103 − 0.7878

− 0.9920 0.1285 − 0.4524 3.8961 0.6411 0.9556

− 0.1118 − 0.0110 − 0.0103 0.6411 0.4731 0.3503

− 0.2182 − 0.0081 − 0.7878 0.9556 0.3503 3.1039

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

c � 0.3058.

(51)

6. Conclusion

In this paper, a new suboptimal decentralized control
technique is designed by using orthogonal functions as an
interesting tool of dynamical system approximation, more
specifically shifted Legendre polynomials with operational
matrices of integration and Kronecker product are exploited.

,e main advantage of the proposed technique is its
applicability to the class of time-varying interconnected
systems. Hence, the suboptimal decentralized state feedback
integral controller parameters are adjusted such that each
subsystem has a specific desired performance of a chosen
reference model by solving a time-independent least-square
problem.

In the future work, we intend to extend the actual study
to the synthesis of the optimal tracking control for inter-
connected nonlinear time-varying systems.

Appendix

Kronecker Product and vec(.)

Function Property

For anymatricesX, Y, and Z having appropriate dimensions,
the following property of the Kronecker product is given
[34]:

vec(XYZ) � Z
T ⊗X vec(Y), (A.1)

where vec denotes the vectorization operator of a matrix [34]
and ⊗ stands for the Kronecker product.

Let A, B, C, and D be matrices with appropriate di-
mensions, and we recall the following property [34]:

(A⊗B)(C⊗D) � AC⊗B D. (A.2)
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In this paper, to solve the surge speed loss problem generated by sway-yaw motion in the path-following control, a model-based
decoupling (MBD)method for surge speed and heading control in vessel path following is proposed.,e guidance law is designed
independently in the kinematic level. In the kinetic level, the surge model and sway-yawmodel can be decoupled by assuming that
the surge speed varies slowly, and the heading controller and surge speed controller are designed under the framework of theMBD
method. Commonly, the surge speed controller is ignored in the path following or designed separately. In the MBD method, the
heading controller is designed first through the MPC method, and the coupling terms between the surge model and sway-yaw
model are treated as time-varying disturbances, which can be predicted through the outcomes of the heading controller.,en, the
time-varying disturbances are compensating in the surge speed controller so that the surge speed can be feedforward compensated
to achieve better performance. ,e simulation results compared the surge speed performance in path following of the MBD
method and usual approaches to illustrate the effectiveness of the MBD method.

1. Introduction

Unmanned Aerial Vehicle (UAV), Unmanned Ground
Vehicle (UGV), and Unmanned surface vessel (USV) have
attracted more and more attention in recent years. ,e
unmanned agents have great potentials in applications such
as patrol, hydrologic exploration, and transportation when
they are cooperative as multiagent systems. ,e coordinated
control for multiagent systems has received increasing at-
tention recently [1–6], also the control of single agent is
essential to the whole multiagent system. Path following is a
very crucial technology for Unmanned surface vessels
(USVs) sailing in the ocean; many applications require that
the USVs have the capability to drive to the task area along a
predefined path. ,e purpose of the path following con-
troller is to minimize the error between the real position of
USVs and the predefined path in vessel sailing. ,e path

guidance laws designed at the kinematic level can be used for
way-point path following [7–9] and curve path following
[10–14]. For example, autopilot is a kind of path-following
controller at the kinematic level which has been wildly used
in ocean transportation.

Many other methods which combine the kinematic
model and kinetics model are also proposed to achieve the
goal of path following. Some robust nonlinear methods are
used to force the vessel to follow the predefined path. In [15],
Lyapunov’s direct approach and backstepping method are
used to design the controller. In [16], several coordinate
transformations and the backstepping technique are used to
design a global controller for vessel path following. In [17],
the backstepping nonlinear controller design is based on
feedback dominance, and the experiment results demon-
strate the effectiveness of the proposed method. In [18], the
path following controller design is divided into two parts via
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backstepping technique. In [19], a backstepping-based path-
following control algorithm is presented to ensure that the
tracking errors of the surface vessel remain within the re-
quired performance constraints. In [20], a neural sliding
mode controller is designed for vessel path following in the
external disturbance and parameter perturbation. In [21, 22],
the stability of integral line-of-sight (ILOS) guidance method
for a path-following system of underactuated marine ve-
hicles is analyzed. In order to reduce the large cross-track
error in turning by adjusting vessel speed, an inverse optimal
control method is proposed in [23]. In [24], a reference
governor is used for generating the optimal reference signals
within the state and input constraints, and the optimization
problem is solved by a projection neural network.

It is a challenge to address the actuator saturation and
state constraints in controller design for robust nonlinear
methods. In [25], the error constraint of the vessel position is
handled by integrating a novel tan-type barrier Lyapunov
function. However, how to handle lots of different actuators
and state constraints is still difficult in the robust method.
Due to the advantage of dealing with constraints, many
methods under the framework of MPC are proposed to solve
path-following problems. In [17], the path-following
problem is solved by using a linear MPC controller with
rudder and roll constraints. In [26], an LOS decision variable
can be incorporated into the MPC design. ,e lookahead
distance is optimized in solving theMPC problem so that the
path following has a better performance than the constant
lookahead distance LOS method. In [27], a nonlinear state-
space model consists of a path following error model and a
kinetic model as the tracking model is established; then, a
nonlinear MPC controller is designed. In [28], a robust MPC
method is proposed for vessel path following control under
the constraints of the rudder angle and roll angle. In [29], a
nonlinear MPC controller is designed to solve the combined
path planning and tracking control problem for an AUV.

In the application of the way-point path following,
surge speed control is essential since time constraint is a
condition that cannot be ignored. In [7], the speed is
controlled through the state feedback linearization
method. In [30], different approaches such as propor-
tional-integral and feedback linearization are tested in
vessel speed control experiments. Except for designing a
speed controller independently, the speed and yaw sub-
system can be designed together. In [31], a dynamic
window-based controller is used to control the surge speed
under the actuator constraints. In [32], the speed and yaw
subsystem are controlled through the backstepping and
Lyapunov method.

In this paper, to improve the speed and heading
controller performance in path following, a model-based
decoupling (MBD) method is proposed. ,e heading
controller is designed first under the framework of MPC;
then, the coupling terms between the surge model and yaw
subsystem are predicted through the output of heading
controller. In the speed MPC controller, the coupling
terms are compensated as a time-varying disturbance. ,e
speed and heading control of the vessel using a kinetic
model is a nonlinear control problem under the framework

of MPC. By using the MBD method, the original nonlinear
MPC control problem breaks down into two low-di-
mensional nonlinear MPC problem or two linear MPC
problem.

,e organization of this paper is as follows. Section 2
states the problem formulation. Section 3 presents the design
of the path following guidance laws and MBD method.
Section 4 illustrates and analyzes the simulation results.
Section 5 summarizes conclusions.

2. Problem Formulation

2.1. Mathematical Model for Vessel Path Following. In this
section, the kinematic and kinetic model of USVs is in-
troduced first. ,e vessel model normally is a six degree-of-
freedom (DOF) nonlinear model, including surge, lateral,
vertical velocity, and pitch, roll, and yaw angle. ,e states in
6-DOF model such as pitch angle and roll angle can be
neglected in path-following control, so, the kinematic model
in north-east coordinate such as equation (1a) and the 3-
DOF kinetic model proposed in [33] such as equation (1b),
are used here to describe path following:

_η � R(η)], (1a)

M _] + C(])] + D(])] � Bτ + τwind + τwave, (1b)

where the vector η � x y ψ 
T denotes the position and

yaw angle in the north-east coordinate and R(η) is the
rotation matrix. ,e detail form of equation (1a) is

_x � u cos(ψ) − v sin(ψ), (2a)

_y � u sin(ψ) + v cos(ψ), (2b)

_ψ � r, (2c)

where ] � u v r 
T denotes the surge velocity, lateral

velocity, and yaw angle velocity in the body-fixed coordinate.
Vector τ � τx 0 τz 

T denotes actuator force and torques,
τwind denotes force and torques caused by wind, τwave de-
notes force and torques caused by the wave, M accounts for
inertial effects, matrix C(]) accounts for centrifugal and
Coriolis effects, and matrix D(]) accounts for viscous and
dissipative effects. ,e exact expression of the matrix is

M �

m − X _u 0 0

0 m − Y _v mXg − Y _r

0 mXg − N _v Iz − N _r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

C(]) �

0 0 c13

0 0 c23

− c13 − c23 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D(]) �

d11 0 0

0 d22 d23

0 d32 d33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(3)

where
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c13 � − m Xgr + v  + Y _vv +
1
2

Y _r + N _v( r,

c23 � mu − X _uu,

d11 � − Xu − X|u|u|u| − Xuuu
2
,

d22 � − Yv − Y|v|v|v| − Y|r|v|r|,

d23 � − Yr − Y|v|r|v| − Y|r|r|r|,

d32 � − Nv − N|v|v|v| − N|r|r|r|,

d33 � − Nr − N|v|r|v| − N|r|r|r|.

(4)

,e vessel named CyberShip II in [33] has two main
propellers, two rudders aft, and one bow thruster fore. For
simple but without loss of generality, the vessel model of
CyberShip II used in this paper has no bow thruster, but one
propeller and one rudder. ,e surging force generated by
one propeller is equal to two propellers of CyberShip II, and
so is the steering moment. ,e exact expression of actuator
configuration matrix B is

B �

2 0

0 2

0 − lxR1


 − lxR2




⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

,e kinetic model can be rewritten as _] � − M− 1C(])] +

− M− 1D(])] + M− 1Bτ. ,e detail form of the kinetic model
is

_u � a1u + a2u
2

+ a3u
3

+ a4vr + a5r
2

+ a6u
2δ2 + a7τx,

(6a)

_v � b1uv + b2ur + b3v|v| + b4v|r| + b5r|v| + b6r|r| + b7τz,

(6b)

_r � c1uv + c2ur + c3v|v| + c4v|r| + c5r|v| + c6r|r| + c7τz.

(6c)

2.2. Path-following Formulation. ,e guidance law used in
this paper is designed at the kinematic level. Usually, the C1

parametrized path (xp(θ), yp(θ)) with θ≥ 0 are used to
denote path including curve path or way-point path. In this
paper, the cross-error of the path following is our concern,
and the expected surge speed is given bymanual. Since many
path-following guidance laws are valid in both curve path
following and way-point path following, the situation of the
way-point path following is only considered in this paper for
simplicity. For a vessel located at (x, y), the orthogonal
distance ye to the path can be calculated by equation (7)
proposed in [10]:

ye � − x − xp sin(θ) + y − yp cos(θ), (7)

where θ is the slop of straight line between two way-point
(xi, yi) and (xi+1, yi+1), for i � 1, 2, . . . , N, and θ can be

calculated by θ � tan− 1(yi+1 − yi/xi+1 − xi). ,e cross point
(xp, yp) can be calculated by the following equation.

yi+1 − yp � tan(θ) xi+1 − xp ,

y − yp � −
1

tan(θ)
x − xp , θ≠ 0 and θ≠

π
2

,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

when θ � 0, cross point (xp, yp)� (x, yi+1), and when
θ � π/2, cross point (xp, yp)�(xi+1, y).

Equation (7) is differentiable, and the differential form is
zye

zψ
� − (u cos(ψ) − v sin(ψ))sin(θ) +(u sin(ψ)

+ v cos(ψ))cos(θ).

(9)

Equation (9) can be written in a more compact form as

ye

.
� U sin(ψ − θ + β), (10)

where U �
������
u2 + v2

√
and β � tan− 1(v/u) is the speed sideslip

angle. In this paper, all the states including sideslip as-
sumption can be measured directly. Assuming that sideslip
angle β is small and constant implies cos(β) ≈ 1 and
sin(β) ≈ β. Equation (10) can be simplified as

ye

.
� U sin(ψ − θ) + U cos(ψ − θ)β. (11)

3. MBD Method for Surge Speed and
Heading Control

In this section, the path-following guidance law is intro-
duced first, since the focus of this paper is the MBDmethod,
and the path-following guidance law equation (12) proposed
in [10] is used in this paper to generated reference heading
ψd; the stability of the guidance laws can be referred to [10]

ψd � yp + tan− 1 1
Δ

ye + β . (12)

Robust nonlinear methods such as the backstepping
method and direct Lyapunov method can be used to design
surge speed and heading controller based on the nonlinear
3-DOF maneuvering model. However, these methods can-
not handle the constraints of state and actuator. Also, it is a
challenge to design such a controller when the maneuvering
model is complex.

,e nonlinear MPC method based on the 3-DOF ma-
neuvering model can be used to control heading and surge
speed together under the constraints [34]; the solution of the
nonlinear MPC problem can only be solved through nu-
merical iteration methods such as Gauss–Newton method.
All solutions based on gradient iteration method can only
guarantee the local minimum, also it is a huge computation
burden for on-board computer in real-time control.

To reduce the complexity of designing controller, usu-
ally, the surge speed controller and heading controller are
designed independently due to which the 3-DOF maneu-
vering model can be decoupled in a forward speed (surge)
model and a sway-yaw subsystem for maneuvering [35]. ,e
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independent surge speed and heading controller both have
good performance when the reference heading and reference
speed are steady. However, there is an inevitable speed loss
when there is sway-yaw motion.

,e MBD method for surge speed and heading control
are designed under the framework of MPC. Figure 1 shows
the guidance and control architecture for vessel path fol-
lowing. ,e MPC heading controller is designed indepen-
dently based on the sway-yaw model linearized at a given
work point. ,eMPC surge speed controller is also based on
the linearized surge model. ,e time-varying added resis-
tance generated by sway-yaw motion is only considered in
the process of solving the optimal sequence, which does not
add much computation burden. ,e nonlinear MPC
problem breaks down into two low-dimensional linear MPC
problem through the MBD method. Since the heading
controller and the surge speed controller are designed in-
dependently, it is much more convenient for parameters
turning in the controller design process.

During every MBD method control interval, the MPC
heading controller is solved fist. ,en, the coupling terms of
the surge model are calculated through the outcome se-
quence of the MPC heading controller, and these coupling
terms are treated as time-varying added resistance. Next, the
MPC surge model is solved considering the time-varying
added resistance. Finally, the first element of the heading
controller outcome sequence and the speed controller
outcome sequence are used as controller output.

,e rest of this section now focuses on the derivation of
the MBD method.

3.1. Heading Controller. In this section, the MPC heading
controller with actuator constrains is first designed. ,e
purpose of the heading controller is to steer the vessel
heading to the excepted heading ψd.

During the path-following task, the surge speed is
controlled by a speed controller, so we assume that the surge
speed is constant during every control interval, and the
sway-yaw subsystem equations (6b) and (6c) can be
decoupled from an original nonlinear system. ,e linear
state-space model is derived by linearizing the sway-yaw
subsystem at a given work point to reduce the complexity of
designing the controller. Assuming surge speed u � uo,
lateral velocity v ≈ 0, yaw angular velocity r ≈ 0, and the
right hand of equations (6b) and (6c) can express in a Taylor
series by taking the partial derivative. By retaining the first-
order terms of Taylor series and incorporating equation with
_ψ � r, the linearized sway-yaw subsystem can be written as

_x � Ac x + Bcτz, (13)

where _x �

_v

_r
_ψ

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, Ac �

b1u b2u 0
c1u c2u 0
0 1 0

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, and Bc �

b7
c7
0

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦.

,e controllers are designed in a discrete form; the
heading model can be simplified to a first-order transfer

function model. Normally, the sampling interval Ts is
chosen as one-tenth of the time constant in the simplified
first-order function model. When the sampling interval Ts is
given, the discreet form of equation (13) can be easily cal-
culated by the following transform:

xk+1 � Adxk + Bdτzk, (14)

where xk+1 � vk+1 rk+1 ψk+1 
T, Ad � eAcTs , and Bd �


Ts

0 eAcTsdtBc. Due to the effect of wind, current, wave, and
unknown disturbance, the predicted progress incorporating
the external disturbance d is used to correct the prediction
results at every control interval. For the simplicity of solving
online optimization, equation (14) is written in the aug-
mented form as

zk+1 � Azk + BΔτzk + dk, (15a)

ψk+1 � Czk+1, (15b)

where zk+1 �

vk+1
rk+1
ψk+1
τzk+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A �

Ad Bd

0 I
 , B �

Bd

I
 ,

C � 0 0 1 0 , and I is the identity matrix.

As we all know, the energy output by the physical system
is not infinite, and the torque force generated by vessel
actuators such as a rudder or water-jet system has the torque
rate constraints and bounded value constraints. So, the
constraints of the actuator are considered in the heading
control online optimal progress, Δ τz and Δτz are the lower
and upper bounds of the τz varying rate, respectively, and
τz and τz are the lower and upper bounds of the τz value,
respectively.

,e cost function consists of two quadratic terms, the
heading error quadratic term grantee that the real heading
convergence to the reference heading and the rudder varying
rate quadratic term can reduce the rudder movement. ,en,
the heading control problem is transformed into a con-
strained online optimization problem as equation (16), Np is
the prediction horizon, and Nu is the control horizon:

Guidance
law

Target
position

MPC heading
controller

Sequence ∆τz 

Time-varying added
resistance predicted

Sequence pc

MPC surge speed
controller

ud
τx

τz

Vessel

ψd

ψ, u, v, r, psi, x, y

�e MBD method
Wind, waves and

 current

Figure 1: Architecture of the MBD method.
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min J zk,Δτz(  � 

Np

j�1
Czk+j − ψd 

T
Q Czk+j − ψd 

+ 

Nu

j�1
Δτz

T
k+jRΔτz

T
k+j,

(16)

which subjects to

Δ τz ≤Δτzk+j− 1 ≤Δτz, j � 1, 2, . . . , Nu, (17a)

τz ≤ τzk+j ≤ τz, j � 1, 2, . . . , Nu. (17b)

,e online optimization problem equation (16) can be
transformed into a quadratic problem to solve the optimal
solution sequence Δτz∗ � Δτz∗k ,Δτz∗k+2, . . . ,Δτz∗k+Nu− 1,  at
each time k. According to equations (15a) and (15b), the state
prediction with prediction horizon Np and control horizon
Nu can be written as

ψpre � Pzk + HΔτz + Edk, (18)

where ψpre �

ψk+1
ψk+2
⋮

ψk+Np

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, P �

CA

CA2

⋮
CANp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, H �

CB 0 · · · 0
⋮ ⋮ ⋮

CANu − 1B CANu − 2B · · · B

⋮ ⋮ ⋮
CANu − 1B CANu − 2B · · · B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, and E �

C

CA + I

⋮


Np− 1
j�0 CAj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. ,e

disturbance at time k is updated by the error of real state and
predicted state as

dk � zk − Azk− 1 + BΔτzk− 1( . (19)

Substituting equation (18) into equation (16) and ig-
noring the constant value terms which do not affect the
solution of solving the optimization problem, the cost
function can be written as a quadratic form:

min J zk,Δτz(  �
1
2
ΔτzT

SΔτz + f
TΔτz. (20)

Matrix S � HTQH + R is the quadratic objective term,
and matrix f � HTQ(Pzk + Edk − ψd) is the linear term.
,e constrained quadratic programming can be solved by
the numerical method. ,e controller output
τzk � τzk− 1 + Δτzk, and Δτzk is the first element of Δτz∗.
,e stability of the MPC controller without terminal con-
straints can be guaranteed by choosing a large prediction
horizon [36].

3.2. Surge Speed Controller. In this section, the MPC surge
speed controller with surge force constraints is designed.
Under the framework of MPC, the constraints of the state
and actuator can be handled easily. ,e standard MPC
(SMPC) method is first introduced to the design surge speed
controller; then, the surge speed controller based on the
MBD method is introduced. ,e discredited linear surge

model equation (21) can be derived by linearizing the
nonlinear surge model equation (6a) at a given work point:

uk+1 � A1uk + B1τx, (21)

where A1 � ea1Ts and B1 � 
Ts

0 ea1Tsdta7.
When a vessel is in the surge motion, yawing motion due

to steering can result in added resistance in calm water as
well as yawing due to wave motion [37], and the added
resistance can significantly reduce surge speed. Usually, the
surge speed controller is designed independently based on
the linear surge model equation (21) through the standard
MPC method and all the disturbance, including the added
resistance and the effect of the wave, wind, and current are
treated as an unknown disturbance.

,e derivation of the SMPC method is introduced as
follows. Considering the unknown disturbance ω and re-
writing the sure model equation (21) as augmented for
simplicity, the modified surge model is

yk+1 � Auyk + Buτxk + duk, (22a)

uk+1 � Cuyk+1, (22b)

where yk+1 �
uk+1
τxk+1

 , Au �
A1 B1
0 1 , Bu �

B1
1 ,

duk �
ωk

0 , and Cu � 1 0 . ,e disturbance ωk at time k

is updated by the error of real surge speed and predicted
surge speed as

ωk � uk − A1uk− 1 + B1Δτxk− 1( . (23)

,en, the augmented surge model is used to construct a
MPC controller.

Based on the modified surge model, the surge speed
control problem with excepted surge speed ud now is an
online optimization problem as cost function equation (24).
,e speed error quadratic term in equation (24) grantee that
the real speed convergence to the reference speed and the
force varying rate quadratic term in equation (24) can reduce
the force varying. ,e first element of optimal solution
sequence Δτx∗ � Δτx∗k ,Δτx∗k+2, . . . ,Δτx∗k+Nu − 1,  is the
surge force increment at each time k. ,e prediction horizon
is Npu, and control horizon is Nuu:

min J yk,Δτx(  � 

Npu

j�1
Cuyk+j − ud 

T
Q Cuyk+j − ud 

+ 

Nu

j�1
Δτx

T
k+jRΔτx

T
k+j,

(24)

which subjects to

Δ τx ≤Δτxk+j− 1 ≤Δτx, j � 1, 2, . . . , Nuu, (25a)

τx ≤ τxk+j ≤ τx, j � 1, 2, . . . , Nuu. (25b)

,e drawback of the SMPC is that there will be no
compensating force of disturbance until there is an offset in
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surge speed since the process of updating disturbance ω at
time k always occurs at the next control interval. ,e MBD
method is proposed in this paper to overcome the delay in
updating disturbance. In the MBD method, the sway-yaw
motion due to the steering is predicted by the actuator
sequence Δτz∗ and compensated as a time-varying distur-

bance pc � pck, pck+1, . . . , pck+Npd− 1  in forward speed

control. ,e calculation of pc involves several steps, as
described in the sequel:

(1) At time k, calculate the predicted sequence of v, r
through equations (15a) and (15b) by using Δτz∗.

(2) Calculate the time-varying disturbance pck by using
part terms of equation (6a), pck � a4vkrk + a5r

2
k. ,e

states vk and rk aremeasured directly at present time k.
(3) Calculate the rest of time-varying disturbance se-

quence by using part terms of equation (6a),
pck+1 � a4vk+1rk+1 + a5r

2
k+1. ,e predicted state vk+j

and rk+j, j � 1, . . . , Npd − 1, are calculated at step 1.

Substituting pc into equations (22a) and (22b), the surge
model is modified as follows:

yk+1 � Auyk + Buτxk + duk, (26a)

uk+1 � Cuyk+1 + pck, (26b)

and the equation of updating ωk is modified as

ωk � uk − A1uk− 1 + B1Δτxk− 1 + pck− 1( . (27)

,e cost function based on equations (26a) and (26b)
and equation (27) can be written as

min J yk,Δτx(  � 

Npu

j�1
Cuyk+j + pck+j− 1 − ud 

T

Q Cuyk+j + pck+j− 1 − ud  + 
Nu

j�1
ΔτxT

k+jRΔτxT
k+j

,

(28)

which subjects to

Δ τx ≤Δτxk+j− 1 ≤Δτx, j � 1, 2, . . . , Nuu, (29a)

τx ≤ τxk+j ≤ τx, j � 1, 2, . . . , Nuu. (29b)

Also, the online optimization problem equations (25a),
(25b), and (28) can be transformed into constrained qua-
dratic programming, the controller output τxk � τxk− 1 +

Δτxk, and Δτxk is the first element of Δτx∗. ,e stability of
the MPC controller can be guaranteed by choosing a large
prediction horizon Npu. Since the focus of this paper is the
performance of theMBDmethod, the detailed proof of MPC
stability can be referred to [36].

4. Simulation Results

In this section, the results of the way-point path following are
presented. ,e simulation results of the MBD method and the
standard MPC (SMPC) method are compared to illustrate the

superiority of the MBD method. ,en, a time-varying dis-
turbance incorporating white noise and constant offset force is
added in path-following simulations to demonstrate the ef-
fectiveness and robustness of the MBD method. ,e param-
eters of the vessel are given in [33] and listed in Table 1.

In the simulation, the parameter Δ in guidance law is
chosen as Δ � 8m. In the heading MPC Controller, the
prediction horizon Np and control horizon Nu are chosen as
70 and 30, respectively.,e matrix Qh is an identity matrix
with dimension Np × Np, the matrix Rh is also an identity
matrix with dimension Nu × Nu. In the surge speed con-
troller, the prediction horizon Npu and control horizon Nuu

are chosen as 30 and 5, respectively. ,e matrix Qu is an
identity matrix with dimension Npu × Npu; the matrix Ru is
also an identity matrix with dimension Nuu × Nuu. In the
surge speed controller, the vessel initial forward speed of the
vessel is set at 0.5m/s and the other state of vessel are all set
to zero. ,e constraints of surge force are |τx|≤ 5. ,e
constraints of steering moment are |τz|≤ 1, and the steering
moment increment is |Δτz|≤ 0.5.

,e path-following results of different methods with no
external disturbance are shown in Figure 2, and the cor-
responding surge speed and surge force τx are shown in
Figure 3. From the results shown in Figure 2, we can see that
the path following results of different methods are very close
and the actual path of the vessel converges to the reference
path eventually.

In the surge speed control, as shown in Figure 3, the
commanded speed is 0.8m/s at the first 200 s then changed
to 0.6m/s. All the surge control method can guarantee the
surge speed converge to the command speed. Due to the
way-point changed, the sway and yawing motion result in
added resistance. ,ere is some speed loss in path following

Table 1: ,e parameters of the vessel.
m 23.8
Iz 17.6
xg 0.046
Xudot − 2.0
Xu − 0.72253
Xabsuu − 1.32742
Xuuu − 5.86643;
Yvdot − 10.0
Yrdot − 0.0
Yv − 0.88965
Yabsvv − 36.47287
Yabsrv − 0.805
Yr − 7.250
Yabsvr − 0.845
Yabsrr − 3.450
Nvdot 0
Nrdot − 1.0
Nv 0.03130
Nabsvv 3.95645
Nabsrv 0.130
Nr − 1.900
Nabsvr 0.080
Nabsrr − 0.750
lxR1 − 0.549
lxR2 − 0.549
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under the SMPC control method, but there are no significant
fluctuations in surge speed under the control of the MBD
method, see Figure 3(a)) at about 20 s, 150 s, and 300 s. From
the surge force output by different methods shown in
Figure 3(b)), we can see, comparing the surge force output
by the MBD method and the SMPC method, that the surge
force output by SMPC controller has a time delay when there
is an add resistance. Moreover, the time delay of surge force
is the reason why there is a significant surge speed loss in
speed control.

In the MBD method, the sway and yawing motion
generated by the steering moment is predicted as a time-

varying disturbance, which is compensated at the speed
control. Nevertheless, in SMPC control, there will be no
external force to compensate disturbance until there is an
offset in surge speed. So, the MBD method has a better
performance than the SMPC method in heading and speed
control of the vessel in path following.

To further demonstrate the effectiveness of the MBD
method in the real sea environment, the path following
results with time-varying disturbance is shown in
Figures 4–6. ,e disturbance one shown in Figures 5 and
6 consists of white noise with noise power of 0.0025, and a
constant force of 0.3N; the disturbance two shown in
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Figure 3: Surge speed control performance of different methods. (a) Surge speed in path following of different methods. (b) Surge force in
path following of different methods.

MBD with disturbance 1
MBD with disturbance 2

–10

–5

0

5

10

15

Ye
 m

50 100 150 200 250 300 350 4000
Time (sec)

Figure 4: Cross-error in path following under different disturbances.

8 Mathematical Problems in Engineering



MBD with disturbance 1
MBD with disturbance 2

0.5

0.6

0.7

0.8

Su
rg

e f
or

ce
 (N

)

50 100 150 200 250 300 350 4000
Time (sec)

(a)

MBD with disturbance 1
MBD with disturbance 2

0

1

2

3

Su
rg

e f
or

ce
 (N

)

50 100 150 200 250 300 350 4000
Time (sec)

(b)

Figure 5: Surge speed in path following under different disturbances. (a) Surge speed control results under different disturbances. (b) Surge
force results under different disturbances.

50 100 150 200 250 300 350 4000
Time (s)

0

100

200

300

H
ea

di
ng

 (d
eg

)

ψd
ψ with disturbance 1
ψ with disturbance 2

(a)

Figure 6: Continued.

Mathematical Problems in Engineering 9



Figures 5 and 6 is a white noise with noise power of
0.0025.

From Figure 4, we can see that the cross error Ye in path
following converges to zero; the addition unknown time-
varying disturbance has no influence in the overall per-
formance. ,e heading and speed control results shown in
Figures 5 and 6 demonstrate the effectiveness of the MBD
method under unknown time-varying disturbance. Also, the
steering moment τz, the increment of steering moment Δτz,
and the surge force τx are all restricted to the constraints.

5. Conclusions

In this paper, to solve the surge speed loss in path following
due to the added resistance generated by sway-yaw motion,
the MBD method for surge speed and heading control in
vessel path following is presented. In the MBD method, the
heading controller and the surge speed controller can be
designed under the framework of MPC, independently. ,e
nonlinear control problem of control vessel heading and
controller together can be decoupled into two MPC control
problems based on the linear heading model and linear surge
model, which makes the progress of designing the controller
easier.,e output of the heading controller is used to predict
the time-varying add resistance, which is treated as time-
varying disturbance and compensated in surge speed
control.

Compared to the control results of the SMPC method,
the surge speed has no significant fluctuations in path fol-
lowing under the control of the MBD method, which
demonstrates the superiority of the MBDmethod. ,e path-
following results under the unknown time-varying distur-
bance demonstrate the effectiveness and robustness of the
MBD method.
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)e traditional support vector machine algorithm is not enough to classify single-stranded DNAmolecules, so this paper proposes
an improved threshold extraction algorithm based on collaborative filter for the classification of single-stranded DNA. Firstly,
according to the different characteristic curves of the blocking current signals formed by the four bases (A, T, C, and T) that make
up DNA molecules crossing the nanopore, the collaborative filter feature extraction algorithm with improved threshold is
proposed. )en, the feature information is reconstructed and sent to the SVM classifier for training. Finally, the unfiltered,
collaborative filter, improved threshold collaborative filter, and Bessel filter data are, respectively, extracted and sent to the SVM
classifier for classification and comparison research. )e experimental results show that the improved collaborative filter al-
gorithm has higher accuracy in single-stranded DNA molecular classification.

1. Introduction

In recent years, nanochannel technology has developed into
an indispensable tool for single molecule experiments, which
provides a new way for high sensitive detection of single
molecules and the study of weak interaction between single
molecules. )is technology is widely used in DNA single
molecule sequencing, protein structure analysis, and early
diagnosis of major diseases. Nanochannel technology is
mainly used to analyze the weak blocking current signal
generated by the unknown molecule that passes through the
nanopore and to study the information of biogenetics and
life science. Compared with the traditional detection tech-
nology, it has the characteristics of simple operation, clear
structure, and fast detection speed, so it is called the most
promising third generation DNA sequencing technology
[1–4].

Due to the huge amount of data of blocking current
generated by the molecules to be measured crossing the

nanopore, the traditional data analysis and processing
methods are far from meeting the requirements of DNA
sequencing. )erefore, support vector machine and other
auxiliary research tools have undoubtedly become one of the
powerful tools for analyzing single-stranded DNA data [5].

At present, many researchers have applied SVM in
bioinformatics recognition [6, 7]. For example, Balachan-
dran et al. [8] used the SVM model to predict in vitro phage
virus proteins. Zhao et al. [9] used the SVM model to
recognize amino acids. Zhong et al. [10] used SVM as a base
classifier to recognize miRNA precursors. Zhou et al. [11]
used the SVM model to recognize the DNA sequences of
analytes such as Bacillus subtilis. Kumar et al. [12] used SVM
to classify RNA-binding and nonbinding proteins. Dai [13]
used SVM to classify imbalanced protein data. )rough the
above research and analysis, we can be seen that the clas-
sification rate using traditional SVM for classification is
difficult to improve. In order to further improve the rec-
ognition rate, Tabard-Cossa et al. [14] and Kowalczyk et al.
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[15], respectively, studied the synthesis of enhanced nano-
pores, the mechanism of noise generation, and the noise
model of nanopores. Dekker [16] and Goto et al. [17]
designed low-noise I-V conversion sensor methods to
denoise nanopores. )ese methods can improve the signal-
to-noise ratio of the blocking current, and the accuracy of
the recognition is improved to a certain extent. However,
because the collected blocking current signal is a very weak
picoampere signal, most of the research on denoising of
blocking current signal is only based on the analysis of
external physical conditions, while there is little research on
the specific blocking current signal itself.

Considering the existing research problems, this paper
proposes a new collaborative filter classification method
based on improved threshold. )e basic idea is to use a fixed
force between a single base and a nanopore [9], while the
force between adjacent bases is uncertain, so the fluctuation
of blocking current signal value is in a small range, but the
block current signal generated by the same base through the
nanopore shows a certain similarity in the whole signal
[18, 19]. )erefore, based on the self-similar structure of the
nanopore blocking current signal in the entire time domain,
the collaborative filter algorithm was first used to analyze the
grouped signals. By introducing the compensation factor, an
improved threshold selection algorithm was proposed to
extract the characteristics of the signal. )en, the processed
data are reconstructed and sent to the SVM for training.
Finally, the above algorithmwas used to analyze the blocking
current signals generated by A14 and CA3 single-stranded
DNA molecules through the nanopore.

2. Introduction to Improved Collaborative
Filter Algorithm

Considering the similarity of blocking current signals with
the same base in the entire blocking current signal, the new
feature extraction and classification method proposed in this
paper are shown in Figure 1.

)e first step is to use the blocking current signal
generated from the DNA molecule through the nanopore
channel as raw data.

)e second step is to find out the similar blocks of the
raw data and divide the most similar n blocks into a group
with a certain threshold.

)e third step is to coprocess the n groups. At this time,
each group is a matrix. First, the n group matrix is subjected
to two-dimensional discrete transformation, respectively,
and then processed by introducing improved thresholds to
filter out noise. Finally, two-dimensional discrete inverse
transformation is used to reconstruct the raw signal. )e
reconstructed signal is the filtered signal with obvious
characteristics.

In the fourth step, the current blocking curves after
reconstruction of the characteristics of the two DNA single-
stranded molecules A14 and CA3 processed in the first three
steps are labeled and mixed and then sent to the SVM for
training, and the classification results are analyzed.

)e details of each functional module are described
below.

2.1. Grouping of Signals. Figure 2 is a schematic diagram of
grouping similar blocks. Each grouping block with similar
characteristics is grouped for collaborative processing to
reveal the characteristics of noise coverage and provides
guarantee for SVM classification.

)e selected blocking current signal is marked as R, a
reference segment is first selected from R as D, and the
comparative segment L from R is then selected without
repeating. And Euclidean distance is used to judge the
similarity between D and L [20]:

d(D,L) �

��������������������������



n

i�1
Di − Li( 

2
, i � 1, 2, 3, ..., n,




(1)

where i is the selected i-th segment.
)en, it is normalized [21]:

d(D,L) �

������������


n
i�1 Di − Li( 

2


w
, i � 1, 2, 3, ..., n, (2)

where w is the width of the selected reference segment. d(D,L)

is smaller, with higher similarity between D and L.
)en, the fixed reference segment D is selected and

searched in the entire area of the blocking current signal
length l(l≫w). At the same time, L moves across the entire
segment R in steps of k and obtains m segments with the
smallest distance from the reference segment to form
group(D). And it is saved to a two-dimensional array of m
rows and w columns, group(D)m∗w.

Finally, the reference segment D traverses the entire
blocking current signal in steps of k and records groups
formed by different reference segments.

2.2. Collaborative Processing. For the n groups generated in
Section 3.1, this section uses collaborative filter to perform
filter processing on each group of signals in order to be able to
extract the characteristic information of the grouped signals.

Collaboration: each segment in each group is traversed
through the entire blocking current signal, and each group
contains the information of other groups, so this process can
be regarded as a “collaborative” process.

Collaborative filter consists of three steps:
)e first step is the two-dimensional discrete transfor-

mation of groups, and each group forms a matrix.
)e second step performs threshold processing on each

group matrix to filter the noise information in the raw data.
)e third step is to transform the two-dimensional

discrete inverse transformation on the matrix after the
threshold processing in the second step and reconstruct
signal with obvious characteristic information.

Each step is explained in detail as follows:

(1) Two-dimensional discrete transformation of the group:

G(D) � dct2(group(D)), (3)

where dct2(·) is the two-dimensional discrete cosine
transform.
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(2) A threshold value is selected for each group as λ and
threshold noise reduction is performed in the trans-
form domain. Coefficients smaller than the threshold

value are set to zero to attenuate noise, and coefficients
larger than the threshold value are retained.)is paper
uses the hard threshold method, which is defined as

Two-dimensional 
discrete 

transformation
Threshold 
processing

Two-dimensional 
discrete inverse 
transformation

Collaboration 

Future
reconstruction 

Reconstruction 

A14

CA3

Classification
of SVM

A14 CA3

Reconstruction
of current 

signal 
Mixed 

Group 1

Grouping 

Raw data 

Group 2 Group n

Reconstruction 2 Reconstruction n

Figure 1: Flowchart of collaborative filter algorithm.
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TH(g) �
g, |g|< λ,

0, |g|≤ λ,
 (4)

where λ is based on the threshold denoising method of
Donoho, which is approximately optimal in the sense of
mean square error, and at the same time can ensure that
the reconstructed signal has the smoothness of the raw
signal. )e definition of threshold by VisuShrink
proposed by Donoho and Johnstone is [22] as follows:

λ � δ∗
�����������

2 log∗ m∗w( )



, (5)

where δ is the noise standard deviation of the raw
signal.
Since the noise of the blocking current signal of DNA
passing through the nanopore is unknown, this paper
uses the absolute deviation of the median of the co-
efficient matrix G(D) to estimate [18]:

MAD � median Di − median Di( 


 , i � 1, 2, 3, ..., n,

(6)

where MAD is median absolute deviation,
median(·). Di is the element in the coefficient matrix
G(D). )e estimated noise standard is defined as

δ �
MAD

k
, (7)

where k is the scale factor constant, which is gen-
erally selected as 0.6745 [23].

(3) After thresholding the transform coefficient matrix,
the grouped filter results are obtained by two-di-
mensional discrete inverse cosine transform, as
follows:

group(D) � idct2 TH(g) , (8)

where idct2(·) is the two-dimensional discrete cosine
transform.

)rough three steps, the n groups in 2.1 can be processed
collaboratively, and finally, n group signals with noise re-
moved can be obtained.

2.3. Improved3reshold. In the case of actual measurement,
the additional noise changes caused by slight environmental
differences and the small changes in hardware circuit
components and reference ground can cause signal drift.

Although the data can be filtered using a collaborative
filter to reduce noise interference, if the input signal has drift
and contains nonzero mean noise interference, it will lead to
the deviation of the final results of data processing.
)erefore, it is necessary to compensate the drift of system.

)is section improves the threshold value in the second
step of collaborative filter data processing in Section 2.2 and
introduces threshold compensation factor λc to compensate
the drift of system.

)e improved threshold is defined as

λ � δ∗
�����������

2 log∗ m∗w( )



+ λc, (9)

where when the circuit is at zero input signal, the output
value of the acquisition circuit at this time is R0. )e data
processing methods in Sections 2.1 and 2.2 are used to obtain
the threshold λi, i � 1, 2, ..., n without input.

Compensation factor is defined as

λc � −
1
n



n

j�1
λi

j. (10)

2.4. Feature Extraction of Signals. Because the traditional
SVM-based method is used for classification, feature in-
formation of the raw data is drowned in noise, resulting in
the unsatisfactory classification effect of SVM. In this paper,
the raw signal is processed by the collaborative filter method
and then reconstructing data with obvious characteristics.

)e features of each group are displayed from the
submerged noise, and the reconstructed obvious feature
structure provides guarantee for the accuracy of the SVM
classification.

Similar blocks 1 Similar blocks n

Figure 2: Similar block grouping.
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Each group is composed of the m most similar to the
original reference segment, so there is overlap between these
m contrast segments. )at is to say, a single point exists in
multiple segments at the same time, so the reconstruction of
the signal is to arithmetically average these m similar seg-
ments [24] to obtain the final output:

Result(i) �


m
i�1 group(D)i∗w

m
, (11)

where group(D)i∗w is the row vector in the group.
)e characteristic reconstructed blocking current signal

is

signal � result result(1), result(2), . . . , result(n){ }. (12)

3. SVMClassification andRecognitionBased on
Improved Feature Extraction

3.1. Experimental Data. )e block current signals generated
by the two single-stranded DNA molecules A14 and CA3 to
be recognized as they pass through the nanopore are shown
in Figures 3 and 4, respectively.

)e baseline current is 70.00 pA (both 800,000 sampling
points).

3.2.ParameterSelection. )is paper mainly uses signal-noise
ratio and root mean squared error [25] as the evaluation
criteria to determine the data based on cooperative filter and
feature reconstruction and passes these two standards to
determine the parameters that the collaborative filter al-
gorithm needs to determine, that is, compare the moving
step size k of the segmented segments with the number of
sampling points included in each segment.

)e definition of SNR used in this paper is

SNR � 10 log
S

N
  � 10 log


N
i�1 S2(i)


N
i�1 Sf(i) − S(i) 

2
⎛⎜⎝ ⎞⎟⎠.

(13)

)e definition of RMSE is

RMSE �


N
i�1 Sf(i) − S(i) (i)2

N
, (14)

where S(i) is the value of the initial input signal, Sf(i) is the
value of the output signal after collaborative filter, and N is
the total length of the input signal. )e larger the signal-to-
noise ratio, the smaller the root mean square error, and the
stronger the desiccation ability.

(a) Moving step of grouped fragments
It can be seen from the curve trend in Figure 5 that
when the width of the segment is 50, the SNR is the
largest, the RMSE is the smallest, and the denoising

effect is the best, so the moving step of the segment is
30.

(b) )e width of the fragment
It can be seen from the curve trend in Figure 6 that
when the moving step size of the fixed segment is 50,
the SNR is the largest, the RMSE is the smallest, and
the denoising effect is the best, so the width of the
segment is 10.

)rough the analysis of the above experimental data, it
can be concluded that the collaborative filter algorithm has
the best data processing effect when the moving step length
of the segment is 30 and the width of the segment is 10. At
this time, the SNR is 49.77 and the RMSE is 0.16.

3.3. Comparison of Filter Results. )e parameters deter-
mined in Section 3.2 are segment moving step 30 and
segment width 10. In order to highlight the performance of
the algorithm, this section will compare it with the Bessel
filter algorithm [26].

Figures 7 and 8 compare the data processing effect without
and with improved threshold collaborative filter algorithm.
Figure 7 shows the entire DNAmolecule fragment, and Figure 8
shows a portion of the DNAmolecule fragment. From Figures 7
and 8, it can be seen from the overall and partial filter results that
the improved threshold collaborative filter algorithm (SNR �

49.77 andRMSE � 0.16) has a significantly better effect on data
processing than the without improved threshold collaborative
filter algorithm (SNR � 38.62 andRMSE � 0.89).

Figures 9 and 10 compare the data processing effect without
improved threshold collaborative filter algorithm and Bessel
algorithm. Figure 9 shows the entire DNA molecule fragment,
and Figure 10 shows a portion of the DNA molecule fragment.
FromFigures 6 and 10, it can be seen from the overall and partial
filter that the effect of the collaborative filter algorithm (SNR �

38.62 andRMSE � 0.89) on data processing is similar to that of
Bessel filter (SNR � 38.62 andRMSE � 0.89).

Figures 11 and 12 compare the data processing effect of
improved threshold collaborative filter algorithm and Bessel
algorithm. Figure 11 shows the entire DNA molecule
fragment, and Figure 12 shows a portion of the DNA
molecule fragment. From Figures 11 and 12, it can be seen
from the overall and partial filter that the effect of the
improved threshold collaborative filter algorithm (SNR �

49.77 andRMSE � 0.16) on data processing is significantly
better than that of Bessel filter on data processing
(SNR � 39.71 andRMSE � 0.82).

From the above comparison results, it can be concluded
that the denoising effect of the improved threshold collab-
orative filter algorithm is significantly better than without the
improved threshold collaborative filter algorithm and Bessel
Filter algorithm. )erefore, after the improved threshold
collaborative filter algorithm is used to process the raw data,
the characteristic information of the data is more obvious.

Mathematical Problems in Engineering 5



3.4. Comparison of Classification Results. In order to verify
the effectiveness of the algorithm proposed in this paper,
SVM classification algorithm [27] is used to classify and
study the collaborative filter, Bessel Filter, and improved
threshold collaborative filter.

)e blocking current sampling points of CA3 and A14
molecules are 15822 and 16628, respectively. 70% of the
reconstructed datasets are used for training models and 30%
for testing the effect of model recognition and classification.

Table 1 shows the classification accuracy of raw data,
Bessel Filter data, collaborative filter data, and collaborative
filter data with improved threshold using SVM. According
to the classification accuracy in the table, it can be seen that
the classification effect of collaborative filter without im-
proved thresholds is similar to that of the Bessel filter by
about 77%, while the classification effect of collaborative
filter algorithm with improved thresholds is up to 95.88%
better than the other two algorithms.

Figure 3: A14 raw data signal.

Figure 4: CA3 raw data signal.

0 50 100 150 200 250 300 350 400 450 500

SNR
RMSE

0

20

40

SN
R

0

2

4

RM
SE

Figure 5: Change chart of step size.
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(a) (b)

(c)

Figure 8: Partial diagram of collaborative filter with and without improved threshold collaborative filter: (a) A14 raw data; (b) collaborative
filter; (c) improved threshold collaborative filter.
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Figure 6: Change chart of width.

(a)
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Figure 7: Comparison diagram with and without improved threshold collaborative filter: (a) A14 raw data; (b) collaborative filter; (c)
improved threshold collaborative filter.
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(a)

(b)

(c)

Figure 11: Comparison of Bessel and improved threshold collaborative filters (A14 overall): (a) A14 raw data; (b) Bessel filter; (c) improved
threshold collaborative filter.

(a)

(b)

(c)

Figure 9: Comparison of Bessel and collaborative filters (A14 overall): (a) A14 raw data; (b) Bessel filter; (c) collaborative filter.

(a) (b)

(c)

Figure 10: Comparison of Bessel and collaborative filters (A14 part): (a) A14 raw data; (b) Bessel filter; (c) collaborative filter.

(a) (b)

(c)

Figure 12: Comparison of Bessel and improved threshold collaborative filters (A14 part): (a) A14 raw data; (b) Bessel filter; (c) improved
threshold collaborative filter.
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4. Conclusion

Due to the large amount of environmental noise and the
instrument’s own noise mixed in the raw sampling data, it is
difficult to obtain the feature information of the raw data
only by SVM for classification, resulting in low classification
accuracy. )erefore, in consideration of signal drift caused
by various noises, based on the premise of grouping,
thresholding, and reconstruction of the raw data based on
the collaborative filter algorithm, this paper improves the
threshold value selected during the thresholding process in
the collaborative algorithm and introduces the threshold
drift compensation factor to compensate for signal drift to
compensate for the effects of noise.

)en, the raw data are processed using a collaborative
filter algorithm with improved thresholds to obtain data
groups with obvious feature information, and data groups
with obvious feature information are used for data recon-
struction. )en, the data processing effect of improved
threshold collaborative filter is compared with the data
processing effect of the unimproved collaborative filter and
Bessel filter. )e data processing effect of improved
threshold collaborative filter is significantly better than the
other two data processing methods.

Finally, the data processed by the three data processing
methods are sent to SVM for training, and the classification
accuracy of the data processed by the improved threshold
collaborative filter algorithm is obviously better than the
other two data processing methods.
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As a key feature of networked control systems (NCSs), the time delays induced by communication medium sharing and data
exchange over the system components could largely degrade the NCS performances or may even cause system instability, and
thus, it is of critical importance to reduce time delays within NCSs. .is paper studies the time-delay reduction problem in
distributed NCSs and presents a dual-way data scheduling mechanism for time-delay reductions in delay-bounded NCSs with
time-varying delays. We assess the time delays and their influences on the NCSs first with various delay factors being considered
and then describe a one-way scheduling mechanism for network-delay reductions in NCSs. Based upon such a method, a dual-
way scheduling algorithm is finally proposed for distributed NCSs with different types of transmitted data packets. Experiments
are conducted on a remote teaching platform to verify the effectiveness of the proposed dual-way scheduling mechanism. Results
demonstrate that, with the stability time-delay bound considered within the scheduling process, the proposed mechanism is
effective for NCS time-delay reductions while addressing the stability, control accuracy, and settling time issues efficiently. Such a
proposed mechanism could also be implemented together with some other existing control algorithms for time-delay reductions
in NCSs. Our work could provide both useful theoretical guidance and application references for stable tracking control of delay-
bounded NCSs.

1. Introduction

With the rapid advancements of networking technologies over
the past decades, there is a growing trend in both industrial and
commercial communities to integrate computing, communi-
cation, and control systems together to formulate a unified
platform via network remote control. In such integrated
platforms, the control commands from different information
sources are transmitted and exchanged over networks, while
their feedback control systems, whose control loops are formed
via real-time communication channels, are called networked
control systems (NCSs) [1]. Owing to its advantageous
properties, e.g., low cost, high reliability, easy reconfiguration,
satisfactory flexibility, robustness, and adaptation capabilities,
NCS has attracted extensive research interest in recent years
and been utilized in various fields, such as the power grids,

transportation networks, water distribution networks, tele-
phone networks, global financial networks, and genetic ex-
pression networks [2].

In practical NCSs, there exist numerous information
sources and nodes exchanging data over the networks si-
multaneously, and thus, the time delays induced by network
resource sharing would generate inevitably [3–5]. Such time
delays could largely degrade the system performances or
sometimes may even cause the system to be instable. Fur-
thermore, as the time delays within NCSs could either be
constant, or bounded, or random, they also make the NCS
system design and analysis complicated. .erefore, it is of
critical importance to reduce the NCS time delays in en-
gineering practice [5, 6].

Various mechanisms have been proposed for NCS time-
delay reductions in the literature [7, 8]. Based on the
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different time-delay models being adopted, such mecha-
nisms could be divided into twomain categories, namely, the
NCS network control-based ones and the NCS system data
scheduling-based ones [7]. Specifically, the NCS network
control-based mechanisms treat the whole NCS system as a
controlled network, and the main focus is on control of the
networks, i.e., the main object is to propose efficient methods
to address the raised networking issues, such as routing,
congestion control, networking protocol, and data com-
munications [6–8]. .e NCS network control-based
mechanisms have attracted extensive research interest over
the past years, and readers could refer to [6–8] for com-
prehensive details.

.e data scheduling-based mechanisms consider NCSs
to be control systems and try to optimize performances of
the overall NCSs [9, 10]. Initially, the data scheduling-based
mechanisms assume that the NCSs have fixed data sampling
period and propose methods to optimize resource alloca-
tions for competing demands [10]. Scheduling algorithms
such as rate monotony (RM) scheduling, earliest deadline
first (EDF) dynamic scheduling, and dead-bands scheduling,
are of this category. Although such methods help reduce
time delays, the practical system variables, such as varying
transmission delays, transmission variables, packet loss, and
communication constraints, have been ignored, and thus,
these methods may not be adaptive to real-time network
changes during the system operation process [11]. To further
overcome these problems, scheduling mechanisms with
variable sampling periods, such as dynamic feedback
scheduling, fuzzy logic control or neural network-based
scheduling, active sampling period scheduling, and delay
compensation-based scheduling, have also been proposed
[11–14]. .ose methods are flexible in handling the time-
varying traffic, yet some other constraints, such as the un-
known network loads prior to scheduling, the lacks of upper
and lower bounds for sampling period, and the difficulties in
determining the key control parameters, have been largely
ignored [14, 15].

Event-triggering feedback control mechanism is another
kind of scheduling scheme being proposed to address the
above network constraints and has attracted extensive re-
search interest in recent years [16–18]. Specifically, by
adopting a subsystem to broadcast the local state infor-
mation to its neighbors, the distributed event-triggering
feedback schemes were proposed for linear and nonlinear
systems first [16, 17], and later, such algorithms were ex-
tended with various practical constraints, e.g., the data
drops, transmission delays, probabilistic nonlinearities,
sensor/actuator faults, and external attacks/disturbances,
being taken into account, and have also achieved satisfactory
results [18–21]. Currently, some other algorithms with more
practical constraints taken into account are attracting in-
creasing research interest. For more details of recent ad-
vances on event-triggering NCS control and the trends and
techniques for NCS delay reductions, readers could refer to
[6, 22]. It is worth mentioning that most of those existing
mechanisms have ignored the influences of the upper and
lower time-delay bounds on the performances of the system
stability and the data scheduling schemes.

In practice, however, the permissible system time-delay
bounds play a critical role in determining the system stability
performances for NCSs. .is is because, on the one hand,
there usually exists a huge amount of information being
exchanged over the networks, and such information would
inevitably induce time delays, while on the other hand, such
information is typically of different types, and each type of
information may have its own transmitting priorities within
the NCS. For such information being transmitted, once the
transmission time exceeds the system permissible time-delay
bounds, the system may become unstable or even divergent
[23]. .e case is especially true for distributed NCSs, since in
decentralized systems, some of the plants are first-ordered,
while the others may be higher-ordered with much stricter
time-delay bound limitations. .erefore, to avoid causing
system instability, scheduling in NCSs should be performed
within the system time-delay bounds.

It is also worth noting that most of the existing
scheduling mechanisms are one-way designed, making the
scheduling operations inefficient for NCS delay reductions.
For instance, for distributed NCSs as shown in Figure 1,
those existing scheduling mechanisms typically operate ei-
ther on the field sensor scheduler or on the network remote
controller scheduler only. In practice, however, if the
scheduling operations are conducted on the sensor sched-
uler and controller schedulers simultaneously, i.e., dual-way
scheduling schemes are devised and adopted, the NCS time-
delay reductions could be much more efficient. .is is be-
cause, in such a case, both sensor terminals and remote
controller could transmit their control demands simulta-
neously within the NCS for processing, and meanwhile, the
sensor terminals and remote controllers could work coop-
eratively and more efficiently with the control variables
being transmitted within the NCS control loops.

.is paper studies the time-delay reduction problem
within distributed NCSs and proposes a delay-bounded data
scheduling mechanism for time-delay reductions in NCSs.
Specifically, with the various delay factors being considered,
the time delays and their influences on the NCSs are
evaluated first, and then, a one-way scheduling algorithm is
presented for data scheduling within NCSs. Based on such a
one-way scheduling scheme, a novel dual-way dynamic
scheduling algorithm, which is performed on controller and
sensor schedulers simultaneously, is finally described. Both
simulations and experiments are conducted to verify the
effectiveness of the proposed data scheduling mechanism.
Results obtained from experiments carried out on a practical
remote teaching platform show that, with the scheduling
operations conducted within the lower and upper NCS delay
bounds, the proposed algorithm could help significantly
improve the performances of the distributed NCSs while the
system stability could also be guaranteed in different cases.

2. Time Delays and Their Impacts on
Distributed NCSs

2.1. Time Delays within NCSs. A typical NCS comprised
several control plants, sensors, controllers, and actuators
shown in Figure 2. In such an NCS, there are numerous
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information sources sharing the network resources and
transmitting data onto the network via communication
channels. Once too much information are transmitted si-
multaneously via the same channel, the common network
transmission issues, e.g., congestions, packet collisions,
multipath transmissions, and link interruptions, may arise
and thus would cause time delays inevitably [3, 4].

.e time delays within NCSs could be categorized into
control-induced delays and network-induced delays. While
the former is the time consumed by the sensors, plants, and
actuators to complete their respective noncommunication
functions, the latter is induced by data transmissions within
the NCS. For NCSs with feedback and forward channels as
shown in Figure 1, we further divide the time delays in the
system kth control cycle into five parts as follows:

(1) Data preprocessing delay, i.e., the time required by
sensors to pack data for transmission, and it is

denoted by T
prc
i1 (K) and T

prc
i2 (k) for the feedback and

forward channels, respectively.
(2) Data packet queuing delay, i.e., the time taken by a

data packet to wait for its transmission, and it is
denoted by Twait

i1 (k) and Twait
i2 (k) for the feedback

and forward channels, respectively.
(3) Data transmission delay, i.e., the time taken by a data

packet to be transmitted within the system, which is
determined by the packet length, network band-
width, and transmission distance. Such a delay is
denoted by Ttra

i1 (k) and Ttra
i2 (k) for the feedback and

forward channels, respectively.
(4) Data postprocessing delay, i.e., the time required for

a controller to receive and store a data packet, and it
is denoted by T

pos
i1 (k) and T

pos
i2 (k) for the feedback

and forward channels, respectively.
(5) Controller calculation delay is denoted by Tc

i (k).

Sensor

Object

Actuator

Buffer Network Buffer

Buffer BufferNetwork

Controller

�e feedback channel

�e forward channel

Sensor scheduler Controller scheduler 

Tprc (k)i1

Twait (k)i1
T tra (k)i1

T tra (k)i2

Tpos (k)i1
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Tc (k)i1
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Figure 1: Structure of a typical NCS with time delays.
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Figure 2: Topological structure of network with n controllers.
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Denote the overall time delay for the feedback and
forward channels to be Ti1(k) and Ti2(k); then, we can
have

Ti1(k) � T
prc
i1 (k) + T

wait
i1 (k) + T

tra
i1 + T

pos
i1 (k), (1)

Ti2(k) � T
prc
i2 (k) + T

wait
i2 (k) + T

tra
i2 + T

pos
i2 (k), (2)

while the total time delay within the NCS is

Ti(k) � Ti1(k) + Ti2(k) + T
c
i (k), (3)

which is also the control system round trip time (RTT), i.e.,
the interval between the time a plant receives its kth control
command to the time when it receives its (k + 1)th
command.

In practice, Tc
i (k) is determined by computer per-

formances. Specifically, since such a delay is much
smaller as compared with the others and could be
compensated by algorithms [24], the influences of Tc

i (k)

are neglected and only those of Ti1(k) and Ti2(k) are
evaluated in this paper.

2.2. Influences of TimeDelays on NCS Stability. Assume that
controllers in the NCS as shown in Figure 2 are event-
driven, while those sensors and actuators are time-driven,
then the theoretical discrete state equations for the ith
plant are

xi(k + 1) � Aixi(k) + Biui(k), (4)

ui(k) � Kixi(k), (5)

where xi(k) ∈ Rn is the state variable of the ith plant in its
kth control cycle; Ai and Bi are constant matrices, while
ui(k) and Ki are control input and feedback gain of the ith
control plant, respectively.

Further assume that the network-induced delays are
time-varying and bounded, satisfying [25, 26]

0< ≤Ti(k)≤TiM, (6)

where TiM is a constant, denoting the upper bound of the
time-varying delay Ti(k), and it could be characterized by
the summation inequality presented in .eorem 5 in [27].

With the network-induced delays being taken into ac-
count, we have ui(k) � Kixi(k − Ti(k)) from (5), while the
closed-loop NCS by (4) and (5) could be described as
follows:

xi(k + 1) � Aixi(k) + BiKixi k − Ti(k)( 

� Aixi(k) + Aidxi k − Ti(k)( ,

yi(k) � cixi(k),

(7)

where Aid � BiKi is a loose variable introduced by Lyapu-
nov’s function to characterize the NCS. .e schematic di-
agram of such a control system could be illustrated by
Figure 3, wherein the two networks could either be the same
or different depending on the practical implementation of
the NCSs.

3. Strategies for Network-Delay Reductions

As shown in (1), the time delay Ti1(k) in NCS is caused
mainly by the data processing delay T

prc
i1 (k), queuing delay

Twait
i1 (k), transmission delay Ttra

i1 (k), and the postprocessing
delay T

pos
i1 (k). Among all those factors, since Ttra

i1 (k) is
determined by the network conditions, while T

prc
i1 (k) and

T
pos
i1 (k) are so short that could be negligible [28], Twait

i1 (k) is
regarded to be the main delay factor. .is is similar for
Ti2(k) in the forward channels. However, since the data
transmitted in NCS system include video/audio informa-
tion, control commands, sensing data, and control data of all
NCS components, which are either periodic or nonperiodic
and to be transmitted either in real time or non-real time
over the channels, the NCS time delays could be very large.
In such a case, the transmission of all control data or system
outputs within a single data packet is impractical. Moreover,
since the queuing delays of both forward and backward
channels could be manipulated by scheduling of the sensors
and controllers, it is expected that appropriate scheduling
algorithms could be devised to minimize the system time
delays.

In this paper, we propose a two-way scheduling
mechanism for an NCS, wherein scheduling operations are
performed on both sensor and controller schedulers. Spe-
cifically, once there exist any data collisions, the scheduling
mechanism is adopted to assign the data packets to each
node different priorities, such that they could be transmitted
with the shortest average delay.

3.1. Scheduling Preprocessing. To describe the scheduling
operations for a plant within a control loop more clearly, we
categorize the scheduling operations into data preprocessing
on sensor schedulers, data postprocessing on controller
schedulers, data queuing on controller schedulers, and data
queuing on sensor schedulers. Hence, the time delays for
each plant are mainly introduced by these four tasks and
could bemanaged by a scheduling operation. Specifically, for
any plant i, a transmission description function τin could be
established as shown in (8), which could be utilized to
calculate the desired scheduling time slot for each data
packet.

τin � f τinm, τina, τinr, τinf, τine, τinb , (8)

where n � 1, 2, 3, 4 denoting the four data packet scheduling
operations. Hence, the time delays as shown in Figure 1
could also be denoted as Twait

i1 � τi1, T
pos
i1 � τi2, T

pos
i2 � τi3,

and Twait
i2 � τi4. τinm describes the significance level of each

data packet and is defined to be the reciprocal of the packet

+
+

+
–

Network

Network

Bi
ri (k)

ui (k) xi (k + 1) yi (k)

xi (k)

ci

Ai

Ki

Z–1I

Figure 3: Schematic diagram of the control system evaluated.
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time-delay upper bound. τina is the actual packet trans-
mission starting time, which is also utilized to order the
scheduling operations for packets with the same significance
level. τinr is the longest execution time among all data
packets, which is determined by the data packet length,
network bandwidth, and transmission distances. τinf and
τine are the earliest and latest transmission starting time of a
data packet, respectively. τinb is the control cycle of the NCS.

Once the system delay bounds Ti1M, Ti2Mand the packet
transmission description function τin are determined, the
scheduling operations then could be decided for each packet
in the NCS. Specifically, for a packet to be transmitted, its
scheduling operation includes two main steps, i.e., packet
significance level determination and scheduling operation
determination for all packets with the same significance
level. In this study, we call the former as scheduling pre-
processing and the latter as packet scheduling operation..e
determinations of packet transmission property variables are
discussed in the following sections.

3.2. Scheduling Mechanism for Sensor Scheduler

3.2.1. Scheduling of Coupled Information. In NCSs with
coupled information, data packets are transmitted in pre-
defined order, i.e., for a plant within a control loop, its
control information should be sent to the actuator before it
collects data from a sensor, while for a controller, it has to
receive sensor data first, and then sends the control infor-
mation to the local controller via network after executing the
control mechanism. In this way, the real-time data trans-
mission within NCSs could be guaranteed. To perform
scheduling for packets with the same significance level, a
data transmission set τs has to be established as below
according to the packet transmission time, while each packet
should be assigned a time slot, within which the sensor
scheduler or controller scheduler is fully occupied by the
scheduling task specified:

τs � τin⟶ τjn 
 τin, τjn, ∈ τ , (9)

where τ represents all data packets to be transmitted, and
[τin⟶ τjn] defines the relative priority of two data packets
within τ, indicating that τjn can be transmitted only when
the transmission of τin is completed.

However, since the processing of a packet may last for a
period of time, the variables τinr, τinf, τine have to be cal-
culated. For an existing data transmission set with u packets
[τk

in⟶ τjn](k � 1, . . . , u) to be transmitted, the earliest
transmission starting time τ′kinf among those packets can be
calculated as follows:

τ′kinf � τk
ina + τinr, (10)

where τinr � Ttra
i1 . .e earliest transmission starting time τinf

among all packets within the set could be calculated:

τinf � max τ′1inf , . . . , τ′uinf . (11)

Similarly, if there exists a transmission set with v packets
following [τin⟶ τk

in](k � 1, . . . , v), then the latest trans-
mission starting time τ′kine for those data packets can be
calculated as follows:

τ′kine � min τk
ine − τinr, Ti1M − τinr , (12)

and the latest transmission starting time τine for packets
within the transmission set could be determined by

τine � min τ′kine, τ
′k
inf . (13)

3.2.2. Scheduling of Noncoupled Information. In NCSs, there
also exists noncoupled information with the packets being
transmitted in an arbitrary order. To determine the
scheduling operations for such packets, the packet trans-
mission starting time τina has to be calculated. In practice,
however, since the NCS time delay typically consists of the
forward channel delay, feedback channel delay, and con-
troller processing delay, while the forward and feedback
channels are symmetric, it is reasonable to assume that half
of the overall delay comes from the forward channel while
the other half is from the feedback channel. Hence, in the
scheduling process, half of the delay TiM is assigned to the
forward channel scheduler, and the other half is assigned to
the feedback channel scheduler. In such a way, it is expected
that the time slots reserved for the controller scheduler are
enough for its scheduling operations. Hence, the longest
allowable queuing delay Ti1m for those data packets could be
determined as follows:

Ti1m �
1
2

TiM − T
tra
i1 (k − 1) − T

prc
i1 (k − 1) − T

pos
i1 (k − 1) ,

(14)

and the latest starting time would be

τine � Ti1m. (15)

Moreover, since the noncoupled packets could be
transmitted in an arbitrary order, the earliest transmission
starting time of a packet could be set as τinf � 0, while its
execution time could be τinr � Ttra

i1 .

3.2.3. Scheduling for Hybrid Coupled and Noncoupled
Information. In NCSs with both coupled and noncoupled
information, assume that there are information coupled
packets with u following [τk

in⟶ τin](k � 1, . . . , u) and v

following [τin⟶ τh
in](h � 1, . . . , v), which are determined

by (11) and (13), respectively, as well as w information
noncoupled packets. If there exists a parameter j(j ∈ (u −

2, u + w + 2)) for the scheduled packets τj
in satisfying

τinf ≥ τ
j
ina + τj

inr,

τj+1
ina ≥ τinf + τinr,

⎧⎪⎨

⎪⎩
(16)

or
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τinf ≤ τ
j
ina + τj

inr ≤ τine,

τj+1
ina ≥ τ

j
ina + τj

inr + τinr,

⎧⎪⎨

⎪⎩
(17)

then we have the actual execution time for nth task of the ith
plant as follows:

τina � max τinf , τ
j
ina + τj

inr . (18)

Hence, the time slot utilized for processing the packet
within the control loop could be calculated as follows:

τina + τinr. (19)

.e scheduling for any data packet to be transmitted
within NCS could be conducted as shown in Algorithm 1.

3.3. Scheduling Mechanism for Controller Scheduler. To de-
termine the scheduling operations for each packet, the ex-
ecution time slot should be calculated for each data packet,
and thus, the transmission time τif, τie, and τia should be
calculated using (11) and (13) and (16)–(18), respectively.
Finally, the transmission set τs could be determined. .e
same scheduling operations shown in Algorithm 1 are ex-
ecuted within the controller scheduler for each packet of the
plant.

While for any plant adopting an NCS structure as shown
in Figure 1, the scheduling and transmission time slot
distribution for each of its data packets could be illustrated in
Figure 4.

4. Experimental Verification

To verify the effectiveness of the proposed time-delay
bounded scheduling algorithm, experiments are conducted
on a lab-customized teaching system. Figure 5 depicts the
schematic of the system. As seen, it consists of four layers,
with the first layer being the motion platforms connected to
the local sensors and actuators and the second layer being
the training platform server group connected with the
campus network. .e third layer is the school information
center and the fourth layer is student clients, and they are
connected to the public and the campus networks, respec-
tively. Specifically, in our experiments, those motion plat-
forms are located in the new campus acting as NCS control
plants, and they are controlled by a local controller, while
those student clients are located within the old campus
acting as the remote controllers. As those two campuses are
34 kilometers away from each other, the teaching system
within the two campuses is interconnected by public
transmission networks. In the experiments, scheduling
operations are conducted on the local controller and school
information center server, respectively, to facilitate the
packet transmissions.

.e motion platform as shown in Figure 6 is a typical
teaching instrument that has been commonly utilized in the
laboratory for both load simulation and the position and
attitude control of aircrafts. It has four degrees of freedom
(4-DOFs), consisting of a linear motional freedom and three
rational freedoms that are orthogonal to each other.

Specifically, those 4-DOFs are along four separate axes,
which are for inner ring motion, central ring motion, outer
ring motion, and the line move motion, respectively, and
each axis is equipped with two independent motors, with
one for motion control and the other for force control. .e
force control system could be utilized to simulate the motion
control loads or motion control interferences, while the
motion control system could be used for force control
interferences.

In our experiments, the 4-DOFs together with their
respective two control systems are utilized to simulate eight
independent control plants. Specifically, the system local
controllers act as sensor schedulers of the feedback channels,
while those student client controllers act as schedulers for
the forward channels to control all experimental compo-
nents, and the main purpose of our experiment is to realize
simultaneous closed-loop control of the 8 objects. To realize
stable control of the control plants, we measured their dead
zones and then set the measured values to be their respective
lower and upper thresholds of the adopted relay-based dead-
time compensators [29, 30] in themotion platform. In such a
way, influences of the frictions within those objects could be
eliminated. Each of those objects could be described with the
mathematical model presented by (7), wherein discrete-time
model matrices Ai and Aid denote the system state matrix
and input matrix, respectively. Both Ai and Aid are shown in
(20), and the system stability time-delay bound limits could
be determined with the stability criterion presented in [27].
.e model parameters, together with the loads of the four
motion and the other four torque motors, i.e., inner ring,
central ring, outer ring, and line move, are shown in Tables 1
and 2, respectively.

A �
A11 A12

A21 A22
 ,

Ad �
Ad11 Ad12

Ad21 Ad22
 .

(20)

To evaluate the effectiveness of the proposed time-delay-
bounded scheduling mechanism, we compare the time-delay
performances of the tested motion platform with and
without adopting the proposed scheduling mechanisms.
Specifically, for an ith system, we define the control time of a
control loop to be Ti(k), which starts from the kth control
cycle to the time when the local controller sends its control
signals. Table 3 presents the measured Ti(k) for the platform
system without the proposed scheduling mechanism, while
Table 4 shows the measured Ti(k) when the proposed
scheduling mechanism is adopted. Results in Table 3 show
that without the proposed scheduling mechanisms, there
exist a number of measured delays, denoted with red color
texts with Ti(k)>TiM, i.e., such delays are larger than the
time-delay bound shown in Tables 1 and 2. Such large time
delays could largely degrade the system performances or
may even cause system instability. However, once the
proposed data scheduling mechanisms are adopted, the
measured time delays for all 8 channels are significantly
reduced with Ti(k)<TiM. Such results indicate that with the
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Figure 4: .e scheduling and execution time distribution for each packet of the plant adopting an NCS structure as shown in Figure 1.
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Figure 5: Experimental setup of the NCS being utilized in our experiments.

Input: an existing transmission set [τk
in⟶ τjn](k � 1, . . . , u); a new data packet with τin.

Output: a new transmission set [τk
in⟶ τjn](k � 1, . . . , u + 1).

(1) Calculate the time-delay upper bound TiM with .eorem ?? for the data packet;
(2) Calculate transmission priority τinm with TiM, i.e., τinm∝ (1/TiM);
(3) Compare calculated τinm to τk

inm of τk
in(k � 1, . . . , u) in the set;

(4) if calculated τinm � τk
inm for 1≤ k≤ u then

(5) Insert τin into the end of set [τk
in⟶ τjn](k � 1, . . . , u), go to step 10;

(6) else
(7) Calculate information execution time τia using equations (10)–(18);
(8) Insert τin into set [τk

in⟶ τjn](k � 1, . . . , u) according to τina in an increasing order;
(9) end if
(10) Calculate the actual packet execution time τina using equation (18);
(11) Scheduling operation according to the order of transmission set [τk

in⟶ τjn](k � 1, . . . , u + 1);

ALGORITHM 1: Scheduling mechanism in feedback channel for distributed NCSs.
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time-delay bounds taken into account, the proposed
scheduling mechanisms could help facilitate the data
transmission for the plants, which, thus, helps realize stable
system control.

.e proposed scheduling mechanism together with
different control schemes is also applied onto the teaching
system to control the 4-DOFs motion platform online.
Specifically, the control schemes are implemented to drive

Table 1: Model parameters of the four motion systems simulated in Figure 6 and the calculated upper limit of system time delay.

Motion system A11 A12 A21 A22 Ad11 Ad12 Ad21 Ad22 TM(ms)

Inner ring motion 0.80 0 0.05 0.90 −0.10 0 −0.20 −0.10 38
Central ring motion 0.82 0 0.06 0.91 −0.11 0 −0.20 −0.09 37
Outer ring motion 0.79 0 0.05 0.93 −0.12 0 −0.21 −0.08 38
Line move motion 0.78 0 0.06 0.92 −0.13 0 −0.19 −0.12 38

Table 2: Model parameters of the four force systems simulated in Figure 6 and the upper limit of system delay calculated using (7) with the
same controller.

Force system A11 A12 A21 A22 Ad11 Ad12 Ad21 Ad22 TM(ms)

Inner ring force 1.01 0.11 0.11 0.83 0.21 0 0.11 −0.10 20
Central ring force 0.98 0.12 0.09 0.79 0.23 0 0.09 −0.11 21
Outer ring force 1.03 0.09 0.12 0.82 0.19 0 0.12 −0.13 21
Line move force 1.05 0.1 0.08 0.81 0.22 0 0.13 −0.14 19

Inner ring motion system Central ring 
motion system

Central ring 
force system

Outer ring 
force system

Line move force system

Line move 
motion system

Outer ring
motion system

Inner ring
force system

Figure 6: .e experimental motion platform with four degrees of freedom.

Table 3: Measured NCS time delay for NCS without scheduling mechanism adopted.

System Ti(K)

ith control cycle 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Inner ring Motion 12 15 16 21 19 23 18 13 24 18 13 38 42 43 56 23
Force 21 24 35 36 32 12 14 13 15 9 12 16 24 30 32 12

Central ring Motion 15 16 21 19 23 32 37 23 48 65 89 47 45 32 23 24
Force 12 15 26 43 25 36 42 12 14 15 9 14 16 16 13 10

Outer ring Motion 27 32 45 87 67 45 57 36 56 23 34 38 18 19 32 19
Force 9 13 14 15 8 16 13 15 14 34 23 25 34 14 13 16

Line move Motion 64 54 34 54 39 45 21 23 25 34 23 18 24 23 29 24
Force 10 13 8 15 15 34 23 21 32 43 12 16 17 12 18 19
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the motion platform, and the proposed scheduling mech-
anism is utilized to facilitate the data transmission over the
campus and the public communication networks. .e dy-
namic performances of the teaching system with and
without the scheduling mechanisms are evaluated in dif-
ferent cases.

(1) Scheduling effect verification with the classical PID
control strategy: we compare the performances of the
outer ring force system before and after the schedule
method being adopted. In the experiments, the in-
fluences of three main NCS delay factors, i.e., time
delays, packet drops, and packet disordering, have
been considered, wherein the influences of both
packet drops and packet misordering were equiva-
lently converted to be time delays. A simple PID
controller was adopted for outer ring force system
control, and the controller parameters were obtained
with simple yet sophisticated modeling approach in
the experiments [31], and they are also listed in
Table 5. Figure 7 presents a state space description of
such an adopted PID controller. Once the controller
parameters are obtained, they would remain fixed for
the whole experiments..e step signals starting from
t � 0.1 s are utilized as the system inputs; the the-
oretical and practical system responses are obtained.
Figures 8 and 9 depict the theoretical and practical
system responses with and without scheduling
mechanisms being adopted, respectively. As seen in
Figure 8, without adopting the scheduling mecha-
nisms, the system response becomes divergent, i.e.,

the amplitude of the dashed curve increases with
time and is away from the expected system response.
In such a case, the system may finally become un-
stable. While once the scheduling mechanism is
adopted, the system response converges, i.e., as
shown in Figure 9, the practical system response
converges to its expected state, and the system finally
becomes stable. Such results demonstrate that the
proposed scheduling algorithm could help facilitate
the data transmission within NCS, which thus helps
stabilize the system, even though the system dynamic
performances are still not satisfactory as the system
overshoot is large and the stability time is long as
indicated in Figure 9.

(2) Scheduling verification with an NCS control
mechanism proposed in [32]: we implemented the
NCS process control mechanism presented in [32]
and applied it to remote control the motion platform
in our teaching system. Specifically, the proposed
scheduling algorithm was utilized to facilitate data
transmission within the NCS.

Figures 10 and 11 present the step responses of the outer
ring force system without and with the proposed scheduling
algorithm being adopted, respectively. Results demonstrate
that, owing to its predictive ability, the implemented control
mechanism helps achieve satisfactory control effects even
without adopting the scheduling algorithm. However, once
the proposed scheduling algorithm is further adopted, the
system control effects could be largely improved. As can be
seen in Figure 11, the overshoot amplitude, overshoot time,

Table 4: Measured NCS time delay for NCS with the proposed scheduling mechanism adopted.

System Ti(K)

ith control cycle 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Inner ring Motion 11 12 15 34 38 21 22 28 21 18 13 38 25 16 32 23
Force 12 9 14 13 16 9 12 14 9 14 13 16 10 14 13 16

Central ring Motion 15 16 21 19 23 32 37 23 21 19 26 27 31 32 23 24
Force 9 12 14 9 14 13 16 10 14 13 16 12 9 14 13 16

Outer ring Motion 27 32 23 34 21 31 32 12 32 23 21 12 18 19 32 19
Force 11 15 13 12 10 9 12 14 9 14 13 10 13 14 16 13

Line move Motion 32 34 21 28 32 18 21 23 25 21 23 18 24 23 24 24
Force 13 16 10 14 13 16 10 13 14 16 12 9 14 13 16 13

Table 5: .e detailed control parameters for the PID controller being utilized in the experiments.

Controller Parameter being utilized
Parameters Kp Ki Kd

Inner ring Motion 3.0 0.1 0
Force 0.15 1.5 0

Central ring Motion 3.5 0.15 0
Force 0.16 1.6 0

Outer ring Motion 10.5 0.5 0
Force 0.1 1.75 0.01

Line move Motion 25 0.5 0
Force 0.05 1.5 0.01

Mathematical Problems in Engineering 9



and the stabilization time are significantly reduced as
compared with those in Figure 10. Such performance
comparison further verifies the effectiveness of the proposed
scheduling algorithm.

As discussed, for an NCS system, the main factors af-
fecting the system stability are the time delays, packet drops,
and packet misorders of the transmitted data within the
system; the main objective of NCS control system design is
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Figure 11: System step response for the control algorithm in [32]
with scheduling mechanism adopted.
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Figure 7: A state space description of the simple PID controller being the simplified PID control model adopted for the outer ring force
system of the motion platform.

2.25

2

1.75

1.5

1.25

1

0.75

0.5

0.25

0

–0.25To
rq

ue
 re

sp
on

se
 fo

r c
on

tro
lle

d 
fo

rc
e s

ys
te

m
 (N

·m
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Control time t (s)

Practical response
�eoretical response

Figure 8: System step response before scheduling with PID
controller.
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Figure 9: System step response after scheduling with PID
controller.
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to achieve stable system control while minimizing the time
delays. To address such an issue, the main idea of this study is
to present a scheduling algorithm to reduce the time delays
caused by data transmissions and postprocessing within
NCS, i.e., Twait

i1 (k), Twait
i2 (k), T

pos
i1 (k), and T

pos
i2 (k). Mean-

while, with the system time-delay bounds of the closed-loop
NCSs being taken into account, the data within the NCS
could be transmitted more efficiently within the system
stability delay bound. In such a way, the system stability
could be guaranteed while the time delays could be largely
reduced. .e above experimental results convincingly
demonstrated the effectiveness of the proposed time-delay-
bounded scheduling algorithm for NCS. Due to the large
amount of data to be scheduled in real-time data trans-
mission process, however, the proposed scheduling algo-
rithm still suffers from the heavy data processing load,
especially when the real-time audio/video data is huge.
Specifically, once the time delay exceeds the time-delay
bound characterized by an existing system stability criterion,
the system would still be instable.

5. Conclusion

.is paper investigates the time-delay reduction issue in
distributed NCSs with time-varying delays and presents a
dual-way data scheduling algorithm with the system stability
time-delay bounds taken into account. Specifically, the paper
analyzes the influences of various time-delay variables on the
system stability first and then presents a one-way scheduling
mechanism for data transmission within NCS, followed by
an extended dual-way scheduling algorithm for time-delay
reductions in NCSs. To verify the effectiveness of the pro-
posed scheduling algorithm, both simulations and experi-
ments are finally conducted on a teaching system to remote
control a motion platform in different cases. Results show
that the proposed scheduling algorithm could largely fa-
cilitate data transmission over the networks, which thus
helps improve the NCS stability and control accuracy in
different cases. It is believed that with the system time-delay
bounds being considered, such a proposed scheduling al-
gorithm could not only help reduce time-delays in NCSs, but
also achieve stable system control for NCSs.
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Experimental studies involving control against virus propagation have attracted the interest of scientists. However, most ac-
complishments have been constrained by the simple assumption of a single virus in various networks, but this assumption
apparently conflicts with recent developments in complex network theory, which details that each node might play multiple roles
in different topological connections. Multiple viruses propagate through individuals via different routes, and thus, each individual
component could be located in various positions of differing importance in each virus propagation process in each network.
+erefore, we propose several control strategies for establishing a multiple-virus interaction and propagation model involving
multiplex networks, including a novel Multiplex PageRank target control model and a multiplex random control model. Using
computer experiments and simulations derived from actual examples, we exploit several actual cases to determine the relationship
of the relative infection probability with the immunization probability. +e results demonstrate the differences between our
multiple-virus interaction and propagation model and the single-virus propagation model and verify the effectiveness of our novel
Multiplex PageRank target control strategy. Moreover, we use parallel computing for simulating and identifying the relationships
of the immunization thresholds with both interaction coefficients, which is beneficial for further practical applications because it
can reduce the multiple interactions between viruses and allows achieving a greater effect through the immunization of fewer
nodes in the multilayer networks.

1. Introduction

+e structure and dynamics of multilayer networks have
attracted much attention from scientific communities
[1–24]. Comprised of a set of networks combined with
interacting layers, these multilayer networks properly de-
scribe a variety of realistic complex systems, such as financial
networks [18], ecological networks [19], information net-
works [20], and transportation networks [21].

Recently, many studies have attempted to discover the
dynamics of viral propagation in multiplex networks. Along
this line, various methods aiming at studying the virus
propagation process in multilayer networks have been
proposed and explored, and some examples include com-
peting epidemics [25], the effect of the interconnected
network structure [17], and the interaction of viruses and

information [26]. More explicitly, several virus spreading
models in partially overlapped networks have been pro-
posed, and these networks are described as distinct networks
that contain partially identical individuals [27–29]. By
considering one virus spreading via multiple routes [6] or
one virus spreading in multiple species [30], corresponding
virus spreading models in multilayer networks have been
proposed. Interestingly, these measures are not considerably
affected by multiple viral interactions.

As mentioned above, although some accomplishments
have been achieved by focusing on the effect of multilayer
topology on virus dynamics and the resulting threshold, the
influence of such improved complexity on control strategies
remains unexplored [31–36]. In conventional research on
virus control, the vaccinated candidate nodes are commonly
chosen randomly or spontaneously according to their
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topological properties, such as degree, betweenness, k-shell,
and PageRank [37–42]. +erefore, an interesting problem
presents itself, which we aim to address in this work. If we
consider the basic control cases in multilayer networks, how
do they affect virus propagation?.

Here, using the multiple-virus spreading model in
multilayer networks, we study the performance of some
novel control strategies, including novel Multiplex Pag-
eRank targeted control and multiplex random control
strategies, in multilayer networks. Based on the generating
function theory, extensive computational simulations are
performed to assess our measure in various cases, and we
find that the effectiveness of the proposed control strategies
relies on the interaction relationship between multiple vi-
ruses in multilayer networks.

2. Multiple-Virus Interaction and Propagation

Unlike the existing research on single-virus propagation in
overlapping networks and double virus propagation in
conventional networks, we focus on multiple viruses
propagating through individuals, who are integrated into all
layers of a multilayer network formed by different propa-
gation routes. In our model, we briefly exploit a double-layer
network containing network A and network Bof the same
size N in which the nodes in both layers adopt one-to-one
links. A schematic of the multilayer network is shown in
Figure 1. +e dashed lines represent the inner links of in-
tegrated individuals and their correspondence in the other
layer. For the simulation, we construct each layer using a BA
scale-free network model consisting of N nodes; this net-
work was primarily constructed based on a random network
of m0 nodes, and a new node with m links to the existing
nodes was then introduced until the network contained a
total of N nodes. In our model, we assume that the two
viruses propagate according to their respective transmissi-
bility in each layer, and the simulation is initiated by
infecting several randomly chosen individuals in the mul-
tilayer network.

+e propagation process follows a multiple-virus
propagation model (SAIASA − SBIBSB) in a multilayer net-
work, where each node can be divided into four compart-
ments relevant to the two viruses: the individuals who are
susceptible to both the virus in network A and the virus in
network B(SASB), the individuals who are susceptible to the
virus propagated in A while infected with the virus prop-
agated in B (SAIB), the individuals who are infected with
the virus propagated in A while susceptible to the virus
propagated in B(IASB), and the individuals who are infected
with both the virus propagated in A and the virus propa-
gated in B(IAIB). An individual at state SA in A can be
converted to state IA if it comes in contact with any neighbor
at state IA, which occurs with the probability αSB

A if the
individual is at state SB in B. An individual at state SA in A

can be converted to state IA with the probability αIB

A if the
individual is at state IB in B. Similar to A, an individual at
state SB in B can be converted to state IB with the proba-
bilityαSA

B if the individual is at state SA in A. An individual at
state SB in B can be converted to IB state with the probability
αIA

B if the individual is at state IA in A. An individual at state
IA might be cured and returned to state SA with the
probability μA, whereas an individual at state IB might be
cured and return to state SB with the probability μB.

Moreover, αSB

A and αIB

A are related by the interaction
coefficient c

IB

A such that αIB

A � c
IB

A αSB

A , where c
IB

A indicates
the influence of the virus in B on the spreading probability
of the virus in A, whereas αSA

B and αIA

B are related by the
interaction coefficient c

IA

B such that αIA

B � c
IA

B αSA

B , where c
IA

B

refers to the influence of the virus in Aon the propagation
probability of the virus in B. Notably, c

IB

A ≥ 0, α
SB

A ∈ [0, 1],
and αIB

A ∈ [0, 1]. In particular, c
IB

A � 0 indicates that the
virus in B is immune to the virus in A; 0< c

IB

A < 1 indicates
that the virus in B inhibits the virus in A; c

IB

A � 1 indicates
that the virus in B has no effect on the virus in A; and
c

IB

A > 1 indicates that the virus in B enhances the virus in A.
In addition, the spreading probability αIB

A must satisfy
αIB

A ≤ 1; therefore, if c
IB

A αSB

A > 1, then αIB

A � 1. +e conditions
in B are similar to those inA.

Because we use A and B to denote the two virus
propagation routes, Aji and Bji are denoted as the edges
from individual j to individual i by the routes of each
propagated virus, which are equal to 1 if edges exist and 0
otherwise. We adopt the process of a continuous time
Markov chain to describe the interaction of multiple
propagating viruses by defining Xt

i and Yt
i as measures of

the random variables X and Y of node i at time t, re-
spectively. For each i ∈ 1, 2, . . . , N{ }, the random variables
Xi and Yi satisfy Xi: SA, IA ⟶ 0, 1{ } and Yi:
SB, IB ⟶ 0, 1{ }. +erefore, the continuous time Markov
chain equation of the node state evolution over time is
represented as follows:

1

2
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2 3
4

5

A

B

Figure 1: Multilayer network; the dashed lines show the inner links
of the integrated nodes. Prior to the initiation of propagation, all
individuals are in the susceptible state, which is represented by a
green circle.
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where Pr is the probability and Δt> 0 is a time step, 1 χ{ },
which is equal to 1 if χ is true or 0 otherwise. If
limΔt⟶0(f(Δt)/Δt) � 0, f(Δt) can be written as o(Δt). In
particular, 1

Xt
j
�1 

can be represented by Pr[Xj � 1]. +us,

the continuous Markov chain equation (1) can be trans-
formed to a new random stochastic equation:
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+e value of the nodes reflects the average probability of
the four states at time t, which are, respectively, denoted by
p

SASB

i (t), p
SAIB

i (t), p
IASB

i (t), and p
IAIB

i (t) and satisfy

p
SASB

i (t) + p
SAIB

i (t) + p
IASB

i (t) + p
IAIB

i (t) � 1. (3)

+us, the average probability of the virus in A at time t is
represented as p

IA

i (t) � p
IASB

i (t) + p
IAIB

i (t) and that of the

virus in B at time t is represented as
p

IB

i (t) � p
SAIB

i (t) + p
IAIB

i (t). We defined the new state as
Zi(∈ [p

SASB

i , p
SAIB

i , p
IASB

i , p
IAIB

i ]). According to the correla-
tion theorem and the properties of the continuous time
Markov chain, the transfer matrix Q of the stochastic process
can be obtained as follows:
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. (4)

+erefore, the Kolmogorov forward differential equa-
tions of the stochastic process (2) can be represented as
follows:

Zi

•

� ZiQ, i ∈ 1, 2, . . . , N{ }. (5)

We can expand the differential equations of node i to
obtain

Mathematical Problems in Engineering 3



p
•

i
SASB � −αSB

A 
j

Ajip
IA

j − αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

SASB

i + −αIB

A 
j

Ajip
IA

j + μB
⎛⎝ ⎞⎠p

SAIB

i

+ μA − αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

IASB

i + μA + μB( p
IAIB

i ,

p
•

i
SAIB � −αSB

A 
j

Ajip
IA

j + αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

SASB

i + −αIB

A 
j

Ajip
IA

j − μB
⎛⎝ ⎞⎠p

SAIB

i

+ μA + αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

IASB

i + μA − μB( p
IAIB

i ,

p
•

i
IASB � αSB

A 
j

Ajip
IA

j − αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

SASB

i + αIB

A 
j

Ajip
IA

j + μB
⎛⎝ ⎞⎠p

SAIB

i

+ −μA − αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

IASB

i + −μA + μB( p
IAIB

i ,

p
•

i
IAIB � αSB

A 
j

Ajip
IA

j + αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

SASB

i + αIB

A 
j

Ajip
IA

j − μB
⎛⎝ ⎞⎠p

SAIB

i

+ −μA + αSA

B 
j

Bjip
IB

j
⎛⎝ ⎞⎠p

IASB

i + −μA − μB( p
IAIB

i .

(6)

3. Multiplex Control Strategy

In contrast to the control of each noninteracted virus in each
conventional network individually, the multiplex control
strategy aims to immunize fewer nodes but achieve a greater
effect on both of the interacting viruses in the multilayer
network simultaneously. +us, we compare our novel
Multiplex PageRank target control with multiplex random
control in a multilayer network.

Recently, researchers have focused on measuring the
centrality of multiplex networks. +e eigenvector multiplex
centrality hypothesizes that the centrality of a node in one
layer is impacted by its centrality in other layers by an
overlapped influence matrix [43]. +e versatility of nodes
highlights the relevance of related nodes in different layers
and applies to multilayer networks in which the corre-
sponding nodes in different layers are connected by inter-
links [44]. +e Multiplex PageRank centrality utilizes the
correlations among the degrees of nodes in different layers
by means of a random walk subject to teleportation [45–49].

Among these centrality measures, the versatility of nodes
is the only measure that considers the interlinks, whereas
both the Multiplex PageRank centrality and the eigenvector
multiplex centrality stipulate one-to-one links among the
nodes in different layers, which are denoted inner links
throughout the rest of the manuscript paper. An inner link
induces a coupling relationship that will impact the distri-
bution of centrality inside the same node. +e major
challenge when identifying the centrality of a node in a
multiplex network with inner links is that the centrality
depends on the relationship among the distinct types of
links, which are also known as traditional links, between

different nodes in the same layer. +is study attempts to
address the issue of the centrality distribution through a
generalization of PageRank by considering the coupling
relationship.

Our novel Multiplex PageRank measure is derived from
a random population migration in an urban multilayer
transport network, including a flight network A and a
railway network B, to obtain the rankings of the hub cities in
terms of transportation. Because we aim to obtain the
rankings of the hub cities in terms of transportation, two or
more train stations or airports in a same city are considered
single stations or airports. +e connections between train
stations or airports in different cities are identified by the
existence of railways or airlines. +e population is migrating
according to the distribution coefficients βA and βB, which
satisfy 0≤ βA + βB ≤ 1. +is relationship indicates that some
of the population (βA) prefer travelling by aircraft, some of
the population (βB) prefer travelling by train, and some of
the population (1 − βA − βB) refuse to travel because they
are choosing to remain in cities due to personal interests.+e
total population of city i at time t is defined as Si(t).
+erefore, we can obtain Si(t + 1) as

Si(t + 1) � 
j

Aji

βASj(t)

H
(A)
j

+ 
j

Bji

βBSj(t)

H
(B)
j

+ 1 − βA − βB( vi,

(7)

where H
(A)
j �rAjr +δ(0,rAjr), H

(B)
j �rBjr +δ(0,rBjr),

and δ(x,y) is the Kronecker delta, which equals one if x�y

and zero if x≠y and can be exploited to control city j

without any transportation to other cities to keep the
population of j in itself, and vi is the personalized interests of
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the population staying in city i. By initializing each Si(0) by
the value N−1, as determined by the number of cities and
repeating the migration process, we can obtain the rankings
of the hub cities in terms of transportation and derive the
rankings in terms of node importance in a multilayer
network.

Based on our urban multiplex transport network, which
has two layers, the generated Multiplex PageRank centrality

measure is applied to a multiplex network of M layers with
N nodes in each layer as follows:

Si(t + 1) � 
L
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(9)

We start the multiplex target control strategy by im-
munizing the top ϕ ∈ [0, 1] ranked individuals in the mul-
tilayer network or the multiplex random control strategy by
immunizing an arbitrary number of ϕ individuals in the
multilayer network before virus propagation begins. An
immunized individual is aware of, takes preventive action
against, and is immunized to both viruses in both layers and
thus cannot be infected or is infectious throughout the
propagation process.We define the immunization state of an
individual i as wi, which is equal to 1 if i is immunized and to
0 otherwise.

After immunization, we propagate both viruses in the
multilayer network, and this process is initiated by
infecting several random susceptible nonimmunized in-
dividuals in each layer. We then obtain expansion of the
Kolmogorov forward differential equations of the sto-
chastic process of the continuous time Markov Chains for
the multiple-virus propagation model, which is con-
strained by the multiplex control strategy for each node i

as represented in (9).

4. Simulation

Considering the interaction relationships between the two
viruses, several actual cases are investigated through com-
puter experiments and simulations. By adopting ρϕ as the
infection probability at an immunization probability ϕ at the
steady state and ρ0 as the infection probability without
control at the steady state, we can obtain the immunized
probability versus the steady infection probability for the
following. +e common parameters are set to N � 10000,
αSB

A � 0.2, αSA

B � 0.2, μA � 0.8, and μB � 0.8, and ϕ ranges
from 0 to 1 at 1% intervals. Moreover, we adopt m0 � 20 and
m � 8 to construct network A, and m0 � 30 and m � 12 are
used to construct network B. Moreover, IA means the nodes
infected with the virus in network A, IB means the nodes
infected with the virus in network B, and IA ∪ IB means the
union of IA and IB, i.e., all infected nodes without con-
sidering the types of viruses.+e control results are averaged
by simulating 100 time steps 1000 times in 50 multilayer
networks.
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Because an individual who is affected with whooping
cough or measles will infect another individual [50], we
adopt c

IB

A � 0 for whopping cough or c
IA

B � 0 for measles.
Because there are more propagation routes for measles than
whooping cough, we adopt A to denote the propagation
routes of whooping cough and B to denote the propagation
routes of measles. By deciding to mainly immunize against
measles and to immunize against whooping cough indi-
rectly, we adopt the distribution coefficients βA � 0.35 and
βB � 0.5 because measles is more dangerous than whooping
cough. +e simulation results are shown in Figure 2. As
shown in Figure 2(a), the immunization threshold of the
multiplex random control of whooping cough is in a high
value about 0.8, and the decreasing rate of the curve is
smaller and smaller, whereas the immunization threshold of
the multiplex target control of whooping cough is con-
strained to a very low value, which is affected by the control
of measles with our novel Multiplex PageRank method and
the limitations caused by the existence of fewer propagation
routes for whooping cough compared with those of mul-
tiplex random control. In addition, as shown in Figure 2(b),
the immunization threshold of the multiplex random
control of whooping cough is about equal to that of measles,
but the decreasing rate of the curve is constant, whereas a
turning point can be found in the curve of the multiplex
target control of measles before the immunization threshold
is reached.+is finding indicates that measles benefits from a
greater number of propagation routes, and thus, the in-
fection probability of our Multiplex PageRank target control
decreases at a lower rate compared with that observed with
multiplex random control. +e turning point occurs at the
value of approximately 0.12 when the population has been
completely immunized against whooping cough, and thus,
the control of the population to whooping cough results in a
decrease in the immunization rate of measles. Figure 2(c)
presents the union of infections of whooping cough and
measles in the multilayer network. +e decreasing infection
probability rate remains at a steady rate. As shown by the
results, the Multiplex PageRank target control strategy
immunizes fewer nodes and has a greater effect on both
viruses simultaneously in the multilayer network.

A computer that is affected by countermeasures, which
are also classified as infectious malware in China, can avoid
infection by some computer viruses [51]. In addition, a
computer affected by these computer viruses is not affected
by the propagation of countermeasures; thus, we adopt c

IB

A �

1 for countermeasures and c
IA

B � 0 for computer viruses.
Because the propagation routes of computer viruses are
increased compared with those of countermeasures, we
adopt A to denote the propagation routes of countermea-
sures and B to denote the propagation routes of computer
viruses. By deciding to mainly immunize against computer
viruses and to immunize against countermeasures indirectly,
we adopt the distribution coefficients βA � 0.35 and βB � 0.5
because computer viruses are more dangerous than coun-
termeasures. +e simulation results are shown in Figure 3.
+e results shown in Figure 3(a) demonstrate that the
immunization threshold of the multiplex target control of
the countermeasures is constrained to a lower value than

that of multiplex random control. Even if we mainly con-
centrate on immunizing against computer viruses, the
propagation of countermeasures is constrained by the de-
creased propagation routes. However, the immunization
threshold of the multiplex random control of the counter-
measures is at a high value about 0.8, and the decreasing rate
of the curve is constant. In addition, Figure 3(b) shows the
existence of several turning points in the curve of multiplex
target control against computer viruses prior to attaining the
immunization threshold. However, the immunization
threshold of the multiplex random control of computer
viruses is in a high value about 0.8, and the decreasing rate of
the curve is constant. +is finding indicates that the com-
puter viruses are first immunized by the countermeasures.
+e first turning point is found at a value of approximately
0.2 when the countermeasures propagate within the top-
ranked nodes are mostly immunized, which results in an
increase in the probability of infection with computer vi-
ruses. However, the infection probability soon begins to
decrease at a value of approximately 0.27 after the pop-
ulation is fully immunized against countermeasures, which
also immunizes against computer viruses. Figure 3(c)
presents the union of the infections by countermeasures
and computer viruses in the multilayer network. +e de-
creasing rate of the infection probability remains un-
changed, and the results show that our Multiplex PageRank
target control strategy involves the control of fewer nodes to
achieve greater effects on both viruses simultaneously in the
multilayer network.2

Assuming that an individual who is affected with hep-
atitis C or B virus will show inhibition against the other virus
and that the inhibition of hepatitis B virus by hepatitis C
virus is stronger than that of hepatitis C virus by hepatitis B
virus [52], we adopt c

IB

A � 0.5 for hepatitis C virus and c
IA

B �

0.3 for hepatitis B virus. Because there are more propagation
routes for hepatitis B virus than for hepatitis C virus, we
adopt A to denote the propagation routes of hepatitis C virus
and B to denote the propagation routes of hepatitis C virus.
Based on the decision to mainly immunize against hepatitis
B virus and sometimes immunize against hepatitis C virus,
we adopt the distribution coefficients βA � 0.35 and βB � 0.5
because hepatitis B virus is more dangerous than hepatitis C
virus. +e simulation results are shown in Figure 4. As
shown in Figure 4(a), the immunization threshold of the
multiplex random control of hepatitis C virus is at a high
value about 0.8, and the decreasing rate of the curve is
constant, whereas the immunization threshold of the
multiplex target control of the hepatitis C virus is con-
strained to a lower value based on control with our novel
Multiplex PageRank, the suppression of hepatitis B virus,
and the limitation of the propagation routes of hepatitis C
virus compared with multiplex random control. Moreover,
the results in Figure 4(b) demonstrate a change in the de-
creasing rate of the infection probability obtained with
multiplex target control of hepatitis B virus before attaining
the immunization threshold. However, the immunization
threshold of the multiplex random control of hepatitis B
virus is in a high value about 0.8, and the decreasing rate of
the curve is constant. +ese results indicate that hepatitis B
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virus is first suppressed by hepatitis C virus. +e change in
the decreasing rate of the infection is probability at a value of
approximately 0.24 occurred when the population is com-
pletely immunized against hepatitis C virus, which
occasioning results in a decline in the decreasing rate of the
infection probability of hepatitis B virus. However, the
decreasing rate of the infection probability soon increases
with an increase in the immunization probability.
Figure 4(c) presents the union of infection with hepatitis C
and B viruses in the multilayer network. +e decreasing rate
of the infection probability is maintained at a constant rate.
Our Multiplex PageRank target control strategy indicates
that the control of fewer nodes can achieve a greater effect on
both viruses simultaneously in the multilayer network.

Because tuberculosis does not affect HIV but an indi-
vidual who is infected with HIV will be more susceptible to
infection by tuberculosis [53], we adopt c

IB

A � 1.5 for tu-
berculosis and c

IA

B � 1 for HIV. Due to the higher number of
propagation routes for HIV compared with tuberculosis, we
adoptA to denote the propagation routes of tuberculosis and
B to denote the propagation routes of HIV. By deciding to
mainly immunize against HIV and only slightly immunize
against tuberculosis, we adopt the distribution coefficients
βA � 0.35 and βB � 0.5 because HIV is more dangerous than
tuberculosis. +e simulation results are shown in Figure 5.
+e results in Figure 5(a) reveal a small change in the de-
creasing rate of the infection probability with multiplex
target control of tuberculosis before attaining the
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Figure 2: Relative size (ρϕ/ρ0) of infected clusters versus the immunization probability ϕ for multiple targets or random control in a double
layer network that involves whooping cough and measles: (a) whooping cough-infected clusters, (b) measles-infected clusters, and (c)
clusters infected with both whooping cough and measles. +e arrow denotes the immunization threshold ϕc of our novel Multiplex
PageRank target control.
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immunization threshold. However, the immunization
threshold of the multiplex random control of tuberculosis is
at a high value about 0.8, and the decreasing rate of the curve
is constant. +is finding indicates that tuberculosis is first
enhanced by HIV. +e change in the decreasing rate of the
infection probability occurs at the value of approximately
0.22 when HIV is propagated in the top ranking nodes,
which are mostly immunized, and this finding results in a
small increase in the decreasing rate of the infection
probability of tuberculosis. However, even if tuberculosis
infection has been enhanced, it is constrained by its fewer
propagation routes; thus, the population is completely im-
munized against tuberculosis before it is immunized against
HIV. Moreover, as shown in Figure 5(b), the immunization

threshold of the multiplex random control of HIV is at a
high value about 0.8, and the decreasing rate of the curve is
constant. We also find a small change in the rate of the
infection probability obtained through multiplex target
control for HIV before the immunization threshold is
attained. +e change in the decreasing rate of the infection is
probability obtained at a value of approximately 0.29 when
the population is completely immunized against tubercu-
losis, which results in a greater decreasing rate for control
against HIV. Figure 5(c) shows the union of the infection
probability of tuberculosis and HIV in the multilayer net-
work. A decreasing rate of the infection probability increases
at a value of approximately 0.22 due to the increase in the
decreasing rate of tuberculosis and decreases at a value of
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Figure 3: Relative size (ρϕ/ρ0) of infected clusters versus the immunization probability ϕ for multiplex target or random control in a double-
layer network that includes countermeasures and computer viruses: (a) countermeasures-infected clusters, (b) computer virus-infected
clusters, and (c) clusters infected with both countermeasures and computer viruses.+e arrow denotes the immunization threshold ϕc of our
novel Multiplex PageRank target control.
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approximately 0.29 because only the HIV rate decreases. We
find that our Multiplex PageRank target control strategy is
capable of immunizing fewer nodes to achieve a greater
effect on both viruses simultaneously in the multilayer
network.

Because an individual who is infected with malaria or
HIV will be more susceptible to the other virus and the
degree of enhancement of HIV obtained with malaria in-
fection is stronger than that of malaria with HIV [54], we
adopt c

IB

A � 1.8 for malaria and c
IA

B � 1.5 for HIV. As there
are more propagation routes for HIV than malaria, we adopt
A to denote the propagation routes of malaria and B to
denote the propagation routes of HIV. Based on the decision
to mainly immunize against HIV and only sometimes

immunize against malaria, we adopt the distribution coef-
ficients βA � 0.35 and βB � 0.5 because HIV is more dan-
gerous than malaria. +e simulation results are shown in
Figure 6. As shown in Figure 6(a), the immunization
threshold of the multiplex random control of malaria is at a
high value about 0.8, and the decreasing rate of the curve is
constant. We also find a change in the decreasing rate of the
infection probability of multiplex target control of malaria
before the immunization threshold is reached, which in-
dicates that malaria is first enhanced by HIV. +e change in
the decreasing rate of the infection probability occurs at a
value of approximately 0.25 when HIV has propagated to the
top-ranked nodes, which are immunized, and this propa-
gation results in an increase in the decreasing rate of the
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Figure 4: Relative size (ρϕ/ρ0) of infected clusters versus the immunization probability ϕ for multiplex target or random control in a double-
layer network that includes hepatitis B virus and hepatitis C virus: (a) hepatitis C virus-infected clusters, (b) hepatitis B virus-infected
clusters, and (c) clusters infected with both hepatitis C and B viruses. +e arrow denotes the immunization threshold ϕc of our novel
Multiplex PageRank target control.
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infection probability of malaria. However, even though the
enhancement of HIV obtained with malaria is stronger than
that of malaria achieved with HIV, malaria is constrained by
its fewer propagation routes, and thus, the population is
completely immunized against malaria before it is immu-
nized against HIV. Moreover, as shown in Figure 6(b), the
immunization threshold of the multiplex random control of
HIV is at a high value about 0.8, and the decreasing rate of
the curve is constant. We also find some changes in the
decreasing rate of the infection probability of multiplex
target control of HIV before the immunization threshold is
achieved, which indicates that malaria is first enhanced by
HIV. +e first change in the decreasing rate of the infection
probability occurs at a value of approximately 0.25 when
malaria has propagated to the top-ranked nodes, which are
mostly immunized, and this results in an increase in the

decreasing rate of the HIV infection probability. +e second
change observed at a value of approximately 0.30 refers to an
increase in the decreasing rate due to complete control
against malaria, which leads HIV without any enhancement.
Figure 6(c) presents the union of the infection probabilities
of malaria and HIV in the multilayer network. +e de-
creasing rate of the infection probability increases at a value
of approximately 0.25 due to increases in both malaria and
HIV and declines at a value of approximately 0.30 because
only HIV infection remained. +e results show that our
Multiplex PageRank target control strategy immunizes fewer
nodes to achieve a greater effect on both viruses simulta-
neously in the multilayer network.

Figures 2–6 show the relative sizes of the infected clusters
versus the immunization probability in several actual cases.
It is noted that the multiplex random control strategy in
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Figure 5: Relative size (ρϕ/ρ0) of infected clusters versus the immunization probability ϕ for multiplex target or random control in a double-
layer network that includes tuberculosis and HIV: (a) clusters infected with tuberculosis, (b) clusters infected with HIV, and (c) clusters
infected with both tuberculosis ϕc of our novel Multiplex PageRank target control.
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these double-layer networks with different interaction co-
efficients has little difference. +e results demonstrate the
effectiveness of our multiplex target control strategy in
multilayer networks. Furthermore, the figures present the
immunization threshold ϕc of our novelMultiplex PageRank
target control versus the interaction coefficients c

IB

A and c
IA

B .
By setting αSB

A � 0.2 and αSA

B � 0.2, both the interaction
coefficients are limited from 0 to 5 because αIB

A ≤ 1 and
αIA

B ≤ 1. Using 0.1 intervals for the interaction coefficients, we
divide both of them into 51 partitions. +e immunization
probability ϕ ranges from 0 to 1 at a 0.01 interval, which
results in the division of the probability into 101 com-
partments. Adopting 100 time steps 1000 times for 50
networks with a size of 10,000, the computer simulations
take a long time. We exploit parallel computing, including
multiple CPUs and multiple GPUs, to solve this problem,
and the results are shown in Figure 7. As shown in
Figure 7(a), the immunization threshold of the virus in A is
majorly impacted by the interaction coefficient c

IB

A . +e
results shown in Figure 7(b) demonstrate that the immu-
nization threshold of the virus in B is impacted by the ratio
of c

IA

B to c
IB

A . Figure 7(c) reveals that the immunization
threshold of the total infectious is decided by the virus in B

because it has more propagation routes.

5. Conclusion

+is paper has presented a novel Multiplex PageRank target
control strategy on multiple-virus interaction and propa-
gation in multilayer networks compared with the multiplex
random control. Using the proposed strategy, we have
simulated several computer experiments that allow us to
obtain the relative size of the steady probability versus the
immunization probability and the critical immunization
threshold for several actual cases. Furthermore, we have
shown the critical immunization threshold of our novel
Multiplex PageRank target control versus different

interaction coefficients of our multiple-virus propagation,
which is useful for further practical applications.

Data Availability

All the network data used in the paper are artificial network
data, and the constructing measures are included with the
supplementary information file.
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[10] J. Gómez-Gardenes, I. Reinares, A. Arenas, and L. M. Floŕıa,
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[13] C. Granell, S. Gómez, and A. Arenas, “Dynamical interplay
between awareness and epidemic spreading in multiplex
networks,” Physical Review Letters, vol. 111, no. 12, Article ID
128701, 2013.

[14] V. Nicosia, G. Bianconi, V. Latora, and M. Barthelemy,
“Growing multiplex networks,” Physical Review Letters,
vol. 111, no. 5, Article ID 058701, 2013.

[15] S. Gomez, A. Diaz-Guilera, J. Gomez-Gardenes, C. J. Perez-
Vicente, Y. Moreno, and A. Arenas, “Diffusion dynamics on
multiplex networks,” Physical Review Letters, vol. 110, no. 2,
Article ID 028701, 2013.

[16] M. Salehi, R. Sharma, M. Marzolla, M. Magnani, P. Siyari, and
D. Montesi, “Spreading processes in multilayer networks,”
IEEE Transactions on Network Science and Engineering, vol. 2,
no. 2, pp. 65–83, 2015.

[17] S. Boccaletti, G. Bianconi, R. Criado et al., “+e structure and
dynamics of multilayer networks,” Physics Reports, vol. 544,
no. 1, pp. 1–122, 2014.

[18] F. Caccioli, M. Shrestha, C.Moore, and J. D. Farmer, “Stability
analysis of financial contagion due to overlapping portfolios,”
Journal of Banking & Finance, vol. 46, pp. 233–245, 2014.

[19] M. J. O. Pocock, D. M. Evans, and J. Memmott, “+e ro-
bustness and restoration of a network of ecological networks,”
Science, vol. 335, no. 6071, pp. 973–977, 2012.

[20] J. Iacovacci and G. Bianconi, “Extracting information from
multiplex networks,” Chaos: An Interdisciplinary Journal of
Nonlinear Science, vol. 26, no. 6, Article ID 065306, 2016.

[21] R. Gallotti and M. Barthelemy, “Anatomy and efficiency of
urban multimodal mobility,” Scientific Reports, vol. 4, no. 1,
p. 6911, 2014.

[22] X. Wang and H. Su, “Completely model-free RL-based
consensus of continuous-time multi-agent systems,” Applied
Mathematics and Computation, vol. 382, Article ID 125312,
2020.

[23] Y. Zhang, G. Wen, G. Chen et al., “Gaming temporal net-
works,” IEEE Transactions on Circuits and Systems II: Express
Briefs, vol. 66, no. 4, pp. 672–676, 2018.

[24] X. Wang, X. Wang, H. Su, and J. Lam, “Coordination control
for uncertain networked systems using interval observers,”
IEEE Transactions on Cybernetics, 2019.

[25] B. Karrer and M. E. Newman, “Competing epidemics on
complex networks,” Physical Review E, vol. 84, no. 3, Article
ID 036106, 2011.

[26] B. Min and K. Goh, “Layer-crossing overhead and infor-
mation spreading in multiplex social networks,” Seed, vol. 21,
no. T22, p. T12, 2013.
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'is paper studies the adaptive group synchronization of second-order nonlinear complex dynamical networks with sampled-data
and time-varying delays by designing a new adaptive strategy to feedback gains and coupling strengths. According to Lyapunov
stability properties, it is shown that the agents of subgroups can converge the given synchronous states, respectively, under some
conditions on the sampled period. Moreover, some simulation results are given.

1. Introduction

Complex dynamical networks are used to describe the large size
and complexity of the research object to solve the practical
application problem by constructing the mathematical models
in essence. In nature, synchronization is a ubiquitous phe-
nomenon, such as the synchronization of beating rhythm of
cardiac myocytes and consistency of fireflies twinkling. Re-
cently, the synchronization problem of complex systems with
nonlinear dynamical has attracted increasing attention and
wide application including physics, mathematics, chemistry,
biology, information science, electronics, and medicine [1–16].
Because of the extensive application value of synchronization in
engineering technology, complex network synchronization has
become a hot issue in the field of nonlinearity science, for
example, the evolutionary origin of asymptotically stable
consensus in [7] and the application of synchronization in
engineering was introduced in [8].

In order to achieve network synchronization, some
advisable methods are introduced in outstanding works

(e.g., [17–28]), such as pinning control [17–19] and adaptive
strategies [20–28]. In [25], the authors introduced the
adaptive coupling strengths and studied the adaptive syn-
chronization of two heterogeneous second-order nonlinear
coupled dynamical systems. 'e synchronization of frac-
tional-order complex networks were well considered in
[26–28] and applying decentralized adaptive strategies,
pinning control and adaptive control strategy, respectively.
'e authors [29–31] investigated the synchronization of
complex dynamical systems with time-varying delays.
Works [32, 33] discussed adaptive consensus of networks
with single-integrator nonlinear dynamics and adaptive
synchronization of networks with double-integrator non-
linear dynamics, respectively. In [34], the author investi-
gated the adaptive synchronization for first-order complex
systems with local Lipschitz nonlinearity. Su et al. [35] also
researched the adaptive flocking of multiagent networks
with local Lipschitz nonlinearity. In engineering practice, the
whole network (group) can be partitioned into several
subnetworks (subgroups) to study the synchronization
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problems, called as group synchronization. Li et al. [36]
investigated the group synchronization for complex systems
with nonlinear dynamics. Some conditions were established
in [37] for solving consensus problem of multiagent complex
systems with double-integrator and sampled control. 'e
consensus of complex networks with sampled data and time-
delay topology was studied in [38].

Inspired by these works, the adaptive group synchro-
nization of second-order nonlinear complex dynamical
undirected networks with sampled-data and time-varying
delays will be discussed in this paper. And its main con-
tributions are threefold: (1) the new second-order model
with sampled-data and time-varying delays is established;
(2) the communication delays of all the neighboring agents’

positions and velocities are time varying; (3) adaptive laws
for solving the group synchronization of second-order
nonlinear complex dynamical systems are introduced.

'e rest of this paper is arranged as follows. 'e
mathematical model with time delays and sampled data
and some necessary preliminaries are given in Section 2.
Section 3 presents the main results. Some numerical
simulations are given in Section 4. Finally, Section 5 shows
the conclusion.

2. Problem Formulation and Preliminaries

A second-order complex network with nonlinear dynamics
consists of N nodes and each node obeys

_xi(t) � vi(t),

_vi(t) �

f vi ts( , vi Ts( (  + 
j∈M1i

cij ts( aij xj Ts(  − xi Ts(   + 
j∈M2i

dij ts( bijxj Ts(  + 
j∈M1i

αij ts( pij vj Ts(  − vi Ts(  

+ 
j∈M2i

βij ts( qijvj Ts(  + ui, ∀i ∈ ℓ1, ∀t ∈ ts, ts+1 

f vi ts( , vi Ts( (  + 
j∈M2i

cij ts( aij xj Ts(  − xi Ts(   + 
j∈M1i

dij ts( bijxj Ts(  + 
j∈M2i

αij ts( pij vj Ts(  − vi Ts(  

+ 
j∈M1i

βij ts( qijvj Ts(  + ui, ∀i ∈ ℓ2, ∀t ∈ ts, ts+1 ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where xi(t) ∈ Rn is the position vector of agent i; vi(t) ∈ Rn

is its velocity vector, for i � 1, . . . , N as t ∈ [0, +∞);
f: Rn⟶ Rn is a continuous differentiable function; Ts �

ts − τ(ts) and τ > 0; Mi is the neighbor set of node i,
Mi ∈M1i ∪M2i with M1i � xj ∈ X1: aij ≥ 0, i, j ∈ ℓ1  and
M2i � xj ∈ X2: aij ≥ 0, i, j ∈ ℓ2 , where X � X1 ∪X2, ℓ �

ℓ1 ∪ ℓ2 with X1 � x1, . . . , xL , X2 � xL+1, . . . , xN , ℓ1 �

1, . . . , L, ℓ2 � L + 1, . . . , N, and L<N; cij(ts), dij(ts),

αij(ts), and βij(ts) are the position’s and velocity’s coupling
strengths between agent i and agent j; and nonnegative
numbers aij, bij, pij, and qij are the edge-weights connecting
agent i and agent j.

Design the control input as

ui �

− ci ts( hi xi Ts(  − x1 Ts( (  − di ts( li vi Ts(  − v1 Ts( ( , i ∈ ℓ1,

− ci ts( ( hi xi Ts(  − x2 Ts( (  − di ts( li vi Ts(  − v2 Ts( ( , i ∈ ℓ2,

⎧⎪⎨

⎪⎩
(2)

where hi and li are on-off controls, if node i is steered, then
hi � 1 and li � 1, otherwise hi � 0 and li � 0, ci(ts) and di(ts)

represent the position’s and velocity’s feedback gains,

respectively, x1(t) ∈ Rn and x2(t) ∈ Rn are the given syn-
chronous positions, and v1(t) ∈ Rn and v2(t) ∈ Rn are their
velocities, respectively.
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According to (1) and (2), we design the adaptive laws for
coupling strengths respectively as

_cij ts(  �

aijkij xi Ts(  − xj Ts(  
T

xi Ts(  − xj Ts(   + _xi(t) − _xj(t) 
T

_xi(t) − _xj(t)  , i, j ∈ ℓ1,

aijkij xi Ts(  − xj Ts(  
T

xi Ts(  − xj Ts(   + _xi(t) − _xj(t) 
T

_xi(t) − _xj(t)  , i, j ∈ ℓ2,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

_αij ts(  �

pijεij vi Ts(  − vj Ts(  
T

vi Ts(  − vj Ts(   + _vi(t) − _vj(t) 
T

_vi(t) − _vj(t)  , i, j ∈ ℓ1,

pijεij vi Ts(  − vj Ts(  
T

vi Ts(  − vj Ts(   + _vi(t) − _vj(t) 
T

_vi(t) − _vj(t)  , i, j ∈ ℓ2,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

_dij ts(  �
bijkij xj Ts(  − x2 Ts(  

T
xj Ts(  − x2 Ts(  , i ∈ ℓ1, j ∈ ℓ2,

bijkij xj Ts(  − x1 Ts(  
T

xj Ts(  − x1 Ts(  , i ∈ ℓ2, j ∈ ℓ1,

⎧⎪⎨

⎪⎩

_βij ts(  �
qijεij vj Ts(  − v2 Ts(  

T
vj Ts(  − v2 Ts(  , i ∈ ℓ1, j ∈ ℓ2,

qijεij vj Ts(  − v1 Ts(  
T

vj Ts(  − v1 Ts(  , i ∈ ℓ2, j ∈ ℓ1.

⎧⎪⎨

⎪⎩

(4)

where kij > 0 and εij > 0 are the weights of cij(ts) and αij(ts),
respectively.

Similarly, we design the adaptive laws for the feedback
gains, respectively, as

_ci ts(  �

hiki xi Ts(  − x1 Ts( ( 
T

xi Ts(  − x1 Ts( (  + _xi(t) − _x1(t) 
T

_xi(t) − _x1(t)  , i ∈ ℓ1,

hiki xi Ts(  − x2 Ts( ( 
T

xi Ts(  − x2 Ts( (  + _xi(t) − _x2(t) 
T

_xi(t) − _x2(t)  , i ∈ ℓ2,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

_di ts(  �

liεi vi Ts(  − v1 Ts( ( 
T

vi Ts(  − v1 Ts( (  + _vi(t) − _v1(t) 
T

_vi(t) − _v1(t)  , i ∈ ℓ1,

liεi vi Ts(  − v2 Ts( ( 
T

vi Ts(  − v2 Ts( (  + _vi(t) − _v2(t) 
T

_vi(t) − _v2(t)  , i ∈ ℓ2,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

in which ki > 0 and εi > 0 are the weights of ci(ts) and di(ts),
respectively.

'e position’s and velocity’s weighted coupling config-
uration matrices of system (1) can represented as

A �
AL×L
11 B

L×(N− L)
12

B
(N− L)×L
21 A

(N− L)×(N− L)
22

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

P �
PL×L
11 Q

L×(N− L)
12

Q
(N− L)×L
21 P

(N− L)×(N− L)
22

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

(6)

where

A11 �

a11 − 
L

j�1
a1j · · · a1L

⋮ ⋱ ⋮

aL1 · · · aLL − 
L

j�1
aLj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

A22 �

a(L+1)(L+1) − 
N

j�L+1
a(L+1)j · · · a(L+1)N

⋮ ⋱ ⋮

aN(L+1) · · · aNN − 
N

j�L+1
aNj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

P11 �

p11 − 
L

j�1
p1j · · · p1L

⋮ ⋱ ⋮

pL1 · · · pLL − 
L

j�1
pLj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

P22 �

p(L+1)(L+1) − 
N

j�L+1
p(L+1)j · · · p(L+1)N

⋮ ⋱ ⋮

pN(L+1) · · · pNN − 

N

j�L+1
pNj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(7)
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In order to solve the synchronization problem,we briefly give
some assumptions, lemmas, and definitions used in this paper.

Assumption 1 (see [39]). 'e coupling strengths and feed-
back gains are all bounded, that is,

cij ts( 
�����

�����≤ cij, dij ts( 
�����

�����≤dij, ci ts( 
����

����≤ ci, αij ts( 
�����

�����

≤ αij, βij ts( 
�����

�����≤ βij, di ts( 
����

����≤di,
(8)

where ‖·‖ is the Euclidean norm and cij, dij, ci, αij, βij, and di

are positive constants. In fact, the coupling strengths and
feedback gains are usually bounded.

Assumption 2 (see [39]). 0≤ τ(t)≤ τ, when t≥ 0 and τ > 0
are constants.

Unlike some existing works, such as [40], 0≤ _τ(t)≤ 1 is
required; however, this paper does not need to know any
information about the derivative of τ(t).

Assumption 3 ∃ρ1 > 0, ρ2 > 0 such that
‖f(α, β) − f(c, δ)‖≤ ρ1‖α − c‖ + ρ2‖β − δ‖, ∀α, β, c, δ ∈ R

n
,

(9)

which can guarantee the boundedness of the nonlinear term
for system (1).

Lemma 1 (see [39]). Suppose that x, y ∈ RN are arbitrary
vectors and matrix Q ∈ RN×N is positive definite; then, the
inequality satisfies

2x
T
y≤ x

T
Qx + y

T
Q

− 1
y. (10)

Lemma 2 (see [39]). If A � (aij) ∈ RN×N is symmetric ir-
reducible, each eigenvalue of A − B is negative, where aii �

− 
N
j�1,j≠i aij and B � diag(b, 0, . . . , 0) with b> 0.

Lemma 3 (see [39]). For an undirected graph G, its corre-
sponding coupling matrix A is irreducible iff G is connected.

Lemma 4 (see [39]). If ∀x(t) ∈ Rn is real differentiable and
W � WT > 0 is a constant matrix, we can have


t

t− τ(t)
x(k)dk 

T

W 
t

t− τ(t)
x(k)dk 

≤ τ 
t

t− τ(t)
x

T
(k)Wx(k)dk, t≥ 0,

(11)

where 0≤ τ(t)≤ τ.

3. Main Results

For α> 0 and the sample periodic T, we assume that

ti+1 − ti � αTi, ∀i � 0, 1, 2, . . . , (12)

where t0 < t1 < · · · are the discrete time periods and integer
Ti > 0 is a sampled timewithTi ≤T. Inspired by [36], we design
a linear synchronization protocol under the sampling period as

_vi ts + α(  � _vi ts(  −
1
T

_vi ts(  � 1 −
1
T

  _vi ts( ,

_vi ts + 2α(  � _vi ts + α(  + _vi ts + α(  − _vi ts( (  � 1 −
2
T

  _vi ts( ,

⋮

_vi ts+1 − α(  � _vi ts + Tsα − α(  � 1 −
Ts − 1
T

  _vi ts( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

Let h � 0, 1, . . . ,Ts − 1; thus, we have

_vi(t) �

1 −
h

T
  × f vi ts( , vi Ts( (  + 

j∈M1i

cij ts( aij xj Ts(  − xi Ts(   + 
j∈M2i

dij ts( bijxj Ts(  + 
j∈M1i

αij ts( pij vj Ts(  − vi Ts(  ⎡⎢⎢⎢⎣

+ 
j∈M2i

βij ts( qijvj Ts(  + ui
⎤⎥⎥⎥⎦, ∀i ∈ ℓ1, ∀t ∈ ts, ts+1 ,

1 −
h

T
  × f vi ts( , vi Ts( (  + 

j∈M2i

cij ts( aij xj Ts(  − xi Ts(   + 
j∈M1i

dij ts( bijxj Ts(  + 
j∈M2i

αij ts( pij vj Ts(  − vi Ts(  ⎡⎢⎢⎢⎣

+ 
j∈M1i

βij ts( qijvj Ts(  + ui
⎤⎥⎥⎥⎦, ∀i ∈ ℓ2, ∀t ∈ ts, ts+1 .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)
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Theorem 1. Consider connected network (1) with control
input (2) steered by (3)–(5) under Assumptions 1–3 and
Lemmas 1–4; then, each node’s position and velocity can
asymptotically synchronize.

Proof. Let
xi ts( ≜ xi ts(  − x1 ts( ,

vi ts( ≜ vi ts(  − v1 ts( ,
(15)

for i ∈ ℓ1, and
xi ts( ≜ xi ts(  − x2 ts( ,

vi ts( ≜ vi ts( ( − v2 ts( ,
(16)

for i ∈ ℓ2; then, we obtain

_vi(t) �

1 −
h

T
  × f vi ts( , vi Ts( (  − f v1 ts( , v1 Ts( (  + 

j∈M1i

cij ts( aij xj Ts(  − xi Ts(   + 
j∈M2i

dij ts( bijxj Ts( ⎡⎢⎢⎢⎣

+ 
j∈M1i

αij ts( pij vj Ts(  − vi Ts(   + 
j∈M2i

βij ts( qijvj Ts(  + ui
⎤⎥⎥⎥⎦, ∀i ∈ ℓ1, ∀t ∈ ts, ts+1 ,

1 −
h

T
  × f vi ts( , vi Ts( (  − f v2 ts( , v2 Ts( (  + 

j∈M2i

cij ts( aij xj Ts(  − xi Ts(   + 
j∈M1i

dij ts( bijxj Ts( ⎡⎢⎢⎢⎣

+ 
j∈M2i

αij ts( pij vj Ts(  − vi Ts(   + 
j∈M1i

βij ts( qijvj Ts(  + ui
⎤⎥⎥⎥⎦, ∀i ∈ ℓ2, ∀t ∈ ts, ts+1 .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

Construct a Lyapunov function as
V ts(  � V1 ts(  + V2 ts(  + V3 ts( , (18)

where

V1 ts(  �
1
2


i∈M1i

x
T
i ts( xi ts(  + 

i∈M1i


j∈M1i

cij ts(  − 2cij − p 
2

4kij

+ 
i∈M1i


j∈M2i

dij ts(  − 2dij − 1 
2

4kij

+ 
i∈M1i

ci ts(  − (3/2)ci − p( 
2

2ki

+
1
2


i∈M1i

v
T
i ts( vi ts(  + 

i∈M1i


j∈M1i

pij ts(  − 2pij − p 
2

4εij

+ 
i∈M1i


j∈M2i

qij ts(  − 2qij − 1 
2

4εij


i∈M1i

di ts(  − (3/2)di − p( 
2

2εi

,

V2 ts(  �
1
2


i∈M2i

x
T
i ts( xi ts(  + 

i∈M2i


j∈M2i

cij ts(  − 2cij − p 
2

4kij

+ 
i∈M2i


j∈M1i

dij ts(  − 2dij − 1 
2

4kij

+ 
i∈M2i

ci ts(  − (3/2)ci − p( 
2

2ki

+
1
2


i∈M2i

v
T
i ts( vi ts(  + 

i∈M2i


j∈M2i

αij ts(  − 2αij − p 
2

4εij

+ 
i∈M2i


j∈M1i

βij ts(  − 2βij − 1 
2

4εij

+ 
i∈M2i

di ts(  − (3/2)di − p( 
2

2εi

,

V3 ts(  � τ 
i∈M1i

2ρ1 + ρ2 + 1 + 
i∈M1i

cij ts( aij
⎛⎝ ⎞⎠ + 

i∈M1i

αij ts( pij
⎛⎝ ⎞⎠ + 

i∈M2i

dij ts( bij
⎛⎝ ⎞⎠ + 

i∈M2i

βij ts( qij
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣

+ ci ts( hi(  + di ts( li(  
ts

Ts

k − ts + τ(  _x
T

i (k) _xi(k)dk + τ 
i∈M1i


ts

Ts

k − ts + τ(  _x
T

i (k) _xi(k)dk

+ τ 
i∈M2i

2ρ3 + ρ4 + 1 + 
i∈M2i

cij ts( aij
⎛⎝ ⎞⎠ + 

i∈M2i

αij ts( pij
⎛⎝ ⎞⎠ + 

i∈M1i

dij ts( bij
⎛⎝ ⎞⎠ + 

i∈M1i

βij ts( qij
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣

+ ci ts( hi(  + di ts( li(  
ts

Ts

k − ts + τ(  _x
T

i (k) _xi(k)dk + τ 
i∈M2i


ts

Ts

k − ts + τ(  _x
T

i (k) _xi(k)dk,

(19)
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and p> 0 is sufficiently large. Next, there are two cases to
discuss. □

Case 1. A11, A22, P11, andP22 are symmetric.

Differentiating V1(ts), under Assumptions 1–3 and
Lemmas 1–4, we can have

_V1 ts( ≤
1
2


i∈M1i

x
T
i (t)xi(t) +

1
2
ρ2 

i∈M1i

v
T
i Ts( vi Ts(  +

1
2


i∈M1i

ξ1iv
T
i (t)vi(t)

−
p

2


i∈M1i


j∈M1i

aij xi Ts(  − xj Ts(  
T

xi Ts(  − xj Ts(   + _xi(t) − _xj(t) 
T _xi(t) − _xj(t)  

−
p

2


i∈M1i


j∈M1i

pij vi Ts(  − vj Ts(  
T

vi Ts(  − vj Ts(   + _vi(t) − _vj(t) 
T _vi(t) − _vj(t)  

−
1
2


i∈M1i


j∈M2i

bijx
T
j Ts( xj Ts(  −

1
2


i∈M1i


j∈M2i

qijv
T
j Ts( vj Ts( 

−
p

2


i∈M1i

hi x
T
i Ts( xi Ts(  + _x

T

i (t) _xi(t)  −
p

2


i∈M1i

li v
T
i Ts( vi Ts(  + _v

T

i (t) _vi(t) ,

(20)

where ξ1i � 1 + 2ρ1 + ρ2 +j∈M1i
cij (ts)aij + j∈ M1iαij(ts)

pij+ j∈M2i
dij(ts)bij + j∈M2i

βij(ts)qij + ci(ts)hi + di(ts)li.
Using Leibniz–Newton formula,

x ts(  − x Ts(  � 
ts

Ts

_x(k)dk, (21)

then

x ts( ( 
T

� x Ts( ( 
T

+ 
ts

Ts

_x(k)dk 

T

, (22)

and then

x ts( ( 
T

x ts( (  � x Ts( ( 
T

+ 
ts

Ts

_x(k)dk 

T

⎡⎣ ⎤⎦ x Ts( (  + 
ts

Ts

_x(k)dk  

≤ 2 x Ts( ( 
T

x Ts( (  + 2 
ts

Ts

_x(k)dk 

T


ts

Ts

_x(k)dk 

≤ 2 x Ts( ( 
T

x Ts( (  + 2τ 
ts

Vs

_x
T

i (k) _xi(k)dk.

(23)

Similarly,

v ts( ( 
T

v ts( ( ≤ 2 v Ts( ( 
T

v Ts( (  + 2τ 
ts

Ts

_v
T

i (k) _vi(k)dk.

(24)

Substituting (23) and (24) into (20), we obtain

6 Mathematical Problems in Engineering



_V1 ts( ≤ 
i∈M1i

x
T
i Ts( xi Ts(  + τ 

i∈M1i


ts

Ts

_x
T

i (k) _xi(k)dk −
1
2


i∈M1i


j∈M2i

bijx
T
j Ts( x

T
j Ts( 

+ 
i∈M1i

ξ1i +
1
2
ρ2 v

T
i Ts( vi Ts(  + τ 

i∈M1i

ξ1i 
ts

Ts

_v
T

i (k) _vi(k)dk −
1
2


i∈M1i


j∈M2i

qijv
T
j Ts( vj Ts( 

+ 
i∈M1i

pλ1 xi Ts( 
����

����
2

+ 
i∈M1i

pλ1 xi

.

ts( 
�����

�����
2

+ 
i∈M1i

pλ3 vi Ts( 
����

����
2

+ 
i∈M1i

pλ3 vi

.

ts( 
�����

�����
2
,

(25)

where ξ1i � 1 + 2ρ1 + ρ2 + j∈M1i
cij(ts)aij + j∈M1i

αij(ts)

pij + j∈M2i
dij(ts)bij + j∈M2i

βij(ts)qij + ci(ts)hi + di(ts)li
and λ1 and λ3 are the minimum eigenvalues of A11−

H1 andP11 − L1, respectively.

Similarly, differentiating V2(ts) and V3(ts), we can
obtain

_V2 ts( ≤ 
i∈M2i

x
T
i Ts( xi Ts(  + τ 

i∈M2i


ts

Ts

_x
T

i (k) _xi(k)dk −
1
2


i∈M2i


j∈M1i

bijx
T
j Ts( xj Ts( 

+ 
i∈M2i

ξ2i +
1
2
ρ4 v

T
i Ts( vi Ts(  + τ 

i∈M2i

ξ2i 
ts

Ts

_v
T

i (k) _vi(k)dk −
1
2


i∈M2i


j∈M1i

qijv
T
j Ts( vj Ts( 

+ 
i∈M2i

pλ2 xi Ts( 
����

����
2

+ 
i∈M2i

pλ2 xi

.

ts( 
�����

�����
2

+ 
i∈M2i

pλ4 vi Ts( 
����

����
2

+ 
i∈M2i

pλ4 vi

.

ts( 
�����

�����
2
,

(26)

where ξ2i � 1 + 2ρ3 + ρ4 + j∈M2i
cij(ts)aij + j∈M2i

αij(ts)

pij + j∈M1i
dij(ts)bij + j∈M1i

βij(ts)qij + ci(ts)hi + di(ts)li

and λ2 and λ4 are the minimum eigenvalues of A22 − H2
andP22 − L2, respectively:

_V3 ts(  � τ2 
i∈M1i

_x
T

i ts(  _xi ts(  − τ 
i∈M1i


ts

Ts

_x
T

i (k) _xi(k)dk + τ2 
i∈M1i

ξ1i
_v

T

i ts(  _vi ts(  − τ 
i∈M1i

ξ1i 
ts

Ts

_v
T

i (k) _vi(k)dk

+ τ2 
i∈M2i

_x
T

i ts(  _xi ts(  − τ 
i∈M2i


ts

Ts

_x
T

i (k) _xi(k)dk + τ2 
i∈M2i

ξ2i
_v

T

i ts(  _vi ts(  − τ 
i∈M2i

ξ2i 
ts

Ts

_v
T

i (k) _vi(k)dk.

(27)

Combining _V1(ts),
_V2(ts), and _V3(ts), we obtain

_V ts( ≤ 
i∈M1i

1 + pλ1(  xi Ts( 
����

����
2

+ 
i∈M1i

τ2 + pλ1  _xi ts( 
����

����
2

+ 
i∈M2i

1 + pλ2(  xi Ts( 
����

����
2

+ 
i∈M2i

τ2 + pλ2  _xi ts( 
����

����
2

+ 
i∈M1i

ξ1i +
1
2
ρ2 −

1
2


j∈M2i

bji −
1
2


j∈M2i

qji + pλ3⎛⎝ ⎞⎠ vi Ts( 
����

����
2

+ 
i∈M1i

τ2ξ1i + pλ3  _vi ts( 
����

����
2

+ 
i∈M2i

ξ2i +
1
2
ρ4 −

1
2


j∈M1i

bji −
1
2


j∈M1i

qji + pλ4⎛⎝ ⎞⎠ vi Ts( 
����

����
2

+ 
i∈M2i

τ2ξ2i + pλ4  _vi ts( 
����

����
2
,

(28)
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where λ1, λ2, λ3, and λ4 are the minimum eigenvalues of
A11 − H1, A22 − H2, P11 − L1, andP22 − L2, respectively;
with H1 � diag hi  an d L1 � diag li  for ∀i ∈ ℓl, and H2 �

diag hi  and L2 � diag li  for ∀i ∈ ℓ2. Furthermore, since
A11, A22, P11, andP22 are both symmetric and diagonal
matrices H1, H2, L1, andL2 have at least one element being
1, λi < 0, i � 1, 2, 3, 4 based on Lemma 2.'erefore, _V(ts)< 0,
if p> 0 is sufficiently large.

Case 2. A11, A22, P11, andP22 are asymmetric.
It is known that (A11 + AT

11)/2, (A22 + AT
22)/2,

(P11 + PT
11)/2, and (P22 + PT

22)/2 are symmetric, even if
A11, A22, P11, andP22 are asymmetric. 'erefore, all eigen-
values of (A11 + AT

11/2) − H1, (A22 + AT
22/2) − H2, (P11 +

PT
11/2) − L1, and (P22 + PT

22/2) − L2 are negative from
Lemma 2. Similarly, we can have

_V1 ts( ≤ 
i∈M1i

x
T
i Ts( xi Ts(  + τ 

i∈M1i


ts

Ts

_x
T

i (k) _xi(k)dk −
1
2


i∈M1i


j∈M2i

bijx
T
j Ts( xj Ts( 

+ 
i∈M1i

ξ1i +
1
2
ρ2 v

T
i Ts( vi Ts(  + τ 

i∈M1i

ξ1i 
ts

Ts

_v
T

i (k) _vi(k)dk −
1
2


i∈M1i


j∈M2i

qijv
T
j Ts( vj Ts( 

+ 
i∈M1i

pλ1 xi Ts( 
����

����
2

+ 
i∈M1i

pλ1 xi

.

ts( 

������

������

2
+ 

i∈M1i

pλ3 vi Ts( 
����

����
2

+ 
i∈M1i

pλ3 vi

.

ts( 

������

������

2
, (29)

where ξ2i � 1 + 2ρ3 + ρ4 + j∈M2i
cij(ts)aij + j∈M2i

αij(ts)

pij + j∈M1i
dij(ts)bij + j∈M1i

βij(ts)qij + ci(ts)hi + di(ts)li,
and λ2 and λ4 are the minimum eigenvalue of (A22+

AT
22/2) − H2 and (P22 + PT

22/2) − L2, respectively.

_V2 ts( ≤ 
i∈M2i

x
T
i Ts( xi Ts(  + τ 

i∈M2i


ts

Ts

_x
T

i (k) _xi(k)dk −
1
2


i∈M2i


j∈M1i

bijx
T
j Ts( xj Ts( 

+ 
i∈M2i

ξ2i +
1
2
ρ4 v

T
i Ts( vi Ts(  + τ 

i∈M2i

ξ2i 
ts

Ts

_v
T

i (k) _vi(k)dk −
1
2


i∈M2i


j∈M1i

qijv
T
j Ts( vj Ts( 

+ 
i∈M2i

pλ2 xi Ts( 
����

����
2

+ 
i∈M2i

pλ2 xi

.

ts( 

������

������

2
+ 

i∈M2i

pλ4 vi Ts( 
����

����
2

+ 
i∈M2i

pλ4 vi

.

ts( 

������

������

2
, (30)

where ξ1i � 1 + 2ρ1 + ρ2 + j∈M1i
cij(ts)aij + j∈M1i

αij

(ts)pij + j∈M2i
dij(ts)bij + j∈M2i

βij(ts) qij + ci(ts)hi + di

(ts)li. and λ1 and λ3 are the minimum eigenvalue of
(A11 + AT

11/2) − H1, (P11 + PT
11/2) − L1, respectively:

Combining _V1(ts),
_V2(ts), and _V3(ts), we obtain

_V ts( ≤ 
i∈M1i

1 + pλ1(  xi Ts( 
����

����
2

+ 
i∈M1i

τ2 + pλ1  _xi ts( 
����

����
2

+ 
i∈M2i

1 + pλ2(  xi Ts( 
����

����
2

+ 
i∈M2i

τ2 + pλ2  _xi ts( 
����

����
2

+ 
i∈M1i

ξ1i +
1
2
ρ2 −

1
2


j∈M2i

bji −
1
2


j∈M2i

qji + pλ3⎛⎝ ⎞⎠ vi Ts( 
����

����
2

+ 
i∈M1i

τ2ξ1i + pλ3  _vi ts( 
����

����
2

+ 
i∈M2i

ξ2i +
1
2
ρ4 −

1
2


j∈M1i

bji −
1
2


j∈M1i

qji + pλ4⎛⎝ ⎞⎠ vi Ts( 
����

����
2

+ 
i∈M2i

τ2ξ2i + pλ4  _vi ts( 
����

����
2
,

(31)
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where λ1, λ2, λ3, and λ4 are the minimum eigenvalue of
(A11 + AT

11/2) − H1, (A22 + AT
22/2) − H2, (P11 + PT

11/2) − L1,

and (P22 + PT
22/2) − L2, respectively. Even though matrix

A11, A22, P11, andP22 are asymmetric, matrix (A11 + AT
11)/ 2,

(A22 + AT
22)/2, (P11 + PT

11)/2, and (P22 + PT
22)/2 are sym-

metric; thus, from Lemma 2, we can obtain all eigenvalues of
(A11 + AT

11/2) − H1, (A22 + AT
22/2) − H2, (P11 + PT

11/2) − L1,

and (P22 + PT
22/2) − L2 are negative. So, λi < 0,∀i ∈ 1, 2, 3, 4

and _V(ts)< 0, if p> 0 is sufficiently large.
'erefore, all the agents of sampled-data based network

(1) with time-varying delays can achieve the given syn-
chronous states asymptotically.

Remark 1. When the topology structure is connected re-
gardless of the coupled weightedmatrices, the sampled-data-
based network (1) with time-varying delays can be as-
ymptotically group synchronized by controller (2).

4. Simulations

A complex dynamical system with N � 6 andL � 3. Let the
initial values be X(0) � 29 12 20 17 25 − 7 22 9  and
cij(0) � dij(0) � αij(0) � βij(0) � ci(0) � di(0) � 0.01.

Let A11, A22, P11, andP22 be symmetric as

A11 �

− 2 1 0
1 − 3 1
0 1 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.1,

A22 �

− 3 2 1
2 − 4 1
1 1 − 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.05,

P11 �

0 2 0
2 0 1
0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.01,

P22 �

0 2 1
2 0 2
1 2 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.005,

(32)

and A11, A22, P11, andP22 be asymmetric as

A11 �

− 3 0 3
2 − 3 1
0 1 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.1,

A22 �

− 2 2 0
3 − 6 3
1 2 − 3

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.05,

P11 �

0 3 0
2 0 1
0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.01,

P22 �

0 2 0
3 0 3
0 2 0

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦∗ 0.005,

(33)

respectively.
Take

B12 �

0 1 0

2 0 0

0 0 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∗ 0.1,

B21 �

1 2 0

0 0 0

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∗ 0.1,

H1 � diag 0.1 0 0 ,

H2 � diag 0 0.1 0 .

(34)

Figure 1 presents that the effects of adaptive strategies
for the synchronization of complex networks with non-
linear dynamical. Figure 1(a) shows the position and
velocity of all nodes without adaptive strategies, and
Figure 1(b) shows the position and velocity of all nodes
with adaptive laws, respectively, in which the subgroups’
coupling matrices are symmetric. It is obvious to see the
fact that all the nodes with adaptive laws can achieve their
given synchronous states asymptotically, while all the
nodes without adaptive laws cannot converge. Figures 2
and 3 show the simulations of network (1) with τ � 0.1, in
which the subnetworks’ coupling matrices are symmetric
or asymmetric descried as Figures 2 and 3, respectively.
Figures 2(a) and 2(b) present that the position and ve-
locity of all nodes of network (1) with τ � 0.1, where
subgroups’ coupling matrices are symmetric, and the
coupling strengths cij, dijαij, and βij and the feedback
gains ci and di are presented in Figures 2(c)–2(h), re-
spectively. Similarly, Figures 3(a) and 3(b) present that the
position and velocity of all nodes of network (1) with
τ � 0.1, where the subgroups’ coupling matrices are
asymmetric, the coupling strengths cij, dijαij, and βij and
the feedback gains ci and di presented as Figures 3(c)–3(h),
respectively. From Figures 2 and 3, we can find that all
nodes of network (1) can achieve synchronization and the
coupling strengths and the feedback gains also converge to
be consistent. However, compared with Figure 3, the
system in Figure 2 can achieve synchronization faster than
that in Figure 3. Figure 4 is the simulation of network (1)
with adaptive laws, in which the subgroups’ coupling
matrices are symmetric, where Figures 4(a) and 4(b) are
the positions and velocities of all nodes of network (1)
with τ � 0.1 and τ � 1, respectively. We can know that,
with the time delay τ increasing, the system cannot
achieve synchronization.
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Figure 1: (a) Without adaptive strategies. (b) With adaptive strategies.
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Figure 2: Continued.

10 Mathematical Problems in Engineering



Adaptive feedback gain of position
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Figure 2: Intragroup coupling matrix is symmetric and time delay τ � 0.1. (a) Positions. (b) Velocities. (c) cij. (d) dij. (e) ci. (f) αij. (g) βij. (h) di.
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Figure 3: Continued.
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Figure 3: Intragroup couplingmatrix is asymmetric and time delay τ � 0.1. (a) Positions. (b) Velocities. (c) cij. (d) dij. (e) ci. (f) αij. (g) βij. (h) di.
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Figure 4: Intragroup coupling matrix is symmetric and with adaptive strategies. (a) Time delay τ � 0.1. (b) Time delay τ � 1.
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5. Conclusion

'e adaptive group synchronization of second-order non-
linear complex dynamical networks with time-varying de-
lays and sampled data has been researched in this paper. A
new adaptive law has been designed, and we have proved
that the second-order system with sampled data can achieve
group synchronization no matter whether the coupling
matrix is symmetric or not. Moreover, we have discussed the
influences of time-varying delays and adaptive laws for
group synchronization of complex networks with nonlinear
dynamics in the different simulations. Finally, some simu-
lations have been represented.
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-is paper considers the problem of consensus control for a class of nonlinear multiagent systems with incremental quadratic
constraints and time delays. Each agent exchanges state information through a strongly connected communication topology.
Based on the information obtained from neighboring agents, a distributed consensus protocol is designed. A delay-independent
consensus condition is formed for the protocol to solve the consensus problem by employing Lyapunov–Krasovskii functional
method. In order to deal with the nonlinear terms in matrix inequalities, an iterative algorithm is proposed by using the Schur
complement lemma and the cone complementary linearization method. -e nonlinearities under consideration are more general
than many other nonlinearities considered in related literature studies since the incremental quadratic constraints include many
other known nonlinearities as some special cases. Finally, we give a numerical example to illustrate the effectiveness of the
proposed consensus control protocol.

1. Introduction

-e consensus control problem of multiagent systems
(MAS) has drawn lots of attention from researchers of
systems and control community over the past few decades
[1]. -is is partly because the consensus problem has wide
applications in different areas such as optimization, for-
mation control, sensor network, dynamic agents of network,
and cooperative surveillance.

In the past few years, researchers have made consider-
able progresses in the consensus control area and many
aspects of consensus control are fully investigated. Many
important results have been analyzed and published about
the consensus control for linear, second-order, and high-
order MAS, as seen in [2–7]. Finite-time consensus problem
also attracts much attention from researchers [8, 9], and they
mainly investigated how MAS can reach consensus within a
certain time. In [10], the authors worked on the consensus
problem for linear MAS under a time-invariant commu-
nication topology. In order to save energy in real-word
mechanical systems, many different methods, such as event-
trigger-based control [11, 12], intermittent control [13], and

sampled-data-based control [14], are invented to help
solving consensus problem [15]. Instead of focusing on node
consensus, authors in [16] studied nonnegative edge con-
sensus due to physical considerations. As an important
topic, group consensus also received much attention and
many important works are published [17, 18].

It is worth mentioning that most of the existing papers
are focusing on linear MAS, but physical systems always
contain complicated nonlinearities. -erefore, consensus
problem for nonlinear MAS deserves more attention.
However, there exists no universal approach to solve the
consensus problem for nonlinear MAS, and researchers are
mostly concentrating on some types of systems with special
nonlinearities (see, e.g., [19–21]). Researchers in [19] pro-
vided a linear matrix inequality-based method to design
adaptive consensus control protocols for nonlinear MAS
with Lipschitz nonlinearities by introducing adaptive cou-
pling weights. Further, this method was extended to solve
the consensus problem for nonlinear MAS whose nonlin-
earities satisfy one-side Lipschitz constraints in [20].

Time delays often appear in systems control and may
bring instability to systems. -erefore, it is essential to
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consider time delays in system control. Liu et al. [22] studied
the consensus problem for nonlinear Lipschitz time-delay
systems with input saturation. In [23], by applying a re-
duction method, the authors investigated the consensus
problem for Lipschitz nonlinear MAS with input delays.
Time delays also appear in communication between agents
and pose a grave threat on consensus control, so many
authors considered the consensus problem with commu-
nication delay (see, e.g., [24, 25]).

On the other hand, the incremental quadratic con-
straints (δQC) were first proposed in [26]. As stated in [27],
δQC can be described by a set of multiplier matrices which
we call incremental multiplier matrices (δ MMs) in a par-
ticular form, and many other types of nonlinearities, such as
Lipschitz, one-side Lipschitz, and incremental sector bound
nonlinearities, can be rewritten in a unified form of δQC.
Many references consider the control and observation
problem for systems with nonlinearities satisfying δQC
[26–32]. In [28], the authors proposed a secure chaotic
communication scheme of chaotic systems which satisfy
δQC. In [31], full-order and reduced-order observers for
discrete-time systems whose nonlinearities satisfy δQC are
designed. Adaptive state observers are designed for incre-
mental quadratically nonlinear systems in [32]. However, to
the best of our knowledge, we can hardly find any papers that
investigate the consensus control for nonlinear MAS whose
nonlinearities satisfy δQC.

In this paper, we aim to focus on investigating the
consensus problem for nonlinear MAS whose nonline-
arities satisfy δQC with time delays. Compared with the
current literature, there are about two main contributions
in this work. Firstly, we design a distributed consensus
protocol for incremental quadratically nonlinear MAS,
and the considered nonlinearities include many common
nonlinearities as some special cases. In other words, our
results generalize and unify quite a few consensus pro-
tocol-design problems for many nonlinear systems. Sec-
ondly, this paper considers the sabotage of time delays,
and a delay-independent consensus condition is estab-
lished for the proposed consensus protocol by employing
Lyapunov–Krasovskii functional method. Moreover, an
iterative algorithm was proposed to handle nonlinear
terms in matrix inequalities by applying cone complement
linearization (CCL) method. We transform the non-
convex feasibility problem to some sequential optimiza-
tion problem. Consequently, it can solve the proposed
sufficient conditions via the linear matrix inequalities
(LMI) method. Furthermore, the gain matrix and cou-
pling weight can be computed through the proposed it-
erative algorithm.

-e rest of this paper is organized as follows. Prelimi-
naries are given in Section 2. -e consensus problem for
incremental quadratically nonlinear systems with time de-
lays is investigated in Section 3. In Section 4, we provide a
numerical example to illustrate the effectiveness of the de-
veloped results. Finally, Section 5 draws the conclusions.

In this paper, we use x ∈ Rn representing a vector of n

real elements. Rm×n denotes the set of all m by n real ma-
trices. 〈·, ·〉 is the inner product in R, i.e., given x, y ∈ Rn,

then 〈·, ·〉 � xTy. ‖ · ‖ denotes the Euclidean norm. E> 0
means E is a symmetric positive definite matrix and E≥ 0
denotes symmetric positive semidefinite matrix. E − F≥ 0
represents that the matrix E − F is symmetric semipositive
definite. In represents an identity matrix of dimension n. I is
an identity matrix of any appropriate dimension. E⊗F

denotes the Kronecker product of matrices E and F.
Minimize Tr(

N
i�1 Ai) represents the minimum trace for a

set of matrices Ai. -e notation ∗ is used to denote the blocks
induced by symmetry.

2. Preliminaries

In this paper, we consider an incremental quadratically
nonlinear MAS with N agents represented as follows:

_xi(t) � Axi(t) + Ahxi(t − h) + Bφ t, zi(t)(  + Fui(t),

zi(t) � Cxi(t) + Chxi(t − h),
(1)

with

xi(t) � ηi(t), ∀t ∈ [− h, 0], i � 1, 2, . . . , N, (2)

where A ∈ Rn×n, Ah ∈ Rn×n, B ∈ Rn×m, F ∈ Rn×r and C and
Ch ∈ Rq×n are constant matrices. xi(t) ∈ Rn is the state
vector and xi(t − h) ∈ Rn is the time-delay state. ui ∈ Rr is
the control input or protocol. -e scalar h> 0 is the constant
delay. ηi is the continuous initial condition. We put all the
nonlinear time-varying terms into a vector-valued nonlinear
function φ(t, z) ∈ Rm.

-ose agents exchange information via a network
modeled by a communication graph G with G � (V,E).
V � 1, . . . , N{ } means the set of nodes, and E ⊂V × V

represents the set of edges. In this paper, nodes denote
agents while edges represent communication links. -e
adjacency matrix of a graph G is denoted by A � [aij]N×N,
where N means the number of agents in this network and

aij �

0, if vi, vj  ∉ E,

0, ∀i � j,

1, if vi, vj  ∈ E,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

where aij denotes the connection between agents ith and jth
of the network of all agents. aij � 0 means there is no
connection between agents ith and jth. aij � 1 means
connection between agents ith and jth exists. Given an
undirected communication graph, we have aij � aji. -e
Laplacian matrix L for MAS is defined as follows:

L � Lij 
N×N

, (4)

where

Lij �


N

j�1,i≠j
aij, ∀i � j,

− aij, ∀i≠ j.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

In this paper, we consider a distributed consensus
protocol based on the states feedback of neighboring agents
(see [19]):
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ui(t) � cK 
N

j�1
aij xi(t) − xj(t) , (6)

where c> 0 is the coupling weight between neighboring
agents, K ∈ Rp×n is the feedback gain matrix and that will be
computed later.

Lemma 1 (see [33]). The networkG has a spanning tree that
connects any two agents in the MAS if and only if Laplacian
matrix L of G has a simple zero eigenvalue and all the other
eigenvalues have positive real parts.

Lemma 2 (see [34]). For any given symmetric matrix

R ∈ Rn×n with the form R �
R11 R12
RT
12 R22

  where R11 ∈ Rr×r,

R12 ∈ Rr×(n− r), and R22 ∈ R(n− r)×(n− r), then the following
three conditions are equal:

1: R< 0,

2: R11 < 0, R22 − RT
12R

− 1
11R12 < 0,

3: R22 < 0, R11 − R12R
− 1
22RT

12 < 0.

(7)

Definition 1 (see [30]). A symmetric matrix M ∈
R(q+m)×(q+m) is an incremental multiplier matrix (δMM) for
vector-valued function φ(t, z(t)) if it satisfies the following
incremental quadratic constraints (δQC):

δz

δφ
 

T

M
δz

δφ
 ≥ 0, (8)

for all z1(t), z2(t) ∈ Rq and all φ(t, z1(t)),φ(t, z2(t)) ∈ Rm,

where M �
M11 M12
MT

12 M22
 , in which M11 � MT

11 ∈ R
q×q and

M22 � MT
22 ∈ R

m×m, and δz � z1(t) − z2(t) and δφ � φ(t,

z1(t)) − φ(t, z2(t)).
In this paper, we consider a vector-valued nonlinear

function φ, which can be described in the form of δQC
characterized by a set of symmetric matrices. Actually, δQC
include many common nonlinearities as some special cases,
such as the sector constraint, slope-restricted, Lipschitz, and
one-side Lipschitz nonlinearities. We refer the interested
readers to [26–32] for more details. Some nonlinearities
satisfying δQC will be listed.

Remark 1. If φ is globally Lipschitz nonlinearity for z (see,
e.g., [31]), there is a positive constant Lg > 0 for any
z1, z2 ∈ Rq such that

‖δφ‖≤Lg‖δz‖, (9)

which is equivalent to (where q � m)

L
2
gδz

Tδz − δφTδφ≥ 0. (10)

-erefore, inequality (8) is satisfied by choosing

M � υ
L2

gIq 0

0 − Im

 , (11)

with υ> 0.

Remark 2. If φ satisfies quadratically inner bounded con-
straints with respect to z (see, e.g., [31]), there exist some
scalars α2, α3 ∈ R such that (where q � m)

‖δφ‖
2 ≤ α2‖z‖

2
+ α3〈δφ, δz〉. (12)

-e incremental multiplier matrix can be chosen as
follows:

M � υ

α2Iq

α3
2

Iq

α3
2

Iq − Iq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (13)

with υ> 0.
It is worth mentioning that as shown in [26, 27], by

properly selecting the incremental multiplier matrix, most of
the nonlinearities can be rewritten in the form of (8). So the
nonlinearities considered in this paper aremore common than
other nonlinearities considered in recent literature studies.

Assumption 1. All the nonlinear agents as described by (1)
communicate with each other through a strongly connected
graph G.

Assumption 2. -e nonlinear vector-valued functions φ in
(1) satisfies δQC as defined in Definition 1 with a known
incremental multiplier matrix M ∈ M.

Remark 3. For MAS described by (1), we can have the
following condition from Assumption 2:

z(t)

φ(t, z(t))
 

T

M
z(t)

φ(t, z(t))
 ≥ 0, (14)

where

z
T
(t) � z1(t) − z

∗
( 

T
, z2(t) − z

∗
( 

T
, . . . , z3(t) − z

∗
( 

T
 ,

φ(t, z(t)) � φ t, z1(t)(  − φ t, z
∗

( ( 
T
, . . . ,

φ t, zN(t)(  − φ t, z
∗

( ( 
T

T
,

M �
M11 M12

MT
12 M22

 ,

M �
IN ⊗M11 IN ⊗M12

IN ⊗M12
T IN ⊗M22

 .

(15)

3. Main Results

-e consensus problem under Assumptions 1 and 2 for the
nonlinear MAS (1) with a constant time delay is investigated
in the following section.
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Theorem 1. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 with a given incremental multiplier
matrix M. Suppose that there exist matrices P> 0, Q> 0 and
scalars α> 0, τ > 0 such that the following matrix inequality is
satisfied:

Φ11 Ah B

∗ − Q 0

∗ ∗ 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ αψΨT

MΨψ < 0, (16)

where

Φ11 � AP + PA
T

+ PQP − τFF
T
,

Ψ �
C Ch 0

0 0 I
 ,

ψ � diag P, IN, IN( .

(17)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS (1)
with the feedback control gain K � − FTP− 1 and the cou-
pling weight c≥ τ/2 z(L), where z(L) represents the mini-
mum nonzero eigenvalue of the graph G.

Proof. Letting ei(t) � xi(t) − (1/N) 
N
j�1 xj(t), it follows

that ei(t) and zi(t) satisfy the following dynamics:

ei

.
(t) � Aei(t) + Ahei(t − h) + Bφ t, zi(t)( 

−
1
N



N

j�1
Bφ t, zi(t)( 

+ 
N

j�1
caijFK ei(t) − ej(t) ,

zi(t) −
1
N



N

j�1
zj(t) � Cei(t) + Chei(t − h),

i � 1, 2, . . . , N.

(18)

Firstly, we consider the following Lyapunov function
candidate:

V(t) � 
N

i�1
e
T
i (t)P

− 1
ei(t)

+ 
N

i�1


t

t− h
ei(α)

T
Qei(α)dα,

(19)

where P> 0, Q> 0 and P, Q ∈ Rn×n.
-e time derivative of V(t) along the trajectory of the

consensus error dynamic system in (18) is given by

_V(t) � 2
N

i�1
ei(t)

T
P

− 1
Aei(t) + Ahei(t − h)( 

+ 2
N

i�1
ei(t)

T
P

− 1
B φ t, zi(t)(  −

1
N



N

j�1
φ t, zj(t) ⎛⎝ ⎞⎠

+ 2
N

i�1
ei(t)

T
P

− 1
FK 

N

j�1
caij ei(t) − ej(t) 

+ 
N

i�1
ei(t)

T
Qei(t) − ei(t − h)

T
Qei(t − h) .

(20)

Noticing that 
N
i�1 ei

T(t) � 0, so one can have



N

i�1
ei(t)

T
P

− 1
B φ t, z

∗
(  −

1
N



N

j�1
φ t, zj(t) ⎛⎝ ⎞⎠ � 0. (21)

-en, relative terms in (20) satisfy

2
N

i�1
ei(t)

T
P

− 1
B φ t, zi(t)(  −

1
N



N

j�1
φ t, zj(t) ⎛⎝ ⎞⎠

� 2
N

i�1
e(t)

T
P

− 1
B φ t, zi(t)(  − φ t, z

∗
( ( .

(22)

Let e(t) � [eT1(t), eT2(t), . . . , eTN(t)]T and e(t − h) �

[eT1(t − h), eT2(t − h), . . . , eTN(t − h)]T.
-en, the following inequality is derived by (20) with

K � − FTP− 1:
_V(t) � e

T
(t) IN ⊗ P

− 1
A + A

T
P

− 1
  e(t)

+ e
T
(t) IN ⊗ 2P

− 1
Ah e(t − h)

− e
T
(t) 2cL⊗P

− 1
FF

T
P

− 1
 e(t)

+ e
T
(t) IN ⊗ 2P

− 1
B φ(t, z(t))

+ e
T
(t) IN ⊗Q( e(t) − e

T
(t − h) IN ⊗Q( e(t − h),

(23)

where φ(t, z(t)) � [(φ(t, z1(t)) − φ(t, z∗))T, . . . , (φ(t,

zN(t)) − φ(t, z∗))T]T.
Let ΩTLΩ � Λ and Λ � diag(0, λ2, . . . , λi, . . . , λN),

where Ω is an unitary matrix satisfying Ω− 1 � ΩT and λi

denotes the positive eigenvalues of the Laplacian matrix L.
By substituting L � ΩΛΩT, ξ � I⊗(ΩT⊗In)ξ, and
ξ � ceT(t) eT(t − h) (φ(t, z(t)))T 

T
, one can have

− e
T
(t) 2cL⊗P

− 1
FF

T
P

− 1
 e(t)

� − 
N

i�1
e
T
i (t)2cλiP

− 1
FF

T
P

− 1
ei(t).

(24)

Notice that
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− 
N

i�1
e
T
i (t)2cλiP

− 1
FF

T
P

− 1
ei(t)

≤ − e
T
(t) IN ⊗ 2 z(L)cP

− 1
FF

T
P

− 1
 e(t).

(25)

-en, we choose the coupling weight c such that
2 z(L)c≥ τ, which implicates

− e
T
(t) IN ⊗ 2 z(L)cP

− 1
FF

T
P

− 1
 e(t)

≤ − e
T
(t) IN ⊗ τP

− 1
FF

T
P

− 1
 e(t).

(26)

So (23) can be written into a compact form as follows:

_V(t) � ξ
T
Φξ, (27)

where

Φ �

Φ11 IN ⊗P− 1Ah

∗ IN⊗ − Q

∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

IN ⊗P− 1B

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Φ11 � IN ⊗ P
− 1

A + AP
− 1

+ Q − τP
− 1

FF
T
P

− 1
 .

(28)

Secondly, we have the following equality from (1):
z(t)

φ(t, z(t))
  � Ψξ, (29)

where

Ψ �
IN⊗C IN⊗Ch 0

0 0 I
 . (30)

Substituting (29) into (14) yields

ξTΨTMΨξ ≥ 0. (31)

-e nonlinear φ(t, zi(t)) satisfies Definition 1 with a
symmetric matrix M, so we can define a set of incremental
multiplier matrices by MΩ � αM; α> 0 , where MΩ ∈ M.
Now by substituting M with αM in (31) and applying
ξ � I⊗(ΩT⊗In)ξ, (31) can be further expressed as follows:

ξ
T
ΨTαMΨξ ≥ 0. (32)

Adding the terms on the left side of (31) to the right side
of (27) yields

_V(t)≤ ξ
T
Φ + ΨTαMΨ ξ. (33)

If _V(t)< 0, the synchronization error e will converge to
the origin according to the Lyapunov stability theory.
-erefore, we need to verify that

Φ + ΨTαMΨ< 0. (34)

By utilizing the Kronecker product, it can be validated
that the inequality (34) is equivalent to

IN⊗
Φ11 P− 1Ah

∗ − Q

∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P− 1B

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + ΨTαMΨ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠< 0, (35)

where Ψ is defined in -eorem 1.
Since IN > 0, the condition (35) holds if and only if

Φ11 P− 1Ah

∗ − Q

∗ ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

P− 1B

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + ΨTαMΨ< 0, (36)

where
Φ11 � P

− 1
A + AP

− 1
+ Q − τP

− 1
FF

T
P

− 1
. (37)

-en multiply both the left and right sides of the matrix
in (36) by a reversible matrix ψ � diag(P, IN, IN) for a
similar transformation, and we have condition (16). If
condition (16) holds, then _V(t)< 0. Hence, the consensus
error dynamic system (18) is asymptotically stable, and the
consensus error e⟶ 0 as t⟶∞. -erefore, the con-
sidered MAS can reach consensus. -is completes the proof
of -eorem 1. □

Remark 4. -eorem 1 offers a sufficient condition that the
nonlinear time-delay MAS can reach consensus. -en, we
need to find a solution to the constraint in -eorem 1 to
retrieve the consensus control gain matrix K and the cou-
pling weight c.

After partitioning M in the form of (8) and applying the
Schur complement lemma to (16), the inequality (16) is
equivalent to

AP + PAT − τFFT + αPCTM11CP Ah + αPCTM11Ch B + αPCTM12 P

∗ − Q + αCT
h M11Ch αCT

h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − Q− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (38)

It should be noted that inequality (38) is not linear with
the variables P and Q so we cannot directly utilize a convex
optimization algorithm to find a solution. -erefore, in
order to complete the design of the consensus control law in
this paper, we can transform the nonlinear constraints into

corresponding convex optimization problems subject to
LMI constraints. A general treatment to (38) is to employ the
cone complementary linearization [20, 35–37]. On the other
hand, a necessary condition for the feasibility of (38) is
M22 < 0 obviously. Further, when M11 > 0, M11 � 0 or
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CTM11C< 0, the matrix inequality (38) can be transformed
to different sequential corresponding convex optimization
problems subject to LMI constraints, respectively, which
deserve further concrete discussions.

Based on the above discussions, we have the following
corollaries to -eorem 1.

Corollary 1. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 and the given incremental multiplier M
satisfying M22 < 0 and M11 � 0. Suppose that there exist
matrices P> 0, W> 0, W> 0, Q> 0, Q> 0 and scalars
α> 0, τ > 0 such that the following matrix inequalities are
satisfied:

AP + PAT − τFFT Ah B + αPCTM12(  P

∗ − Q αCT
h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − W

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(39)

W I

∗ Q
 ≥ 0, (40)

WW � I,

QQ � I.
(41)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS given
by (1) with the feedback control gain K � − FTP− 1 and the
coupling weight c≥ τ/2 z(L), where z(L) represents the
minimum nonzero eigenvalue of the graph G.

Proof. Firstly, (38) turns into the following with M11 � 0:
AP + PAT − τFFT Ah B + αPCTM12(  P

∗ − Q αCT
h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − Q− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

(42)

Secondly, we here introduce a new matrix variable W> 0
and make sure that

Q
− 1 ≥W. (43)

Note that (43) is equivalent to

W I

∗ Q
⎡⎣ ⎤⎦≥ 0, (44)

where W � W, Q � Q− 1. -en, we replace Q− 1 with W in
(42) and have (39). If (39)–(41) hold, (42) is satisfied. -is
completes the proof of Corollary 1. □

Similarly, we have the following two corollaries when
M11 > 0 and CTM11C< 0, respectively. We omit proofs here.

Corollary 2. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 and the given incremental multiplier M
satisfying M22 < 0 and M11 > 0. Suppose that there exist
matrices P> 0, Q> 0, Q> 0, W> 0, W> 0, and scalars
α> 0, τ > 0, such that the following inequalities are satisfied:

AP + PAT − τFFT Ah + αPCTM11Ch(  B + αPCTM12(  P
��
α

√
PCTM11

∗ − Q + αCT
h M11C( h αCT

h M12 0 0

∗ ∗ αM22 0 0

∗ ∗ ∗ − W 0

∗ ∗ ∗ ∗ − M11

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

W I

∗ Q

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦≥ 0,

(45)

WW � I,

QQ � I.
(46)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS given
by (1) with the feedback control gain K � − FTP− 1 and the
coupling weight c≥ τ/2 z(L), where z(L) represents the
minimum nonzero eigenvalue of the graph G.

Corollary 3. Consider the MAS described in (1) satisfying
Assumptions 1 and 2 and the given incremental multiplier M
satisfying M22 < 0 and CTM11C< 0. Suppose that there exist
matrices P> 0, Q> 0, W1 > 0, W2 > 0, P> 0, Q> 0, W1 > 0,
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W2 > 0, and scalars α> 0, τ > 0, such that the following in-
equalities are satisfied:

AP + PAT − τFFT − αW2 Ah + αPCTM11Ch(  B + αPCTM12(  P

∗ − Q + αCT
h M11Ch(  αCT

h M12 0

∗ ∗ αM22 0

∗ ∗ ∗ − W1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0.

W1 I

∗ Q
⎡⎣ ⎤⎦≥ 0,

− CTM11C
P

∗ W2

⎡⎣ ⎤⎦≥ 0,

W1W1 � I,

W2W2 � I,

QQ � I,

PP � I.

(47)

-en, the consensus control protocol given by (6) can
asymptotically solve the consensus problem for MAS given
by (1) with the feedback control gain K � − FTP− 1 and the
coupling weight c≥ τ/2 z(L), where z(L) represents the
minimum nonzero eigenvalue of the graph G.

As mentioned in [20, 35, 36], we can deal with the
original feasibility problem in Corollary 1 by solving the
following optimization with variables W, W, P, Q, and Q:

min Trace ( WW + QQ)

subject to
W I

∗ W
⎡⎣ ⎤⎦≥ 0,

Q I

∗ Q
⎡⎣ ⎤⎦≥ 0

and inequalities (39), (40).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(48)

In (48), equalities (46) are transformed into inequalities
W I

∗ W
 ≥ 0,

Q I

∗ Q
 ≥ 0. It ensures that we can attain

W � W− 1 and Q � Q− 1 with the required accuracy. -e
specific algorithm is given in Algorithm 1.

-e original feasibility problem in Corollary 2 can be
tackled by solving the following optimization subject to LMI
constraints with variables W, W, P, Q, and Q:

min Trace ( WW + QQ)

subject to
W I

∗ W
⎡⎣ ⎤⎦≥ 0,

Q I

∗ Q
⎡⎣ ⎤⎦≥ 0

and inequalities (45).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(49)

-e original feasibility problem in Corollary 3 can be
tackled by solving the following optimization subject to

LMI constraints with variables W1, W1, W2,

W2, P, P, Q, and Q:

min Trace W1W1 + W2W2 + PP + QQ 

subject to
W1 I

∗ W1

⎡⎣ ⎤⎦≥ 0,
W2 I

∗ W2

⎡⎣ ⎤⎦≥ 0

Q I

∗ Q
⎡⎣ ⎤⎦≥ 0,

P I

∗ P
⎡⎣ ⎤⎦≥ 0

and inequalities (47).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(50)

Remark 5. It is worth mentioning that during the deri-
vation process in the proof of -eorem 1, we introduced a
positive scalar τ that 2z(L)c≥ τ, where z(L) represents
the minimum nonzero eigenvalue of the graph G. Hence,
we need to find a positive τ to choose c. In our results,
τ > 0 needs to be chosen such that the inequality in
-eorem 1 is satisfied. In fact, τ needs to be adjusted few
times to find a feasible solution in Algorithm 1. Once the
inequality in -eorem 1 is satisfied with a positive τ, then
we can select the coupling weight c as long as it satisfies
2z(L)c≥ τ, which will be exemplified in the simulation
part.

Remark 6. -e inequalities in corollaries can be solved by
applying CCL algorithm and LMI-tools. After using LMI-
tools of MATLAB, we can find a feasible solution to the
constraints in (48) with respect to variables
W, W, P, Q, and Q. -ose constraints ensure Q and W are
the inverses of Q andW, respectively. We can attain the
variables with the required accuracy from a freedom in
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minimization. After verifying conditions in Corollary 1 are
satisfied, we can design the gain matrix via K � − FTP− 1 and
the coupling weight c to complete the consensus control law
design. -e interested readers refer to [35–37] for more
details about CCL algorithm. By making appropriate
modifications to Algorithm 1, we can easily derive algo-
rithms for Corollary 2 and Corollary 3.

Remark 7. δQC include many common nonlinearities as
some special cases. In the sense, δQC can be employed for
more general scenarios. -erefore, the results in this paper
have wider application scenarios compared with the existing
references ([20, 21], etc.).

4. Simulation Example

In this section, we provide a numerical simulation to il-
lustrate the effectiveness of the proposed consensus control
protocol. For simplicity, we only simulate Corollary 1.
Consider a network of mobile agents. Each agent with
nonlinear dynamics remains the same as in (1) with the
following parameters (from [38]):

A �
− 2 0

0 − 0.9
 ,

Ah �
− 1 0

− 1 − 1
 ,

B �
0.2 0.7

0.3 0.4
 ,

F � 1 1 
T
,

C � 0.6 0.8 ,

Ch � 0.5 0.9 ,

φ(t, z) � 0.5 0.5(1 + sin t)0.5(1 − sin t) 
T ∗ z,

(51)

where φ is a nonlinear function since t is changeable. z

contains the time-delay term Chx(t − h), and h � 4 in this
simulation. φ(t, z) and z satisfy δQC with an incremental
multiplier matrix [38]:

M �

0 0.5 0.5

0.5 − 1 0

0.5 0 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (52)

-ose agents exchange information under a connection
graph as shown in Figure 1. -us, we can obtain the fol-
lowing Laplacian matrix, the communication matrix be-
tween agents:

L �

2 − 1 0 0 0 − 1 0 0

− 1 3 − 1 − 1 0 0 0 0

0 − 1 3 − 1 0 − 1 0 0

0 − 1 − 1 4 − 1 0 0 − 1

0 0 0 − 1 2 0 − 1 0

− 1 0 − 1 0 0 2 0 0

0 0 0 0 − 1 0 2 − 1

0 0 0 − 1 0 0 − 1 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (53)

-e minimum nonzero eigenvalue of the graph
Gz(L) � 0.29. Let τ � 2.3 and α � 0.2. By applying Algo-
rithm 1 with the LMI toolbox of MATLAB, we can find a
feasible solution to (42) with

P �
2.9926 − 0.6004

− 0.6004 5.2398
 ,

Q �
13.2397 0.0000

0.0000 13.2397
 .

(54)

We choose c � 4 here for 2 z(L)c≥ τ. -e feedback
control gain matrix K � − FTP− 1 � − 0.3812 − 0.2345 .
Now we have completed the consensus control protocol
design.

(1) Choose proper scalars τ > 0 and α> 0 to guarantee a feasible solution to the inequalities in (48).
(2) Find a feasible set W0, W0,

Q0, Q0, P0 so that inequalities in (48) can be satisfied. Adjust scalars τ and α and try again when feasible
solutions cannot be found. -en, set k � 0.

(3) Solve the following minimization optimization problem with respect to variables W, W, P, Q, and Q.
min Trace(Wk

W + W Wk + QkQ + QQk), subject to inequalities in (48). Find the new optimization solution W, W, P, Q, Q,
then set Wk+1 � W, Wk+1 � W, Qk+1 � Q, Qk+1 � Q, Pk+1 � P.

(4) If the inequality (42) is satisfied with the matrices Q, P obtained in Step 3, then we can choose coupling weight c according to
2 z(L)c≥ τ and obtain the control gain matrix K by K � − FTP− 1. Stop when inequality (42) is still not feasible after a certain
number of iterations. -en, set k � k + 1 and go to Step 3.

ALGORITHM 1: -e constraints in Corollary 1 can be tackled by solving (48) through the following iterative algorithm.
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As we can see in Figure 2, the nonlinear time-delay
MAS did not reach consensus without the consensus
control law. -e state trajectories are shown in Figure 3.
We can see that all agents reach consensus after applying

the designed consensus law. All the corresponding states
of each agent change synchronously over time. In Fig-
ure 4, the state errors of each agent converged to the origin
for about 20 seconds. -is demonstrated the effectiveness
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Figure 4: -e consensus error for agents 1, 2, . . ., 8 under consensus control.
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Figure 3: -e state for agents 1, 2, . . ., 8 under consensus control.
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Figure 1: Communication topology of MAS in (1).
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Figure 2: -e state for agents 1, 2, . . ., 8 without consensus control.
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of the proposed consensus control law design method in
this paper.

5. Conclusion

-e consensus control problem has been investigated for the
nonlinear time-delay MAS whose nonlinearities satisfy δQC
under an undirected communication graph. A distributed
consensus control protocol-design criterion was proposed
for nonlinearMAS.We have considered a more general class
of nonlinearities which satisfy δQC. By utilizing graph
theory and Lyapunov theory, we analyzed the consensus
error dynamic stability of the proposed control law. -en,
sufficient conditions have been deduced as the form of
matrix inequalities to solve the consensus problem for the
considered MAS. In order to cope with the nonlinear terms,
we transformed the nonlinear constraints into some opti-
mization problems subject to LMI constraints and proposed
iterative algorithms by resorting to the Schur complement
lemma and the CCL method. -en, the gain matrix and the
coupling weight in the protocol can be easily computed to
complete our consensus control law design. A numerical
example is provided to illustrate the effectiveness of the
developed results.
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In social networks, the age and the region of individuals are the twomost important factors in modeling infectious diseases. In this
paper, a spatial susceptible-infected-susceptible (SIS) model is proposed to describe epidemic spreading over a network with
region and age by establishing several partial differential equations. Numerical simulations are performed, and the simulation of
the proposed model agrees well with real influenza-like illness (ILI) in the USA reported by the Centers for Disease Control
(CDC). Moreover, the proposed model can be used to predict the infected density of individuals. (e results show that our model
can be used as a tool to analyze influenza cases in the real world.

1. Introduction

Epidemic spreading [1], which was dramatic historical events,
continues to pose health threats to humans today. Recently,
epidemic outbreaks have caused the death of many people,
such as during the spread of SARS [2] and H1N1 [3, 4]
influenza. (us, to reduce the danger of epidemic spreading,
the study of the dynamics of epidemics is an important issue
and has raised a great deal of concern. (e spread of epi-
demics in complex networks [5] has been extensively studied
by many researchers from different disciplines, including
computer science, mathematics, biology, and physics.

Mathematical modeling is a useful tool that has been
used to reveal many phenomena of disease propagation in
complex networks. One of the most widely used models for
the spread of an infectious disease is the susceptible-in-
fected-susceptible (SIS) model [6–8], where the disease is
transmitted from infected individuals to their susceptible
neighbors with an infection rate, and the infected individuals
can recover to become susceptible again with a recovery rate.

In the real world, many studies on real diseases, such as
cholera [9, 10], have revealed that diseases might have

different infection rates and mortality rates for different age
groups [11]. Individuals of different ages might also have
different behaviors, and behavioral changes are crucial in the
control and prevention of many infectious diseases. Young
individuals tend to be more active in interactions with or
between populations and in disease transmissions [12]. (us,
many investigators have developed the age-structured
models, composed of partial differential equations [13], for
the spread of the epidemics. (e age-structured models
[14, 15], where the density of the infected individuals was
expressed as a function of multiple independent variables, and
the epidemic process were modeled as partial differential
equations. Kuniya [16] studied the global asymptotic stability
by discretizing the age-structured multigroup model. Inaba
et al. [17] established an age-structured model of epidemic
spreading for the demographic transition and obtained the
stability condition using reproduction numbers. So et al. [18]
derived the equation of a reaction-diffusion model for a single
species population with the age structure.

Meanwhile, the other significant factor is spatial location
[19]. Individuals in different regions may have different
reproductive and survival capacities. Especially, disease or
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information spreading has different behaviors in different
spatial locations. (erefore, several researchers have pro-
posed epidemic models based on partial differential equa-
tions on a network whose underlying edge represents the
physical distance between nodes. Bustamante-Castaneda
et al. [20] extended a Kermack–McKendrick model to a
geographical network, and different parameters influenced
this model and obtained a simple criterion for the onset of
the epidemic. (e characteristics of influenza are more di-
verse in subtropical and tropical regions [21]. Wang et al.
[22] established a number of partial differential equations of
the second order over networks to characterize information
spreading in temporal and spatial dimensions.

From the above, studies usually focus on the epidemic
models with either the region or age factor based on partial
differential equations separately. (e main contribution of
this study is to combine age and region together based on
partial differential equations. (us, in this paper, we will
establish several partial differential equations to describe the
epidemic spreading in combination with age and region.

(is paper has the following structure: the classification
of individuals in complex networks is introduced in Section
2, and the mathematical model is constructed in Section 3.
(e numerical simulations are given in Section 4. In Section
5, we provide concluding remarks.

2. Embedding of a Network with Age and
Region to the X-Axis

In social networks, individuals are likely to come into contact
with individuals of the same age, especially during the teenage
years and in old age. Students of the same age are always in the
same grade, and apart from their parents and teachers, they
are most exposed to their peers. Additionally, individuals of
different ages have different behaviors in epidemic spreading.
(erefore, the individuals in complex networks are divided
into different communities based on an age structure.
Meanwhile, individuals are always divided into different
communities by distance. For example, a person is always in
contact with his neighbors, friends, colleagues, or others who
are in the same place or same region, and together, they form
a community in a contact network.(us, from the beginning,
individuals in complex networks can be divided into different
communities based on their spatial location.

First, in a social network or complex network, we
consider the cluster of individuals of different classifications:
age and region. We group individuals of the same age and
region together in the complex network.

Suppose that P(t) denotes the total population in the
networks at time t. Individuals in networks have their age
factors and spatial locations or regions.We combine region and
age as group rn, am , where the region r is divided into several
groups r � r1, r2, . . . , rN  and the age a � a1, a2, . . . , aM .
Here, rN is the maximum region group, and aM is the
maximum age group. Based on this group, one could divide the
total population into a set of groups, i.e., P(t) � Prn,am

(t) .
Individuals in group Prn,am

(t) share the same age am in the
same region rn, where we denote group rn, am  as the
combination of region and age. (en, we use the x-axis as the

group and embed the density Px(t) at the location x, where x

denotes the combination of region and age, satisfying

x � m +(n − 1) × M. (1)

Let ρ(x, t) represent the density Px(t) at the location x,
where x ∈ (0, X], and X ∈ (0, +∞) is the upper bound of x.
By setting m � M and n � N into equation (1), we obtain

X � MN. (2)

(en, we have


X

0
ρ(x, t)dx � P(t). (3)

3. Partial Differential Equation Model

(is section describes the system of differential equations
that describes the multifactor epidemic model. We aim to
establish a realistic model that can provide a broad per-
spective for the prediction and control of disease propa-
gation in real-world networks.

Individuals are classified into different groups. Based on
this classification, we establish several equations that de-
scribe the evolution of the individuals in the classification
system. (en, we establish a new SIS model to analyze the
spread of the epidemic.

Generally, we consider a given human population that is
divided into two classes: susceptible and infected. At each
time step, each individual adopts one of these two states.
During one time step, a susceptible individual will be in-
fected when he comes into contact with an infected indi-
vidual. Meanwhile, the infected individual will become
susceptible when he has recovered.

For each classification, we consider both the density of
the combination of region and age and the population
changes over time. (us, we describe the density of humans
in each class as s � s(x, t) and i � i(x, t), which are sus-
ceptible density and infected density of the combination of
region and age x and time t, respectively.

ρ(x, t) � s(x, t) + i(x, t). (4)

(e dynamic equation can be written as
z

zt
+

z

zx
 s(x, t) � c(x)i(x, t) − λ(x)s(x, t)i(x, t)

− μ(x)s(x, t),

z

zt
+

z

zx
 i(x, t) � −c(x)i(x, t) + λ(x)s(x, t)i(x, t)

− μ(x)i(x, t),

s(x, 0) � ϕ(x), i(x, 0) � φ(x), x> 0,

s(0, t) � ξ(t), i(0, t) � ζ(t), t> 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)
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where μ(x) is the age-region-specific mortality rate, c(x) is
the recovery rate which is a function of x, and λ(x) is the
infection rate as a function of t. ϕ and φ and ξ and ζ are the
initial distributions of the susceptible and infected indi-
viduals, respectively. Additionally, there is the birth con-
dition, which is assumed that all newborns are susceptible:

s(0, t) � 
∞

0
β(x)ρ(x, t)dx, (6)

where β(x) is the birth rate.
In the real world, the number of deaths due to the

spreading of disease is far less than the number of infected
individuals. (erefore, we can ignore the death rates and
assume that there is no migration.

For simplicity, we assume that ρ(x, t) � : ρ∗(x) is inde-
pendent of time, and the population is 

X

0 ρ
(t, x)dx � 

X

0 ρ∗(x)dx, which is in a stationary state.
zi(x, t)

zt
+

zi(x, t)

zx
� −c(x)i(x, t) + λ(x)[ρ(x) − i(x, t)]i(x, t),

(7)
where the boundary conditions are i(x, 0) � φ(x), x> 0, and
i(0, t) � ζ(t), t> 0. (e first term in equation (7) considers
the infected individuals whose location is x.(e second term
considers the probability that an individual with x is healthy
s(x, t) and will become infected via a connection with an
infected individual. (e transmission dynamics of the dis-
ease are governed by equation (7), where a susceptible in-
dividual with location x becomes infected with the
probability λ(x) when the individual connects to an infected
one, while an infected individual becomes susceptible with
the recovery rate c(x) spontaneously. It is worthmentioning
that the conclusion in this paper can be extended to other
epidemic models, such as the SIR model.

4. Simulation

To support our model, we verify it with real weekly data on
influenza-like illness (ILI) in the community from the 42nd

week of 2017 to the 4th week of 2018, as reported by the CDC.
(is paper uses fifteen classifications and fifty classifications
to conduct the simulations. To simplify the simulation, the
unit of time is one week.

4.1. Simulation Results of Fifteen Classifications. (e regions
of the USA [19] defined by the CDC are shown in Figure 1. In
our model simulation, we rezone the entire area into three new
regions. Here, we set M � 5 andN � 3.(e 1st, 2nd, 3rd, and 4th
regions are rezoned into Region 1; the 5th, 6th, and 7th regions are
rezoned into Region 2; and the 8th, 9th, and 10th regions are
rezoned into Region 3. Meanwhile, the ages are divided into five
intervals, namely, [0, 4], [5, 24], [25, 49], [50, 64], and [65, A],
where A is the upper bound of individuals. Here, setting M �

5 andN � 3 into equation (1), we obtain x � 1, 2, . . . , 15, and
the details are shown in Table 1. By combining the age and
region, fifteen classifications are derived.

(e initial guess parameter values are

λ(x) � 0.01 + exp[−5.20 ×(x − 2.70)], (8)

c(x) � 0.30 + exp[−0.60 ×(x − 3.00)], (9)

where the exponent form is chosen based on the distribution
of displacement lengths of individuals [23].

(e final parameter values are

λ(x) � 0.01 + exp[−5.23 ×(x − 2.72)],

c(x) � 0.30 + exp[−0.60 ×(x − 3.02)].
(10)

(e information in Table 1 and Figure 2 shows how a
change in the value of x, the combined region and age,
changes the density of the infected individuals, which means
that all of the data have been divided into fifteen classifi-
cations. Based on the initial guess parameter values, we
simulate the equation by adjusting the parameter values.
Figure 2 gives the simulation results, where the red-dotted
line is the data for the 19th week of ILI cases reported by the
CDC. (e blue solid line is the simulated result using our
model in the 19th week. As shown in Figure 2, these two lines
match well, especially for integer values of x.

4.2. Simulation Results of Fifty Classifications. Here, we
further set M � 5 andN � 10. (e ages are divided as de-
scribed in Section 4, and the regions are shown in Figure 1
according to the 10 regions of the USA. Setting
M � 5 andN � 10 into equation (1), we obtain
x � 1, 2, . . . , 50, and the details are shown in Table 2. By
combining the age and region, fifty classifications are
obtained.

(e initial guess parameter values satisfy equations (8)
and (9). (e information in Table 2 and Figure 3 shows that
all the data have been divided into fifty classifications.
Figure 3 gives the simulation results, where the red-dotted
line is the data from the 18th week of ILI cases reported by
the CDC.(e blue solid line is the simulated result using our
model in the 18th week. As shown in Figure 3, these two lines
match well, especially at integer values of x. (e simulation
of the model agrees well with the real cases provided by the
CDC. Our model can very accurately simulate real
conditions.

Region 3
Region 2

Region 1

Figure 1: (e region map defined by this paper.
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4.3. Prediction Accuracy. From the above, we can see that
our model agrees well with the reported ILI cases provided
by the CDC. Here, we use our model to predict the infected
density of individuals in the next three weeks, and the
prediction accuracy is calculated by using fifteen classifi-
cations mentioned in Section 4. (e prediction accuracy of
the model against the actual value is defined as

accuracy � 1 −
|predv − actv|

actv
, (11)

where predv is the predication value of our model and actv is
the actual value of the real data reported by the CDC.

We use data from the 1st week to the 4th week for training,
find the suitable parameters where simulation of our model
agrees well with the data from the CDC, and predict the data
of ILI cases reported by the CDC for the next three weeks.

Following the same procedure, we train the data from the 1st
week to the 7th week and predict the data from the 8th week to
the 10th week; train the data from the 1st week to the 10th week
and predict the data from the 11th week to the 13th week; and
train the data from the 1st week to the 13th week and predict
the data from the 14th week to the 16th week. Figure 4 shows
the average prediction accuracy for fifteen classifications. And
the results demonstrate that our model can predict the data of
ILI cases reported by the CDC for fifteen classifications with
similar accuracy.

Figure 4 shows that a prediction accuracy of 85.01% is
obtained if the data of the first 4 weeks are used for training.
Similarly, a prediction accuracy of 76.95%, 83.20%, and
87.31% is obtained if the data of the first 7 weeks, first 10
weeks, and first 13 weeks are used for training, respectively.
It can be seen that our model can obtain high prediction
accuracy for fifteen classifications.

Table 1: Fifteen classifications for the combined ages and regions, x.

x (combination of region and age) m (age groups) n (region groups)
1 From 0 to 4 Region 1
2 From 5 to 24 Region 1
3 From 25 to 49 Region 1
4 From 50 to 64 Region 1
5 From 65 to upper bound Region 1
6 From 0 to 4 Region 2
7 From 5 to 24 Region 2
8 From 25 to 49 Region 2
9 From 50 to 64 Region 2
10 From 65 to upper bound Region 2
11 From 0 to 4 Region 3
12 From 5 to 24 Region 3
13 From 25 to 49 Region 3
14 From 50 to 64 Region 3
15 From 65 to upper bound Region 3

x

1

2

3

4

5
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7

8
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10

In
fe

ct
ed
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Figure 2: (e density of infected individuals as a function of time for the SIS model with fifteen classifications.
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4.4.ComparisonandSummary. As shown in Figures 2 and 3,
the curve simulated by our model has better performance
with fifty classifications than with fifteen classifications. (is
is because in numerical simulations of differential equations,
the denser the points, the more accurate the results. In
summary, the empirical results agree well with the real data
of weekly reported cases provided by the CDC. From

Figure 4, a high accuracy is achieved to predict the reported
ILI cases provided by the CDC.(is indicates that our model
can be used as a tool to analyze flu cases in terms of the
regions or ages. Since the simulation of themodel agrees well
with the reported ILI cases provided by the CDC in terms of
the regions or ages, we argue that our model can be used to
analyze flu cases in real-world networks.

Table 2: Fifty classifications of combined ages and regions, x.

x (combination of age and region) m (age groups) n (region groups)
1 From 0 to 4 Region 1
2 From 5 to 24 Region 1
3 From 25 to 49 Region 1
4 From 50 to 64 Region 1
5 From 65 to upper bound Region 1
6 From 0 to 4 Region 2
7 From 5 to 24 Region 2
8 From 25 to 49 Region 2
9 From 50 to 64 Region 2
10 From 65 to upper bound Region 2
11 From 0 to 4 Region 3
12 From 5 to 24 Region 3
13 From 25 to 49 Region 3
14 From 50 to 64 Region 3
15 From 65 to upper bound Region 3
16 From 0 to 4 Region 4
17 From 5 to 24 Region 4
18 From 25 to 49 Region 4
19 From 50 to 64 Region 4
20 From 65 to upper bound Region 4
21 From 0 to 4 Region 5
22 From 5 to 24 Region 5
23 From 25 to 49 Region 5
24 From 50 to 64 Region 5
25 From 65 to upper bound Region 5
26 From 0 to 4 Region 6
27 From 5 to 24 Region 6
28 From 25 to 49 Region 6
29 From 50 to 64 Region 6
30 From 65 to upper bound Region 6
31 From 0 to 4 Region 7
32 From 5 to 24 Region 7
33 From 25 to 49 Region 7
34 From 50 to 64 Region 7
35 From 65 to upper bound Region 7
36 From 0 to 4 Region 8
37 From 5 to 24 Region 8
38 From 25 to 49 Region 8
39 From 50 to 64 Region 8
40 From 65 to upper bound Region 8
41 From 0 to 4 Region 9
42 From 5 to 24 Region 9
43 From 25 to 49 Region 9
44 From 50 to 64 Region 9
45 From 65 to upper bound Region 9
46 From 0 to 4 Region 10
47 From 5 to 24 Region 10
48 From 25 to 49 Region 10
49 From 50 to 64 Region 10
50 From 65 to upper bound Region 10
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5. Conclusion

In real networks, age and region are two of the most im-
portant characteristics of epidemic processes. Individuals of
different ages may engage in different behaviors in disease
spreading. Individuals in different regions may also have
different reproductive and survival capacities. Based on the
SIS model, a new propagation model has been proposed to
describe epidemic spreading combined with age and region
as a system of partial differential equations. (en, numerical
simulations have been performed to show that the simu-
lation of this model agrees well with real influenza-like
illness in the USA as reported by the CDC. (is implies that
our model can be a tool to analyze and predict flu cases with
granularity at the regional or age level. However, some other
factors, such as migration and time delay, are also important
that impact the spreading of disease, which will be our near
future work.

Data Availability

(e data used to support the findings of this study may be
released upon application to the Centers for Disease Control
(CDC).

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

Xu Zhang, Yurong Song, and Guo-Ping Jiang were sup-
ported by the National Natural Science Foundation of China
(Grant nos. 61672298, 61873326, 61802155, and 61802201)
and the Philosophy Social Science Research Key Project
Fund of Jiangsu University (Grant no. 2018SJZDI142).

References

[1] D. J. Daley, J. Gani, and J. M. Gani, Epidemic Modelling: An
Introduction, Cambridge University Press, Cambridge, UK,
2001.

[2] C. Dye and N. Gay, “Modeling the SARS epidemic,” Science,
vol. 300, no. 5627, pp. 1884-1885, 2003.

[3] J. Zarocostas, “World health organization declares A (H1N1)
influenza pandemic,” BMJ, vol. 338, p. 2425, 2009.

[4] V. P. Maru, C. Nagarathna, B. S. Shakuntala, and H. K. Navin,
“Mongrelised genetics of H1N1 virus: a bird’s eyeview,” In-
dian Journal of Dental Research, vol. 21, no. 4, pp. 586–590,
2010.

[5] R. Pastor-Satorras, C. Castellano, P. V. Mieghem, and
A. Vespignani, “Epidemic processes in complex networks,”
Review of Modern Physics, vol. 87, no. 3, pp. 120–131, 2014.

[6] P. V. Mieghem, “(e N-intertwined SIS epidemic network
model,” Computing, vol. 93, no. 2–4, pp. 147–169, 2011.

[7] E. Cator and P. V. Mieghem, “Susceptible-infected-suscep-
tible epidemics on the complete graph and the star graph:
exact analysis,” Physical Review E, vol. 87, no. 1, Article ID
012811, 2013.

[8] C. Li, R. V. D. Bovenkamp, and P. V. Mieghem, “Susceptible-
infected-susceptible model: a comparison of N-intertwined
and heterogeneous mean-field approximations,” Physical
Review E, vol. 86, no. 2, Article ID 026116, 2012.

[9] A. Alexanderian, M. K. Gobbert, K. R. Fister, H. Gaff,
S. Lenhart, and E. Schaefer, “An age-structured model for the
spread of epidemic cholera: analysis and simulation,” Non-
linear Analysis: Real World Applications, vol. 12, no. 6,
pp. 3483–3498, 2011.

[10] A. Agheksanterian and M. K. Gobbert, “Modeling the spread
of epidemic cholera: an age-structured model,” 2007.

[11] R. M. Anderson and R. M. May, Infectious Diseases of
Humans, Dynamics and Control, Oxford University Press,
Oxford, UK, 1991.

[12] H. W. Hethcote, “(e mathematics of infectious disease,”
SIAM Review, vol. 42, no. 4, pp. 599–653, 2000.

[13] H. Wang and X.-S. Wang, “Traveling wave phenomena in a
Kermack–McKendrick SIR model,” Journal of Dynamics and
Differential Equations, vol. 28, no. 1, pp. 143–166, 2016.

[14] J. Wang, J. Lang, and X. Zou, “Analysis of an age structured
HIV infection model with virus-to-cell infection and cell-to-
cell transmission,” Nonlinear Analysis: Real World Applica-
tions, vol. 34, pp. 75–96, 2017.

x

0

2

4

6

8

10

12

Simulation
Real data

In
fe

ct
ed

 d
en

sit
y 

(%
)

51 10 15 20 25 30 35 40 45 50

Figure 3: (e density of infected individuals as a function of time
for the SIS model with fifty classifications.

1–4 weeks 1–7 weeks 1–10 weeks 1–13 weeks
Training set

0

10

20

30

40

50

60

70

80

90

100

Pr
ed

ic
tio

n 
ac

cu
ra

cy
 (%

)

Figure 4:(ree-week prediction accuracy for fifteen classifications.

6 Mathematical Problems in Engineering



[15] M. Cecchini, S. Cividino, R. Turco, and L. Salvati, “Population
age structure, complex socio-demographic systems and
resilience potential: a spatio-temporal, evenness-based ap-
proach,” Sustainability, vol. 11, no. 7, p. 2050, 2019.

[16] T. Kuniya, “Global stability analysis with a discretization
approach for an age-structured multigroup SIR epidemic
model,” Nonlinear Analysis: Real World Applications, vol. 12,
no. 5, pp. 2640–2655, 2011.

[17] H. Inaba, R. Saito, and N. Bacaër, “An age-structured epi-
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'e solution of how to plan out the cooperative moving trajectory autonomously and control the motion of carrier-based aircraft
timely and accurately is the key to helping improve the overall deck operation efficiency. 'e main problem discussed in this
article is coordinated trajectory planning strategy for multicarrier aircraft and cooperative control between tractor and carrier
aircraft. First, the kinematic model and three-degree-of-freedom dynamics model of the towbarless traction system are
established. 'en, a coevolution mechanism for aircraft systems is proposed to ensure coordinated trajectory planning among
multiple aircraft and a trajectory adapted to the tractor-aircraft system is generated based on the hybrid RRT∗ algorithm. Next, a
double-layer closed-loop controller is designed for the trajectory tracking of the tractor-aircraft system on the deck under the
constraints of incomplete constraints and various physical conditions. It includes an outer model predictive controller which
effectively controls the cooperative motion between the carrier aircraft and tractor and an inner torque control strategy based on
adaptive fuzzy PID control which strictly ensures the stability of the system. Simulation results demonstrate that the controller is
more rapid, more accurate, and more robust in tracking line trajectory with initial deviation, sine curve with large curvature, and
complex trajectories on decks compared with backstepping control and LQR algorithm.

1. Introduction

Aircraft carrier is one of the extra-large maritime combat
platforms.'e number and the launch-recovery efficiency of
carrier-based aircraft is quite important for the platform’s
combat effectiveness. 'e efficiency and safety of transfer
operations in hangar and flight deck directly affect the
launching efficiency of carrier-based aircraft. At present, the
dispatching operation mainly adopts the coordinated con-
trol method of the tractor and guide. However, with the
rapid development of the intelligent industry, automatic
tractors will become the trend of ground movement of
carrier-based aircraft, which will place further demands on
the speed and safety of carrier-based aircraft’s movement.
Path planning is one of the most important links in
transportation operations and many scholars have done
research [1, 2]. To the best of our knowledge, there is little
research to deal with the problem of cooperative trajectory

generation of multiple aircraft traction systems. At the same
time, there are numerous shortages and restrictions in
practice [3–8]. Due to the complicated movement process of
the tractor-aircraft system, the planned trajectory is gen-
erally under ideal conditions, which means it is difficult to
consider the error factors such as the initial deviation [9–11].
'erefore, the quality of trajectory tracking is a key factor in
judging the overall control system.

'e trajectory tracking problem of carrier-based aircraft
traction system is defined as follows: the system starts from
an initial position on the hangar or flight deck, moves along a
desired time-related trajectory under the controller, and
finally reaches the specified position steadily. Moreover, the
core of the research is to design the controller to make the
tracking accuracy higher. Trajectory tracking problem of
tractor-aircraft system on deck has not been explored to a
large extent. If the factors such as the mass of the aircraft and
the constraints of trajectory planning are ignored, it can be
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regarded as a drag-pull system to a certain degree. According
to the structural characteristics of the traction system, the
aircraft can be regarded as a trailer. 'e main goal is to track
the trajectory of the aircraft, so that the aircraft can reach the
predetermined position according to the ideal trajectory as
much as possible. Many studies about the trajectory tracking
of the tractor system have been carried out and many
representative methods have been proposed during the past
decades.

For the preliminary research of trajectory tracking
problems, traditional control methods are mainly used,
such as PID control or sliding mode control (SMC) [12].
Due to the complex kinematics and dynamics of the tractor
system, the performance of the trajectory tracking system
designed by the classic control method is quite limited,
which makes the controller must be adjusted in an adaptive
manner [13]. It is convenient to use the PID controller for
Simple Input Simple Output (SISO) systems, while tractor-
trailer systems have multiple inputs and outputs. Tradi-
tionally, decentralized control is performed by designing a
controller for each SISO subsystem, but it is difficult to
consider the interaction between each system [14].
'erefore, control method of dynamic state feedback has
been proposed. For the towed wheeled mobile robot
(TTWR), Khalaji and Moosavian proposed a robust
adaptive feedback linearized dynamic controller
(RAFLDC) and verified the stability of the control algo-
rithm using the Lyapunov method [15]. Huofeng et al.
designed a linear dynamic feedback controller based on the
internal model principle, which can ensure the bounded-
ness of the tracking error [16]. A controller that combines
kinematics and dynamics has been created by Lashkari [17].
'e speed input of the system is determined by the ki-
nematic controller, and then the required torque of the
trailer is calculated to achieve the given speed input. 'is
method guarantees the stability of the controller and can
adjust the parameters according to the number of trailers.
In addition, linear quadratic regulator- (LQR-) based
controllers are widely applied in the field of trajectory
tracking. A linear secondary regulator was proposed in [18]
to control the position of the trailer. However, it has been
pointed out that feedforward control is needed to com-
pensate for the curve with large curvature.

Model predictive control (MPC) has developed rapidly
in recent decades, but too little work has been devoted to the
trajectory tracking of carrier-based aircraft. In the trajectory
tracking of mobile robots, the nonlinear model is usually
linearized first and then transformed into a linear time-
invariant system for control. Bin et al. developed a control
framework based on the MPCmethod and used hybrid logic
dynamics (MLD) tomodel the axleless tractor-trailer system.
'en, a hybrid integer quadratic programming method is
used to design an optimal reversing controller [19]. Yue et al.
designed a dynamic controller based on MPC and SMC.'e
latter drives the vehicle’s speed to track the expected speed
generated by the former, which guarantees the progressive
convergence of the inner loop from the perspective of
stability [20]. Kayacan et al. created a control method based
on linear model predictive controller and combined it with

feedforward control and robust control [21]. At the same
time, some scholars have applied nonlinear model predictive
control to the trajectory tracking of tractor-trailer systems.
In [22], Backman et al. studied the NMPC implementation
of the tractor-trailer system, which can control them to track
straight lines and curves. Reference [23] Mentioned a
nonlinear rolling time-domain estimator and a nonlinear
model predictive controller based on an adaptive model and
gave relatively successful experimental results. Unfortu-
nately, NMPC requires a very large amount of calculations
[24]. Although its tracking accuracy is good, it is still difficult
to achieve online real-time controlling.

'ere are three main ways of carrier-based aircraft
movement on aircraft carriers: aircraft taxi motion, tow-
barless tractor traction motion, and towbar tractor traction
motion. Shipboard aircraft do not have the conditions for
taxiing on aircraft carrier decks with relatively narrow
spaces, compact deployments, and inaccessibility. 'e
towbarless tractor uses its own clamping and lifting device to
directly act on the aircraft’s front landing gear. 'is method
does not require a towbar to connect to the aircraft, which is
more flexible than a towbar tractor [25]. In view of the above
problems, this paper focuses on the trajectory tracking
model of the towbarless traction system.

'is article is highly motivated by the strong demand in
the military and other related fields. We expect to employ
advanced control technology to help the aircraft reach the
designated position quickly and accurately, so as to increase
the flight sorties rate. 'e summary of our contributions is
listed as follows.

(1) We describe a novel application scenario (i.e.,
towbarless tractor-aircraft trajectory tracking) for
model predictive control (MPC). A full-state con-
troller is designed through MPC to drive all state
variables to converge to the desired trajectory.

(2) We generate trajectories suitable for the carrier
aircraft on the deck using the hybrid RRT∗ algorithm
based on the collaborative strategy and convex the
obstacles on deck and define a distance function that
is particularly suitable for carrier aircraft. Taking into
account the driving characteristics of carrier-based
aircraft, the RRT node is expanded using the Reeds-
Shepp route, which is different from other path
planning algorithms.

(3) In order to improve the dynamic stability of the
system, we propose a self-adaptive fuzzy PID con-
troller to control the system’s centroid yaw and yaw
rate by adding yaw moment.

(4) We conduct many sets of simulation experiments to
verify the effectiveness and advantages of the method
for this scenario.

In the remainder of this paper, the description of the
towbarless tractor-aircraft system is introduced in Section 2,
the trajectory generation and trajectory tracking controller
are proposed in Section 3 and Section 4, respectively. Section
5 shows experimental results of different trajectory. 'e
conclusion of this paper is presented in Section 6.
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2. Towbarless Tractor-Aircraft System

Consider a towbarless traction system with carrier aircraft,
as sketched in Figure 1. In the inertial coordinate system
OXY, P1(x1, y1) and P2(x2, y2) are the position coordinates
of the tractor and the aircraft; θ1 and θ2 are the direction
angles of the tractor and the carrier. δ is the steering angle of
the front wheels and v is the axial speed of the rear axle of the
tractor.vi and ωi are the lateral speed and yaw rate of the
tractor and the aircraft, respectively. mi and Ii are the mass
and moment of inertia of the tractor and the aircraft, re-
spectively. Fxi

andFyi
are the longitudinal and lateral forces

on the tires of the tractor and the aircraft, and T is the
steering torque, where i � 1, 2.

For its motion on the deck, the following assumptions
are made:

(a) Assuming a pure rolling motion, both the tractor
and the aircraft are rigid bodies

(b) Both the tractor and the carrier aircraft are sym-
metrical along the longitudinal axis

(c) 'e aircraft’s front landing gear is directly articulated
at the midpoint of the two rear wheels of the tractor

(d) Regardless of the effects of air resistance and friction,
only the lateral movement of the tractor along the y-
axis and the yaw movement around the center of
mass are considered

2.1.KinematicModel. When the speed of the traction system
is small, the kinematics model can better describe themotion
of the system [26]. According to the incomplete constraints
of the towbarless tractor system, the kinematic relationship
of the system can be simplified. 'e kinematic equation of
the carrier-based traction system is described as follows:

_x1 � v cos θ1,

_y1 � v sin θ1,

_θ1 �
v tan δ

L1
,

_x2 � v cos θ1 − θ2( cos θ2 ,

_y2 � v cos θ1 − θ2( sin θ2 ,

_θ2 �
v sin θ1 − θ2( 

L2
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

According to the geometric relationship between the two
adjacent car bodies in the trailer system, the complete system
constraints are obtained:

x1

y1
  �

x2

y2
  + L2

cos θ2
sin θ2

 . (2)

'e main task of trajectory tracking is to track the
movement trajectory of the carrier-based aircraft, so that the
carrier-based aircraft can reach the target position quickly
and accurately. 'erefore, the configuration of the whole
system is completely given by (θ1, x2, y2, θ2). 'e state
variable is ξ � [θ1, x2, y2, θ2]

T ∈ Ω, the output variable is
Y � [θ1, x2, y2, θ2]

T, and the control variable is
U � [v, δ]T ∈ ψ. 'e system can be expressed as the fol-
lowing state space expression:

_ξ0 � f ξ0, u0( . (3)

Since the linearized system is simple to control and easy
to solve, we linearize the above model.

_ξ � f ξ0, u0(  + A(t) ξ − ξ0(  + B(t) u − u0( . (4)

Subtracting (3) and (4), we get

_ξ � A(t)ξ + B(t)u, (5)

where ξ � ξ − ξ0, u � u − u0, A(t) �(zf/zξ)|ξ0 ,u0
, and

B(t) �(zf/zu)|ξ0 ,u0
.

'is state space expression is continuous. 'e linear
parameter-varying (LVP) model after discretization is de-
scribed as

ξ(k + 1) � Ak,t
ξ(k) + Bk,tu(k),

η(k) � Ck,t
ξ(k),

⎧⎪⎨

⎪⎩
(6)

where

Fx4 Fy4
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Figure 1: Towbarless traction system with carrier aircraft.
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Ak,t �

0 0 0 0

−sin θ1 − θ2( cos θ2vt 0 0 −sin θ1 − θ2( cos θ2 − cos θ1 − θ2( sin θ2 vt

−sin θ1 − θ2( sin θ2vt 0 0 −sin θ1 − θ2( sin θ2 − cos θ1 − θ2( cos θ2 vt

vt cos θ1 − θ2( 

L2
0 0 −

cos θ1 − θ2( vt

L2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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,

Bk,t �

t tan δ
L1

vt

L1cos2 δ

cos θ1 − θ2( cos θ2t 0

cos θ1 − θ2( sin θ2t 0

t

L2
sin θ1 − θ2(  0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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.

(7)

Let ξ(k | t) �
ξ(k | t)

u(k − 1 | t)
 ; then get the new state

equation as
ξ(k + 1) � At

ξ(k | t) + BtΔu(k),

η(k) � Ct
ξ(k | t),

⎧⎨

⎩ (8)

where At �
Ak,t Bk,t

02×4 I
 , Bt �

Bk,t

I
 , and Ct �

Ck,t 04×2 .

2.2. Dynamics Model. When the traction system’s speed is
large, the dynamic stability of the system needs to be
considered. 'e three-degree-of-freedom dynamics equa-
tion of tractor-aircraft system is established based on
Newtonian mechanics [27]:

m1ay1
+ m2ay2

− Fy1
+ Fy2

  − Fy2
+ Fy4

  � 0,

I1 + m1L
2
1(  _ω1 − Fy1

+ Fy2
 L1 − Fx1

b + Fx2
b − T � 0,

I2 + m2L
2
2(  _ω2 + Fy3

+ Fy4
 L2 − Fx3

c + Fx4
c + T � 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

Among them, b and c are one-half of the wheel gap
between the tractor and the aircraft, respectively, ay1

, ay2
are

the centroid accelerations of the tractor and the aircraft, and
ay1

� _v1 + vω1,

ay2
� _v1 − L2 _ω1 + L2€ψ + vω1,ψ � θ1 − θ2, _θ1 � ω1,

_θ2 � ω2.

⎧⎨

⎩

(10)

When the system travels along a curve with a large
curvature, the steering system is equivalent to a torsion
spring acting on the hinge point, and the spring stiffness is
represented by Kψ . 'en, the steering torque T, the tire yaw
angle βi(i � 1, 2, 3, 4), the tractor yaw angle βtractor, and the
lateral force Fyi

(i � 1, 2, 3, 4) are as follows:

T � −Kψψ, (11)

β1 � β2 �
v1 + L1ω1

v
, (12)

β3 � β4 �
v1 − L2ω1 + L2 _ψ

v
, (13)

βtractor �
v1

v
, (14)

Fy1
� Fy2

� k1β1, (15)

Fy3
� Fy4

� k2β3, (16)

where k1 and k2 are the tire cornering stiffness. According to
equations (9)∼(16), the state equations in matrix form can be
obtained:

M _X + JX � H, (17)

where M is the system inertia matrix, J is the Jacobian state
matrix, and the state variable X � [v1 ω1 ω2 ψ]T.

In order to study the stability of the system, this paper
uses an additional torque to drive the tractor-aircraft system
to run stably. Applying torque ±Fx to the left and right front
wheels of the tractor is equivalent to applying yaw moment
M′ to the entire body. By integrating equations (14) and
(17), the dynamics model of the entire system is obtained as
follows:

_X′ � AX′ + B _ψ + Cψ + LM′. (18)

Among them,
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A �

a11 a12

a21 a22

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B �
b1

0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

C �

c1

c2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

L �

0

h2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

X′ �
βtractor

ω1

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

h2 �
1
I1

,

a11 �
2 k1 + k2( 

m1 + m2( v
−

2m2k2L
2
2

I2 + m2L
2
2(  m1 + m2( v

,

a12 �
2k2m2L

3
2

I2 + m2L
2
2(  m1 + m2( v2

+
2k1L1 − 2k2L2

m1 + m2( v2
− 1,

a21 �
2k1L1

I1
,

a22 �
2k1L

2
1

I1v
,

c2 �
Kψ

I1
,

b1 �
2k2L2

m1 + m2( v2
−

2k2m2L
2
2

I2 + m2L
2
2(  m1 + m2( v2

,

c1 �
m2KψL2 − 2m2k2L

2
2

I2 + m2L
2
2(  m1 + m2( v

+
2k2

m1 + m2( v
.

(19)

'is dynamics model considers the differential term of
the articulation angle and controls the system’s centroid yaw
and yaw rate through additional torque.

3. Path Planning and Trajectory Generation

3.1. Collaborative Strategy for Tractor-Aircraft System.
When a carrier-based aircraft moves on the deck, the state of
other carrier-based aircraft and environmental information
will affect its movement trajectory, and the information
collected from only one aircraft is quite limited. 'erefore,
the current operation trend is that the “Captain” in the
system manages the transfer of all carrier aircraft and or-
ganizes the basic communication between the aircraft.

'rough the communication between different carrier air-
crafts, the coordinated trajectory planning can be carried out
for a dispatching task, so as to avoid all obstacles and seek the
overall optimal route. In this mode, coordinate position,
speed, steering angle, attitude, and other information of each
other can be communicated. Each carrier aircraft has its own
local trajectory planner and trajectory tracking controller.
Figure 2 shows the coordination mechanism in the process
of carrier aircraft dispatching. 'is mechanism not only
considers the behavior of a single carrier aircraft but also
considers the state of other carrier aircraft moving on the
deck [28].

'rough the above cooperation mechanism, we can
complete trajectory generation and obstacle avoidance, and
the overall controller design of a single aircraft is as follows.

According to the kinematics and dynamics model
established in Section 2, we establish the control structure
shown in Figure 3. First, the feasible path is generated by
RRT∗. Second, in order to meet the various constraints of the
system, a model predictive controller is designed to track the
trajectory, and GA is used to iteratively optimize the pa-
rameters of MPC. Next, considering the disturbance factors
when the system turns, it may have different degrees of
influence on the dynamic performance of the vehicle, so an
adaptive fuzzy PID controller is designed to observe and
improve the stability of the system. 'e meaning of the
variables in the figure will be defined in the following
paragraphs.

3.2. RRT∗ Algorithm Based on Reeds-Shepp. When the car-
rier-based aircraft is towed from the initial position to the
target position on the deck, it is essential to achieve the
optimal path while avoiding all obstacles. In order to track
the mission route on the deck, this paper first uses RRT∗
algorithm to search the optimal path.

'e RRTalgorithm is a random algorithm that covers the
search space by constructing tree nodes. 'is method can
easily add obstacle constraints when expanding nodes. Using
feature graphics to describe the obstacles on the deck, the
folded and spread wings of the carrier-based aircraft can be
simplified into two different shapes of convex edges, as
shown in the Figure 4. When the carrier-based aircraft is
regarded as an obstacle, the length of the vertical line be-
tween the center point of the traction system and the convex
contour of the obstacle must exceed the safety distance
between the two carrier-based aircraft.

Different from the ordinary RRT algorithm, the Reeds-
Shepp path is used when expanding nodes. Reeds-Shepp
path is a kind of shortest path composed of straightforward,
backward, turn left, turn right, and other basic curves [29].
By limiting the curvature of the curve, it is ensured that the
traction system has a sufficient turning radius and is more in
line with the actual movement of the carrier-based aircraft.

'e hybrid RRT∗ algorithm flow is shown in Figure 5.
First, the starting node q_start is used as the root node to
build the search tree Tree. 'e node q_rand is obtained by
random sampling. After traversing the Tree to find the node
q_nearest closest to q_rand, the Reeds-Shepp path between
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the two is generated and stored in the new node q_new.
Collision detection is performed on the generated path. If it
is within a safe distance, the parent node of q_new is
searched again in the Tree. It is required that the path cost
between this parent node and q_new be minimal and there is
no collision. If q_new exists, it is added to the random
expansion tree as a new leaf node. 'e above process is
continuously iterated until the maximum number of gen-
erations is exceeded, and the search is ended.'e target node
q_goal is traced back to the starting node q_start, and the
planned path is obtained.

In the above algorithm, to calculate the distance between
two nodes, Euclidean distance can usually be used in systems
with complete constraints. But, for the traction system in this
article, more consideration should be given to its own
motion characteristics. 'e direction angle is an important
factor in determining whether the system needs to make a
large turn. In order to obtain a more accurate distance
measurement and reduce the amount of calculation, the
approximate distance is employed in (20) [30]. Among
them, R is the minimum turning radius, and O1 and O2 are
the centers of the circles on both sides with Q0 as the center,
as shown in Figure 6.

D Q0, Q1(  �
2πR, if O1 − Q1

����
����<R or O2 − Q1

����
����<R,

Q1 − Q0
����

����, otherwise.

⎧⎨

⎩

(20)

'e final distance can be expressed as

M Q0, Q1(  �

���������������������

D2 Q0, Q1(  + α φ0 − φ1( 



, (21)

where φ is the direction angle of the point and α is the weight
of φ.

Premeditating the adverse effect of the turn on the
movement, the weighted sum of the path length and the
number of turns is applied as the calculation standard of the
path cost. 'e weight of the number of turns can be
expressed by β.

cost �  l + β turns. (22)

3.3. Reference Trajectory Generation. In the tracking prob-
lem, the generated path will be transformed into an al-
lowable trajectory, that is, the solution of the differential
equation of the traction system motion model [31]. 'e
reference trajectory can be indicated as

x2r � x(t),

y2r � y(t).
(23)

From the kinematics model of equation (1), we can get

vr � ±

����������������

dx1r

dt
 

2

+
dy1r

dt
 

2




, (24)

where x1r � x2r + l2 cos θ2r, y1 � y2r + l2r sin θ2r.
Simultaneously,

θ2r � arctan(y2r
′ /x2r
′ ) � (y2r

″ x2r
′ − y2r
′ x2r
″ )/x′22r + y′22r and

θ1r � θ2r + arctan(l2rθ2r
′ /vr). So far, the system’s reference

trajectory input θ1ref x2ref y2ref θ2ref 
T is obtained, and

the reference trajectory and its derivatives are continuous
and uniformly bounded [4].

4. Trajectory Tracking

Aiming at the various state constraints of the system, we use
a model predictive controller to track any reference tra-
jectory and then achieve control of the driving torque
through adaptive control in dynamics.

4.1. Model Predictive Controller

4.1.1. Controller Design. According to the discrete linearized
state equation in Section 2.1, the trajectory tracking control
is performed using the model predictive control method.
'e design structure of the controller is shown in Figure 7.

Let Np be the predicted time domain and Nc be the
control time domain; the system output in the predicted
time domain can be presented by the following formula:

Figure 5: Hybrid RRT∗ algorithm pseudocode.

R
R

Q1

Q0
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Figure 6: Circle with the minimum turning radius.
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Y(t) �

η(t + 1 | t)

η(t + 2 | t)

⋮

η t + Np | t 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (25)

'e system input is defined as the amount of change in
the input variable at each moment in the control time
domain:

ΔU(t) �

Δu(t | t)

Δu(t + 1 | t)

⋮

Δu t + Nc | t( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (26)

'en, the prediction output in the system prediction
time domain can be formulated by

Y(t) � ψtξ(t | t) + ΛtΔU(t), (27)

where

ψt �

CtAt

CtA
2
t

⋮

CtA
Np−1
t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Λt �

CtBt 0 04×2 04×2

CtAtBt CtBt 04×2 04×2

⋮ ⋮ ⋱ ⋮

CtA
Nc−1
t Bt CtA

Nc−2
t Bt · · · CtBt

CtA
Nc

t Bt CtA
Nc−1
t Bt · · · CtAtBt

⋮ ⋱ ⋮

CtA
Np−1
t B CtA

Np−2
t B · · · CtA

Np−Nc−1
t B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(28)

'e purpose of designing the controller is to enable the
carrier-based aircraft to track the target trajectory quickly
and with as little error as possible and make it possible for
the change of the control amount to be smoother. 'e
objective function J mainly considers the tracking perfor-
mance of the controller.

J1 � 

Np

i�1
η(t + i | t) − ηref(t + i | t)

����
����
2
Q

, (29)

where Q is the output weighting matrix and ηref �

θ1ref x2ref y2ref θ2ref 
T is the reference trajectory. At the

same time, the control variable is considered to make the
control variable change to the minimum in the control time
domain:

J2 � 

Nc−1

i�1
‖Δu(t + i | t)‖

2
R, (30)

where R is the control weighting matrix. At the same time, a
relaxation factor ε is added to ensure that the system that
changes in real time has a feasible solution at every moment.
'e final objective function is:

min J � J1 + J2 + σε2. (31)

In the actual control system, constraints such as control
variable constraints, control increment constraints, and
output constraints must be met:

s.t.

umin(t + k | t)≤ u(t + k | t)≤ umax(t + k | t),

Δumin(t + k | t)≤Δu(t + k | t)≤Δumax(t + k | t),

k � 0, 1, . . . , Nc − 1,

ηmin(t + k | t) − ε≤ η(t + k | t)≤ ηmax(t + k | t) + ε.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(32)

Solving the above optimization problem will get the
input increment in the control time domain: ΔU∗t �

[Δu∗t ,Δu∗t+1, . . . ,Δu∗t+Nc−1]
T. In each step, the first element in

the control increment is taken as the input of the system, and
the control system executes this input until the next step.
'rough continuous feedback optimization, a new control
increment sequence is obtained for each cycle, and the cycle
ends until the system completes the optimization of the
entire control process.

4.1.2. Parameter Optimization. Controller parameters are
usually adjusted by engineering experience, which takes a
long time. Genetic algorithm is a heuristic swarm intelli-
gence optimization algorithm, which has fast convergence
speed and is not easy to fall into a local optimum.'is article

Optimization 
solution

Target 
trajectory

Forecast

Tractor aircraft 
system

Optimization 
target

ηref η(t)

J

Constraints

ΔU(t)

Y(t)

Figure 7: Structure of MPC controller.
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uses genetic algorithms to optimize the parameters in the
MPC controller. 'e algorithm flow diagram is shown in
Figure 8.

'e parameters are first encoded and the initial pop-
ulation is generated.'e parameters to be optimized include
the prediction time domain, the control time domain, and
the weighting matrix. Randomly generate PN initial string
structure data in the parameter solution space (i.e., one
chromosome), set the maximum number of iterations k, and
randomly generate PM chromosomes as the initial pop-
ulation P(0). 'e fitness function maps the quality of the
solution. Considering the stability, accuracy, and speed of
the system, the following fitness function is used:

Jopt �


N
i�0 w1 Ei


 + w2u

2
i + w3 EYi


 

N
. (33)

Among them, w1, w2, w3 is the weight coefficient; Ei ������������������������������

(
Np

j�1 (Y(i + j) − Yref(i + j))2/Np)



represents the track-
ing error at each step; ui is the control input, that is, the MPC
controller output; each step of the system overshoots
EYi � Y(i) − Y(i − 1), and when the overshoot exceeds a
certain threshold, this index is used as an index in the fitness
function; when it is not exceeded, w3 � 0. 'e smaller the
fitness value is, the better the solution is.

'e genetic algorithm calls the controller model a
subfunction. 'e parameters of the genetic algorithm are
set as follows: population size PM � 20, number of itera-
tions k � 50, and weight w1 � 0.9, w2 � 0.1, w1 �

0, EYi <EYthreshold
10, EYi ≥EYthreshold

 .

4.2. Self-Adaptive Fuzzy PID Dynamics Controller. 'e
tractor-aircraft system has a complicated working envi-
ronment on the deck and is prone to unstable driving under
external interference. 'erefore, it is necessary to regulate
the stability of the system.'e yaw rate and the centroid yaw

angle can reflect the yaw stability of the tractor, so they are
selected as the control variables. In this process, by adding a
yaw moment to the tractor, the actual state and ideal state
deviation of the centroid yaw angle and yaw rate during the
tractor’s driving process are controlled as targets, so that the
system is stable within a reasonable range.

Design a fuzzy PID controller with the control variable
error and error change rate as input signals. 'e PID pa-
rameters are adjusted online by the fuzzy controller, so that
the center of mass sideslip angle and yaw rate tend to ideal
values.'e control structure diagram of the control system is
shown in Figure 9, where ωr 1 is yaw rate of ideal model and
βr tractor is the centroid yaw angle of ideal model.

'e ideal transfer function and ideal state space equation
of the system are

Xr(s) �
βr tractor(s)

ωr 1(s)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

kβ

1 + tωs

kw

1 + tωs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ψ(s), (34)

_Xr � ArXr + Crψ, (35)

where

Ar �

−
1
tβ

0

0 −
1
tω

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Cr �

br +
kβ

tβ

kω

tω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

kβ �
c1a22 − a12c2 + a12h2z1

a11a22 − a12a21
,

z1 �
a22c1 + a12c2

a12h2
,

tβ �
1

zh1 − c( 
kβ,

kω �
a21h1 − a11h2( z − a21c1 − a12c2

a11a22 − a12a21
,

tω �
1

c2 + zh2( 
kω.

(36)

Because the differential term _ψ is added to the dynamics
model (18), there is a constant in Cr of the state equation,
which is the structural parameter br of the tractor system.

According to the ideal state space equation, the ideal
sideslip angle and ideal yaw rate Xr can be estimated. 'e

Parameters
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Initial population
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fitness

Meet
termination

criteria?
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Crossover

Mutation

Decode

Optimized
parameters Random

operator

Yes

No

Figure 8: Flowchart of the genetic algorithm.
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deviation of the actual control variable from the ideal control
variable is

e(k) � X′(k) − Xr(k). (37)

'e function of deviation evaluation index is

E(k) � e(k)
T
Qe(k). (38)

Let Q � [1 0; 0 1]. 'e additional yaw moment is

Mf(k) � Kp + ΔKp  · E(k) + Ki + ΔKi( 

· 
k

i�0
E(k) + Kd + ΔKd(  · [E(k) − E(k − 1)],

(39)

where Kp, Ki, andKd are PID control parameters and
ΔKp,ΔKi, andΔKd are fuzzy controller output parameters.

'e error E and the error variety rate Ec are defined as
the discourse domain on the fuzzy set U1, both of which are
−1, −0.8, . . . , 0.8, 1{ }, and the output variable domain U2 is
−3, −2, −1, 0, 1, 2, 3{ }. 'e membership function is shown in
Figures 10 and 11. 'e input and output fuzzy subsets are
defined as NB,NM,NS,ZE, PS,PM,PB{ }. 'e membership
functions are all triangles. 'is sharper membership func-
tion has higher resolution and sensitivity.

To ensure the real-time control, the fuzzy control rule
table is obtained by offline calculation. With reference to the
general experience of fuzzy adaptive control strategies, the
fuzzy control rules are given in Table 1.

5. Simulation and Analysis

In order to verify the accuracy and stability of the controller,
the classic trajectory and deck travel task trajectory in the
tracking problem were simulated respectively, and their
tracking effects were compared.

5.1. Classical Trajectories

5.1.1. Line Trajectory with Initial Deviation. According to
the movement of the carrier-based aircraft on the deck, set
the connection parameters L1 � 1, L2 � 0.2, traction speed
constraints |v|≤ 2m/s, acceleration constraints |a|≤ 2m/s2,
and front wheel steering angle incremental constraints
|Δδ|≤ 1. Assuming the initial states [θ1, x2, y2, θ2]

T �

[0, 0, 0, 0]T, the above controller is employed to control the

traction system to track the expected straight line. 'e
simulation results are as shown in Figure 12.

It can be seen that the system is adjusted by the controller
in about 2 s, which completely suppresses the initial error
and achieves accurate tracking of the linear trajectory.

In order to display the effect of different initial deviations
on the system, different initial deviation combinations
shown in Table 2 were used for simulation. 'e results
obtained are as follows.
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Figure 9: Adaptive fuzzy PID controller structure.
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Table 1: Fuzzy control rules.
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Figures 13(a)–13(d) show the errors of the tractor’s
orientation angle, aircraft’s abscissa, aircraft’s ordinate, and
aircraft’s yaw angle under different initial errors,

respectively. Although the system has some overshoot when
the initial error is too large, the suppression of the initial
error is basically completed within 5 s in all four cases. In
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Figure 12: Simulation results of line trajectory with initial deviation. (a) Linear trajectory tracking result. (b) Changes of control variables.
(c) Changes of state variables. (d) Tracking errors of state variables.

Table 2: 'e parameters of initial deviation.

Δθ1 Δx Δy Δθ2
1 0.1 0.5 −2.0 0.1
2 0.1 −0.5 3.0 0.1
3 0.1 −0.5 −4.0 0.1
4 1 0 −1.0 1
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addition, the control input changes smoothly and is con-
stantly adjusted within the bounds to achieve the optimum.
'e simulation shows that the control algorithm in this
paper can quickly suppress the initial error of the linear
trajectory without the steady-state error.

5.1.2. Sine Curve with Large Curvature

(1) MPC Results. Assume that the connection parameters
L1 � 1, L2 � 0.2, traction speed constraint |v|≤ 5m/s, accel-
eration constraint |a|≤ 2m/s2, and front wheel steering angle
incremental constraint |Δδ|≤ 1. Assuming the initial error is
0, the above controller is used to control the traction system
to track a sine curve with a large curvature.

As can be seen from Figures 14(a)–14(d), the designed
controller can always move forward and the tracking error in
the horizontal and vertical directions does not exceed 1. 'e
input variable is continuously adjusted within the constraint
range. Due to the large curvature of the curve, the steering
angle of the front wheel needs to be continuously adjusted.
Overshoot occurs only when the steering angle needs to be
adjusted significantly, and good performance of the system is
shown in other times.

(2) Track Tracking with Initial Deviation. Similarly, in order
to show the influence of the initial deviation on the sine
curve’s tracking, four different initial deviation parameters
shown in Table 3 are mainly selected for simulation. 'e
simulation result is shown in Figure 15.
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Figure 13: e(θ1), e(x), e(y), e(θ2) for different initial deviation.
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From Figures 15(a)–15(d), it can be seen that when the
initial horizontal and vertical coordinate errors are large, the
system will have some overshoot, while other cases can
gradually converge to the desired trajectory within the al-
lowable error range. In case 4, when the initial angle de-
viation reaches 1, it can also quickly converge to the target
trajectory.

5.2. Deck Trajectories

5.2.1. Transfer Route between Flight Deck Stations

(1) Route via RRT∗ Algorithm. 'e task of carrier-based
aircraft transfer on the flight deck requires it to move from
the initial station to the target station and avoid collision
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Figure 14: Simulation result of sine curve with large curvature. (a) Sine curve tracking result. (b) Changes of control variables. (c) Changes
of state variables. (d) Tracking errors of state variables.

Table 3: 'e parameters of initial deviation.

Δθ1 Δx Δy Δθ2
1 0.1 0.5 0.5 0.1
2 0.1 1.0 1.0 0.1
3 0.6 0.5 0.5 0.6
4 1 0.5 0.5 1
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with all carrier-based aircraft parked on the deck, and a
certain safety distance is required. 'e following figure
shows an example where six carrier-based aircraft are parked
on the surface of the ship. 'e specific parameters are shown
in the Table 4 and the parameters of traction system are
shown in Table 5.

'e optimal Reed-Shepp path between two stations on the
deck is calculated by the algorithm in Section 3.2, whichmeets
the end position and direction requirements and can effec-
tively avoid all obstacles. 'e aircraft first makes a left turn
motion, and the direction angle gradually becomes larger.
After the left turn is completed, it enters a linearmotion. After
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Figure 15: e(θ1), e(x), e(y), e(θ2) for different initial deviation.

Table 4: Parameters for ship obstacle.

Station
name x (m) y (m) Direction angle

(°)
Wing

condition
A2 −5.500 −14.500 90 Folded wings
A3 −23.502 −13.031 90 Spread wings
A11 −76.526 32.360 342 Folded wings
Z5 −44.001 −14.500 90 Spread wings
H4 −30.328 22.999 0 Folded wings
A12 −97.526 29.861 340 Folded wings

Table 5: Parameters of traction system.

Parameter Value
l1 (m) 5
l2 (m) 10
Turning radius of aircraft (m) 10
Weight of aircraft (t) 20
Wight of tractor (t) 5
Safe distance (m) 3
Initial position (m) (12.5, −30.5)
Target position (m) (−129.828, 7.0)
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the linear motion ends, it needs to return to the target station
by reversing. 'e path is shown in Figure 16.

(2) Experimental Results. In order to verify the tracking effect
of the controller on the deck, the above-mentioned trajec-
tory was simulated without initial errors and the parameter
optimization algorithm. Simultaneously, stability controller
proposed in Chapter 3 was applied to the system.

'e genetic algorithm’s parameters are set as follows:
population size n� 20, maximum iteration number
max_gen� 50, cross probability pcross � 0.7, and mutation
probability pmutation � 0.01; the fitness curve and trajectory
tracking results are shown in Figures 17 and 18, and the
optimized parameters of the controller are shown in Table 6.

As can be seen from the above Figure 19, the algorithm
can better track the expected trajectory when the system is
backing up. At the beginning, due to the large change in
direction angle, the steering angle of the front wheel changes
rapidly, and it can be quickly stabilized in the straight phase.
When entering the back-up phase, the control input can be
adjusted quickly.'e carrier-based aircraft keeps up with the
reference trajectory and immediately stabilizes. 'e error
converges to zero. It shows that the control algorithm in this
paper can track the motion trajectory of the carrier-based
aircraft on the deck well. At the same time, due to the
chattering phenomenon of turning vehicles, the stability of
the tractor after control is better than the data before dy-
namics control. 'is stability is mainly reflected in the fact
that the yaw angular velocity and centroid skew angle after
the yaw moment control can meet the requirements of
vehicle handling stability better than before.

For the purpose of studying whether the controller can
achieve good robustness in the presence of errors, different
initial deviation combinations are used for the above simu-
lation experiments. 'e main initial deviations are as follows.

'e error change curves in the four cases are shown in
Figure 20. It can be seen that, in the four cases, the final
system can gradually converge to a stable state.'e direction
angle deviation and the system overshoot of case 4 are large,
but it can accurately track to the predetermined position
after about 10 s. For cases 1–3, the corresponding error
changes are relatively gentle, indicating that, for this com-
plex trajectory, the algorithm proposed in this paper can
effectively suppress the initial error.

5.2.2. Route between Recycling Station and Waiting Station

(1) Route via RRT∗ Algorithm. After landing on the flight
deck, the carrier-based aircraft will dock at the recycling
station. If the carrier-based aircraft is to prepare for the next
wave of take-off, it needs to be towed to a waiting position
for subsequent support operations. Assume the following
situation of obstacles; the RTT∗ algorithm is applied to
generate the traction route from the recycling station to the
waiting station as shown in Figure 21.

(2) Experimental Results. Without the initial error, the
control algorithm proposed in Section 3 is used to track the
above trajectory, and the tracking results are shown in
Figures 22 and 23.

It can be seen from the tracking error graph that the
algorithm can perform stable tracking in the straight phase,
but for the instantaneous reversing path or the path with a
rapidly changing direction angle, the algorithm needs an
adjustment time. During 138∼148 s, the tractor drags the
carrier-based aircraft to make a turningmovement. Since the
steering angle of the tractor needs to be continuously
changed during this process, the system control is more
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Figure 16: Path generation between stations with collision avoidance on deck.
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unstable and more sensitive to errors. 'e overall overshoot
is within the range of [−1, 1], which is an acceptable error
range for carrier-based aircraft movement. In Figures 23(d)
and 23(e), after adjusting the additional torque, the over-
shoot of the yaw angular velocity and the center of mass side
deviation angle are smaller, the adjustment time is shorter,
and the system has better stability.

Similarly, simulation experiments with different initial
deviation were performed on the recycling station route,
and the initial deviation parameters in Table 7 were used.
Figures 24(a)–24(d) are the error change curves in the four
cases, and it can be seen that the four cases are all effective
in suppressing the initial error. Among them, case 4 caused
greater fluctuations due to the change in direction angle,
but all achieved good suppression in about 20 s. 'is shows
that the algorithm used in this paper can effectively track
the complex path between the recycling station and the
waiting station and meets various constraints of the
system.

5.3.ControllerComparison. In order to prove the superiority
of the algorithm in this paper, especially for the tracking of
complex trajectories, we performed comparative simulations
on the straight lines with initial deviations, the sine curves,
and the trajectories between deck stations. 'e classical
backstepping control [17] and LQR algorithm [32] are
compared with the algorithm in this paper.

Figures 25–27 show the tracking trajectory and the re-
lationship between the abscissa, ordinate, and angle error of
the aircraft-tractor system over time under three algorithms.
It can be analyzed from three different trajectories:

(1) For tracking of linear trajectory, both backstepping
control and LQR algorithm can finally reach steady
state, but the adjustment time is too long.
'roughout the tracking process, the algorithm in

this paper shows strong superiority, and the effect on
suppressing the initial error is obviously greater than
the other two algorithms.

(2) For tracking of sine curve, the errors of three al-
gorithms have amplifying tendency at sharp turns,
and they gradually stabilize on gentle road sections.
Backstepping control regulates the direction angle in
real time through the feedback of steering angle to
minimize the error. However, it can be seen that the
speed control is unsatisfactory, which results in a
large lateral tracking error compared with MPC
algorithm. From the graph, we can see that the LQR
algorithm has obvious fluctuation, and the maxi-
mum error is more than twice that of the algorithm
in this paper. 'e algorithm in this paper also has an
advantage in tracking the sine curve.

(3) For the traction path of the towbarless tractor system
on deck, LQR algorithm does not track well. 'e
reason is that when the system changes from forward
driving to reverse parking, the speed direction
changes. 'e algorithm cannot converge to a stable
state finally due to the changes during reversing, and
the tracking error is larger than the algorithm
proposed in this paper. As for backstepping control,
the controller is not sensitive and stable to the speed’s
adjustment, which results in a very large overshoot.
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Figure 18: Trajectory tracking results between deck stations.

Table 6: Controller parameters after optimization.

Parameter Value
Sampling time: T 1
Np 50
Nc 6
Q [0.01 0 0 0; 0 1 0 0; 0 0 1 0; 0 0 0 1]
vr 1.0032
δr 0.0032
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Figure 19: Tracking simulation results of transfer paths between deck stations. (a) Changes of state variables. (b) Tracking errors of state
variables. (c) Changes of control variables. (d) Changes of yaw angular velocity. (e) Changes of centroid skew angle.
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Figure 21: Path generation between recycling station and deck station.
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Figure 20: e(θ1), e(x), e(y), e(θ2) for different initial deviation.
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Figure 22: Trajectory tracking results between recycling station and waiting station.
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Figure 23: Continued.
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Figure 23: Tracking simulation results of transfer paths between recycling station and waiting station. (a) Changes of state variables. (b) Tracking
errors of state variables. (c) Changes of control variables. (d) Changes of yaw angular velocity. (e) Changes of centroid skew angle.

Table 7: 'e parameters of initial deviation.

Δθ1 Δx Δy Δθ2
1 0.1 0.5 0.5 0.1
2 0.1 1.0 1.0 0.1
3 0.6 0.5 0.5 0.6
4 1 0.5 0.5 1
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'ere is a certain degree of fluctuation in the second
half. In contrast, the algorithm in this paper has small
overshoot and fast response, which is more suitable
for tracking complex trajectories on deck.

In summary, the trajectory tracking algorithm based on
MPC proposed in this paper can be effectively applied to
the trajectory tracking problem of towbarless traction
systems.

1 2 3 4 5 6 7 80
Time (s)

1
2

3
4

–6

–5

–4

–3

–2

–1

0

1

2
e (

y)

(c)

e (
θ 2

)

1 2 3 4 5 6 7 80
Time (s)

1
2

3
4

–0.4

–0.2

0

0.2

0.4

0.6

0.8

1

1.2

(d)

Figure 24: e(θ1), e(x), e(y), e(θ2) for different initial deviation.
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Figure 25: Line trajectories with initial deviation.
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6. Conclusion

In this paper, considering the nonintact constraints and
various conditions, we propose a solution to the problem of
tracking complex trajectories on the deck of a towbarless
tractor-aircraft system. First, the strategy is proposed to

control multiple aircrafts to plan trajectory cooperatively
and the method based on RRT∗ is used to generate optimal
path with obstacle. 'en we construct model predictive
controller (MPC) to track the reference trajectory and fully
consider the dynamic performance of the system. Moreover,
self-adaptive fuzzy PID controller is applied to control the
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Figure 26: Sine curve with large curvature.
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dynamics parameter to ensure the stable operation of the
plane and greatly improve the anti-interference ability of the
system. By tracking straight lines, sine curves with large
curvature, and two complex trajectories on the deck, the
controller can make the system quickly converge to the
desired trajectory, which proves the robustness and accuracy
of the system. At the same time, compared with feedback
control and LQR control, the tracking accuracy and speed of
the algorithm in this paper are far superior to the other two
control methods. It shows that the traditional method finds
difficulty in solving the complex state constraints and the
strict control constraints at the same time. In other words,
the proposed method can achieve the promising accuracy
and stability and has practical application potential. In the
near future, we plan to apply the algorithm in an aircraft
carrier simulation system to evaluate our method in a real
environment, which will be more challenging.
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+e development of power energy structures and information communication technology has promoted the renewal of smart grid
information-physical structures. At the same time, the changes in the smart grid energy structure and the vulnerability of the
information network threaten the stability of the power system and uses multiagent control theory to improve the transient
stability of the power grid which has strong practicability. In this paper, an optimized distributed control scheme is proposed for
application to the smart grid model so that the grid system can flexibly adapt to the external operating conditions and recover to
stable operating conditions after being disturbed. In this paper, an intelligent power grid information-physical network simulation
system is established. According to the information exchange within the multiagent system, groups of coherent generators in the
disturbed power grid in different regions are identified and controlled. Distributed control is applied to maintain the exponential
frequency synchronization and phase angle aggregation of the synchronous generators to achieve transient stability. Finally, the
effectiveness and rapidity of the proposed distributed optimal control scheme are verified by simulation analysis of the IEEE 39
node model.

1. Introduction

With the reorganization and renewal of the energy structure
in recent years, the standards of smart grid systems in terms
of their transient stability have been raised. A smart grid
itself is based on the ultra-high-voltage UHV backbone
transmission network and deeply integrates more stable
information network technology to establish a strong power
system network, realizing close connection and integration
of the power system and information system [1]. +e de-
velopment of CPSs promotes the deep integration of
physical power systems and power information systems. It
provides a new way to realize the goal of power grid in-
telligence [2]. In the smart grid model, the information
network dispatching centre node collects and processes the
information of each physical power station and sends
corresponding control instructions. Each physical power
station supplies power to the information node to ensure its
normal operation. +rough this connection, the mutual

dependent relationship between the physical network and
the information network is formed (Figure 1) [3]. With the
intelligent development of smart grids, there is a dynamic
interaction among the five “generation, transmission, sup-
ply, distribution, and use” terminals of smart grids with the
two-way flow of energy and information [4], new energy,
and other distributed energy grid connections and huge data
processing between the information network and the
physical network. Additionally, the basic characteristics of
smart grid informatization, automation, and interaction are
the operational belt of the great smart grid challenge [5, 6].

Information systems and information networks play an
important role in enhancing the safe operation of smart
grids. In actual operation, the dependence of the physical
system on the information system will significantly affect the
stable operation of the physical system in the case of in-
formation system failure. In actual operation, the cost of
communication and information processing should also be
considered. +e use of redundant information and weakly
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correlated information in computing will cause a too high
computational burden, resulting in poor performance of the
system state.+e stability and flexibility of smart grids can be
effectively improved by determining an appropriate de-
pendency on the information network and information flow.
For phasor measurement units (PMUs), which are syn-
chronous phasor measurement devices, a reasonable
number of them at suitable locations can synchronously
collect the corresponding parameters of the power system at
the installation site and achieve the overall observability,
economic and reliability goals of the system online state
calculation, and system state prediction [7–9]. In this paper,
PMUs are introduced into the optimal configuration of the
power system network structure to measure the voltage
vectors of some nodes, which can improve the dependence
on information, providing strong initial conditions and a
discrimination basis for system stability analysis, protection,
and reconstruction. +is is of great significance for system
online state calculation and system state prediction.

+e traditional power grid control strategy mostly
adopts a centralized scheduling method, and the dispatching
centre needs to communicate with all generators and load
nodes through the information network, with a high degree
of communication dependence [10]. +e “plug and play”
technology required by the grid connection and indepen-
dent operation of new energy and power components make
the topological structure of the information network and
physical network of the smart grid changeable [11]. +e
centralized control strategy has difficulty avoiding the high
cost of communication facility construction. Distributed
control technology can meet the flexibility requirements and
provide high-efficiency control constraints [12]. In [13], a
smart grid scheduling strategy considering flexible load is

designed, which have better convergence and application
prospect compared with the centralized scheduling strategy.

In [14, 15], distributed control is used to reduce the cost
of the communication network, and power distribution and
frequency stability are achieved. Energy storage technology
provides a new technology choice for the safe and economic
operation of power grids, stabilization of power fluctuations,
and distributed control [16–19]. In [16–18], the influence of
flywheel energy storage on the power balance and stability of
the power grid is studied. In [19], a fast control method for a
battery energy storage system is adopted to improve the
transient stability of the power grid. In [20], a distributed
control method of energy storage system based on real-time
wind power output regulation of energy sharing is proposed.
In [21], a distributed intelligent power grid controller based
on the Robust Consistency Algorithm of the second-order
multiagent system is proposed. +e controller is composed
of a physical topology model of the network. +e delay
characteristics and anti-interference ability of the controller
are verified by the IEEE39 node system.

In [22], the problem of cluster behavior and target
consistent tracking of heterogeneous multi-inertial bodies
with limited communication distance is studied. A dis-
tributed control protocol is designed to enable agents to
achieve stable group behavior. In [23], a distributed observer
is designed to estimate the relatively complete state of a
general linear multiagent system that does not directly enter
the real-time state, and it is used to track the consistency
protocol, so as to achieve the overall consistency. In [24], a
distributed multicluster method based on partial informa-
tion exchange is designed by studying the multiobjective
consistency pursuit of the multiagent system, and sufficient
conditions are given to realize the dynamic goal consistency
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Figure 1: Model of a cyber-physical smart grid.

2 Mathematical Problems in Engineering



pursuit, so that the agent can adaptively select the target for
tracking. In [25], we study the problem of consistency
tracking of heterogeneous interdependent group systems
with fixed communication topology and propose a dis-
tributed consistency tracking control protocol, which uses
local information to achieve the consistency tracking of
heterogeneous interdependent group systems. In [26], a new
scale consistency protocol is proposed to solve the problem
of time-varying delay in nonlinear dynamics and commu-
nication networks. In this paper, based on the rules of speed
consistency and group concentration of a multiagent system,
the phase angle (rotor angle) aggregation and frequency
consistency of power grid generators are realized by using
the local and associated node information to inject power
into or absorb power from generator nodes through an
external energy storage device (such as a flywheel) to ensure
synchronous operation of the generators and realize tran-
sient stability of the power system.

In the context of transient stability, this paper integrates
information and physical nodes into an agent, adopts the
distributed control strategy of a “leading assisting” agent,
and utilizes the information of local and other regional
physical nodes and the coupling relationship of the physical
network. It also realizes global information flow and stable
operation of the system through the interaction of the in-
formation and physical networks and external energy
storage. In this paper, the IEEE 39 node grid model is used as
an example to demonstrate the effectiveness of the appli-
cation of optimized distributed control in the smart grid
model to maintain the stability of the system [27].

2. Transient Stability Control of a Smart Grid

To ensure that the power grid can quickly respond after
being disturbed by information and a physical disturbance

and reduce the implementation time of transient stability
zone control, necessary information network reliability
optimization measures are taken to reduce information
redundancy and unnecessary calculation and achieve the
purpose of real-time control.

2.1. Reliability Optimization of a Smart Grid Information
Network. Considering the reliability of the data pro-
cessing of the information network under the influence of
a single line fault in the physical network, the goal of a
fully observable power network can be achieved by en-
suring the optimal configuration of PMUs (synchronous
vector measurement devices) with different channel ca-
pacities in the information network. Based on the con-
figuration rule [28] of the minimum number of PMUs in
the information network, the PMU optimization method
to avoid scheme repetition is adopted, and the model is
defined as follows:

min x � 
n

k

yixk ,

s.t AX≥ 1,

max f � 
n

k

fk ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where xk is 1 or 0, which indicates whether physical grid
node k has a PMU installed; A � (aij) is the node cor-
relation matrix, where if the two nodes i, j are adjacent or
the same, then aij � 1and otherwise, aij � 0; 1 is the
column vector whose elements are all 1; fk � xk + l∈Gxl;
and G indicates the set of all nodes connected to node k.
Considering the 39-node grid model, the node correlation
matrix is as follows:

A �

A1

A2

A3

⋮

A38

A39

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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. (2)

+e cost of installing PMU equipment at node i is as
follows:

yi � 1 + 0.1nch. (3)

+e cost of equipment installation is the sum of a fixed
cost and a variable cost, nch is the number of PMU channels,

indicating the number of observable adjacent lines, generally
1–5, and the variable cost is increased by 0.1 for each ad-
ditional line.

According to the above constraint rules, the following
formula can be obtained to realize the fully observable IEEE
39 node power network topology:
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f1 � x1 + x2 + x39 ≥ 1,

f2 � x1 + x2 + x3 + x25 + x30 ≥ 1,

f3 � x2 + x3 + x4 + x18 ≥ 1,

⋮ ⋮

f38 � x24 + x38 ≥ 1,

f39 � x1 + x9 + x39 ≥ 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

To further explain the impact of the number of channels,
the following variables are introduced:

wi,j �
1 PMU was installed on node i andmade nodejobservable,

0 Other.


(5)

+en, the above formula can be rewritten to obtain the
following inequalities:

g1 � x1 + w2,1 + w39,1 ≥ 1,

g2 � x2 + w1,2 + w3,2 + w25,2 + w30,2 ≥ 1,

g3 � x3 + w2,3 + w4,3 + w18,3 ≥ 1,

⋮ ⋮

g38 � x38 + w24,38 ≥ 1,

g39 � x39 + w1,39 + w9,39 ≥ 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

In the case of a single line fault in the physical network,
the number of channels on the right side of the fault point at
the end of the node line is accordingly changed (i.e., mul-
tiplied by 2 to ensure that each node is observed by at least
two PMUs). +e configuration with the lowest cost is 2, 6, 8,
15, 16, 17, 20, 23, 25, 26, 29, and 35. In the distributed control
framework, the sensitivity of the information nodes is
considered to select the dominant generator in the area.

2.2. Smart Grid Distributed Framework. According to the
information network reliability optimization results and the
multiagent systemmodel, a distributed control framework is
designed for cooperation between the generator and the
external energy storage system in the smart grid. In this
framework, the corresponding information and physical
equipment at each generator node are combined to form an
agent. Each agent represents its main properties by the
physical quantities of the generator. +e information
equipment includes a measurement unit (PMU) and a
controller, both of which perform calculations and appli-
cations related to information and data. +e physical
equipment also includes external energy storage equipment
in addition to the generator. Only when external energy
storage is needed to inject power or absorb a certain power,
PL,i will the corresponding controller of the generator agent
be activated.

+e agents that describe the information-physical net-
work interaction and the system model (Figure 2). +e
generator participating in stability control of the physical
power grid and frequency adjustment without difference is

the leading generator, which is realized by the information
network through selective control; the power regulation of
other generators in the same zone is controlled by the in-
formation network to proportionally change with the power
of the leading generator to assist in frequency regulation of
the leading generator.

+e synchronous generators play a leading role in the
physical power grid, and thus the stability of the power grid
is largely a problem of keeping the interconnected gener-
ators synchronized [19]. A smart grid maintains synchro-
nous generator frequency synchronization and phase-angle
aggregation by using a distributed control framework based
on the multiagent model. According to the requirements of
frequency synchronization, the normalized speed corre-
sponding to the grid frequency is selected and denoted by ω,
and the generator label in the physical grid is i ∈ V, V �

1, 2, . . . , Z{ }, with

ωi(t)⟶ 1(t⟶∞). (7)

To avoid the rapid drop of the node voltage caused by the
phase angle difference of the generator terminal voltage
exceeding a certain range, thus affecting the safe operation of
the unit, the phase angle aggregation requires that generators
i and j satisfy the following:

θi − θj



≤ c, (8)

where c is a predefined threshold, usually 5π/9.

2.3. Smart Grid Control Target Model. +e information
network selection coefficient hi is set as follows:

hi �
1, the i − th agent contains the leading generator,

0, others.
 ,

(9)

+is coefficient is used to determine the selective control
behaviour of the information network with respect to the
physical network and ensure timely control of the main
generator agent contained in each partition.

If there is a controller that connects the physical power
grid with the information network, then the oscillating
equation between motors can be obtained under the con-
stant voltage condition [29]:

Mi _ωi � − Diωi + Pm,i − |Ei|
2
Gii

− 
Z

j�1,j≠ i

Pij sin θi − θj + φij  + hiui.
(10)

+e transient stability problem of a smart grid is de-
scribed as the control task of multiagent swarm concen-
tration with consistent speed, and then the second-order
dynamics model of multiagents is used to describe each
agent as follows [30]:

_θi � ωi,

Di _ωi � − Mi €ωi − lijωi + hi _ui.

⎧⎨

⎩ (11)
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+e controller signal is defined as ui � PL,i for agent
i � 1, ..., F, which corresponds to the agent containing
the main generator. Since only one main generator is se-
lected for each partition, Falso represents the number of
physical power grid zones. h � diag[h1, ..., hi, hi+1...hZ].
Generally, hi � 1 is set for i≤F; otherwise, hi � 1 corre-
sponds to other agents in the partition that assist in the
adjustment, Vmf � F + i, ..., Z{ }. +e auxiliary regulated
power of the corresponding generator is PF+i � aF+i · PL,i,
where a is a proportional coefficient that varies with
the power of the leading generator and lij is an element of the
physical relation matrix L, which is represented as

lij �


Z

j�1,j≠iPij cos θi − θj + φij , i � j.

− Pij cos θi − θj + φij , i≠ j.

⎧⎪⎨

⎪⎩
(12)

In this case, a new control quantity ui is introduced to
define the controller signal ui as

_ui � ui + lijωi − Bi _ωi, (13)

where Bi ≥ (100∗Di) is an element in information relation
matrix B.

3. Distributed Area Optimal Control for the
Transient Stability of a Smart Grid

3.1. Smart Grid Area Division. +e main properties of each
agent in the smart grid are described by the physical
quantities of the generators in the physical grid. Let the state
information carried by agent i at time t � k be

xi(k) � θ(k),

vi(k) � ωi(k).
 (14)

When the time step is t � k, θi(k) and ωi(k) are the rotor
angle and speed of the i-th generator, respectively, which are
physical quantities directly obtained from the PMU. Si(k) �

[xi(k), v(k)]T describes the status information carried by
individuals, where xi(k) and vi(k) correspond to the posi-
tion and speed of the individual at time step t � k. If the
distance between two individuals is less than the threshold r,
then they are considered as being in each other’s neigh-
bourhood. +e neighbourhood set for the i-th individual is
defined as follows:
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Figure 2: Model of the IEEE 39-bus cyber-physical smart grid with agents.
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Ni(k) � j ∈ V xi(k) − xj(k)
�����

�����

 < r . (15)

According to the similarity of the individual dynamic
state quantities, the region is divided; forj ∈ Ni(k), the re-
lationship between individuals i and j in the same group
meets the following requirement:

Si(k) − Sj(k)< Sth(k), (16)

whereSth(k) is the set threshold value.
+e following dynamic model is used:

xi(k + 1) � xi(k) + Δtvi(k). (17)

+e physical dynamic quantity of the agent has been
transformed into the individual state quantity in the in-
formation space, and multiple groups containing different
individuals are simultaneously obtained, which are com-
posed of agents with close physical coupling in the actual
smart grid corresponding to the partition.

3.2. SmartGridDistributedController. According to formula
(13), letting Mi � Di + Bi, the second-order system of the set
containing the leading generator agent is determined as

_θi � ωi,

Mi _ωi � ui.

⎧⎨

⎩ (18)

To achieve transient stability of the smart grid, the
distributed control signal applied to the agent (label
i � 1, 2, · · · , F) with the leading generator in each partition is
as follows:

ui � − ∇V θij  − lijωi − c ωi − ω∗( . (19)

where c is a constant representing the coefficient of the
feedback term;ω is the expected normalized speed value.lij is
an element in the velocity matching matrix L, and the first
term is the V(θij) gradient, where the potential function
V(θij) is defined as follows:

V θij  �
1
2



F

i�1


F

j�1,j≠ i

χ θi − θj . (20)

+e above functions ensure that the rotor angle differ-
ence between agents is bounded.

3.3. Analysis of the Distributed Control Stability of
a Smart Grid

Theorem 1. Consider a second-order system with expected
values of the guidance feedback terms in kinetic equations (18)
and (19). Suppose that the initial velocity does not match the
expected value and that the initial energy H0 is finite; under
the action of control protocol equation (19), all agents as-
ymptotically and uniformly converge to the corresponding
reference speed, corresponding to the expected speed of the
generator of ω∗, and the group behaviour is consistent with
global stability.

Proof. Let θi � θi − θ∗ and ωi � ωi − ω∗ represent the dif-
ferences between the physical quantities of the agent and the
expected values, respectively, then:

_θi � ωi,

Mi
_ωi � ui.

⎧⎨

⎩ (21)

According to equations (18), (19), and (21), the control
function can be obtained as follows:

ui � − ∇V θij  − lijωi − cωi. (22)

+e Lyapunov function is defined as the total energy of
the system, that is, the sum of the total potential energy
between agents and the relative potential energy and kinetic
energy between the physical quantities of the agents and the
expected reference quantities:

H θi, ωi  �
1
2



F

i�1
V θij  +

1
2



F

i�1
ωi

T
Mi ωi. (23)

Since the potential function V(θij) is symmetric with
respect to θij(i, j � 1, ..., F),

zV θij 

zθij
�

zV θij 

zθi

� −
zV θij 

zθj

. (24)

+e derivative of equation (23) can be obtained:

_H �
1
2



F

i�1

zV θij 

zθi

+ 
F

i�1
ωi

T
Mi

_ωi � 
F

i�1
ωi

T∇V θij  + 
F

i�1
ωi

T
ui.

(25)

Equation (22) can be substituted into equation (25) to
obtain

_H � 

F

l�1
ωT

i ∇V θij  − 

F

i�1
ωT

i ∇V θij  − 

F

i�1
ωT

i
lij ωi − 

F

i�1
ωT

i cωi

� − 
F

i�1
ωT

i
lij ωi − 

F

i�1
ωT

i cωi � − 
F

i�1
ωT

i
lij + c  ωi

� − ωT
[(L + cI)]ω.

(26)

Since L is a semipositive definite Laplace matrix and
c> 0, L + cI is a positive definite matrix, and thus, ωT[(L +

cI)]ω> 0 and _H< 0. +erefore, the agents asymptotically
stably converge to their expected reference values under
control input (19). □

4. Simulation Example

In this paper, the IEEE 39 node smart grid model is
analysed as an example, which includes 19 loads and 46
lines, which are simulated by the MATLAB/Simulink
platform. According to the classification of a short-cir-
cuit fault, centralized control after a fault and swarm
control after a fault, the examples are divided into four
scenarios.
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Scenario 1. Suppose at t � 0 s, a three-phase short-circuit fault
occurs on disturbed line 21–22 of the power grid. Disconnect
the fault line and set hi � 0 for i ∈ V, V � 1, 2, · · · , Z{ }, that is,
the controller connecting the information and physical net-
works is not activated and the information network traffic and
calculation amount are minimal.+e relationships between the
speeds of each generator and the rotor angles are given in
Figure 3. +e system operation is obviously unstable, the rotor
angle has an increasing difference trend, and the power net-
work has a serious fault.

Scenario 2. Under centralized control, each node of the
power grid needs to transmit information to the dispatching
centre. After centralized processing, a large number of
PMUs and communication lines are needed to ensure in-
formation collection and transmission. In the period before
centralized control after fault removal, it is necessary to
collect the state information of the whole power grid, as-
suming that the data can be collected and processed within
the preset critical time after fault treatment under ideal
conditions. When t � 0.15 s, set hi � 0 for i ∈ V,

V � 1, 2, · · · , Z{ }, so that all generator nodes are controlled
by no difference regulation. Under ideal con-
ditions(Figure 4), the rotor angles and speeds of the gen-
erators change with time and the system achieves a stable
state in a short time. However, the system is in the state of
maximum information transmission and processing. +e
control equipment of each generator node frequently uses
external energy devices to adjust the power of the corre-
sponding nodes. +e overall energy consumption of the
whole regulation process is large, and the network topology
and performance of the related equipment are not fully
utilized.

Scenario 3. +e flocking control method leads to a stable
performance (Figure 5). Distributed flocking control can
reduce the equipment cost and improve the centralized
control of information processing, the energy consumption,
and the critical stability range in the 5 s of the observation
period, but the fluctuation range is larger. +e smart grid
after using each agent to facilitate control tends to be stable
for a long time.
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Figure 3: Relative rotor angles and rotor speeds of generators after the fault.
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Figure 4: Relative rotor angles and rotor speeds of generators under centralized control after the fault.
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Figure 5: Continued.
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Scenario 4. +e distributed optimal control method in this
paper is used to control the performance (Figure 6). +e
smart grid partition identification scheme should be enabled
within the preset critical time point after fault treatment to
avoid more damage and improve the ability of the smart grid
to restore transient stability. +e distributed optimal control
is applied to the agents containing the main generators, that
is, setting hi � 1 for i � 1, ..., F.

First, determine the smart grid partition based on the
similarity of the intelligent agent dynamic characteristics;
that is, the smart grid agent quantity changes corresponding
to the movement trend of individuals in the information
space. Next, obtain the state information of individual
trajectories, described as individual motion curves in a two-
dimensional space. From the trend of separation of indi-
viduals in the information space, that is, the change of the
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Figure 5: Relative rotor angles and rotor speeds of generators under flocking control after the fault.
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Figure 6: Relative rotor angles and rotor speeds of generators under distributed optimal control after the fault.
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physical quantities of each agent after the failure, it can be
found which individuals are obviously far from other in-
dividuals and which movement trends are the closest. +e
following partitions can be obtained from the partitioning
scheme of dynamic recognition of each agent: G1{ },
G2 G3 G8 G9 G10{ }, and G4 G5 G6 G7{ }.

Second, on the basis of information network reliability
optimization combined with the actual active power output
for each agent and sensitivity weight arrangement of the
node data, reasonable leading generators G1, G7, and G9 are
selected for each partition, and distributed optimal control is
applied to the intelligent agent with the leading generator to
achieve the goal of system transient stability.

Within the critical time after the fault is cut off, partition
identification and leading generator selection are completed. At
t � 0.15 s, the distributed control scheme combining the in-
formation and physical networks is applied to the smart grid.
+e state quantities of each agent change with time (Figure 6).
+e control objective is achieved for each agent in each par-
tition, and the corresponding physical quantity converges to a
certain value according to the partition. Since external energy
injection could impact actual operation and lead to certain
fluctuations, we quickly recover to the stable operation of the
steady-state power system.+e generator speeds are stable and
gradually converge, and the rotor angles satisfy the require-
ments of the constraint and stable state. Under the conditions
of information use and smaller external energy injection, the
good effect of a shorter stable system recovery time, a smaller
physical quantity fluctuation range, and an increased stability
margin of the system are achieved.

Under the action of centralized control method, the
system can resume stable operation in a short time, but the
disadvantage is that the system is in the state of maximum
information transmission and processing and the overall
energy consumption is large. Compared with centralized
control, distributed swarm control improves the disadvan-
tages of large amount of information processing and energy
consumption, but the time of system stability is prolonged.
+e distributed optimal control method proposed in this
paper can quickly restore the stability of the system, reduce
the energy consumption, and improve the stability margin of
the smart grid.

5. Conclusions

In this paper on transient stability control of the smart grid
model, the distributedmultiagent control method adopted in the
power gridmodel after reliability optimization of the information
network is described. In the distributed control framework, the
dynamic similarity of the physical parameters of the generators is
used to form each zone, and external energy storage is used to
adjust the agents in each zone. +e leading generator realizes no
difference adjustment, and other generators in the same zone
adjust their power proportional to the adjusted power of the
leading generator to achieve asymptotic stability of each zone.
+e simulation results in this paper verify the effectiveness of the
proposed control scheme, which finally achieves transient sta-
bility and control of the smart grid model, and it has fast and
stable performance compared with swarm control. +e idea

presented in this paper has a certain reference value for im-
proving the transient stability of smart grids in practical projects.
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To provide cooperative control under complex working conditions of a filling multimotor system, this paper proposes a relative
coupling control strategy with a switching system structure. Firstly, a multistation transmission system composed of a filling
motor and a transfer motor is designed according to different filling processes. Secondly, a stable sliding-mode surface common to
the multimotor system is selected, and an equivalent sliding-mode controller corresponding to each motor is designed. *irdly,
public Lyapunov stability theory is used to prove that the switched system can move from any initial state to the common sliding
surface of the system, thereby ensuring the asymptotic stability of the entire system. Simulation results show that this method has a
more significant control effect on the system error of each motor in comparison with the traditional relative coupling
control structure.

1. Introduction

As a major technical problem in filling production, multi-
machine collaborative control is widely explored by re-
searchers in the food packaging industry [1, 2]. Multimotor
synchronous control is an important part of multimachine
collaborative control technology for filling production. A
long period of research produced numerous results [3, 4].
However, two main problems remain in the filling process of
thick sauces and sticky foods. First, the system starts and
stops frequently during the filling operation. Second, when
the filling operation is completed, the filling motor exhibits
an abrupt load torque. In view of the two problems, this
study focuses on how to realize the multimotor synchronous
control of the filling system under complex working
conditions.

In terms of synchronous topology, parallel synchronous
control and master-slave synchronous control are non-
coupling structures [5]. *e motors lack connection, and the
synchronization performance is easily affected by external
disturbances and load torque changes. *ence, Zhang et al.
[6] proposed a virtual total axis control structure based on an

equivalent load observer, therefore addressing the difficult
synchronization between the multiaxis system of the
printing press when the load disturbance is large. However,
they did not consider the coordination between multiple
variables. For high-speed EMU, Yang et al. [7] established a
multiadaptive neural fuzzy inference system (ANFIS) model
and designed a predictive controller to achieve the EMU
operational control. Zhao and Zhang [8] first proposed the
relative coupling control structure, but adding a speed
feedback module would complicate its structure as the
number of motors increased. *us, to solve these problems,
Shi et al. [9] improved the relative coupling control strategy
by introducing an additional speed controller and simplified
the system structure. Sun et al. [10] adopted a fuzzy SMC
based on ring-coupling synchronous control structure to
enhance the reliability and control accuracy of the multi-
motor drive system. Zhang et al. [11] proposed a switching
structure control method based on state switching and
designed a nonlinear SMC to achieve synchronous control of
the printing press multiaxis system in the case of time delay.
Li et al. [12] proposed a second-order adaptive SMCmethod
based on average relative coupling. *e adaptive law
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overcame the effects of bounded external disturbances and
parameter perturbations on the system, thus improving
robustness. Huang et al. [13] proposed an external coercion
mechanism to analyze the problem of extensive cooperation.
By modeling the agent on a simple conventional network, it
proved that the mechanism has a significant promotion
effect on cooperation.

In terms of synchronous control algorithms, researchers
are prone to enhancing control accuracy by improving the
algorithm [14]. Li et al. [15] introduced the adaptive sliding-
mode algorithm to the ring-coupling control strategy and
solved the poor synchronization performance of multiple
motors in the case of uncertain perturbation of system
parameters. Xia et al. [16] used a two-degree-of-freedom PI
velocity controller and improved the effect of noise and time
delay on synchronization performance by using Kalman
filtering. He et al. [17] used a sliding-mode controller to
achieve multiaxis servo cooperative control under variable
proportional conditions. Yang et al. [18] studied the event-
triggered consensus (ETC) problem based on multiagent
systems with linear dynamics and implemented multiagent
consistency control by using the ETC controller. Zhang et al.
[19] solved the problem of distributed robust cooperative
control of multimotor systems with unknown compound
disturbances, and they further proposed a distributed robust
cooperative control algorithm based on a disturbance ob-
server. Xia et al. [20] combined a cross-coupling structure
with a sliding-mode control algorithm and used an expo-
nential approach law and a saturation function to propose a
synchronous control strategy. Wang et al. [21] proposed an
adaptive and robust H∞ control strategy using the com-
bination of a robust tracking controller and a distributed
synchronous controller which implemented load tracking
and synchronous control of a multiservo system. Liu et al.
[22] added a mismatched relay node to the complex motor
network to reduce the coupling threshold for synchroni-
zation of the entire complex motor network and thus im-
prove the synchronization performance of the entire
network. Acknowledging that the status information of
adjacent objects cannot be obtained between agents, Wu
et al. [23] solved the problem of positive edge consistency in
undirected networks, proposed an iterative linear LMI al-
gorithm, and obtained the feedback matrix and the observer
matrix. *rough the output feedback protocol, Su et al. [24]
studied the positive edge consistency of undirected and
directed networks. Wang et al. [25] considered the input
saturation problem of multiagent systems and adopted low-
parameter, high-gain feedback techniques and high-gain
observer methods to achieve consistent and robust control of
multiagents. Wu and Su [26] studied the edge consistency
problem of undirected network systems with positive
constraints and input saturation. In contrast to the general
conclusion of input saturation, the author improved the
system consistency to a global level.

To sum up, the scholars performed substantial research
on multimotor synchronous control [27, 28]. However, the
results in switching synchronous control are rare, especially
for the study of motor load torque abrupt change which has
always been the least of concern.*erefore, the current work

explored the complex working conditions of the filling
motor appearing in the filling multiservo motor system
during the stop-start time when the load torque changes
abruptly. It appropriately improves the filling motor model
in accordance with actual production and proposes a relative
coupling control strategy of multimotor with switching
system structure. It then designs an equivalent SMC which
can solve the poor coordination performance of multi-
machine in complex production conditions effectively
during filling production and thus ensure the smooth op-
eration of the system. *e main research work of this paper
can be summarized as following two points, consequently:

(1) *is work proposes a multimotor system with a
switching system structure which mainly addresses
the complex working conditions of the filling motor
during the stop-start time and the sudden change of
the motor load torque. *e system is optimized to
make the model consistent with the actual engi-
neering background.

(2) For the switching system structure of the filling
motor, the common Lyapunov function is selected so
that it could be switched at any initial state and reach
the common sliding-mode surface, thereby ensuring
the asymptotic stability of the multimotor system.

*is paper is organized as follows: according to the
structural advantages of the switching system, an improved
relative coupling control strategy based on the filling mul-
timotor system is designed in Section 2. *e equivalent
sliding-mode controller is designed to ensure single-axis
error convergence and the multimotor system Lyapunov
function is selected to ensure the progressive stability of the
system in Section 3. Comparative simulations and analysis
are illustrated in Section 4. Finally, this paper’s conclusion is
given in Section 5.

2. Multimotor Cooperative Control Structure
Based on Improved Relative Coupling

In this section, a sliding-mode control method with a
switching system structure for the filling multimotor system
is designed. In the traditional control method generally, the
processing of the sudden load of the motor is usually
conservative. *e control structure proposed in this section
can improve the filling motor model to overcome the impact
of the sudden change in load torque at the stop-start time,
thereby tracking and controlling motor speed synchro-
nously. *e main advantage of designing the switching
system is to solve a special working condition that occurs in
the actual filling process; that is, the load torque of the filling
motor jumped at the moment when the filling multimotor
system is stopped-started, resulting in a large synchroni-
zation error in the system. When the switching system is
designed, the filling motor can achieve smooth switching
under complex working conditions when the load torque
changes suddenly. At the same time, because the multimotor
system selects the common Lyapunov function, it can ensure
that the system reaches the common sliding-mode surface. It
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is gradually stabilized, so as to effectively overcome the
impact of sudden change of load torque on the synchro-
nization performance. *e designed relative coupling con-
trol diagram of the n-improved motors is shown in Figure 1:

Because of the different functions of each station in the
filling operation, the multimotor system is composed of a
filling motor and a conveying motor. In Figure 1, consid-
ering that the system contains n motors and motor 1 was the
filling motor, other motors were taken as the transfer mo-
tors. *e model of motor 1 is designed to switch the system
structure. During the filling operation, the filling motor is
stationary and stopped. Upon completion of the filling
operation, the filling system needs to transport the filled
finished product to the next station. Hence, the load torque
of motor 1 is abruptly changed at the moment of stop-start,
that is, changing from no-load to the increased load torque
of the filling material which causes the filling motor to switch
from subsystem 1 to subsystem 2. However, for the trans-
mission motor system, the load torque does not change
abruptly. *us, a standard motor model can be used.

For the filling production transmission system, this
study takes the permanent magnet synchronous motor as
the research object. In the ideal permanent magnet syn-
chronous model [29], the vector control strategy of id � 0 is
adopted to obtain the state equation of the j motor in the
multimotor system [30]:

dθj

dt
� ωj,

dωj

dt
� −

RΩj

Jj

ωj +
3
2

·
n2

pjψfj

Jj

iqj −
TLjnpj

Jj

,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

where θj is the rotor position; ωj is the rotor electrical
angular velocity; TLj is the load torque; RΩj is the rotational
resistance coefficient of motor; Jj is the moment of inertia;
npj is the number of pole pairs of motor; ψfj is the rotor flux;
and idj and iqj are the d-axis and q-axis components of the
stator current.

Let (RΩj/Jj) � aj, (3/2) · (n2
pjψfj/Jj) � bj, (TLjnpj/Jj) �

pj, and formula (1) can be expressed as follows:
_ωj � −ajωj + bjuj − pj, j � 1, k, k � 2, . . . , n, (2)

where uj � iqj is the controller to be designed.
A filling motor model is established. Motor 1 is used as

the filling motor. Because its load torque TL1 is abrupt, the
state equation of motor 1 with switching system structure is
designed, mainly including two subsystems under different
states of stop and start. From formula (2), we can obtain the
following:

f1 ω11, t(  � _ω11 � −a1ω11 + b1u1,

f2 ω12, t(  � _ω12 � −a1ω12 + b1u1 − p1,
 (3)

where f1(ω11, t) and ω11 are the subsystems and speeds
when motor 1 is stopped, and the filling motor is no-load at
this time; f2(ω12, t) and ω12 are the subsystems and speeds
when motor 1 is started. Define the state variables as

x11 � ω11, x12 � ω12, and rewrite formula (3) as matrix form
as follows:

f1 x11, t( 

f2 x12, t( 
  �

_x11

_x12
  � −a1

x11

x12
  + b1

u1

u1
  − p1

0

1
 .

(4)

A transfer motor model is built, and the motors in
formula (2) excluding motor 1 are redefined as

_ωk � −akωk + bkuk − pk, k � 2, . . . , n, (5)

where ωk is the speed of the transfer motor in the multi-
motor system.

For a system consisting of a filling motor and a transfer
motor, the tracking error of each motors is defined as follows:

e
∗
j � ω∗j − ωj, j � 1, k, k � 2, . . . , n, (6)

where ω∗j and ωj are the given speed value and actual output
speed of the jth motor of the system, respectively.

Define the synchronization error between the motors as
follows:

τji � ωj − ωi, j � 1, k, k � 2, . . . , n.i � 1, 2, . . . , n, i≠ j,

(7)

where τji indicates the synchronization error between the
jth motor and the ith motor.

In the relative coupling control strategy, the speed
compensator is often used for feedback adjustment for the
synchronization error. To eliminate the influence of different
motor rotational inertia on the synchronization perfor-
mance, the speed compensator module used a fixed gain
compensator. *e synchronization error compensation
signal is as follows [31]:

Δωj � 
n

i�1
λjiτji, j � 1, k, k � 2, . . . , n.i � 1, 2, . . . , n, i≠ j,

(8)

where λji is the ratio of the rotational inertia between ad-
jacent motors. Its specific expression is

λji �
Jj

Ji

. (9)

3. Sliding-Mode Controller Design and
Stability Analysis

3.1. Sliding-Mode Controller Design. *is section designs a
controller for a multimotor system to ensure that each axis
has a better tracking and synchronization control effect. *e
equivalent sliding-mode controller is designed as follows
[32]:

uj �
1 + 

n
i�1 λji ajωj + _ω∗j + 

n
i�1 λji _ωi

1 + 
n
i�1 λji bj

+
Kj

bj

sgn sj , j � 1, k, k � 2, . . . , n, i � 1, 2, . . . , n, i≠ j,

(10)
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where Kj is the sliding-mode coefficient to be designed and
sj is the sliding surface to be designed.

Define the single-axis error of the multimotor syn-
chronous system, and from formulas (6) and (8), we can
obtain the following [17]:

ej � ej
∗

− Δωj � ωj
∗

− ωj − Δωj, j � 1, k, k � 2, . . . , n.

(11)

After the derivation of formula (11), we get

_ej � _ωj
∗

− _ωj − 

n

i�1
λji _ωj − _ωi 

� − 1 + 
n

i�1
λji

⎛⎝ ⎞⎠ _ωj + _ωj
∗

+ 
n

i�1
λji _ωi.

(12)

Define the sliding surface as follows:

sj � cjej, j � 1, k.k � 2, . . . , n. (13)

Design the sliding-mode parameter cj > 0, and calculate
the derivation of formula (13) as follows:

_sj � cj _ej � cj − 1 + 
n

i�1
λji

⎛⎝ ⎞⎠ _ωj + _ω∗j + 
n

i�1
λji _ωi

⎡⎢⎢⎣ ⎤⎥⎥⎦. (14)

Let _sj � 0, and the equivalent control term ujeq is as
follows:

ujeq �
1 + 

n
i�1 λji ajωj + _ωj

∗ + 
n
i�1 λji _ωi

1 + 
n
i�1 λji bj

. (15)

Define the switching control term as follows:

ujsw �
1
bj

Kjsgn sj . (16)

*us, the sliding-mode control law of formula (10)
consists of equivalent and switching control terms as follows:

uj � ujeq + ujsw. (17)

3.2. Stability Analysis. *e multimotor system Lyapunov
function is selected, and this function can also be used as the
public Lyapunov function of the switching system. Finally,
results prove that the switching system can go from any
initial state to the public sliding surface, thus ensuring the
asymptotic stability of the entire system.

*e stability of the transfer motor system is analyzed,
and the Lyapunov function is selected:

Vk �
1
2
s
2
k, k � 2, . . . , n. (18)
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Figure 1: *e designed relative coupling control diagram of the n-improved motors.
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After the derivation of formula (18), we get

_Vk � sk _sk � sk · ck − 1 + 
n

i�1
λki

⎛⎝ ⎞⎠ −akωk + bkuk − pk( ⎡⎢⎢⎣

+ _ω∗k + 
n

i�1
λki _ωi

⎤⎦.

(19)

Substituting formula (10) into (19) and reducing it re-
sults in

_Vk � −skLk Kk sgn sk(  − pk( 

� −LkKk sk


 + Lkpksk

≤ − Lk Kk − pk(  sk


,

(20)

where

Lk � ck 1 + 
n

i�1
λki

⎛⎝ ⎞⎠> 0. (21)

Design a proper sliding-mode coefficient Kk >pk + ηk.
ηj is an arbitrarily small normal number which obtains

_Vk < − Lkηk sk


. (22)

*e sliding-mode principle [33] shows that the occur-
rence of the sliding-mode motion will cause sk⟶ 0 in
limited time. According to formula (13), the single-axis error
of each transfer motor ek⟶ 0 can be acquired.

*e stability of the filling motor system is analyzed to
select the common sliding-mode surface s1 and the common
Lyapunov function V1 of the switching system:

V1 �
1
2
s
2
1. (23)

For the switching subsystem f1(x11, t), derive formula
(23) which gives

_V1 � s1 _s1

� s1 · c1 − 1 + 
n

i�2
λ1i

⎛⎝ ⎞⎠ −a1ω11 + b1u1(  + _ω1
∗

+ 
n

i�2
λ1i _ωi

⎡⎢⎢⎣ ⎤⎥⎥⎦.

(24)

Substituting formula (10) into (24) and reducing it re-
sults in

_V1 � −s1L1K1sgn s1(  � −L1K1 s1


, (25)

where

L1 � c1 1 + 
n

i�2
λ1i

⎛⎝ ⎞⎠> 0. (26)

Design a proper sliding-mode coefficientK1 > η1; η1 is an
arbitrarily small normal number which obtains the
following:

_V1 < −L1η1 s1


. (27)

*at is, the uniaxial error e1 of the switching subsystem
f1(x11, t) gradually converges to 0.

For the switching subsystem f2(x12, t), just design the
appropriate sliding-mode coefficient K1 >p1 + η1 that can
obtain formula (27) in the same way; that is, the uniaxial
error e1 of the switching subsystem f2(x12, t) gradually
converges to 0. *e common Lyapunov function shows that
_V1 exists regardless of the subsystem activated. *us, the
sliding-mode function s1 ≠ 0 is attenuated. To sum up, when
t⟶∞, ej⟶ 0, j � 1, k k � 2, . . . , n.

*e convergence of tracking error and synchronization
error is to be proved as follows [34].

From simultaneous formulas (6), (8), and (11), the
following can be obtained:

ej � 1 + 
n

i�1
λji

⎛⎝ ⎞⎠ej
∗

− 
n

i�1
λjiei
∗
. (28)

Rewrite formula (28) as matrix form:

e1

⋮

ej

⋮

en

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

1 + 
n

i�1
λ1i · · · −λ1i · · · −λ1n

⋮ ⋱ ⋮

−λj1 1 + 
n

i�1
λji −λjn

⋮ ⋱ ⋮

−λn1 · · · −λni · · · 1 + 
n

i�1
λni

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

e∗1

⋮

e∗j

⋮

e∗n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(29)

Define the matrix of coefficient Gn×n as

Gn×n �

1 + 
n

i�1
λ1i · · · −λ1i · · · −λ1n

⋮ ⋱ ⋮

−λj1 1 + 
n

i�1
λji −λjn

⋮ ⋱ ⋮

−λn1 · · · −λni · · · 1 + 
n

i�1
λni

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (30)

*e coefficient matrix Gn×n is a nonsingular matrix.
Because ej⟶ 0 has been proven above,

e∗1 · · · ej
∗ · · · en

∗
 

T
can be obtained with only unique zero

solution. *erefore, the tracking error of each axis can be
converged to 0, and the synchronous compensation signal
Δωj also converges to 0.

*e proof is completed.

4. Simulation and Experimental
Results Analysis

To verify the theoretical research and control method in this
paper, this section uses Matlab/Simulink to perform a
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simulation analysis of the system and thus verify the research
of multimotor cooperative control under complex working
conditions of filling production. At the same time, to
highlight the advantages of the improved control structure,
this section also adds a comparative experiment simulation.
Under the traditional control structure, the PI controller is
used to adjust the system error, and the sudden load torque
is also applied to the filling motor. For the stop-start process
during the filling system operation, the speed given curve of
the designed multimotor system is as follows:

ω∗ �
0, 0≤ t≤ 0.1,

300, 0.1< t≤ 0.2.
 (31)

*e physical parameter setting of each motor used in
Matlab/Simulink is shown in Table 1:

*e entire experimental simulation duration is set to
0.2 s. For the experimental simulation of the improved
control structure, designed motor 1 is switched in 0.1 s, and
the load torque of the given subsystem f2(x12, t) is 1N · m.
For the experimental simulation of the traditional control
structure, a load torque 1N · m is suddenly applied to motor
1 at 0.1 s. To simulate the process of conveying the empty
bottle to the filling station by the transfer motor, the load
torque of given motor 2 is 0.1N · m. To simulate the process
of conveying the finished product to the next station by
transfer the motor, the load torque of the given motor 3 is

1N · m. In the controller, the sliding-mode coefficient is
K1 � K2 � K3 � 10000, and the sliding surface parameter is
c1 � c2 � c3 � 1000. Figure 2 is the comparison simulation
diagrams of the speed following curves of each motors.

Figure 2 is the speed following curve diagrams of each
motor. Among them, (a) and (b) show the running trajectory
of each motor speed under the improved and traditional
relative coupling control strategy, respectively. *e designed
system speed-given curve simulates the stop-start process of
filling production, and 0.1 s is the speed jump time. Analysis
and simulation results show that, in comparison with the
traditional control structure, the speed of motor 1 with the
switching system structure runs more stably at the initial
stage and the switching time. In addition, the rising curve is
smoother, and the speeds of motors 2 and 3 can also be better
tracked with the fixed value of the load torque, especially
because the controller adjustment time only needs about
0.01 s at the time of switching, with no obvious overshoot of
the speed.

(a), (b), and (c) in Figure 3 are the simulation com-
parison diagrams of the rotational speed-tracking errors of
motors 1, 2, and 3, respectively. Among them, the red dashed
line and the blue solid line, respectively, represent the
tracking error under the traditional and the improved
control strategy, and a supplementary explanation is made to
Figure 2. Analysis and simulation results show that, Figure 3

Table 1: *e physical parameter setting of each motor.

Parameter Motor 1 Motor 2 Motor 3
RΩ(N · m · s) 4.831 × 10− 5 4.846 × 10− 5 4.827 × 10− 5

ψf(Wb) 0.175 0.173 0.178
np 2 2 2
J(kg · m2) 8.5 × 10− 4 8.47 × 10− 4 8.51 × 10− 4
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Figure 2: Comparative simulation results of the speed follow of each motor.
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shows the situation of each motor tracking a given value
more intuitively. At the same time, each motor in the im-
proved control structure can achieve rapid convergence of
the tracking error within 0.01 s, especially at the stop-start
time of 0.1 s, when the impact of load torque mutation has
good robustness. However, in the initial stage within
0 ∼ 0.1 s, the tracking error jitter of motor 3 is larger than
that of other motors, which is mainly caused by the larger
load torque than that of other motors. At the moment of
stop-start, the set value of the speed of each motor suddenly
jumps from 0 rad · min− 1 to 300 rad · min− 1, and the actual
motor speed value cannot jump, so a large tracking error
(about 80 rad · min− 1) will occur in 0.1 s. On the other hand,
it also confirmed the authenticity and rationality of the
simulation.

(a), (b), and (c) in Figure 4 are the simulation com-
parison diagrams of the synchronous errors between motors

1 and 2, between motors 1 and 3 and between motors 2 and
3, respectively. Among them, the red dashed line and the
blue solid line represent the synchronous error under the
traditional and the improved control strategy, respectively.
In terms of error suppression time, the synchronous error
among the motors in the improved control structure can be
quickly converged within 0.01 s. However, in the traditional
control structure, the error will not converge until about
0.15 s. In terms of error suppression effect, the improved
method proposed in this paper can make the error jitter
suppression is more significant and change amplitude is
smaller. Among them, motors 1 and 2 have a smaller initial
synchronous error in 0 ∼ 0.1 s, and it also includes the case
where the error curve between the motors is significantly
different at the switching time of 0.1 s. *is result is mainly
caused by the large difference in load torque of each motor,
and it is real and reasonable.
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Figure 3: Comparative simulation results of tracking errors of each motor.
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5. Conclusions

To realize the follow-up control and synchronous control of
the filling multimotor system under complex working
conditions, the relative coupling control strategy including
the switching system structure is firstly established. Sec-
ondly, the common sliding-mode surface is selected based
on the filling motor, and the equivalent sliding-mode
controller is designed. *irdly, by selecting the common
Lyapunov function, the switching system can reach the
common sliding-mode surface in any initial state. Hence, the
entire system reaches an asymptotic stable state. By adopting
the proposed method, the adverse effects of sudden changes
in load torque can be effectively weakened. As such, the
system has better dynamic and static characteristics and is
particularly robust to torque parameter jumps that occur
during the switching process. Simulation results verify the

effectiveness of this method for multimotor collaborative
control of filling.

Data Availability

*emodel data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

*e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

*e study was supported by the National Key R&D Program
of China (no. 2018YFD0400705).

0.05 0.10 0.15 0.200.00
Time (s)

New_SMC
PI

τ 1
2 (

r·m
in

–1
)

–12

–8

–4

0

4

8

12

0.00 0.01 0.02 0.03 0.04 0.05
–0.10

–0.05

0.00

0.05

0.10

–12

–6

0

6

12

0.10 0.11 0.12 0.13 0.14 0.15

(a)

0.05 0.10 0.15 0.200.00
Time (s)

New_SMC
PI

τ 1
3 (

r·m
in

–1
)

–12

–8

–4

0

4

8

12

0.00 0.01 0.02 0.03 0.04 0.05
–12

–6

0

6

12

0.10 0.11 0.12 0.13 0.14 0.15
–2

–1

0

1

2

(b)

0.05 0.10 0.15 0.200.00
Time (s)

New_SMC
PI

τ 2
3 (

r·m
in

–1
)

–12

–8

–4

0

4

8

12

–12

–6

0

6

12

0.00 0.01 0.02 0.03 0.04 0.05 0.10 0.11 0.12 0.13 0.14 0.15
–2

–1

0

1

2

(c)

Figure 4: Comparative simulation results of synchronization errors of each motor.

8 Mathematical Problems in Engineering



References

[1] H. Yan, Y. Tian, H. Li, H. Zhang, and Z. Li, “Input–output
finite-time mean square stabilisation of nonlinear semi-
Markovian jump systems,” Automatica, vol. 104, pp. 82–89,
2019.

[2] H. Su, Y. Ye, Y. Qiu, Y. Cao, and M. Z. Q. Chen, “Semi-global
output consensus for discrete-time switching networked
systems subject to input saturation and external distur-
bances,” IEEE Transactions on Cybernetics, vol. 49, no. 11,
pp. 3934–3945, 2019.

[3] H. Su, J. Zhang, and X. Chen, “A stochastic sampling
mechanism for time-varying formation of multi-agent sys-
tems with multiple leaders and communication delays,” IEEE
Transactions on Neural Networks and Learning Systems,
vol. 30, no. 12, pp. 3699–3707, 2019.

[4] S. Mao, H. Wu, M. Lu, and C.-W. Cheng, “Multiple 3D
marker localization and tracking system in image-guided
radiotherapy,” International Journal of Robotics and Auto-
mation, vol. 32, no. 5, pp. 517–523, 2017.

[5] C. Xu, Y. Zhao, B. Qin, and H. Zhang, “Adaptive synchro-
nization of coupled harmonic oscillators under switching
topology,” Journal of the Franklin Institute, vol. 356, no. 2,
pp. 1067–1087, 2019.

[6] C.-F. Zhang, Y.-Y. Xiao, J. He, and M. Yan, “Improvement of
electronic line-shafting control in multi-axis systems,” In-
ternational Journal of Automation and Computing, vol. 15,
no. 4, pp. 474–481, 2018.

[7] H. Yang, Y. Fu, and D. Wang, “Multi-ANFIS model based
synchronous tracking control of high-speed electric multiple
unit,” IEEE Transactions on Fuzzy Systems, vol. 26, no. 3,
pp. 1472–1484, 2018.

[8] W. Zhao and H. Zhang, “Coupling control strategy of force
and displacement for electric differential power steering
system of electric vehicle with motorized wheels,” IEEE
Transactions on Vehicular Technology, vol. 67, no. 9,
pp. 8118–8128, 2018.

[9] T. Shi, H. Liu, Q. Geng, and C. Xia, “An improved relative
coupling control structure for multi-motor speed synchro-
nous driving system,” IET Electric Power Applications, vol. 10,
no. 6, pp. 451–457, 2016.

[10] C. Sun, G. Gong, H. Yang, and F. Wang, “Fuzzy sliding mode
control for synchronization of multiple induction motors
drive,” Transactions of the Institute of Measurement and
Control, vol. 41, no. 11, pp. 3223–3234, 2019.

[11] C. Zhang, H. Wu, B. Liu, J. He, and B. Li, “Hybrid structure
based tracking and consensus for multiple motors,” Mathe-
matical Problems in Engineering, vol. 2014, Article ID 967578,
9 pages, 2014.

[12] L. Li, L. Sun, and S. Zhang, “Mean deviation coupling syn-
chronous control for multiple motors via second-order
adaptive sliding mode control,” ISA Transactions, vol. 62,
pp. 222–235, 2016.

[13] K. Huang, Y. Zhang, Y. Li, C. Yang, and Z. Wang, “Effects of
extenal forcing on evolutionary games in complex networks,”
Choas: An Interdisciplinary Journal of Nonlinear Science,
vol. 28, no. 9, Article ID 093108, 2018.

[14] J. He, X. Chen, S. Mao, C. Zhang, and J. Liu, “Virtual line
shafting-based total-amount coordinated control of multi-
motor traction power,” Journal of Advanced Transportation,
vol. 2020, Article ID 4735397, 9 pages, 2020.

[15] L.-B. Li, L.-L. Sun, S.-Z. Zhang, and Q.-Q. Yang, “Speed
tracking and synchronization of multiple motors using ring

coupling control and adaptive sliding mode control,” ISA
Transactions, vol. 58, pp. 635–649, 2015.

[16] C. Xia, Y. Yan, B. Ji, and T. Shi, “Two-degree-of-freedom
proportional integral speed control of electrical drives with
Kalman-filter-based speed estimation,” IET Electric Power
Applications, vol. 10, no. 1, pp. 18–24, 2016.

[17] J. He, X. Jiang, C. Zhang et al., “Multiaxis servo synergic
control based on sliding mode controller,” Journal of Control
Science and Engineering, vol. 2019, Article ID 9249270,
16 pages, 2019.

[18] D. Yang, W. Ren, X. Liu, and W. Chen, “Decentralized event-
triggered consensus for linear multi-agent systems under
general directed graphs,” Automatica, vol. 69, pp. 242–249,
2016.

[19] C. Zhang, H. Wu, J. He, and C. Xu, “Consensus tracking for
multi-motor system via observer based variable structure
approach,” Journal of the Franklin Institute, vol. 352, no. 8,
pp. 3366–3377, 2015.

[20] C. Xia, L. Li, G. Xin, and T. Shi, “Speed synchronization
control of dual-PMSM system,” Diangong Jishu Xuebao/
Transactions of China Electrotechnical Society, vol. 32, no. 23,
pp. 1–8, 2017.

[21] M. Wang, X. Ren, and Q. Chen, “Robust tracking and dis-
tributed synchronization control of a multi-motor servo-
mechanism with H-infinity performance,” ISA Transactions,
vol. 72, pp. 147–160, 2018.

[22] L. Liu, D. Wei, and B. Zhang, “Synchronization control of
chaos in complex motor networks with small-world topology
based on dynamic relaying,” Jisuan Wuli/Chinese Journal of
Computational Physics, vol. 35, no. 6, pp. 750–756, 2018.

[23] H. Wu, J. Lam, and H. Su, “Global consensus of positive edge
system with sector input nonlinearities,” IEEE Transactions on
Systems, Man, and Cybernetics: Systems, pp. 1–10, 2019.

[24] H. Su, H. Wu, and J. Lam, “Positive edge-consensus for nodal
networks via output feedback,” IEEE Transactions on Auto-
matic Control, vol. 64, no. 3, pp. 1244–1249, 2018.

[25] X. Wang, H. Su, M. Z. Q. Chen, and X. Wang, “Observer-
based robust coordinated control of multiagent systems with
input saturation,” IEEE Transactions on Neural Networks and
Learning Systems, vol. 29, no. 5, pp. 1933–1946, 2018.

[26] H. Wu and H. Su, “Positive edge consensus of networked
systems with input saturation,” ISA Transactions, vol. 96,
pp. 210–217, 2020.

[27] J. He, B. Yang, C. Zhang et al., “Robust consensus braking
algorithm for distributed EMUs with uncertainties,” IET
Control >eory & Applications, vol. 13, no. 17, pp. 2766–2774,
2019.

[28] C. Xu, H. Su, C. Liu, and G. Zhang, “Robust adaptive syn-
chronization of complex network with bounded distur-
bances,” Advances in Difference Equations, vol. 2019, no. 1,
2019.

[29] P. Gao, G. Zhang, H. Ouyang, and L. Mei, “A sliding mode
control with nonlinear fractional order PID sliding surface for
the speed operation of surface-mounted PMSM drives based
on an extended state observer,” Mathematical Problems in
Engineering, vol. 2019, Article ID 7130232, 13 pages, 2019.

[30] J. He, J. Ding, C. Zhang et al., “Research on multi-axis servo
synergic control system based on sliding mode variable
structure,” in Proceedings of the IECON 2019-45th Annual
Conference of the IEEE Industrial Electronics Society,
pp. 6908–6915, Lisbon, Portugal, October 2019.

[31] Y. Xia, K. Xu, Y. Li, G. Xu, and X. Xiang, “Modeling and three-
layer adaptive diving control of a cable-driven underwater
parallel platform,” IEEE Access, vol. 6, pp. 24016–24034, 2018.

Mathematical Problems in Engineering 9



[32] Y. Pan, M. J. Er, T. Sun, B. Xu, and H. Yu, “Adaptive fuzzy PD
control with stable H∞ tracking guarantee,” Neurocomputing,
vol. 237, pp. 71–78, 2016.

[33] V. I. Utkin, Sliding Modes in Control and Optimization,
Springer-Verlag, Berlin, Germany, 1992.

[34] J. He, L. Mi, J. Liu, X. Cheng, Z. Lin, and C. Zhang, “Ring
coupling-based collaborative fault-tolerant control for multi-
robot actuator fault,” International Journal of Robotics and
Automation, vol. 33, no. 6, pp. 672–680, 2018.

10 Mathematical Problems in Engineering



Research Article
An Improved Iterative Method for Solving the Discrete Algebraic
Riccati Equation

Li Wang

School of Mathematics and Computational Science, Hunan University of Science and Technology, Hunan 411201, China

Correspondence should be addressed to Li Wang; wanglileigh@163.com

Received 24 March 2020; Accepted 21 April 2020; Published 20 May 2020

Guest Editor: Hou-Sheng Su

Copyright © 2020 Li Wang. +is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

+e discrete algebraic Riccati equation has wide applications, especially in networked systems and optimal control systems. In this
paper, according to the damped Newton method, two iterative algorithms with a stepsize parameter is proposed to solve the
discrete algebraic Riccati equation, one of which is an extension of Algorithm (4.1) in Dai and Bai (2011). A numerical example
demonstrates the convergence effect of the presented algorithm.

1. Introduction and Preliminaries

+e discrete algebraic Riccati equation plays an impor-
tant part in engineering, such as optimal control systems
[1], modified filtering [2, 3], and networked systems
[4–7]. Consider the following discrete-time linear
system:

x(k + 1) � Ax(k) + Bu(k), (1)

where x(k) ∈ Rn is the state variable, u(k) ∈ Rr is the input
variable, B ∈ Rn×r is the input matrix, and A ∈ Rn×n is the
system matrix and is always invertible [8]. +e optimal state
feedback controller of (1) is

u
∗
(k) � − G + B

T
PB 

− 1
B

T
PAx(k), (2)

which minimizes the quadratic performance index of (1) and
is closely related to the discrete algebraic Riccati equation
(DARE):

P � A
T
PA − A

T
PB G + B

T
PB 

− 1
B

T
PA + Q, (3)

where Q ∈ Rn×n is semipositive definite, G ∈ Rr×r is positive
definite, and P ∈ Rn×n is the positive definite solution of the
DARE (3). Let R � BG− 1BT ≥ 0. According to the matrix
identity,

X
− 1

+ YZ 
− 1

� X − XY(I + ZXY)
− 1

ZX, (4)

equation (3) can be transformed into

P � A
T

P
− 1

+ R 
− 1

A + Q. (5)

Due to the wide applications of the DARE, many works
have been proposed to discuss the DARE. Various bounds
and solutions about the DARE have been provided, such as
upper and lower solution bounds [9–14], bounds about sum
and product of eigenvalues [15, 16], determinant of the
solution [17], and the existence of the solution [18–21].
However, in an optimal control system, we often need to
compute the solution of the DARE to find the optimal state
feedback controller which minimizes the quadratic perfor-
mance index. It is very difficult to solve the DARE, especially
when the dimensions of the coefficient matrices are high. So,
many researchers provide a lot of iterative methods to solve
this equation. Komaroff present a fixed-point iterative al-
gorithm that needs to compute twice matrix inversion at
each step [22]. By Newton’s method, Guo derived the
maximal symmetric solution of the DARE in [23]. +e
structure-preserving doubling algorithms are discussed in
[24–27]. +e Schur method is adopted to solve algebraic
Riccati equations [28]. Recently, Dai and Bai propose an
iterative algorithm that partially avoids computing the
matrix inversions by making use of the Schulz iteration [29].
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In Section 2, we propose two iterative algorithms with a
stepsize parameter to solve the DARE by the damped
Newton method. One of the iterative algorithms is an ex-
tension of Algorithm 4.1 in [29]. Numerical example is given
in Section 3 to demonstrate the convergence effect of our
algorithms.

We first introduce some symbol conventions. R denotes
the real number field. Rn×m denotes the set of n × m real
matrices. For X � (xij) ∈ Rn×n, let XT, X− 1, ‖X‖, and
λmin(X) denote the transpose, inverse, spectral norm, and
the minimal eigenvalue of the matrix X, respectively. +e
inequality X> (≥ )0 meansX is a symmetric positive (semi-)
definite matrix; and the inequality X> (≥ )Y means X − Y is
a symmetric positive (semi-) definite matrix. +e identity
matrix with appropriate dimensions is represented by I.

Lemma 1 (see [30]). If A, B ∈ Rn×n are symmetric positive
definite matrices, then

A≥B, if and only if B
− 1 ≥A

− 1
. (6)

Lemma 2 (see [31]). Let C and P be Hermitian matrices of
the same order and let P> 0. (en,

CPC + P
− 1 ≥ 2C. (7)

Lemma 3 (see [32]). Let S andT be symmetric positive
definite matrices. (en,

‖S‖≥ ‖T‖, if S≥T≥ 0. (8)

2. Improved Iterative Algorithms for Solving
the DARE

To find the positive definite solution of the DARE (5), Dai
and Bai, in [29], proposed an algorithm that partially avoids
computing the matrix inversion as follows.

Algorithm 1 (see [29]). Take Y0 � (Q− 1 + R)− 1. For
k � 0, 1, 2, · · · , compute

Pk+1 � ATYkA + Q,

Yk+1 � Yk 2I − P−1
k+1 + R( Yk( .

⎧⎨

⎩ (9)

In this section, we propose two iterative algorithms to
solve the DARE (5), which are motivated by the damped
Newton method [33] and the methods in [34, 35]. Let us
recall the damped Newton method to find the root of
F(Z) � Z− 1 − B:

Zk+1 � Zk + tZk I − BZk(  � (1 + t)Zk − tZkBZk, (10)

where t> 0 is a stepsize parameter. If the initial matrix is near
the solution of the problem, the unit stepsize t � 1 can be
accepted in the local Newton method. However, it is not
suitable to choose t � 1 if the initial matrix is far from the
solution of the problem [33].

+e DARE (5) can be translated into F(P) � 0, where

F(P) � A
− T

(P − Q)A
− 1

 
− 1

− P
− 1

+ R . (11)

Let Z � A− T(P − Q)A− 1 and B � P− 1 + R. +en, to find
the root of F(P) is equivalent to find the root of F(Z), we can
solve the DARE (5) by constructing an iterative scheme.
According to (10), we present the following iterative algo-
rithms for the DARE (5).

Algorithm 2

Step 1: set P0 � Q, Y0 � (Q− 1 + R)− 1 and t> 0.
Step 2: compute

Yk+1 � (1 − t)Yk + t 2Yk − Yk P−1
k + R( Yk ,

Pk+1 � ATYk+1A + Q, k � 0, 1, 2, · · · .
 (12)

Algorithm 3

Step 1: set Y0 � (Q− 1 + R)− 1, P0 � Q and t> 0.
Step 2: compute

Pk+1 � ATYkA + Q,

Yk+1 � (1 − t)Yk + t 2Yk − Yk P−1
k + R( Yk , k � 0, 1, 2, · · · .

⎧⎨

⎩ (13)

About Algorithms 2 and 3, we have the following results.

Theorem 1. Let P− be the positive definite solution of the
DARE (5) and Q> 0. (e iterative sequences Pk  and Yk 

are generated by Algorithm 2 with t ∈ (0, 1]; then,

P0 ≤P1 ≤P2 ≤ · · · , lim
k⟶∞

Pk � P−;

Y0 ≤Y1 ≤Y2 ≤ · · · , lim
k⟶∞

Yk � P
−1
− + R 

− 1
.

(14)

Proof. We first prove Pk and Yk are monotone increasing by
induction. Since P− is positive definite solution of DARE (5),
then

P− � A
T

P
−1
− + R 

− 1
A + Q. (15)

+us, P− ≥Q.

(i) Since
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Y1 � (1 − t)Y0 + t 2Y0 − Y0 P
−1
0 + R Y0 

� (1 − t)Y0 + t 2Y0 − Y0 Q
− 1

+ R Y0 

� (1 − t)Y0 + t 2Y0 − Y0 

� Y0,

(16)

then by Lemma 1, we obtain

P1 � A
T
Y1A + Q � A

T
Y0A + Q

� A
T

Q
− 1

+ R 
− 1

A + Q,
(17)

≤A
T

P
−1
− + R 

− 1
A + Q

� P−.
(18)

From (17), we also obtain P1 ≥Q � P0; then,

P− ≥P1 ≥P0, (19)

Y0 � Y1 � Q
− 1

+ R 
− 1
≤ P

−1
1 + R 

− 1
≤ P

−1
− + R 

− 1
.

(20)

By Lemma 2 and (20), we have

Y2 � (1 − t)Y1 + t 2Y1 − Y1 P
−1
1 + R Y1 

≤ (1 − t)Y1 + t P
−1
1 + R 

− 1

≤ (1 − t) P
−1
1 + R 

− 1
+ t P

−1
1 + R 

− 1

� P
−1
1 + R 

− 1
≤ P

−1
− + R 

− 1
.

(21)

By (20) and Lemma 1, we obtain

Y2 � (1 − t)Y1 + t 2Y1 − Y1 P
−1
1 + R Y1 

≥ (1 − t)Y1 + t 2Y1 − Y1 Q
− 1

+ R Y1 

� (1 − t)Y1 + t 2Y1 − Y1 

� Y1,

(22)

thereby,

P2 � A
T
Y2A + Q

≥A
T
Y1A + Q � P1.

(23)

By (21), we obtain

P2 � A
T
Y2A + Q

≤A
T

P
−1
1 + R 

− 1
A + Q

≤A
T

P
−1
− + R 

− 1
A + Q � P−.

(24)

+us, from the above-mentioned proof, we have

P0 ≤P1 ≤P2 ≤P−, Y0 � Y1

≤Y2 ≤ P
−1
1 + R 

− 1
≤ P

−1
− + R 

− 1
.

(25)

(ii) Assume that

Pi−1 ≤Pi ≤ · · · ≤P−, Yi−1 ≤Yi ≤ P
−1
i− 1 + R 

− 1

≤ P
−1
− + R 

− 1
, i � 1, 2, · · · , k.

(26)

From (26), we get Yk ≤ (P−1
k− 1 + R)− 1 ≤ (P−1

k + R)− 1;
then,

Y
−1
k ≥P

−1
k + R. (27)

+us,

Yk+1 � (1 − t)Yk + t 2Yk − Yk P
−1
k + R Yk 

≥ (1 − t)Yk + t 2Yk − YkY
−1
k Yk 

≥ (1 − t)Yk + tYk � Yk,

(28)

Yk+1 � (1 − t)Yk + t 2Yk − Yk P
−1
k + R Yk 

≤ (1 − t)Yk + t P
−1
k + R 

− 1

≤ (1 − t) P
−1
k + R 

− 1
+ t P

−1
k + R 

− 1

≤ P
−1
k + R 

− 1
≤ P

−1
− + R 

− 1
.

(29)

By (28) and (29), we have

Pk+1 � A
T
Yk+1A + Q

≥A
T
YkA + Q � Pk,

(30)

Pk+1 � A
T
Yk+1A + Q

≤A
T

P
−1
− + R 

− 1
A + Q � P−.

(31)

So, we obtain

Pk ≤Pk+1 ≤P−, Yk ≤Yk+1 ≤ P
−1
k + R 

− 1

≤ P
−1
− + R 

− 1
, k � 0, 1, 2, · · ·

(32)

+us, the proof of induction is completed. Moreover, as
Pk and Yk are monotone increasing and they are bounded,
then lim

k⟶∞
Pk and lim

k⟶∞
Yk exist. Taking limits in Algo-

rithm 2 gives lim
k⟶∞

Yk � (P−1
− + R)− 1 and

lim
k⟶∞

Pk � P−. □
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Theorem 2. Let P− be the positive definite solution of the
DARE (5). After k steps of iteration for Algorithm 2, we have
‖I − Yk(P−1

k + R)‖< ε; then,

A
T

P
−1
k + R 

− 1
A + Q − Pk

�����

�����≤ ε P− − Q
����

����. (33)

Proof. According to (15), we have

A
T

P
−1
− + R 

− 1
A � P− − Q. (34)

+en, by Algorithm 2, Lemma 3, and (34), we obtain

A
T

P
−1
k + R 

− 1
A + Q − Pk

�����

����� � A
T

P
−1
k + R 

− 1
A − A

T
YkA

�����

�����

� A
T

P
−1
k + R 

− 1
− Yk A

������

������

� A
T

I − Yk P
−1
k + R   P

−1
k + R 

− 1
A

�����

�����

≤ I − Yk P
−1
k + R 

�����

����� · A
T

P
−1
k + R 

− 1
A

�����

�����

≤ I − Yk P
−1
k + R 

�����

����� · A
T

P
−1
− + R 

− 1
A

�����

�����

� I − Yk P
−1
k + R 

�����

����� · P− − Q
����

����

≤ ε P− − Q
����

����

(35)

because of Pk ≤P−.
As the proof method is similar to +eorem 1, we list the

monotonicity and convergence of Algorithm 3 without
proof. □

Theorem 3. Let P− be the positive definite solution of the
DARE (5) and Q> 0. (e iterative sequences Pk  and Yk 

are generated by Algorithm 3 with t ∈ 0, 1] and start from
Y0 � (Q− 1 + R)− 1 and P0 � Q; then, Pk is monotone in-
creasing and converges to P−, and Yk is monotone increasing
and converges to (P−1

− + R)− 1.

Remark 1. For Algorithms 2 and 3, we find the steps of
iteration for Algorithm 2 are less than Algorithm 3 and the
convergence speed of the Algorithm 2 is faster than Algo-
rithm 3 from the numerical examples. +erefore, in the
following example, we only discuss the superiority and ef-
fectiveness of Algorithm 2.

3. Numerical Examples

In this section, we present the following numerical example
to show the effectiveness of our results. We also discuss the
performance of Algorithm 2 with different t values. +e
whole process is carried out on Matlab 7.1 and the precision
is 10− 8.

Example 1. Consider the discrete system (1) with

A �

2.27 0.13 0.12 0.1

−0.13 2.34 0.12 0.05

0.11 −0.17 1.9 0.03

0.01 0.07 0.02 1.1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

B �

1.15 0 0.01 0

0 0.8 0 0

0 0.04 0.9 0

0.02 0 0 1.8

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Q �

0.12 0 0.1 0

0 2.2 0 0

0.1 0 1.4 0

0 0 0 0.7

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

G � I.

(36)

In [29], Dai and Bai choose the starting matrix
Y0 � (Q− 1 + R)− 1. After 17 steps of iteration, the required
precision is derived, and the residual ‖AT(P− 1 + R)− 1A +

Q − P‖ is 2.0754e − 009.
For Algorithm 2, we choose P0 � Q, Y0 � (Q− 1 + R)− 1

and give the steps of iteration and the residual as Table 1 with
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a different parameter twhen the process is stopped under the
required precision. When t is near 1, we find that the steps of
iteration are less than [29]. Especially, when t � 1.2, it only
needs 10 steps for Algorithm 2 to converge to the iterative
solution:

P10 �

3.3299 −0.3120 0.5202 0.1433

−0.3120 9.6394 −0.1292 0.1904

0.5202 −0.1292 4.9731 0.0820

0.1433 0.1904 0.0820 0.9962

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(37)

with the residual ‖AT(P− 1 + R)− 1A + Q − P‖ � 5.6438e−

009, and Algorithm 2 has faster convergence speed than
Algorithm 1 from Figure 1. Moreover, from Table 1, we see
that Algorithm 2 is more efficient when t> 1. Although we
only prove the convergence of Algorithm 2 when t ∈ 0, 1], in
this paper, Algorithm 2 works well in practical computation
when t> 1.
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In this paper, a robust fault detection problem is investigated for a permanent magnet synchronous motor (PMSM). By using the
adaptive control and the sliding-mode control strategies, an observer is presented for estimating the amplitude demagnetization
fault problem under inductance disturbance. -e proposed method can effectively attenuate the inductance disturbance of the
PMSM by the sliding-mode strategy. And the adaptive control estimation algorithm is adopted for guaranteeing that the real-time
detection of demagnetization flux can be realized. -e convergency is obtained by the Lyapunov stability theory. Finally,
simulation is given for demonstrating the feasibility and effectiveness of the proposed method.

1. Introduction

With its high efficiency, low energy consumption, light-
weight, low noise, maintainability, and many other advan-
tages [1–3], the permanent-magnet synchronous motor
(PMSM) has absorbed strong interest from many scholars.
For the rapid development of rail transit, new energy ve-
hicles, aviation, ships, and other fields, the application of the
PMSM is becoming more and more widespread, and its
research has become a hotspot of traction power.

In recent years, the study on stability of the PMSM has
been highly concerned by researchers, and some achieve-
ments have been reported [4, 5]. In addition to the influence
of various disturbance factors, the demagnetization of
permanent magnet caused by disturbance is also a great
threat to the stability of the PMSM. Due to the special
permanent-magnet structure of the PMSM, the magneti-
zation performance will decline or demagnetize under the
disturbance. Once the permanent magnet demagnetizes, the
PMSM fails to run stably and it will be even scrapped [6].

-erefore, the demagnetization detection of the PMSM is
particularly important. -e sliding-mode control is of great
theoretical research significance on the stability of the
PMSM because it is insensitive to model error and external
disturbance of the research object [7–9]. -e adaptive
control can modify the control process according to the
change of the dynamic characteristics of the controlled
object and the disturbance. Its research object can contain
the objective disturbance, and the adaptive control esti-
mation algorithm can make a specified performance index
reach and maintain the optimal state or approximately
optimal state [10]. -e sliding-mode control and the
adaptive control with their unique advantages have made
great improvement in recent years. Many scholars have
conducted research studies on them and obtained a large
number of excellent results [11–25].

At present, the sliding-mode control and the adaptive
control in the PMSM are mainly used in speed control
[11, 12], rotor position estimation [13], parameter identifi-
cation [14], and other research fields. As for the sliding-mode
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control, [15] introduces a hybrid controller (HC) for the speed
control of the PMSM drive. Hosseyni et al. [16] present a
speed control technique based on the sliding-mode observer
(SMO) and the backstepping controller to estimate rotor
speed and rotor position. -e literature [14] implements
parameter identification under parameter disturbance with
the sliding-mode control. For the adaptive control, [17]
proposes an adaptive PID controller for measurement and
control of position or speed. Nguyen et al. [18] propose a
simple adaptive control-based speed controller under pa-
rameter disturbance. Qutubuddin and Yadaiah [19] present
an intelligent adaptive mechanism to estimate rotor speed,
rotor position, and motor parameter identification.

In addition to separate the sliding-mode control and the
adaptive control, there are also related studies that combine
the two control strategies. Liu et al. [20] propose an adaptive
sliding-mode control observer under the parameter dis-
turbance. Xi et al. [12] propose a speed SMC with an
adaptive law and an extended state observer (ESO).

In the above literature, the application of the sliding-
mode control and the adaptive control in the PMSM has
involved disturbance, but not including the flux demagne-
tization of the PMSM. In the actual operation process, dis-
turbance will often cause demagnetization, and if
demagnetization is not discovered and handled in time, the
PMSM will be scrapped if demagnetization goes serious.
-erefore, many scholars have studied the flux-linkage de-
tection of the PMSM [21–24]. Zhang et.al. [22] address
permanent-magnet demagnetization fault in the PMSM, but
no disturbance is involved. In [23], a stator flux-linkage
observer based on the phase-locked loop is introduced which
aims at the low-accuracy stator flux-linkage estimation in
traditional direct control. In [24], a minimum-order extended
flux-linkage sliding-mode observer is presented which can
accurately observe torque and permanent-magnet flux.

-ese research studies on the permanent-magnet de-
magnetization fault detection of the PMSMdo not consider the
parameter change or only consider the resistance parameter
change, so this paper selects a new field based on all above
studies and proposes an observer which combines the sliding-
mode control with the adaptive control aiming at the condition
of the inductance disturbance. -e characteristics of the
sliding-mode control strategy are not sensitive to parameter
and can overcome the inductance disturbance of the PMSM.
-e real-time adaptive control estimation algorithm is pre-
sented for realizing the real-time amplitude demagnetization
fault detection of permanent-magnet flux linkage.

In this paper, the PMSM is taken as the main research
object, and its stable control theory and real-time amplitude
demagnetization fault detection of flux linkage are studied.
Its successful development will not only enrich the research
studies on the demagnetization fault detection theory of the
PMSM but also be applied to further research studies about
more disturbances for the PMSM on this basis.

2. Description of the Problem

In magnetic field-oriented coordinate d-q, the mathematical
model [25] of demagnetization current of the PMSM is

did

dt
�

ud

L
−

R

L
id + ωiq + ω

ψrq

L
,

diq

dt
�

uq

L
−

R

L
iq − ωid − ω

ψrd

L
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where id and iq are the current of the d − q axis, ud and uq are
the voltage of the d − q axis, R is the resistance, ω is the
angular velocity, L is the inductance, ψrd is the flux linkage of
the d axis, and ψrq is the flux linkage of q axis.

-e permanent-magnet flux-linkage change of the
PMSM is shown in Figure 1. ABC is the three-phase static
coordinate, and axis A is coincidence with the axis of the
actual stator A phase winding. d − q is the magnetic field-
oriented coordinate, and d axis points to the direction of
rotor permanent-magnet flux-linkage and is coincidence
with the magnetic pole axis of the rotor. ψf is flux-linkage
under normal circumstances, and θ is the intersection angle
between ψf and the axis of A phase stator winding of
motor. ψf rotates at angular velocity ω in space along with
the rotor, and q axis is 90° ahead of d axis counterclockwise.
Deviation angle between direction of magnetic field ori-
entation and direction of permanent-magnet flux-linkage
direction is c.

For amplitude demagnetization, demagnetization di-
rection of the permanent-magnet flux linkage always occurs
in the same direction of d axis, which has no effect on q axis.
Formula (1) can be simplified as

did

dt
�

ud

L
−

R

L
id + ωiq,

diq

dt
�

uq

L
−

R

L
iq − ωid − ω

ψrd

L
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

Under the inductance disturbance, the demagnetization
mathematical model is given as follows:

did

dt
�

ud

L + ΔL
−

R

L + ΔL
id + ωiq,

diq

dt
�

uq

L + ΔL
−

R

L + ΔL
iq − ωid − ω

ψrd

L + ΔL
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

where ΔL is the inductance disturbance.
We let 1/(L + ΔL) � (1/L) − (1/m), where

m � (L2/ΔL) + L, and equation (3) transfers into

did

dt
�

ud

L
−

R

L
id + ωiq −

ud

m
+

R

m
id,

diq

dt
�

uq

L
−

R

L
iq − ωid − ω

ψrd

L
−

uq

m
+

R

m
iq + ω

ψrd

m
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

-e state equation of the PMSM is obtained from
equation (4):
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x
·

� Ax + Bu + Ef + d,

y � Cx,

⎧⎨

⎩ (5)

where state variables are
x1 � id
x2 � iq

 , x �
x1
x2

 , u �
ud

uq
 ,

f �
0
ψrd

 , and

d �

−
ud

m
+

R

m
id

−
uq

m
+

R

m
iq + ω

ψrd

m

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6)

and coefficient matrixes are

A �

−
R

L
ω

− ω −
R

L

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

B �

1
L

0

0
1
L

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

E � −
ω
L

,

C �

1 0

0 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(7)

3. Design of Adaptive Sliding-Mode Observer

For the PMSM system described in (5), an adaptive sliding-
mode observer is constructed as follows:

x
·

� Ax + Bu + k sgn(x − x) + Ef + G(y − y),

y � Cx,

⎧⎪⎨

⎪⎩
(8)

where sgn(x − x) is the symbolic function, k is the to-be-
designed constant, G is the to-be-designed matrix, super-
script “∧” is the observed value of relevant disturbances,
k sgn(x − x) is used to counteract influence of the parameter
disturbance, f is used to observe the demagnetization of the
permanent-magnet flux linkage, and G(y − y) is used to
control the convergence rate and optimize the stability of the
system state.

Observer deviation is defined as e � x − x �

e1
e2

  �
x1 − x1
x2 − x2

 .

Output deviation is defined as ey � y − y.
From formulas (5) and (8), we obtain

_e � x
·

− x
·

� (A − GC)e + Eef + d − k sgn(x − x),
(9)

where fault estimation error ef � f − f.

-e improved adaptive control estimation algorithm
proposed in this paper is

f

·

� − ΓF ey

·
+ ey , (10)

where Γ � ΓT > 0 is the adaptive learning rate and F is an
optimal dimensional matrix which is the to-be-designed
observer gain matrix.

Remark 1. Based on the improved adaptive control esti-
mation algorithm (10), we can obtain the following real-time
permanent-magnet flux-linkage estimation value:

f � − Γ F ey

·
+ ey . (11)

Lemma 1. For any positive number μ and symmetric positive
definite matrix P, the following inequality holds:

2x
T
Py≤

1
μ

x
T
Px + μy

T
Py. (12)

Theorem 1. For formula (8), if k is large enough, a symmetric
positive definite matrix F ∈ Rr×p satisfies

Θ �
2(A − GC) FC(A − GC) + FC + E

∗ 2FCE + H
 < 0. (13)

Improved adaptive control estimation algorithm such as
formula (11) makes the state estimation error and the flux-
linkage estimation error converge to zero.

4. Convergency Analysis

Choosing the following positive definite function as
Lyapunov function, we can get

V � e
T
e + e

T
fΓ

− 1
ef. (14)

-e derivative of formula (14) is

θ
γ

ψf

ψrψrq

ψrd d

A

B

C

q d′

q′

ω

S NO

Figure 1: Permanent-magnet flux-linkage change of the PMSM.
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_V � 2e
T
e
·

+ 2e
T
fΓ

− 1
e
·

f

� 2e
T
(A − GC)e + 2e

T
Eef + 2e

T
(d − k sgn(x − x))

+ 2e
T
fΓ

− 1
(f

·

− f

·

)

� 2e
T
(A − GC)e + 2e

T
Eef + 2e

T
(d − k sgn(x − x))

+ 2e
T
fΓ

− 1
f
·

+ 2e
T
f(FC(A − GC) + FC)e + 2e

T
fFCEef

+ 2e
T
fFC(d − k sgn(x − x)).

(15)

Let
_V � V1 + V2, (16)

formula (16) can be divided into

V1 � 2e
T

(d − k sgn(x − x)) + 2e
T
fFC(d − k sgn(x − x)),

V2 � 2e
T

(A − GC)e + 2e
T
f(FC(A − GC) + FC)e

+ 2e
T
fFCEef + 2e

T
Eef + 2e

T
fΓ

− 1
f
·

.

(17)

(a) For V1,

V1 � 2e
T
(d − k sgn(x − x)) + 2e

T
fFC(d − k sgn(x − x))

≤ 2‖e‖‖d‖ − 2k‖e‖ + 2 ef

�����

�����‖FC‖(‖d‖ − k)

� 2‖e‖(‖d‖ − k) + 2 ef

�����

�����‖FC‖(‖d‖ − k).

(18)

From the engineering point of view, both the stator
resistance and the permanent-magnet flux- linkage
are bounded. -us, it can be assumed that d is
bounded, that is, there is a positive constant ‖d‖≤ ε,
which makes ‖d‖≤ ε bounded (the mathematical
symbol represents the Euclidean norm of vector or
spectral norm of matrix)
If k is large enough, it satisfies

‖d‖≤ ε< k. (19)

From formula (18), the following formula is
obtained:

2e
T

d − ksgn(x − x) +2e
T
Eef − 2e

T
fFCksgn(x − x) <0.

(20)

(b) For V2,

V2 � 2e
T
(A − GC)e + 2e

T
f(FC(A − GC) + FC)e

+ 2e
T
fFCEef + 2e

T
Eef + 2e

T
fΓ

− 1
f
·

.

(21)

According to Lemma 1, we obtain

2e
T
fΓ

− 1
f
·

≤ e
T
fHef + f

T
·

Γ− 1
HΓ− 1

f
·

≤ e
T
fHef + f

2
·

λmax Γ
− 1

HΓ− 1
 ,

(22)

where H is a symmetric positive definite matrix.

We can obtain

V
·

2 ≤ 2e
T
(A − GC)e + 2e

T
f(FC(A − GC) + FC)e

+ 2e
T
fFCEef + 2e

T
Eef

+ e
T
fHef + f

2
·

λmax Γ
− 1

HΓ− 1
 

� Z
TΘZ + δ.

(23)

Here, Z�
e

ef
 , Θ�

2(A − GC)FC(A − GC)+FC+E

∗ 2FCE+H
 ,

and δ�f2
·

λmax(Γ− 1HΓ− 1).
If formula (13) holds, let σ � λ(min)(− Θ).
We obtain

V
·

≤ − σ‖Z‖
2

+ δ + 2e
T
(d − k sgn(x − x))

+ 2e
T
fFC(d − k sgn(x − x))≤ 0.

(24)

When ‖Z‖2 ≥ (δ/σ), k and F are large enough, _V
·

≤ 0, that
is, 〈Z|‖Z‖2 ≥ (δ/σ)〉, which makes the state estimation error
e and the permanent-magnet flux-linkage estimation error ef
converge to zero.

5. Simulation Analysis

-e parameters of the PMSMused in simulation are shown in
Table 1. Meanwhile, the initial value of the observer is set to 0.

-e load torque disturbance changes from 0Nm to
20Nm at 0.05 s. -e inductance disturbance changes from
0.0085H to 0.0105H at 0.3 s. Amplitude demagnetization
changes from 0.175Wb to 0.17Wb at 0.4 s.

-e parameters of the observer module are as follows:

G �
10 0

0 100
 ,

k �
40000 0

0 1000
 ,

Γ �
67

180
 .

(25)

Table 1: -e setting value of motor parameters.

Motor parameters Ω -e setting value
Resistance 2.875
Number of pole-pairs 4
Inductance (H) 0.0085
-e rotor flux linkage (Wb) 0.175
-e rotor inertia (Kgm) 0.008
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As is shown in Figure 2, when the PMSM is loaded at
0.05 s, the current iq jumps from the initial value 0A to 19A.
But when the inductance changes at 0.3 s, iq is almost not
affected.When an amplitude demagnetization fault occurs at
0.4 s, iq increases slightly. We can conclude that only the
loading makes iq increase by a large margin, the demag-
netization fault has little effect on iq, and the inductance
parameter variation of the PMSMbasically has nothing to do
with iq. We use id � 0 control algorithm, so the current id
always remains at 0 A. id shakes only when the load torque
disturbance occurs, and then it quickly returns to 0A.

As is shown in Figure 3, ψrd is not affected when the
PMSM is loaded at 0.05 s and it shakes when the inductance
disturbance occurs at 0.3 s. When an amplitude demagne-
tization occurs at 0.4 s, ψrd decreases from 0.175Wb to
0.170Wb and ψrd shakes and then quickly keeps up with ψrd.

Matlab simulation results verify the feasibility and ef-
fectiveness of the theoretical method.

6. Conclusion

During the operation of the PMSM, it is affected by dis-
turbances and demagnetization fault. -e inductance is one
of the important disturbances for the PMSM, so an adaptive
sliding-mode observer is proposed to realize the amplitude
demagnetization fault robust detection method with in-
ductance disturbance for the PMSM in this paper.

Firstly, a mathematical model of the demagnetization
fault of the PMSM in the d-q coordinate is established.-en,
an adaptive control estimation algorithm is designed to
realize the amplitude demagnetization fault detection of the
permanent-magnet flux-linkage, while the sliding-mode
control strategy overcomes the inductance disturbance.
Finally, the Matlab simulation results show the effectiveness
of the adaptive sliding-mode observer.
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In this paper, zero prime factorizations for matrices over a unique factorization domain are studied. We prove that zero prime
factorizations for a class of matrices exist. Also, we give an algorithm to directly compute zero left prime factorizations for this
class of matrices.

1. Introduction

Multidimensional linear systems theory has a wide range of
applications in circuits, systems, control of networked sys-
tems, signal processing, and other areas (see, e.g., [1, 2]).
Multivariate polynomial matrix theory is a well-established
tool for these systems, since many problems in the analysis
and synthesis of control systems can be well solved using
multivariate polynomial matrix techniques [1–3].

In recent years, n-D polynomial matrix factorizations have
been widely studied [4–10]. In [11, 12], the zero left prime
factorization problemwas raised.-is problem has been solved
in [4–6]. -e minor left prime factorization problem has been
solved in [7, 10]. In the algorithms given in [7, 10], a fitting ideal
of some module over the multivariate (n-D) polynomial ring
needs to be computed. It is a little complicated.

It is well known that a multivariate polynomial ring over
a field is a unique factorization domain. -en, the following
problem is interesting.

Problem 1. How to decide if a matrix with full row rank over a
unique factorization domain has a zero left prime factorization?

In this paper, we will give a partial solution to this problem.

2. Preliminaries

Let R be a unique factorization domain. -e set of all l × m

matrices with entries from R is denoted by Rl×m. Let

F ∈ Rl×m(l<m). We denote the greatest common divisor of
all l × l minors of F by d(F). Let C ∈ Rl×l be a submatrix of F.
By deleting C from F, we get a submatrix of F. -is sub-
matrix is denoted by F\C.

Let C ∈ Rm×m. adj(C) denotes the adjoint matrix of C.
acof ij(C) denotes the i, jth algebraic cofactor of C.

Definition 1. Let F ∈ Rl×m(l<m), and let C ∈ Rl×l be a
submatrix of F. A minor of F consisting of l − 1 columns
from C and one column from F\C is said to be a related
minor of C.

-e following definition is from the multidimensional
systems theory [13].

Definition 2. Let F ∈ Rl×m be of full row rank.-en, F is said
to be zero left prime (ZLP) if the l × l minors of F generate
the unit ideal R. Suppose F has a factorization F � CF1,
where C ∈ Rl×l andF1 ∈ Rl×m. If F1 is ZLP, then this fac-
torization is said to be a zero left prime factorization.

3. Main Results

First, we need a lemma.

Lemma 1. Let F � (C, C) ∈ Rl×m(l<m), where
C ∈ Rl×l andC ∈ Rl×(m− l). *en, the elements of adjC · C are
just all related minors of C (up to a sign).
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Proof. Let C � (cij)l×l  and C � (cij)l×(m−l). Let adjC · C �

(bij)l×(m−l). -en,

bij � acof1i(C)c1j + · · · + acof li(C)clj

� det

c11 · · · c1i−1 c1j c1i+1 · · · c1l

⋮ ⋮ ⋮ ⋮ ⋮

cl1 · · · cli−1 clj cli+1 · · · cll

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(1)

by Laplace-eorem.-us, bij is a related minor of C (up to a
sign). It is clear that they are just all related minors of C (up
to a sign).

Now, we prove the main theorem of this paper. □

Theorem 1. Let F ∈ Rl×m(l<m). If there exists an l × l

submatrix C of F such that detC is a common factor of all
related minors of C, then there exists F1 ∈ Rl×m such that F �

CF1 and F1 is ZLP; i.e., F has a ZLP factorization.

Proof. We can change the order of the columns of F such
that the submatrix C consists of the left l columns of F. -us,
there exists an invertible matrix Q ∈ Rm×m such that
FQ � (C, C), where C ∈ Rl×l and C ∈ Rl×(m− l). Since detC
is a common factor of all related minors of C, by Lemma 1,
we have C−1C � adjC · C/detC ∈ Rl×(m−l). Let

Q1 �
Il −C−1C

0 Im−l

⎛⎝ ⎞⎠. (2)

-en, Q1 ∈ Rm×m. We have

FQQ1 � (C, C)Q1

� (C, C)
Il −C−1C

0 Im−l

⎛⎝ ⎞⎠

� (C, O).

(3)

-en,

F � (C, O)Q
−1
1 Q

−1
(by(3))

� C Il, O( Q
−1
1 Q

−1
.

(4)

Let F1 � (Il, O)Q−1
1 Q−1 ∈ Rl×m. -en, F � CF1. Since F1

consists of the upper l rows of invertible matrix Q−1
1 Q−1, we

have F1 is ZLP. □

Corollary 1. Let F ∈ Rl×m(l<m). If there exists an l × l

submatrix C of F such that detC is a common factor of all
related minors of C, then detC � d(F).

Proof. Clearly, d(F) | detC. By -eorem 1, there exists
F1 ∈ Rl×m such that F � CF1. By Cauchy–Binet formula, we
have detC | d(F). -erefore, detC � d(F). □

Corollary 2. Let F ∈ Rl×m(l<m). If there exists an l × l

submatrix C of F such that detC is a common factor of all
related minors of C, then F is equivalent to (C, O).

Proof. By -eorem 1, there exists F1 ∈ Rl×m such that F �

CF1 and F1 is ZLP. By Quillen–Suslin theorem, there exists

F2 ∈ R(m−l)×m such that (FT
1 , FT

2 )T is an invertible matrix.
Since F � CF1 � (C, O)(FT

1 , FT
2 )T, we have F being equiv-

alent to (C, O).
Now, let F ∈ Rl×m(l<m). Suppose there exists an l × l

submatrix C of F such that detC � d(F). We can give an
algorithm to directly compute the ZLP factorization of F. □

Algorithm 1

(i) Compute all l × l minors of F and d(F).
(ii) Find an l × l submatrix C of F such that

detC � d(F).
(iii) Compute invertible matrix Q such that

FQ � (C, C).

(iv) Let Q1 �
Il −C−1C

0 Im−l

  and F1 � (Il, O)Q−1
1 Q−1.

-en, F � CF1.

Now, we give an example to illustrate this algorithm.

Example 1. Let R � Z[x, y], and let

F �
6x2y + 2xy 2x 2xy

6x2y2 + 6x2y + 2xy2 + 5xy 2xy + 2x 2xy2 + 2xy + y
 .

(5)

-en, d(F) � 2xy. Let

C �
2x 2xy

2xy + 2x 2xy2 + 2xy + y
 . (6)

-en, C is a 2 × 2 submatrix of F and detC � d(F). Let

Q �

0 0 1

1 0 0

0 1 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (7)

-en, FQ � (C, C), where

C �
6x2y + 2xy

6x2y2 + 6x2y + 2xy2 + 5xy
 . (8)

-us, −C− 1C �
−y

−3x
 . Let

Q1 �

1 0 −y

0 1 −3x

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (9)

-en,

Q
−1
1 Q

− 1
�

y 1 0

3x 0 1

1 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (10)

Let

F1 �
y 1 0

3x 0 1
 . (11)

-en, F � CF1.
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Serre reduction of a system plays a key role in the theory of Multidimensional systems, which has a close connection with Serre
reduction of polynomial matrices. In this paper, we investigate the Serre reduction problem for two kinds of nD polynomial
matrices. Some new necessary and sufficient conditions about reducing these matrices to their Smith normal forms are obtained.
)ese conditions can be easily checked by existing Gröbner basis algorithms of polynomial ideals.

1. Introduction

Multidimensional (nD) systems arise naturally in several
fields of control, circuits, signals, and network synthesis (see
[1–5]). Serre reduction problem aims at simplifying nD
systems to some equivalent forms with fewer equations in
fewer unknowns, and rewriting these systems such that the
key information on them [6], which does not show obviously
in the original forms, can be derived from the new equivalent
forms more easily. In general, this involves Serre reduction
of multivariate (nD) polynomial matrices to some simple
equivalent forms, especially their Smith normal forms. Serre
reduction can help to investigate the structural of nD
polynomial matrices, which has wide applications in image,
complex networked system, and other areas (see [6–11]).

In the theory of nD systems, the Serre reduction for a
polynomial matrix to its Smith normal form plays a critical
role. It preserves relevant system properties from the system
theory point of view. )e reduced matrix has good prop-
erties and corresponds to a system which consists of much
less equations in unknowns than its original form. For single
variable polynomial matrices, the problem for reducing the
matrix to its Smith normal form has been well solved. Frost
and Storey presented an example for 2D polynomial ma-
trices which cannot be reduced to its Smith normal form
[12]. For nD (n≥ 2) case, since this reduction problem is
equivalent to a highly difficult problem, the isomorphism of
two finitely presented modules, the criteria determining

whether arbitrary nD polynomial matrix can be Serre re-
duced to its Smith normal form has not been presented so
far. )e reduction for several special classes of polynomial
matrices to their Smith normal forms has been investigated.
For the polynomial ring K[x1, x2], Lee and Zak [13] pre-
sented a necessary condition for a class of 2D polynomial
matrices on reducing them to the Smith normal forms. Lin
et al. [14] proposed a sufficient and necessary condition, the
existence of a special polynomial vector, under which a kind
of nD polynomial matrices can be reduced to the Smith
normal forms. Lin et al. [14] generalized this result to the
case when K[x1, x2, . . . , xn], n≥ 3. Furthermore, they
showed that a class of l × l nD polynomial matrices P can be
reduced to its Smith normal form diag (Il−1, d) for det
P � x1 − f(x2, . . . , xn)≜d. Boudellioua [15] gave some
similar conditions using module theoretic approach. Li et al.
[16] proposed a sufficient and necessary condition under
which P can be reduced to its Smith normal form diag
(Il−1, dq) for P ∈ Kl×l[x1, x2, . . . , xn] and det P � dq,
d � x1 − f(x2, . . . , xn).

)e results that we mentioned above mainly study
polynomial matrices whose reduced matrices correspond to
systems which contains only one equation in one unknown
with form diag (Il−1, detF(z)), where F(z) is the polynomial
matrix corresponds to the given nD system. In practical
applications, the reduced matrix corresponds to a given
system which is a more general form with more than one
equation in unknowns, such as, diag (Ir, dIl−r). In this
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paper, we will investigate these systems and the reduced
matrices. )e following questions are considered.

Problem 1. Let F(z) ∈ Kl×l[z] and detF(z) � dr �

(z1 − f(z2, . . . , zn))r, where r is a positive integer. When is
F(z) reduced to its Smith normal form diag (Il−r, dIr)?

Problem 2. Let F(z) ∈ Kl×m[z](l≤m) has full rank and
dr(F) � dq � (z1 − f(z2, . . . , zn))q, where dr(F) is the
greatest common divisor (g.c.d.) of all the r × r minors of
F(z) and q is a positive integer. Is there a tractable criterion
for F(z) to be reduced to its Smith normal form?

)is paper is organized as follows. We present some
basic preliminary knowledge and main results for reducing
several kinds of matrices to their Smith normal forms in
Section 2. An example is established to illustrate our results
and the constructive computational method in Section 3.

2. Preliminaries and Results

In the following, K[z] � K[z1, . . . , zn] denotes the poly-
nomial ring in n variables z1, . . . , zn with coefficients in the
field K, K denotes the algebraic closed field of K, Kl×m[z]

denotes the set of l × m matrices with entries in K[z], 0r×t

denotes the r × t zero matrix, and Ir denotes the r × r

identity matrix. )e argument (z) is omitted whenever its
omission does not cause confusion, for example, we denote
F(z) by F for simplicity.

For F(z) ∈ Kl×m[z], we use di(F) to denote the greatest
common divisor of all the i × i (i � 1, . . . , l) minors of F(z).

Definition 1 (see [17]). Suppose F(z) ∈ Kl×m[z] be of full
row (column) rank, we say F(z) is zero left prime (zero right
prime) if all the l × l(m × m) minors of F(z) have no
common zero or generate the unit ideal K[z].

If F(z) is a zero left prime (zero right prime) matrix, we
simply say that F(z) is ZLP (ZRP). By Quillen–Suslin
theorem [18], we see that F(z) is ZLP iff there exists an m ×

m invertible matrix N(z) ∈ K[z] such that
F(z) · N(z) � (El 0l×(m−l)). Quillen–Suslin theorem states
that finite generated projective K[z]-modulo is free, and it is
equivalent to saying that any ZLP (ZRP) matrix on K[z] can
be completed to an invertible (unimodular) square matrix.

Definition 2 (see [17]). Let F(z) ∈ Kl×m[z], l≤m, the Smith
normal form of F(z) is defined as

S � diag Φi  0l×(m−l) , (1)

where

Φi �

di

di−1
, 1≤ i≤ r,

0, r< i≤m,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

r is the rank of F(z), d0 ≡ 1, di is the g.c.d. of the i × i minors
of F, and Φi satisfies the divisibility property:

Φ1 Φ2


 . . . Φr

 . (3)

Definition 3 (see [17]). Let T1(z) and T2(z) be two matrices
in Kl×m[z], then T1(z) and T2(z) are said to be equivalent
(or T1(z) can be reduced to T2(z) if there exist two in-
vertible (unimodular) matrices M(z) and N(z) such that
T2(z) � M(z) · T1(z) · N(z)).

First, we give the following several well-known results
about the factorization of nD polynomial matrices
[10, 17, 19, 20].

Lemma 1 (see Hilbert zeros Theorem [17, 20]). Suppose
f1(z), f2(z), . . . , fs(z) ∈ K[z], then f1(z),
f2(z), . . . , fs(z) have no common zero in Kn if and only if
the ideal generated by f1(z), f2(z), . . . , fs(z) is the unit
ideal K[z].

Lemma 2 (see [19]). Suppose F(z) ∈ Kl×m[z] is of full col-
umn rank and the reduced minors of F(z) generate K[z],
then F(z) admits a zero prime factorization F(z) � F0(z) ·

G0(z) with F0(z) ∈ Kl×m[z], G0(z) ∈ Km×m[z], and
det G0(z) � dm(F), and F0(z) is a ZRP matrix.

Remark 1. Suppose F(z) ∈ Kl×m[z] has full row rank and
the l × l reduced minors of F(z) generate K[z], then F(z)

admits the factorization as F(z) � G0(z) · F0(z) with
G0(z) ∈ K[z]l×l, F0(z) ∈ Kl×m[z], and detG0(z) � dl(F).
Hence, F0(z) is a ZLP matrix.

Lemma 3 (see [17, 20]). Suppose F(z) ∈ Kl×m[z] has normal
rank r, if the r × r reduced minors of F generate K[z], then
there exists a ZLP matrix H(z) ∈ K(l− r)×l[z] such that
H(z)F(z) � 0(l−r)×m.

Lemma 4 (see [17]). Let g(z) ∈ K[z] � K[z1, z2, . . . , zn]

and f(z) ∈ K[z2, . . . , zn]. Suppose that g(f, z2, . . . , z)n � 0,
then z1 − f(z2, . . . , zn) is a divisor of g(z).

In what follows, for a polynomial matrix F(z), we use

F
i1 i2 . . . is
j1 j2 . . . jt

  to denote an s × t submatrix of F(z)

constituted by the i1, . . . , is rows and j1, . . . , jt columns of
F(z).

Lemma 5. Suppose F(z) � F1(z)F2(z) with
F(z), F1(z), F2(z) ∈ Kl×m[z]. If all the k × k minors of F(z)

have no common zero, for some k (k≤ l), then all the k × k

minors of Fi(z) (i � 1, 2) have no common zero.

Proof. For any k≤ l, since

F
i1 i2 . . . ik

j1 j2, . . . jk

  � F1
i1 i2 . . . ik

1 2 . . . l
  · F2

1 2 . . . l

j1 j2 . . . jk

 ,

(4)

according to Cauchy–Binet formula, we obtain
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detF
i1 i2 . . . ik

j1 j2 . . . jk

  �  gi · hi, (5)

where gi and hi are k × k minors of F1(z) and F2(z), re-
spectively. Suppose that all the k × k minors of Fi(z) have a
common zero point a0. So, the k × k minors of F(z) have a
common zero point a0. )is contradicts the assumption.
)erefore, all the k × k minors of Fi(z) (i � 1, 2) have no
common zero. □

Lemma 6. Suppose A(z), B(z) ∈ Kl×m[z] and A(z) can be
reduced to B(z), then dk(A) � dk(B) for k � 1, 2, . . . , α,
α � min l, m{ }.

Proof. SinceA can be reduced to B, by Definition 3, there are
invertible matrices U and V such that A � UBV. Setting
C � UB, according to Cauchy–Binet formula, we have that

detC
i1 i2 . . . ik

j1 j2 . . . jk

  � Σfigj, (6)

where fi is a k × k minors of U, gj is a k × k minors of B, and
so dk(B) | dk(C). Note that B � U− 1C, similar to the pro-
cedure above, we have that dk(C) | dk(B). Hence,
dk(C) � dk(B).

In the following, we denote z1 − f(z2, . . . , zn) by d and
dl(F(z)) by d(F) simply.We can obtain the following result,
which gives a positive answer to Problem 1. □

Theorem 1. Suppose F(z) ∈ Kl×l[z] has a full row rank and
det F(z) � dr, where d � z1 − f(z2, . . . , zn), r is a positive
integer. If all the (l − r) × (l − r) minors of F(z) have no
common zero and d | dl−r+1(F), then F(z) can be reduced to
its Smith form:

D(z) �

1

⋱

1

d

⋱

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (7)

with det D(z) � dr.

Proof. We first prove that rank F(f(z2, . . . , zn), z2, . . . , zn)

is l − r. Since d | dl−r+1(F), it follows that rank
(F(f(z2, . . . , zn), z2, . . . , zn))≤ l − r. Because (l − r) × (l −

r) minors of F(z) have no common zero, then d ∤dr(F).
Combined with Lemma 5, we obtain that
dr(F(f((z2, . . . , zn), z2, . . . , zn)))≠ 0, and rank
(F(f(z2, . . . , zn), z2, . . . , zn)) � l − r. Let b1(z1, z2, . . . , zn),

. . . , bq(z1, z2, . . . , zn), c1(z2, . . . , zn), . . . , cq(z2, . . . , zn) be
the (l − r) × (l − r) minors of F(z1, z2, . . . , zn) and
F(f(z2, . . . , zn), z2, . . . , zn), respectively. It is straightfor-
ward that ci(z2, . . . , zn) is a divisor of
bi(f, z2, . . . , zn) (i � 1, . . . , q). Since b1(z), . . . , bq(z) have
no common zero, then b1(f(z2, . . . , zn), z2, . . . , zn), . . .,
bq(f(z2, . . . , zn), z2, . . . , zn) also have no common zero. So,

c1(z2, . . . , zn), . . . , cq(z2, . . . , zn) also have no common
zero, i.e., the (l − r) × (l − r) minors of F(f(z2, . . . , zn),

z2, . . . , zn) have no common zero.
We then show that F(z) can be reduced to its Smith

normal form. According to Lemma 3, there exists a ZLP
polynomial matrix H ∈ K(r)×l[z] which satisfies
H · F(f, z2, . . . , zn) � 0(r)×m. By Quillen–Suslin )eorem,
we can complete H into an l × l unimodular matrix
V(z2, . . . , zn), that is, H is the last r rows of V(z2, . . . , zn).
We have that the last r rows of the matrix
V · F(f, z2, . . . , zn) are the zero polynomials. According to
Lemma 4, there is the common divisor d in the last r rows of
V · F(z1, z2, . . . , zn), i.e.,

V · F �

1

⋱

1

d

⋱

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

g11 . . . g1l

⋮ ⋱ ⋮

gr1 . . . grl

g(r+1)1 . . . g(r+1)l

⋮ ⋱ ⋮

gl1 . . . gll

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(8)

where gij ∈K[z]. Setting D(z) � diag(1, . . . ,1,d, . . . ,d), then
det D(z) � dr. Combining with d∤dl−r(F), d |dl−r+1(F), and
det F(z) � dr, we obtain that the Smith normal form of F(z) is
D(z). Let

G �

g11 . . . g1l

⋮ ⋱ ⋮

gr1 . . . grm

g(r+1)1 . . . g(r+1)l

⋮ ⋱ ⋮

gl1 . . . gll

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (9)

)en, det G � 1 and F � V− 1DG. Note that U andG are
unimodular matrices, so F(z) can be reduced to its Smith
normal form D(z).

Denote

D(z) �
Il−r

dIr

 . (10)

In order to investigate Problem 2, we consider the fol-
lowing simple case first. □

Theorem 2. Suppose F(z) ∈ Kl×m[z] (l≤m) has full row
rank with dl(F) � dr, where r is a positive integer. If all the
(l − r) × (l − r) minors of F(z) have no common zero and
d | dl−r+1(F), then F(z) can be reduced to its Smith normal
form.

Proof. Since all the (l − r) × (l − r) minors of F(z) have no
common zero, by Lemma 1, then all the (l − r) × (l − r)

minors of F(z) generate K[z]. Combined with d | dr+1(F),
we have that the Smith normal form of F(z) is the matrix:

Mathematical Problems in Engineering 3



P(z) � D(z) 0l×(m−l)( . (11)

According to Remark 1, there exist G0(z) ∈ Kl×l[z] with
detG0(z) � dr, F0(z) ∈ Kl×m such that
F(z) � G0(z) · F0(z), and F0(z) is ZLP. Combining with
Lemma 5, we have that the (l − r) × (l − r) minors of G0(z)

have no common zero and d | dl−r+1(G0). From )eorem 1,
there exist two l × l unimodular polynomial matrices
U(z) andV(z) which satisfy G0(z) � U(z) · D(z) · V(z). It
is straightforward that V(z) · F0(z) is also ZLP. According
to Quillen–Suslin theorem, there is an invertible matrix
Q(z) ∈ Km×m[z] such that V(z) · F0(z)· Q(z) �

Il 0l×(m−l)( . Hence,

F(z) · Q(z) � G0(z) · F0(z) · Q(z) � U(z) · D(z) · V(z)

· F0(z) · Q(z)

� U(z) · D(z) · Il 0l×(m−l)(  � U(z) · P(z).

(12)

)us, F(z) can be reduced to its Smith normal form
P(z). □

Lemma 7. Suppose V(z) ∈ Kl×l[z2, . . . , zn] is a unimodular
matrix. If all the (l − r) × (l − r) minors of Ds(z) · V(z) ·

D(z) have no common zero, then the matrix Ds(z) · V(z) ·

D(z) can be reduced to the matrix Ds+1(z).

Proof. Setting F(z) � Ds(z) · V(z) · D(z) and

V1 �
P1 P2

P3 P4
 , (13)

where P1 ∈K(l−r)×(l−r)[z2, . . . ,zn], P2 ∈K(l−r)×r[z2, . . . ,zn],
P3 ∈Kr×(l−r)[z2, . . . ,zn], and P4 ∈Kr×r[z2, . . . ,zn], we obtain
that

F(z) �
Il−r

dsIr

 
P1 P2

P3 P4
 

Il−r

dIr

 . (14)

Note that P1 is ZLP (since U(z) an invertible matrix),
and according to Quillen–Suslin theorem, there exists an
invertible matrix Q11 ∈ K(l− r)×(l− r)[z2, . . . , zn] such that
P1 · Q11 � Il−r. Setting

Q1 ≜
Q11

Ir

 ,

P3 · Q11 ≜P31,

(15)

we partition P2 and P31 as

P2 �

α1
⋮
αm

⎛⎝ ⎞⎠,

P31 � β1 . . . βm( ,

(16)

where α1, . . . , αm ∈ K1×r[z2, . . . , zn] and β1, . . . , βm ∈
Kr×1[z2, . . . , zn].

We obtain that

F(z) �
Il−r

dsIr

  ·
P1 dP2

P3 dP4
  · Q1 · Q

−1
1

�
Il−r

dsIr

  ·
P1 dP2

P3 dP4
  ·

Q11

Ir

  · Q
−1
1

�
Il−r

dsIr

  ·
Il−r dP2

P31 dP4
  · Q

−1
1

�

1

⋱

1

dα1
. . .

dαl−r

dsβ1 . . . dsβl−r ds+1P4

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· Q

−1
1 .

(17)

Setting

Q2 �

1

⋱

1

0(l−r)×r

−dsβ1 . . . −dsβl−r Ir

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Q3 �

1

⋱

1

−dα1
⋮

−dαl−r

0(l−m)×(l−r) Ir

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(18)

we have that

Q2 · F(z) �

1

⋱

1

dα1
. . .

dαl−r

0r×(l−r) ds+1P4

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· Q3 · Q

−1
3 · Q

−1
1

�
Il−r

ds+1P4
  · Q

−1
3 · Q

−1
1 .

(19)

Since P4 is ZLP, according to Quillen–Suslin theorem,
there exists an invertible matrix Q51 ∈ Kr×r[z2, . . . , zn] such
that P4 · Q51 � Ir. Setting

Q5 ≜
Il−r

Q51
 , (20)

we see that

F(z) � Q
−1
2

Il−r

ds+1P4
 

Il−r

Q51
 Q

−1
5 Q

−1
3 Q

−1
1

� Q
−1
2 ·

Il−r

ds+1Ir

 Q
−1
5 Q

−1
3 Q

−1
1 .

(21)

Obviously, Q−1
2 and Q−1

5 Q−1
3 Q−1

1 are invertible. So, F(z)

can be reduced to

D
s+1

(z)≜
Il−r

ds+1Ir

 . (22)

□
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Theorem 3. Suppose F(z) ∈ Kl×l[z] with det F(z) � dq. If
all the (l − r) × (l − r) minors of F(z) have no common zero
and dq/r | dl−r+1(F), where q, q/r are positive integers. 4en,
F(z) can be reduced to its Smith normal form:

D
q/r

(z) �
Il−r

dq/rIr

 . (23)

Proof. When q/r � 1, by )eorem 1, the conclusion is
correct.

When q/r≥ 2, since d|dl−r+1(F), it follows that rank
(F(f(z2, . . . , zn), z2, . . . , zn))≤ l − r. All the l − r × (l − r)

minors of F(z) have no common zero, and doing the same
as that of the proof of )eorem 1, we obtain that rank
(F(f(z2, . . . , zn), z2, . . . , zn)) � l − r and

V1(z) · F(z) �
Il−r 0l−r,r

0r,l−r dIr

  · F1(z), (24)

where V1(z) ∈ Kl×l[z] is a unimodular matrix and
F1(z) ∈ Kl×l[z]. Hence,

F(z) � V
−1
1 (z) · D(z) · F1(z). (25)

We know that detF1(z) � dq− r(z) from the equation
above. According to Lemma 5, all the (l − r) × (l − r)minors
of F1(z) have also no common zero. If (q/r)≥ 2, combined
with r is a positive integer, then q − r≥ 2; imitating the
procedure above, we obtain that

F1(z) � V
−1
2 (z) · D(z) · F2(z). (26)

)en,

F(z) � V
−1
1 · D(z) · V

−1
2 (z) · D(z) · F2(z). (27)

Using Lemma 5 again, all the (l − r) × (l − r) minors of
D(z) · V−1

2 (z) · D(z) also have no common zero. Combined
with Lemma 7, two invertible matrices
N1(z), U1(z) ∈ Kl×l[z] exist and satisfy
D(z) · V−1

2 (z) · D(z) � N1(z) · D2(z) · U1(z). )erefore,

F(z) � V
−1
1 · N1(z) · D

2
(z) · U1(z) · F2(z). (28)

Note that detF(z) � dq and detD2(z) � d2r, then
detU1(z) · F2(z) � dq− 2r. Furthermore, from Lemma 5, we
see that the (l − r) × (l − r) minors of U1(z) · F2(z) also
have no common zero.

If (q/r)≥ 3, repeating the previous process, we obtain
that

F(z) � V
−1
1 (z) · N1(z) . . . N(q/r)−1(z) · D

q/r
(z)

· U(q/r)−1(z) · Fq/r(z).
(29)

Note that detF(z) � dq and detDq/r(z) � dq, we see
det(U(q/r)−1(z) · Fq/r(z)) � 1. Hence, V−1

1 (z) · N1(z) . . .

N(q/r)−1(z) and U(q/r)−1(z) · Fq/r(z) are invertible matrices.
So, F(z) can be reduced to its Smith normal form
Dq/r(z). □

Theorem 4. Suppose F(z) ∈ Kl×m[z] (l≤m) has full row
rank with dl(F) � dq and dq/r | dl−r+1(F), where q and q/r are

positive integers. 4en, F(z) can be reduced to its Smith
normal form if and only if all the (l − r) × (l − r) minors of
F(z) have no common zero.

Proof (sufficiency). Since all the (l − r) × (l − r) minors of
F(z) have no common zero and dq/r | dl−r+1(F), then the
Smith normal form of F(z) is

P(z) � Dq/r(z) 0l×(m−l) . (30)

According to Remark 1, there exist G0(z) ∈ Kl×l[z] with
detG0(z) � dr, F0(z) ∈ Kl×m satisfy F(z) � G0(z) · F0(z),
and F0(z) is ZLP. Combining with Lemma 5, we have that
the (l − r) × (l − r) minors of G0(z) have no common zero
and d | dl−r+1(G0). From )eorem 3, there are invertible
matrices U(z), V(z) ∈ Kl×l[z] which satisfy
G0(z) � V(z) · Dq/r(z) · U(z). It is straightforward that
U(z) · F0(z) is also a ZLP matrix. From Quillen–Suslin
theorem, we have that there is an invertible matrix
Q(z) ∈ Km×m[z] which satisfy U(z) · F0(z) · Q(z) �

Il 0l×(m−l)( . Hence,

F(z) · Q(z) � G0(z) · F0(z) · Q(z) � V(z) · D
q/r

(z) · U(z)

· F0(z) · Q(z)

� V(z) · D
q/r

(z) · Il 0l×(m−l)(  � U(z) · P(z).

(31)

So, F(z) can be reduced to its Smith normal form
P(z). □

Necessity. Assume P(z) is the Smith normal form of F(z). It
is obvious that all the (l − r) × (l − r) minors of P(z) have
no common zero and dq/r | dl−r+1(P). Since F(z) can be
reduced to P(z), by Lemmas 5 and 6, we have that all the
(l − r) × (l − r) minors of F(z) have no common zero and
dq/r | dl−r+1(F).

Remark 2. Let f1(z), . . . , fs(z) be some nonzero poly-
nomials in K[z]; by Lemma 1, we know a necessary and
sufficient condition of f1(z), f2(z), . . . , fs(z) have no
common zero. K[z] is the reduced Gröbner basis of the
ideal I, which is generated by f1(z), . . . , fs(z), and con-
tains a unit of K. By )eorems 1–4, we can check whether
such a kind of nD polynomial matrices can be reduced to its
Smith normal form by using the existing Gröbner basis
algorithms. So, the conditions of )eorems 1–4 can be
verified easily.

3. An Example

In this section, we present an example to explain our method
on how to reduce the polynomial matrix we considered to its
Smith normal form.

Example 1. We consider the following 3D polynomial
matrix:
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F(z) �

1 + z3 1 − z2
3 − z3 z1z3 − z2

2

−z2
1 + 2z1z

2
2 + z4

2z3 z2
1z3 − 2z1z

2
2z3 − z4

2z
2
3 + z4

2 z1z
4
2z3 − 2z1z

4
2 + z2

1z
2
2

−2z2
1 + 4z1z

2
2 − 2z4

2 2z2
1z3 − 4z1z

2
2z3 + 2z42z3 z2

1 − 2z2
1z

4
2 − 2z1z

4
2 − 2z1z

2
2 + 2z62 + z4

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (32)

with detF(z) � (z1 − z2
2)

4.)en, we will prove that F(z) can
be reduced to its Smith normal form.

Step 1. By computing, d2(F) � (z1 − z2
2)

2 and the reduced
Gröbner basis of the ideal, which is generated by the 1 × 1
minors of F(z), is 1{ }. Combined with Remark 2 and Lemma
1, we have that the 1 × 1 minors of F(z) have no common
zero. Let d � z1 − z2

2, and then according to )eorem 3, we
have that F(z) is can be reduced to its Smith normal form:

P(z) �

1

d2

d2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (33)

where d � z1 − z2
2.

Step 2. Substituting f(z2, z3) � z2
2 for z1 in F(z), we have

F z
2
2, z2, z3  �

1 + z3 1 − z2
3 − z3 z2

2z3 − z2
2

z4
2 + z4

2z3 z4
2 − z4

2z
2
3 − z4

2z3 z6
2z3 − z6

2

0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(34)

)en, we construct the following invertible matrix:

U1 z2, z3(  �

1 0 0

−z4
2 1 0

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (35)

such that

U1 z2, z3(  · F z
2
2, z2, z3  �

1 + z3 1 − z3 − z2
3 z2

2z3 − z2
2

0 0 0

0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (36)

Computing by singular,

U1 z2, z3(  · F z1, z2, z3(  �

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1 + z3 1 − z3 − z2
3 z1z3 − z2

2

−z1 + z2
2 z1z3 − z2

2z3 z1z
2
2 − z4

2

−2z1 + 2z22 2z1z3 − 2z2
2z3 z1 + 2z1z

2
2 − 2z42 − z2

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (37)

Step 3. Suppose

F1 �

1 + z3 1 − z3 − z2
3 z1z3 − z2

2

−z1 + z2
2 z1z3 − z2

2z3 z1z
2
2 − z4

2

−2z1 + 2z22 2z1z3 − 2z22z3 z1 + 2z1z
2
2 − 2z42 − z2

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(38)

repeating Step 2 to F1, we have

U2 �

1 0 0

0 1 0

0 −2 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (39)

Hence,

U2 · F1 �

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1 + z3 1 − z3 − z2
3 z1z3 − z2

2

−1 z3 z2
2

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(40)

Step 4. Let

F2 �

1 + z3 1 − z2
3 − z3 z1z3 − z2

2

−1 z3 z2
2

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (41)

we check easily that F2 is an invertible matrix.

Step 5. By Lemma 7, we obtain
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1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · U

−1
2 ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ � U

−1
2 · U2 ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · U

−1
2 ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� U
−1
2 ·

1 0 0

0 1 0

0 −2 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1 0 0

0 1 0

0 2 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� U
−1
2 ·

1 0 0

0 d 0

0 −2d d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1 0 0

0 1 0

0 2 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� U
−1
2 ·

1

d2

d2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(42)

Hence,

F(z) � U
−1
1 ·

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · F1

� U
−1
1

1

d

d

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · U

−1
2 · F2

� U
−1
1 · U

−1
2 ·

1

d2

d2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · F2.

(43)

)us,

F(z) � U(z) ·

1

d2

d2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · V(z), (44)

where U(z) � U−1
1 · U−1

2 and V(z) � F2 are invertible
matrices.

4. Conclusions

In this paper, we have investigated the Serre reduction
problem for two classes of multivariate polynomial matrices
F(z) with the g.c.d. of maximal order minors as
(z1 − f(z2, . . . , zn))q. We have obtained some tractable
sufficient and necessary conditions under which such kinds of
matrices can be reduced to their Smith forms. )ese con-
ditions can be checked by using the existing Gröbner basis
algorithms to the associated minors of the given matrix. We
also give an example to illustrate our method. All of these
could provide useful information for reducing nD systems.
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Computer game-playing programs based on deep reinforcement learning have surpassed the performance of even the best human
players. However, the huge analysis space of such neural networks and their numerous parameters require extensive computing
power. Hence, in this study, we aimed to increase the network learning efficiency by modifying the neural network structure,
which should reduce the number of learning iterations and the required computing power. A convolutional neural network with a
maximum-average-out (MAO) unit structure based on piecewise function thinking is proposed, through which features can be
effectively learned and the expression ability of hidden layer features can be enhanced. To verify the performance of the MAO
structure, we compared it with the ResNet18 network by applying them both to the framework of AlphaGo Zero, which was
developed for playing the game Go. ,e two network structures were trained from scratch using a low-cost server environment.
MAO unit won eight out of ten games against the ResNet18 network. ,e superior performance of the MAO unit compared with
the ResNet18 network is significant for the further development of game algorithms that require less computing power than those
currently in use.

1. Introduction

Deep learning and reinforcement learning are increasingly
being used in developing algorithms for playing various
games such as backgammon, Atari, Shogi, chess, Go, Star-
Craft, Texas poker, and mahjong, where the artificial in-
telligence (AI) program applying the algorithms has reached
or even surpassed the performance level of top human
players. However, large-scale deep neural networks consume
a lot of computing power in game search processes and
training of the network, so huge amounts of computing
power are required to run these programs.

Tesauro et al. first used temporal difference (TD) rein-
forcement learning algorithms [1, 2] and backpropagation
neural networks [3] to achieve superhuman performance
levels in backgammon, demonstrating that deep learning can
be effectively combined with reinforcement learning algo-
rithms. Various game programs, including the AlphaGo [4]
series, AlphaGo Zero [5], Alpha Zero [6], Alpha Star [7],

Libratus [8], Pluribus [9], AI Suphx [10], and ELF Go [11] all
use deep neural networks (DNNs) as their prediction model.
,ese programs have beaten human players, thereby dem-
onstrating the application prospects of deep convolution
neural networks (CNNs) in the gaming field. However, such
networks have many parameters, resulting in high com-
puting requirements and slow training processes. Often, the
game problems are solved using a distributed cluster or even
a dedicated chip, such as a tensor processing unit. For small
games like the Atari series games, including Atari using
DQN (Deep Q Network) [12], C51 (51-atom agent) [13],
QR-DQN (Distributional Reinforcement Learning with
Quantile Regression) [14], HER (Hindsight Experience
Replay) [15], TD3 (Twin Delayed Deep Deterministic) [16],
DDPG (Deep Deterministic Policy Gradient) [17], SAC (Soft
Actor-Critic) [18], A2C/A3C (Asynchronous Actor-Critic,
Asynchronous Advantage Actor-Critic) [19, 20], TRPO
(Trust Region Policy Optimization) [21], and PPO (Proximal
Policy Optimization) [22], the end-to-end learning mode is
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achieved using a DNN to learn from video inputs. In game
research, most studies focus on the efficiency of the rein-
forcement learning algorithm itself but neglect the problems
of neural network adaptation, selection, and design in the
deep reinforcement learning algorithm. To achieve a pow-
erful machine learning solution on a personal computer and
enable the deep reinforcement learning algorithm to be
extended to equipment with low computing power for fast
training, we need a method that can achieve high perfor-
mance with reduced computing power consumption.

In order to improve the performance of DNN [23–26] in
the deep reinforcement learning algorithm, this paper
presents a method to improve the learning speed and reduce
the required parameters by optimizing the network struc-
ture. We propose a convolution layer-based network
structure that reduces the overall computational cost by
reducing the number of iterations executed with a higher
rate of learning the signature graph on the network. ,e
network structure uses a maximum-average-output (MAO)
layer instead of a partial convolution layer in 17 layers of
CNN. By randomly selecting the input channels during the
training process, different convolution cores have the op-
portunity to learn different features and have better gen-
eralization ability and learning efficiency.

First, this study provides another way to optimize the
deep convolution neural network. ,e output of this layer is
based on the principle of the piecewise function [23]. It has
different ideas in improving the deep convolution neural
network from the improvement of ELM [25, 26]. In this
paper, approaching the nonlinear function by piecewise
linear function, the MAO layer has less computing power
than some convolution layers using activation functions
such as tanh or sigmoid functions and has better fitting
performance than those using the ReLU activation function.
In addition, MAO reduces computation latency by learning
more features at each level to reduce the number of required
layers. ,e network model is based on a full convolution
network and therefore has fewer parameters, which allows it
to run and train on a graphics processor with less memory
than traditional programs.

Second, this study verifies that improving the learning
efficiency of the network can also help to enhance the ef-
ficiency of the learning algorithm. ,e deep reinforcement
learning model mentioned in this article uses the same
reinforcement learning algorithm as AlphaGo Zero. By
comparing the structure of ResNet18 [24] and MAO net-
work used in the benchmark control group, we directly
compare the learning effect of MAO and ResNet18 networks
when they have the same affiliation trained in the game.

2. Maximum-Average-Out Deep
Neural Network

,e reinforcement learning method used in this study was a
DQN. ,e general neural network needs a large quantity of
data to support learning features through the DNN. Deep
reinforcement learning needs significant search space and
calculation time to generate a sufficient number of samples
and requires multiple iterations to learn the corresponding

features. ,e MAO layer helps the convolution layer learn
different feature maps by randomly dropping out [27] some
feature maps during training, thus improving the efficiency
of the convolution layer learning features. ,is principle is
similar to that of the dense layer in theMaxout network [23].
By increasing the number of neurons in a single layer to
increase the number of feature maps, a segmented function
is formed to improve the learning efficiency of the feature
map in this layer. ,e number of learning features within
each training neural network is increased by selecting the
feature map output with the maximum average value of
these feature maps.,e results calculated by the convolution
layer in the structure can play a more significant role in the
convolution layer than can be accomplished using the
Maxout function directly. ,is makes the network learning
more robust, indirectly reducing the neural network
learning time and therefore reducing the total reinforcement
learning time.

2.1. Structure of Maximum-Average-Out Unit. ,e MAO
unit input port is a dropout-controlled channel selector
where the input is n feature maps. ,e input selector is only
working in the training stage, while the prediction step is in
the all-pass state. ,e input data are M0, which is an l ×

m × n tensor. ,e channel mask in training is randomly
generated by a dropout function. ,e mask V1×1×n is a 1 ×

1 × n tensor, while in prediction it is a tensor of V1×1×n for all
elements. ,e selection of the d-th channel in the selected
feature map M0 is calculated using the following formula,
and the symbol “:” represents the whole dimension of the
referenced tensor:

M1(:, :, d) � M0(:, :, d) × V(:, :, d). (1)

,e selected feature map M1 is calculated with a size of
l × m × n in the convolution layer where the depth of M1 is k

and the size of the convolution kernel Ck is 3 × 3 × k. ,e
feature map M2 is obtained using

M2 � M1 ∗ Ck, (2)

where the size of M2 is (l − 2) × (m − 2) × n. ,e average
vector Vavg of the d-th channel is calculated using

Vavg(1, 1, d) � avg M2(∴, :, d)( . (3)

,e size of Vavg is 1 × 1 × k, and the maximum value
vmax of the average vector Vavg is calculated using

vmax � max Vavg(1, 1, k) . (4)

,e selection mask vector Vselect is given by

Vselect(1, 1, d) � Vavg(1, 1, d)≥ vmax?1: 0. (5)

,rough the selection mask vector, the feature map
with the maximum average value is selected for
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output. ,e calculation is then divided into the fol-
lowing 2 steps:

(i) Select the feature map M2 so that M3 can be obtained
by using the selection mask Vselect, as shown in 6. ,e
elements in the selected feature map are unchanged,
while the elements in the unselected feature map are
assigned values of 0.

M3(:, :, d) � M2(:, :, d) × Vselect (1, 1, d). (6)

(ii) M3 merges its channels by adding the feature maps
(see (7)), where Mout represents the feature maps
selected by the segmented function.

Mout(:, :) � 
d

M3(:, :, d). (7)

A schematic diagram of theMAOunit of any given channel
is shown in Figure 1. ,e channel selector is a 1 × 1 × n

convolution layer, which is input into the channel selector from
the upper-level feature map. During training, a group of se-
lection vectors is generated by a dropout function and then
input into the convolution to control the input of different
feature maps. During prediction, however, the channel selector
controlled by a dropout functionwill allow a featuremap to pass
through. ,e convolution layer of depth k is selected from the
channel. ,ere is no activation function in this layer for the
feature input to the selector. By calculating the average value of
each featuremap, up to a vector of length k, the channelwith the
maximum average value is selected to output the feature map.

,is structure is improved on the basis of convolution
layer, referring to the construction idea of Maxout [23], and
using dropout to select feature map in the training stage. ,is
structure makes the convolution layer reduce the similarity
between convolution kernels when learning features so as to
improve the utilization of convolution kernels and increase the
number of convolution layer learning features in this structure.

,e MAO layer is composed of multiple channels, each
of which contains multiple MAO units, as shown in Figure 2.
Its use is similar to the convolution layer using rectified
linear unit (ReLU).

2.2. Overall Network Structure. ,e overall structure of the
network is a full CNN with 19 layers. In this network, the
MAO block (Figure 3) is composed of a MAO layer and
mlpconv [23] layers. A mlpconv layer is a 2-layer CNN that is
abbreviated by multilayer perceptron convolution. To ensure
fewer parameters after using MAO layer, we combined MAO
layer with 2 mlpconv blocks to form a MAO block. By using
this structure, whole networks can be deepened, yielding
superior generalization abilities and the capacity to learn
more features, primarily by MAO layers. ,e convolution
kernel size was 3 × 3, and the activation function was ReLU.

In this paper, the input of the MAO network (Figure 4) is
a state feature map represented by a 19 × 19 × 3 tensor,
which is input through the first mlpconv block [23] with a
hidden layer width of 80 and then transferred to the middle
MAO block. ,ere are two common MAO blocks in the
middle of the network, one policy and one value piece,
followed by the output layer consisting of a MAO layer and
GAP (global average pooling) layer. A MAO block with a
width of 40 was used along with four groups of MAO layers.
,eMAO layer of the output layer is a group of outputs, and
the width of the strategy portion is 362. After the GAP
calculation, a vector p with a length of 362 is calculated, and
the width of the board value estimation portion is 1. After
the GAP, the output becomes a scalar value, and tanh is
added as its activation function to output the scalar v. Using
the full CNN, the generalization ability is ensured with fewer
parameters, and the training speed and computational
power can be reduced compared to other methods.

3. Results

In this study, programs using either the MAO or ResNet18
networks, combined with the AlphaGo Zero reinforcement
learning algorithm, were developed and their training time

Channel
selector Convolution layer

Dropout

Feature
maps

Average vector 

Selection mask

Channel
selector

Feature
map

Figure 1: MAO unit.

n feature maps out via 
max-average-out units

Feature
maps

n feature maps

Figure 2: MAO layer.
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and parameters were compared using the experimental
conditions shown in Table 1. ,e programs using the MAO
and ResNet18 networks are henceforth referred to as the
MAO program and the ResNet18 program, respectively.

In order to reduce the work caused by debugging
superparameters and make comparison with ResNet18, the
learning rate and minibatch in this paper adopt the pa-
rameters mentioned in paper [23, 24] and make fine ad-
justment within a reasonable range, that is, learning
rate = 0.001 and minibatch = 128.

After seven days of training, the ResNet18 and MAO
networks had learned from scratch through 60 games of self-
play. Although the training time was limited, the results for the
MAO program self-play still showed strong attributes. For
example, in 10 games against the ResNet18 program, the MAO
program took the opposing stones first.,e networks were then
pitted against each other in 10 games of Go, with the results
shown in Table 2. Note that, in Table 2, the label “+Resign”
indicates that the player won by resignation of the opponent.
ResNet18 and MAO network models in deep reinforcement
learning (DRL) verified a distinct effect in playing Go, so that
faster DNN learning corresponded with faster DRL learning.

Because of its high learning efficiency, our MAO neural
network learned more features than the ResNet18 network
while utilizing fewer parameters, as evidenced by the total
byte usage of 2MB and 500MB, respectively. ,erefore, our
network is expected to show higher reinforcement learning
efficiency than the ResNet18 network. In the ten games
played between the two different programs, the eyes which
are important shape for Go game between the winner and
loser was only 0.5 to 11.5. However, the MAO program won
8 games, while the ResNet18 program won only 2 games.

,is indicates that the program learned the rules and game
patterns more quickly using the MAO network.

Figure 5 shows snapshots of Go boards during some
sample games. Specifically, Figure 5(a) shows 2 stones,

Mlpconv with BN MlpconvMax-average-out
layer

Figure 3: MAO block.
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map

Mlpconv MAO block MAO block

MAO block

MAO block

GAP with 
MAO

Policy

Value
GAP with 

MAO

Figure 4: MAO network.

Table 1: Computer configuration.

Toolkit package CNTK 2.7
Runtime .Net 4.7.2
OS Windows 10
CPU AMD 2700X@4.0GHz
RAM 32GB
GPU RTX2070
,reads used 16
Development environment Visual studio 2017 community
Communicate environment GTP+ sabaki v0.43.3
Optimization function Stochastic gradient descent (SGD)
Learning rate 0.001
Minibatch 128
Epoch 10

Table 2: Test results.

Comparison Black side White side Result
1 MAO ResNet18 B+ resign
2 ResNet18 MAO W+ resign
3 MAO ResNet18 B+ resign
4 ResNet18 MAO W+ resign
5 MAO ResNet18 W+ resign
6 ResNet18 MAO W+ resign
7 MAO ResNet18 B+ resign
8 ResNet18 MAO W+ resign
9 MAO ResNet18 B+ resign
10 ResNet18 MAO B+ resign
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indicated by the red box, being taken by the black pieces,
which in this case was the MAO program. Figure 5(b)
shows one stone, indicated by the red box, being taken by
the white player, which in this case was the MAO pro-
gram. Contrarily, Figure 5(c) shows one stone, indicated
by the red box, being taken by the black side, which in
this case is the ResNet18 program. Figure 5 clearly
demonstrates that the more efficient MAO program can
learn the value of eating the opposing pieces more
quickly than the ResNet18 program could, and it had a
relatively high probability for using similar moves to
force the opponent to resign in the middle of the game
(winning by resignation). In addition, the MAO program
seemed to apply the concept of occupying the board in
the Go game more effectively than the ResNet18 program
did and thus put more pressure on its opponent. ,is
indicates that the neural network can learn to play for
superior board status early in the game. From these
results, we can conclude that deep reinforcement
learning can be improved by pruning the search algo-
rithm and state space or by using better expert knowledge
to guide the early training and achieve rapid improve-
ment in game-play performance. Furthermore, learning
more features in a shorter time implies that the program
can learn to prune the search algorithm and state space
faster and thus generate knowledge to guide moves in
subsequent rounds of self-play.

Figure 5(a) shows two stones (red box) taken by the
black side when MAO (B) vs. ResNet18 (W) is playing
chess, Figure 5(b) shows one stone (red box) taken by the
white side when ResNet18 (B) vs. MAO (W) is playing
chess, and Figure 5(c) shows one stone (red box) taken by
the black side when ResNet18 (B) vs. MAO (W) is playing
chess. As shown in Figure 5, the more efficient MAO can
learn the value of eating more quickly than ResNet18, and it
has a relatively high probability to use this similar move to
make the opponent give up in the middle stage (relatively
more purposeful), and it can learn better the concept of
land occupation in go game and put pressure on the
opponent.

4. Conclusion

,is study explores the possibility of improving DNN
structures to increase the efficiency of deep reinforce-
ment learning for application in Go programs. ,rough
the comparative experiments presented in this paper, this
is shown to be a feasible and effective scheme for
speeding up the deep reinforcement learning algorithm
by improving the DNN. Moreover, the MAO network
proposed in this paper also demonstrates its ability to
improve the feature learning efficiency by controlling the
channel input of the convolution layer during the
training process. ,is work further shows that the im-
provement of the learning efficiency of deep reinforce-
ment learning algorithms can be achieved by pruning the
search space and improving the learning efficiency of the
neural network. Notably, the latter is easier to achieve
than the former. In the future, we intend to continue to
perform experiments and obtain more data to further
verify the superior performance of the proposed net-
work, by applying this proposed network structure to
image processing and other fields to verify and dem-
onstrate its generalizability. On the other hand, we will
consider to use multiagent [28, 29] constructure to
implement and improve the efficiency of the proposed
MAO network.
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(a) (b) (c)

Figure 5: Go boards during games between programs using the ResNet18 and MAO algorithms. In this figure, the numbers on the stones
indicate the steps that each player plays and red boxes highlight the stones, represented by a number without a stone present, taken by the
opponent in the enclosed area. (a) MAO (B) vs. Resnet18 (W), (b) Resnet18 (B) vs. MAO (W), and (c) Resnet18 (B) vs. MAO (W).
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