
Security and Communication Networks

Security Hardened and Privacy
Preserved Vehicle-to-Everything
(V2X) Communication

Lead Guest Editor: Azeem Irshad
Guest Editors: Muhammad Sha(q, Shehzad Ashraf Chaudhry, and
Muhammad Usman

 



Security Hardened and Privacy Preserved
Vehicle-to-Everything (V2X) Communication



Security and Communication Networks

Security Hardened and Privacy
Preserved Vehicle-to-Everything (V2X)
Communication

Lead Guest Editor: Azeem Irshad
Guest Editors: Muhammad Shafiq, Shehzad Ashraf
Chaudhry, and Muhammad Usman



Copyright © 2022 Hindawi Limited. All rights reserved.

is is a special issue published in “Security and Communication Networks.” All articles are open access articles distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor
Roberto Di Pietro, Qatar

Editorial Board

Ahmed A. Abd El-Latif, Egypt
Jawad Ahmad, United Kingdom
Mamoun Alazab, Australia
Cristina Alcaraz, Spain
Saud Althunibat, Jordan
Ruhul Amin, India
Maria Azees, India
Benjamin Aziz, United Kingdom
Shahram Babaie, Iran
Taimur Bakhshi, United Kingdom
Spiridon Bakiras, Qatar
Pablo Garcia Bringas, Spain
William Buchanan, United Kingdom
Michele Bugliesi, Italy
Jin Wook Byun, Republic of Korea
Pino Caballero-Gil, Spain
Bruno Carpentieri, Italy
Luigi Catuogno, Italy
Shehzad Ashraf Chaudhry, Turkey
Ricardo Chaves, Portugal
Chien-Ming Chen, China
Rongmao Chen, China
Chin-Ling Chen, Taiwan
Tom Chen, United Kingdom
Stelvio Cimato, Italy
Vincenzo Conti, Italy
Luigi Coppolino, Italy
Juhriyansyah Dalle, Indonesia
Salvatore D'Antonio, Italy
Alfredo De Santis, Italy
Angel M. Del Rey, Spain
Roberto Di Pietro, France
Jesús Díaz-Verdejo, Spain
Wenxiu Ding, China
Nicola Dragoni, Denmark
Wei Feng, China
Carmen Fernandez-Gago, Spain
Mohamed Amine Ferrag, Algeria
AnMin Fu, China
Clemente Galdi, Italy
Dimitrios Geneiatakis, Italy
Bela Genge, Romania
Anwar Ghani, Pakistan
Debasis Giri, India

Muhammad A. Gondal, Oman
Prosanta Gope, United Kingdom
Francesco Gringoli, Italy
Biao Han, China
Jinguang Han, United Kingdom
Weili Han, China
Khizar Hayat, Oman
Jiankun Hu, Australia
Iqtadar Hussain, Qatar
Azeem Irshad, Pakistan
M.A. Jabbar, India
Mian Ahmad Jan, Pakistan
Rutvij Jhaveri, India
Tao Jiang, China
Xuyang Jing, China
Minho Jo, Republic of Korea
Bruce M. Kapron, Canada
Arijit Karati, Taiwan
Marimuthu Karuppiah, India
ASM Kayes, Australia
Habib Ullah Khan, Qatar
Fazlullah Khan, Pakistan
Kiseon Kim, Republic of Korea
Sanjeev Kumar, USA
Maryline Laurent, France
Jegatha Deborah Lazarus, India
Wenjuan Li, Hong Kong
Huaizhi Li, USA
Kaitai Liang, United Kingdom
Xueqin Liang, Finland
Zhe Liu, Canada
Guangchi Liu, USA
Flavio Lombardi, Italy
Pascal Lorenz, France
Yang Lu, China
Leandros Maglaras, United Kingdom
Emanuele Maiorana, Italy
Vincente Martin, Spain
Barbara Masucci, Italy
David Megias, Spain
Weizhi Meng, Denmark
Andrea Michienzi, Italy
Laura Mongioi, Italy
Raul Monroy, Mexico



Rebecca Montanari, Italy
Leonardo Mostarda, Italy
HAMAD NAEEM, China, China
Mohamed Nassar, Lebanon
Shah Nazir, Pakistan
Qiang Ni, United Kingdom
Mahmood Niazi, Saudi Arabia
Petros Nicopolitidis, Greece
Vijayakumar Pandi, India
A. Peinado, Spain
Gerardo Pelosi, Italy
Gregorio Martinez Perez, Spain
Pedro Peris-Lopez, Spain
Carla Ràfols, Germany
Francesco Regazzoni, Switzerland
Abdalhossein Rezai, Iran
Helena Rifà-Pous, Spain
Arun Kumar Sangaiah, India
Neetesh Saxena, United Kingdom
Savio Sciancalepore, e Netherlands
Sourav Sen, USA
Young-Ho Seo, Republic of Korea
De Rosal Ignatius Moses Setiadi, Indonesia
Wenbo Shi, China
Ghanshyam Singh, South Africa
Daniel Slamanig, Austria
Vasco Soares, Portugal
Salvatore Sorce, Italy
Abdulhamit Subasi, Saudi Arabia
Zhiyuan Tan, United Kingdom
Je Sen Teh, Malaysia
Farhan Ullah, China
Fulvio Valenza, Italy
Sitalakshmi Venkatraman, Australia
Qichun Wang, China
Jinwei Wang, China
Guojun Wang, China
Hu Xiong, China
Xuehu Yan, China
Zheng Yan, China
Anjia Yang, China
Qing Yang, USA
Jiachen Yang, China
Yu Yao, China
Yinghui Ye, China
Kuo-Hui Yeh, Taiwan
Yong Yu, China

Xiaohui Yuan, USA
Sherali Zeadally, USA
Tao Zhang, China
Leo Y. Zhang, Australia
Zhili Zhou, China
Youwen Zhu, China



Contents

Security Hardened and Privacy Preserved Vehicle-to-Everything (V2X) Communication
Azeem Irshad  , Muhammad Shafiq  , Shehzad Ashraf Chaudhry  , and Muhammad Usman 

Editorial (4 pages), Article ID 9865621, Volume 2022 (2022)

AVoD: Advanced Verify-on-Demand for Efficient Authentication against DoS Attacks in V2X
Communication
Taehyoung Ko  , Cheongmin Ji  , and Manpyo Hong 

Research Article (9 pages), Article ID 2890132, Volume 2021 (2021)

Adaptive Fault-Tolerant System and Optimal Power Allocation for Smart Vehicles in Smart Cities
Using Controller Area Network
Anil Kumar Biswal  , Debabrata Singh  , Binod Kumar Pattanayak  , Debabrata Samanta  , Shehzad
Ashraf Chaudhry  , and Azeem Irshad 

Research Article (13 pages), Article ID 2147958, Volume 2021 (2021)

Improved Secure and Lightweight Authentication Scheme for Next-Generation IoT Infrastructure
Chien-Ming Chen   and Shuangshuang Liu 

Research Article (13 pages), Article ID 6537678, Volume 2021 (2021)

Internet of /ings Security: Challenges and Key Issues
Mourade Azrour  , Jamal Mabrouki  , Azidine Guezzaz  , and Ambrina Kanwal
Review Article (11 pages), Article ID 5533843, Volume 2021 (2021)

A Reliable Network Intrusion Detection Approach Using Decision Tree with Enhanced Data Quality
Azidine Guezzaz  , Said Benkirane, Mourade Azrour, and Shahzada Khurram
Research Article (8 pages), Article ID 1230593, Volume 2021 (2021)

/e Snowden Phone: A Comparative Survey of Secure Instant Messaging Mobile Applications
Christian Johansen, Aulon Mujaj, Hamed Arshad  , and Josef Noll
Review Article (30 pages), Article ID 9965573, Volume 2021 (2021)

Security in Vehicular Ad Hoc Networks: Challenges and Countermeasures
Jabar Mahmood  , Zongtao Duan  , Yun Yang  , Qinglong Wang  , Jamel Nebhen  , and
Muhammad Nasir Mumtaz Bhutta 

Review Article (20 pages), Article ID 9997771, Volume 2021 (2021)

A Provably Secure Authentication and Key Exchange Protocol in Vehicular Ad Hoc Networks
Tsu-Yang Wu  , Zhiyuan Lee  , Lei Yang  , and Chien-Ming Chen 

Research Article (17 pages), Article ID 9944460, Volume 2021 (2021)

Designing an Efficient and Secure Message Exchange Protocol for Internet of Vehicles
Shehzad Ashraf Chaudhry 

Research Article (9 pages), Article ID 5554318, Volume 2021 (2021)

https://orcid.org/0000-0002-1366-2834
https://orcid.org/0000-0001-7337-7608
https://orcid.org/0000-0002-9321-6956
https://orcid.org/0000-0002-2528-464X
https://orcid.org/0000-0002-2492-6567
https://orcid.org/0000-0003-1495-0157
https://orcid.org/0000-0001-9855-3890
https://orcid.org/0000-0001-7341-216X
https://orcid.org/0000-0002-2721-5824
https://orcid.org/0000-0001-7472-304X
https://orcid.org/0000-0003-4118-2480
https://orcid.org/0000-0002-9321-6956
https://orcid.org/0000-0002-1366-2834
https://orcid.org/0000-0002-6502-472X
https://orcid.org/0000-0002-8949-1437
https://orcid.org/0000-0003-1575-8140
https://orcid.org/0000-0002-3841-7755
https://orcid.org/0000-0003-1058-5420
https://orcid.org/0000-0003-1058-5420
https://orcid.org/0000-0003-3885-7408
https://orcid.org/0000-0002-2872-0734
https://orcid.org/0000-0002-9920-7751
https://orcid.org/0000-0003-2353-6820
https://orcid.org/0000-0003-4702-9751
https://orcid.org/0000-0002-8610-3451
https://orcid.org/0000-0001-5580-4282
https://orcid.org/0000-0001-8970-2452
https://orcid.org/0000-0001-8743-5290
https://orcid.org/0000-0002-9835-5111
https://orcid.org/0000-0002-6502-472X
https://orcid.org/0000-0002-9321-6956


Chaotic Reversible Watermarking Method Based on IWT with Tamper Detection for Transferring
Electronic Health Record
Mahboubeh Nazari and Arash Maneshi 

Research Article (15 pages), Article ID 5514944, Volume 2021 (2021)

New Efficient and Secured Authentication Protocol for Remote Healthcare Systems in Cloud-IoT
Mourade Azrour  , Jamal Mabrouki  , and Rajasekhar Chaganti 

Research Article (12 pages), Article ID 5546334, Volume 2021 (2021)

Implementation of Blockchain Consensus Algorithm on Embedded Architecture
Tarek Frikha  , Faten Chaabane  , Nadhir Aouinti  , Omar Cheikhrouhou  , Nader Ben Amor  , and
Abdelfateh Kerrouche
Research Article (11 pages), Article ID 9918697, Volume 2021 (2021)

V2X-Based Mobile Localization in 3D Wireless Sensor Network
Iram Javed  , Xianlun Tang, Kamran Shaukat  , Muhammed Umer Sarwar, Talha Mahboob Alam, Ibrahim
A. Hameed  , and Muhammad Asim Saleem 

Research Article (13 pages), Article ID 6677896, Volume 2021 (2021)

https://orcid.org/0000-0003-4222-7636
https://orcid.org/0000-0003-1575-8140
https://orcid.org/0000-0002-3841-7755
https://orcid.org/0000-0001-5341-6729
https://orcid.org/0000-0001-8402-8059
https://orcid.org/0000-0001-8136-3230
https://orcid.org/0000-0003-1615-1762
https://orcid.org/0000-0002-9898-3898
https://orcid.org/0000-0002-8437-4346
https://orcid.org/0000-0001-9064-523X
https://orcid.org/0000-0003-2174-3383
https://orcid.org/0000-0003-1252-260X
https://orcid.org/0000-0003-2709-5508


Editorial
Security Hardened and Privacy Preserved Vehicle-to-Everything
(V2X) Communication

Azeem Irshad ,1 Muhammad Shafiq ,2 Shehzad Ashraf Chaudhry ,3

and Muhammad Usman 4

1Department of Computer Science and Software Engineering, International Islamic University Islamabad, Islamabad, Pakistan
2Department of Information and Communication Engineering, Yeungnam University, Gyeongsan 38541, Republic of Korea
3Department of Computer Engineering, Faculty of Engineering and Architecture, Istanbul Gelisim University, Istanbul, Turkey
4Faculty of Computing Engineering and Science, University of South Wales, Pontypridd CF37 1DL, UK

Correspondence should be addressed to Muhammad Shafiq; shafiq@ynu.ac.kr

Received 19 March 2022; Accepted 19 March 2022; Published 12 April 2022

Copyright © 2022 Azeem Irshad et al.&is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Vehicle-to-everything (V2X) communications have recently
gained concentration of researchers for both, academia as
well as industry. In the V2X system, the information is
communicated from vehicle sensors to other vehicles, in-
frastructure, pedestrians, and mobile network cloud through
high-bandwidth reliable links [1–4]. &e technology may
greatly improve the driver’s awareness of imminent hazards,
thereby reducing the severity of accidents, fatalities, or
possible collisions with other vehicles. &e V2X technology
brings efficiency through creating warning alerts for drivers,
imparting the information of alternative routes for avoiding
possible traffic congestions and pinpointing available
parking spaces. Such critical situations might become
problematic if the security and privacy of V2X communi-
cation system is compromised [5–8]. &us, V2X vehicles
along with efficiency, reliability, and safety parameters re-
quire more secure and robust communication protocols to
meet the upcoming security challenges. Moreover, the
wireless nature of the system might become challenging in
affording secure and ubiquitous connectivity to the V2X
network [9–13]. &is is crucial to create a fail-safe infra-
structure of modern traffic scenario regarding smart cities
since security and privacy issues are quite prevalent in our
daily lives.

&is special issue encompasses 13 research articles fo-
cusing on security and privacy of vehicular networks. &e
details of these articles are summarized as follows.

&e authors in a research article titled “Implementation
of Blockchain Consensus Algorithm on Embedded Archi-
tecture” presented study of the feasibility as well as the gain
realized by using an architecture adopted at Ethereum PoW
on FPGAs [14]. &e concept of finding optimized solutions
adapted to the specific constraints of blockchain-based
applications such as execution time, number of required
nodes, and suitable data security algorithms are heavily
researched in the literature. &e paper also presents the
implementation of an embedded-blockchain approach. &is
system presents a hybrid implementation of ethereum nodes
on Raspberry Pi on one side and of PoW consensus on
FPGA.&is may prove to be a significant proposal for future
implementations since it provides the possibility to set up an
ASIC to accelerate the POW execution.

&e authors in a research article titled “New Efficient and
Secured Authentication Protocol for Remote Healthcare
Systems in Cloud-IoT” proposed new authentication scheme
for health care systems cloud-IoT [15]. Before presenting the
proposed work, the authors demonstrate the vulnerabilities
and security issues of previous proposed studies including
Sharma and Kalra’s scheme. &e authors discover few
weaknesses in the Sharma and Kalra’s protocol along with
password guessing and smart card stolen attacks. &e
simulation tests as performed under Scyther tool confirm
that the lightweight proposed protocol satisfies up-to-date
security requirements.&e formal and informal analysis also
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validates the findings of the obtained results in the per-
formance evaluation.

&e authors in a research article titled “Chaotic Re-
versible Watermarking Method Based on IWTwith Tamper
Detection for Transferring Electronic Health Record” pre-
sented a reversible and lightweight watermarking method
for IoT-based healthcare systems employing integer wavelet
transform (IWT) and chaotic maps, which is capable of
tamper detection [16]. In this study, the authors demon-
strated a secure and lightweight watermarking method
having imperceptibility and reversibility impacts, with least
possible attacks in IoT-based healthcare systems. As per the
results, the proposed scheme took advantage of IWT and
reduces greatly the computational complexity as compared
to other related techniques. Besides, the scheme supports
tamper detection and reversibility and is also provably re-
sistant to several signal processing threats.

&e research article titled “A Provably Secure Authen-
tication and Key Exchange Protocol in Vehicular Ad Hoc
Networks” presents a novel and secure authenticated key
agreement scheme to negotiate an agreed session key prior
to communicating the confidential information in vehicular
ad hoc network (VANET) [17]. In the follow-up of sensing
sensitive information, the transmission of information may
be affected or tampered due to insecure public wireless
channel. &erefore, it becomes critical to secure the trans-
mission. In this context, the proposed protocol achieves the
objective by supportingmutual authenticity among the three
participating entities including RSU, user, and cloud server.
Finally, the formal security analysis depicts that the protocol
is workable, efficient, and secure.

&e research article titled “Security in Vehicular Ad hoc
Networks: Challenges and Countermeasures” discusses the
characteristics and all the possible security limitations in-
cluding attacks and threats at different protocol layers of the
VANETs architecture [18]. Moreover, the paper also surveys
different countermeasures. &is paper surveys VANET se-
curity challenges such as DoS, Sybil, impersonation, replay,
and other attacks. Furthermore, it presents the possible
countermeasures. &e survey may serve as a useful reference
for future intelligent transport systems.

&e research article titled “&e Snowden Phone: A
Comparative Survey of Secure Instant Messaging Mobile
Applications” presents a comprehensive survey on security and
privacy analysis of recent and popular instant messaging ap-
plications [19]. In this paper, the authors discussed all the
necessary prerequisites that a reader needs to do for securing
the messaging applications as well as analyzing the mobile
applications that help in implementing end-to-end secure
messaging. &ey define the key characteristics of a secure and
privacy-preserving communication protocol for instant mes-
saging apps and then perform an analysis on the most popular
ones. Furthermore, the authors perform a comparison on the
end-to-end encryption protocols. After the analysis, the au-
thors recommend some possible security improvements for all
applications under analysis that provide quite interesting
highlights. &ey use different testing scenarios to study the
security and usability characteristics of secure mobile appli-
cations and provide suggestions for improvements.

&e research article titled “A Reliable Network Intrusion
Detection Approach using Decision Tree with Enhanced
Data Quality” presents a reliable network intrusion detec-
tion approach based on decision tree classifier and engi-
neering feature techniques [20]. In the present research
paper, authors proposed a new reliable network intrusion
detection approach based on decision tree with improved
data quality. &e authors employed network data pre-
processing and entropy decision-based feature selection to
enhance quality of training for building decision tree clas-
sifier to boost the quality of intrusion detection. &e pro-
posed paper is new and significant because it is based on
machine learning algorithm.&e experimental study depicts
that the contributed approach presents many advantages
and shows high accuracy in comparison with other state-of-
the-art models.

&e research article titled “Internet of &ings Security:
Challenges and Key Issues” aims to study the key issues
including security threats in state-of-the-art IoT-based au-
thentication schemes [21]. Mostly, the paper highlights the
current challenges as posed to the induction of IoTdevices in
the precarious domain. &e authors emphasized on securing
real and virtual worlds based on IoT technology resulting in
secure energy, water management, construction, industry,
environment, telecommunications, healthcare, surveillance-
based sectors, etc. Mostly, IoT-based networks are prone to
Denial of Service (DoS) attack, replay attack, and insider
attacks. &e authors emphasized on countering the men-
tioned threats by employing one-time password, elliptic-
curve cryptography (ECC), ID-based authentication, and
certificate-based authentication solutions.

&e research article titled “Adaptive Fault-Tolerant
System and Optimal Power Allocation for Smart Vehicles in
Smart Cities using Controller Area Network (CAN)”aims to
analyze the increased energy consumptions and transmis-
sion collisions resulting in loss of data packets in a CAN-
based smart vehicle system [22]. &e authors try to find the
fault-tolerant capability through probabilistic automatic
repeat request (PARQ) and also probabilistic automatic
repeat request (PARQ) with fault impact (PARQ-FI) and
also provide the optimal power allocation in CAN sensor
nodes for enhancing the performance of the system. &e
simulation results depict an increase packet delivery ratio of
the proposed scheme. &e promising findings of the pro-
posed system may prove to be a significant reference for
future smart cities.

&e research article titled “Designing an Efficient and
Secure Message Exchange Protocol for Internet of Vehicles”
aims to present a secure message authenticated key exchange
protocol for the exchange of information among legitimate
participating members of IoV (SMEP-IoV) [23]. Initially,
the author reviewed some of the recently presented au-
thentication protocols for securing IoVs. &en, they con-
structed a symmetric key-oriented authenticated key
exchange protocol which can be employed by a vehicle and
corresponding RSU to converge on a mutually agreed secret
key with the assistance of vehicle server. &e presented
SMEP-IoV schememeets the security as well as performance
requirements of IoV. To analyze the security on formal basis,
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the SMEP-IoV employed BAN logic. According to the
demonstrated results, the lightweight SMEP-IoV achieves
the desired security properties.

&e research article titled “Improved Secure and
Lightweight Authentication Scheme for Next-Generation
IoT Infrastructure” proposed a secure as well as lightweight
authenticated key agreement technique for next-generation
IoT infrastructure after reviewing and presenting the
weaknesses in Rana et al. [24]. &is study suffers from
vulnerability to offline password guessing attack and priv-
ileged insider threats. &e improved scheme solves the
drawbacks of reviewed scheme, and its security features are
proven under formal as well as informal analysis. &ey
proved the security properties of the scheme using BAN
logic as well formal analysis based on the RoR model. Ul-
timately, they took a comparative analysis of the proposed
work and previous related schemes and found that their
scheme is not only efficient as far as computational and
communicational costs are concerned but also robust re-
garding the security features. Moreover, the performance
evaluation also acknowledges the effectiveness of proposed
scheme in terms of time and memory consumption.

&e research article titled “AVoD: Advanced Verify-on-
Demand for Efficient Authentication against DoS Attacks in
V2X Communication” presented a technique for preventing
Denial-of-Service (DoS) threats in the interaction of au-
tonomous cooperative driving vehicles by employing se-
curity credential management system [25]. &e contributed
technique minimizes the authentication costs on the basis of
classification for similar messages into several categories,
while verifying the authenticity for the first message as
characterizing the group. &is scheme has been duly tested
with experiments and demonstrations, while the scheme
significantly enhances the speed of processing messages by
reducing DoS attacks, attributing to the contributed scheme.

&e research article titled “V2X-Based Mobile Locali-
zation in 3D Wireless Sensor Network” presented a range-
free localization algorithm with respect to sensors in 3D
wireless sensor network architecture on the basis of flying
anchors [26]. &e developed algorithm is quite suitable for
localization of the vehicle as it employs the vehicle-to-in-
frastructure (V2I) based positioning algorithm. It chooses
the multilayer C-shaped trajectory for random walk of the
mobile anchor-based nodes which is installed with GPS.
&ese anchor nodes keep transmitting beacon signal besides
the information of position towards unknown nodes to form
a triangle using three further nodes upon receipt of RSSI
values. &ereafter, distance is calculated using link quality
induction for every mobile anchor node using centroid-
based formula for computing localization error. &e results
of simulation indicate that C-CURVE algorithm demon-
strates higher efficiency even in multipath fading. &e
presented algorithm affords higher accuracy despite the
presence of noise, due to the employment of recurring LQI
values.

We would like to extend our profound appreciation to all
the reviewers and authors for their timely and worthy
contributions. Moreover, we would like to thank the Editor-
in-Chief of Security and Communication Networks,

Hindawi, for granting us the privilege to contribute this
special issue in the worthy journal.We hope this special issue
will provide useful insight to the researchers seeking for the
novel prospects to secure vehicular communications.
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Owing to the development of information and communication technology (ICT), autonomous cooperative vehicles are being
developed. Autonomous cooperative driving combines vehicle-to-everything (V2X) communication technology in existing
autonomous driving and provides safe driving by sharing information between communication entities. However, security factors
should be considered during communication. Security Credential Management System (SCMS) has been proposed as one of these
elements, but it is vulnerable to denial-of-service (DoS) attacks due to message authentication costs. In congested situations, the
number of messages exchanged between vehicles becomes very large. However, the performance of the on-board unit (OBU) is
not sufficient to handle huge number of messages, which can lead to a DoS attack.,erefore, a technique to prevent DoS attacks on
autonomous cooperative driving vehicles using SCMS has been proposed in this paper. ,e proposed technique reduces au-
thentication costs by classifying similar messages into multiple categories and authenticating only the first message represented in
the group for a unit time. ,e effectiveness of this technique has been demonstrated by comparing the time it takes to verify huge
number of message signatures in each method.

1. Introduction

With the recent development of information technology,
autonomous driving technology has been actively
researched in the automotive field. Research costs in the
automotive field are increasing every year, and the pro-
portion of software and computer services is also increasing.
In addition, patents for self-driving cars have been in-
creasing since 2015 [1,2], and IT companies such as Google
and Apple, as well as automobile manufacturers, such as
Mercedes and BMW, have been developing self-driving cars
[3]. ,e advantage of autonomous driving is that there are
fewer errors caused by humans because of minimal human
intervention, compared to manual driving. In particular,
according to a survey [4] conducted by the National
Highway Traffic Safety Administration (NHTSA), 94% of car
accidents were caused by drivers. ,erefore, it is possible to
perform safe driving using autonomous driving technology
in which the driver is a system and not a human being, when
compared to manual driving.

However, because autonomous driving alone is not
sufficient to perform safe driving, autonomous cooperative
driving using vehicle-to-everything (V2X) communication
technology is required. Autonomous cooperative driving is
not judged by only one vehicle but communicates with
nearby vehicles or roadside fixed V2X communication units
(road side unit (RSU)) to make judgments for safer driving.
However, security factors must be considered, because V2X
communication is used to communicate with other ele-
ments. In fact, white hackers infiltrated vehicles from the
outside and showed examples of attacks that manipulated
various functions in the vehicle [5,6]. In this regard, mea-
sures for message integrity verification, authentication, and
personal protection should be implemented. As a result,
security system and standards have been established.

,e U.S. Department of Transportation (USDOT) is
currently developing, applying, and implementing a V2X
security authentication system called the Security Credential
Management System (SCMS) [7] to enhance the security of
autonomous cooperative driving. ,e SCMS is a PKI-based
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message authentication system. Each participant performing
V2X communication using SCMS can trust shared infor-
mation through authentication. ,ere are three design
objectives for the SCMS. ,e first is to ensure accuracy and
reliability of the information exchanged, the second is to
protect the privacy of the driver, and the third is to support
the identification of devices revoked through malfunc-
tioning device identification and certificate revocation list
(CRL) distribution. ,erefore, the SCMS provides a security
infrastructure for issuing and managing security certificates.
Each entity that wants to perform V2X communication can
register with the SCMS, obtain a security certificate from the
certification authority, and authenticate the message to
prove that it is a trusted entity. Certificates used in SCMS are
largely divided into certificates for the on-board equipment
(OBE) and certificates for the RSU. Certificates for OBE
include OBE Enrollment Certificate, Pseudonym Certificate,
and Identification Certificate. ,e OBE can request for
another certificate using Enrollment Certificate. Pseudonym
Certificate is mainly used for short-term, basic safety
message (BSM) authentication, and misbehavior reporting.
Multiple Pseudonym Certificates obtained from the Pseu-
donym Certificate Authority are changed after expiration
validity period. ,e OBE uses Identification Certificates to
identify special and public vehicles. Certificates used by the
RSU include the RSU Enrollment Certificate and Applica-
tion Certification. An Enrollment Certificate is used by the
RSU to receive application certification. Application certi-
fication is used by the RSU to provide secure transportation
services, such as signing over air messages. During V2X
communication, each entity can report misbehaving o
malfunctioning. CRLs are created through misbehavior
report and added to the blacklist inside SCMS. Each entity
can block messages from revoked entities using CRLs.

Society of Automotive Engineers (SAE) has created a
standard that defines the Dedicated Short Range Commu-
nications (DSRC) message set and On-Board System Re-
quirements for V2V Safety Communications. ,e message
used by each entity to exchange information with each other
uses the message defined in document SAE J2735 [8]. SAE
J2735 is Dedicated Short Range Communications (DSRC)
message set. SAE J2735 includes a set of DSRC messages, a
data frame, and data elements that make up each message.
Some of these message sets include the basic safety message
(BSM), common safety request (CSR), and emergency ve-
hicle alert (EVA). BSM is a message that contains basic
information about a vehicle, including its current location,
speed, gear information, and braking information. BSM
broadcasts 10 messages per second to surrounding vehicles.
CSR can be unicast as a message asking for additional in-
formation between vehicles exchanging BSMs. Additional
information requested by CSR includes light, wiper,
brakeStatus, brakePressure, and weather data measured by
sensors. ,e EVA message broadcasts a warning message
that an emergency vehicle is operating nearby and that the
vehicle’s drivers need attention. In addition to the above-
mentioned messages, other messages defined in J2735 are
used to communicate with vehicles to exchange road and
driving information for safe driving.

SAE J2945/1 [9] is a standard document that contains the
system requirements of the on-board unit (OBU) for secure
V2V communication proposed by SAE. ,e standards
specify the standard profiles, functional requirements, and
performance requirements. ,e standard profiles contain
802.11 related requirements for basic communication and
IEEE 1609.2 [10] related to security. In particular, it is re-
quired to use Secure Hash Algorithm (SHA) 256 as the
hashing algorithm and Elliptic Curve Digital Signature
Algorithm (ECDSA) 256 with NIST p256 as the signature.
Symmetric encryption requires support for AES-128. In
addition, there are requirements for recording the position
of the vehicle and the route it travels.

Despite these security systems, V2X communication has
a big security threat. ,at is a denial-of-service (DoS) attack.
DoS attacks on SCMSs can cause delays in traffic flow as well
as car crashes. ,erefore, the goal of this paper is to propose
advanced verify-on-demand (AVoD), a technique to prevent
DoS attacks on autonomous cooperative vehicles using
SCMS, and to validate its effectiveness in preventing DoS
attacks.

,e remainder of this paper is organized as follows.
Section 2 discusses related works on DoS attack in V2X
environment and its countermeasure. Section 3 describes the
security analysis in autonomous cooperative driving. Section
4 explores the AVoD proposed in this study. Section 5
examines the actual implementation of AVoD, and Section 6
presents the conclusions.

2. Related Works

In the V2X environment, a safe driving environment is
provided by exchanging information between each entity.
Due to these characteristics, an attack that reduces avail-
ability can have a fatal impact on the whole network. ,is
section discusses research on attacks that compromise
availability and studies on countermeasures for such attacks.

Trkulja et al. [11] introduced a set of denial-of-service
attacks on C-V2X networks operating in Mode 4. ,e attack
presented in this research is caused by adversarial resource
block selection. ,is attack is a very sophisticated and ef-
ficient attack. In this study, each attack is analyzed by setting
three types of enemies.With a fixed number of attackers, this
study shows that smart and cooperative attacks can have a
significant impact on network performance when the vehicle
density is low, whereas when the vehicle density is high, the
unconscious attack is more effective than sophisticated
attack.

Another type of attack that reduces availability is a
jamming attack. Safety applications in vehicle networks
include real-time information contained in periodically
exchanged messages called beacons. A jamming attack that
interferes with beacon transmission is studied in the work of
Benslimane et al. [12]. ,is study investigates the effect of
jamming attack on beacon broadcast and proposes a real-
time MAC (Media Access Control) based detection method
for jamming attack. ,is method works well when the
number of vehicles constituting the platoon is fixed, while it
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does not work well when the number of vehicles belonging
to the platoon changes frequently.

Studies have been conducted on the use of lightweight
protocols in the authentication process to prevent attacks
that compromise availability [13–15].

In 2020, Vasudev et al. [13] proposed lightweight mutual
authentication scheme for V2V Communication in Internet
of Vehicles. In their work, a scheme with a lower compu-
tation cost was proposed compared to the efficient mutual
authentication schemes that were previously proposed
[16–18]. In addition, those authors used SHA-3 with 256 bit,
which is relatively robust in collision attacks compared to the
study using SHA-1 [19]. ,is scheme performs 17 hash
functions including the registration phase to perform mu-
tual authentication. ,is method consumes lower compu-
tation cost compared to the existing methods, but still has
vulnerabilities to collision attacks. In particular, the security
strength is lower than that of ECDSA, which provides strong
authentication. In addition, it cannot be applied to envi-
ronments using SCMS. S.A.A. Hakeem et al. [14] proposed
lightweight message authentication and privacy preservation
protocol for V2X communications. ,is scheme uses hash
chain of secret keys for a Message Authentication Code
(MAC). It reduces computation overhead and communi-
cation overhead compared to using standard security pro-
tocols. ,e advantages of this technology are attractive, but
useless in an environment where standards are enforced. In
2018, S. Taha et al. [15] proposed lightweight group au-
thentication scheme for achieving low latency with high
mobility in vehicular networks. For this reason, the authors
clustered vehicles and assigned each vehicle a role within the
cluster. ,eir scheme aims to create a shared group key
within the cluster as well as mutual authentication between
vehicles in the cluster. However, their scheme is a group
authentication method and cannot be applied to the V2X
network using SCMS targeted in this paper.

Another countermeasure is to improve the authentica-
tion speed using hardware. Using General-Purpose com-
puting on Graphics Processing Units (GPGPU) to accelerate
the hardware, ECDSA authentication speed improvement
was achieved [20]. However, in OBU or RSU that performs
ECDSA, the performance of the GPU is low, so it is difficult
to exert a great effect. Another scheme [21] is to use parallel
programming. ,is method is available because most em-
bedded CPUs have multicores. ,ose authors performed
ECDSA signature verification in parallel using 16 threads. As
a result, the processing speed was four times faster than that
of a single thread.

,e last countermeasure is to change the authentication
policy. SAE proposed verify-on-demand (VoD) [22] to
increase the processing speed of the encryption module,
address the security vulnerability presented above, and ul-
timately prevent DoS attacks. VoD changes the authenti-
cation policy instead of using the authentication protocol
specified in IEEE1609.2 by using this; the number of mes-
sages to be authenticated is reduced. VoD will be covered in
more detail in Section 3.

3. Security Analysis

,ere are two security vulnerabilities in autonomous co-
operative driving using the SCMSs.,e first is the processing
speed of the encryption module. In the Notice of Proposed
Rulemaking for Federal Motor Vehicle Safety Standards [23]
issued by the National Highway Traffic Safety Administra-
tion (NHTSA), it is stated that DSRC equipment must
perform validation of at least 5500 BSMs per second.
Message processing proceeds in the order of interpreting the
content of the message after its authentication. ,erefore, in
crowded situations, the OBU must be able to perform more
than 5500 BSM signature verifications per second. However,
ECDSA cannot process 5500 BSMs per second because it
requires more time to authenticate than the existing RSA
[24–27]. According to the research that measured the au-
thentication time in the actual OBU [14], processing speed of
OBU is only 35 verifications per second in the case of the
software module. In the case of the hardware module,
processing speed of OBU is only 163 verifications per sec-
ond. Eventually, owing to limitations in the performance of
hardware and cryptographic modules, many BSM authen-
tications arising from congestion situations are not per-
formed well. ,e second vulnerability is DoS attack. ,is
vulnerability arises from the aforementioned vulnerability,
which prevents the normal behavior of OBUs by sending
more BSM messages than they can handle. ,ese vulnera-
bilities can lead to traffic accidents or congestion during
autonomous cooperative driving using SCMSs. Further-
more, if authentication is omitted to prevent DoS attacks, the
risk of forgery or tampering attacks is encountered. In this
section, situations in which conflicts occur in autonomous
cooperative driving environments and security threats that
can arise in each situation are discussed.

3.1. Attacker Model. In this study, the attacker launches a
DoS attack on a vehicle that performs autonomous coop-
erative driving.,e goal of a DoS attack is to disrupt the road
and ultimately paralyze it. Vehicles targeted for attack are
vehicles located within 1 km radius of the attacker, which is
the propagation range of basic DSRC/WAVE messages. ,e
attacker must be able to generate a large number of BSMs.
,e attacker can send BSMs more than 10 times per second
using the modified program. ,e attacker has multiple
certificates normally issued from the SCMS. It is assumed
that the attacker remotely penetrates vehicle of the normal
user through backdoor for obtain a certificate. Using these
certificates, the attacker sends BSMs as impersonating
normal user. ,e victim reports to Registration Authority
(RA; RA manages CRLs) to add a certificate that signed the
attack BSMs to CRLs. Since then, when BSMs signed with a
certificate listed in CRLs are received, those are dropped. For
this reason, attackers use a different certificate for each attack
to effectively perform attacks. It is also assumed that more
than one attacker OBU is used to transmit 5500 BSMs per
second.
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3.2. Attack Situation. In SAE J2945/1 [9], seven threatening
crash-imminent scenarios were selected considering the fre-
quency, cost, and functional years lost. It is designed to prevent
collisions by operating safety applications for each scenario.
Crash-imminent scenarios are shown in Table 1. All of them,
except blind spot warning (BSW) and lane change warning
(LCW), operate using sensors and BSM.,erefore, in order to
avoid collisions, it is important to receive the BSM without
interruption. ,e attacker uses this point to perform an attack.
As shown in Figure 1, the attacker sends a large number of
BSMs to the target vehicle. Vehicles within the attacker’s
DSRC/WAVE transmission range become the target vehicle.
When the attack starts, the target cars cannot receive BSMs
normally. Because BSMs cannot be received normally,
among the scenarios shown in Table 1, other scenarios except
‘Vehicle(s) Changing Lanes-Same Direction’ have a high
probability of collision. For example, when a lead vehicle is
stopped, it is necessary to detect the sudden halt of the vehicle
in front, using FCW.However, it does not receive the BSM due
to a DoS attack, which causes a crash owing to the delay in
understanding the situation that occurred earlier.

3.3. Countermeasures. As discussed in Section 2, two
countermeasures are considered to prevent this security
threat. ,e first is using hardware. A simple method is to use
a high-performance processor in OBU for authentication.
Other methods are methods of using a hardware module.
Authentication speed can be improved using GPGPU [20] or
Hardware Security Module. However, this method is not
covered in this paper because this method requires addi-
tional hardware.

,e second countermeasure is the software method.
Software methods include changing authentication policies
and using a lightweight authentication algorithm. A light-
weight authentication algorithm can be used to perform
authentication quickly and securely. However, since this
paper targets the V2X network using SCMS and IEEE
1609.2, this method is not discussed. Finally, the method
presented in this paper changes the authentication policy.
,is paper uses the ECDSA required by the standard and
proposes a more efficient authentication policy.

,e method of performing message authentication in
SCMS is the verification and then process (VATP). As
shown in Figure 2, the OBU first authenticates the messages
received from the antenna, checks the threat level, and then
notifies the driver if they are determined to be a threat. ,is
method performs authentication on every message; thus, the
slower the encryption module processes, the slower the
driver is informed of the threat. In addition, a DoS attack
that consumes all the computing power of OBUs for au-
thentication, thereby preventing it from performing other
functions, can occur.

,e basic flow of the VoD is shown in Figure 3. Unlike
VATP, which performs message authentication first, VoD
first checks the threat level of the message after receiving the
message. Subsequently, only messages judged to be threats
are authenticated. ,is message is called “threat message
(threat BSM).” In conclusion, if it is not a threat message, it is

ignored. It means that authentication is not performed. ,is
approach prevents DoS attacks by reducing messages to be
processed, compared to conventional methods, because only
threat messages are authenticated.

4. AVoD (Advanced Verify-on-Demand)

4.1. AVoDOverview. ,eVoD discussed above is a technique
that prevents DoS attacks by reducing the number of messages
to be processed. However, this technique is still vulnerable to
DoS attacks. VoD only authenticates messages deemed to be
threats, and if the number of such messages exceeds the
processor’s throughput, the DoS attack will still be valid.
,erefore, in this section, advanced verify-on-demand (AVoD)
is proposed. ,e basic flow of the AVoD is shown in Figure 4.
AVoD is a method that performs authentication smoothly,
even when many BSMs that are considered to be threats are
received. AVoD prevents DoS attacks by classifying messages
deemed as threats and authenticating only the first message
represented in the group for a unit time.

4.2. AVoD Components. ,e AVoD module consists of a
threat table and a threat classifier. ,e threat classifier cate-
gorizes messages based on the criteria for current driving
conditions. Classified messages are stored in threat table and
sent to signature verification module. If there is a message
already classified as the same type, the next message is ignored
without signature verification.,reat table is a table that stores
messages classified by the threat classifier. Table 2 shows an
example of threat table in which packets are recorded. It
records safety applications, vehicle locations, vehicle directions,
and number of packets.

4.3. AVoD Algorithm. A ,reat classifier classifies each
received BSM according to relative location with other
vehicles and stores it in threat table. In this way, when
more than 5500 threat BSMs occur per second, these
BSMs can be classified into several types. After that, only
the first message of each type performs signature verifi-
cation and subsequent messages are ignored. ,e reason is
that the threat to the ignored message is already gener-
ating an alert.

,ere are three criteria for classifying BSMs in a threat
classifier. ,e first is the safety application to be used. ,e
message is classified by determining the safety application

Table 1: Crash-imminent scenarios and its safety applications [9].

Crash scenario Safety
applications

Lead vehicle stopped FCW

Lead vehicle decelerating EEBL
FCW

Control loss without prior vehicle action CLW

Vehicle turning at nonsignalized junctions IMA
LTA

Straight crossing paths at nonsignalized junctions IMA
Vehicle) changing lanes—same direction BSW/LCW
Left turn across path—opposite direction LTA
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that is used to alert the driver.,e next step is the location of
the Remote Vehicle (RV). RV is the sender of BSMs. It is not
a real sender (attacker). It is the sender written in BSMs
generated by attacker. Eight spaces are defined based on the
Host Vehicle (HV) to represent the location of the RV. HV is
receiver of BSMs. As shown in Figure 5, it is possible to
classify the location of the RV from which the message is
sent, by separating it into eight zones, based on the direction
in which the HV proceeds.,e third factor is the direction of
travel of the vehicle. ,e traveling direction of the vehicle
can be divided into four types: the same direction as the HV,
the opposite direction, the left direction at a right angle, and
the right direction at a right angle. By combining these three
criteria, the BSM transmitted for a unit of time is classified in

real time. When AVoD module classifies BSMs, it checks to
see if there are BSMs of the same type in threat table. If the
same type of BSM exists in threat table, column of “number
of packets” is increased by one and that BSM is ignored. On
the contrary, if the same type of BSM does not exist in threat
table, that BSM is delivered to the signature verification
module.

4.4. Attacks on AVoD. ,is section describes how AVoD
works using several situations. ,ere is more than one
vehicle that can be classified into the same category. In
that case, the situation is divided into two. First situation
is when the same type of BSM is received. Corresponding

Driver Notification

Threat Processing &
Threat Arbitration

Sensor Data Handler DSRC RadioWireless Message 
Handler

Signature 
Verification

Antenna

Ignore if No Imposed Threat

Verification failed threat
messages -Discarded

Figure 2: Verify-and-then-process flow [22].
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Threat Arbitration

Sensor Data Handler DSRC RadioWireless Message 
Handler

Signature 
Verification

Antenna

Verification failed threat
messages -Discarded

Ignore if No Imposed Threat

Figure 3: Verify-on-demand flow [22].
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Figure 1: Attack situation.
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alert is already occurring, so signature verification is not
performed. And this BSM is ignored. Second is when the
different type of BSM is received. AVoD module adds it to
threat table and passes it to the signature verification
module.

It is assumed that the attacker transmits fake mes-
sages using fake certificates after getting verified by the
RV. ,e AVoD module analyzes the BSMs regardless of
the certificate. Even if it is a fake certificate, check
whether the BSM is on the threat table. ,eoretically, the
thread table can store 160 rows (5 safety applications, 8
vehicle locations, and 4 vehicle directions). Eventually,
OBU only needs to perform 160 signature verifications
during the unit time, even if it receives BSMs more than
5500 per second. For this reason, AVoD only focuses on
BSMs.

5. Experiment

,eAVoD proposed in this paper is a proposed technique to
prevent DoS attacks. In this section, an experiment is
conducted to measure AVoD performance.

5.1. Experiment Overview. ,e experiment is conducted by
measuring the time taken to process 10,000 BSMs per second
on a personal computer (PC). 10 test message sets are used,
in which the proportion of threat BSM among 10,000
messages increased by 10% from 10% to 100%. ,ese
message sets are named test case (TC) 1 to 10. Using the
message sets from TC1 to TC10, the processing time in
VATP, VoD, and AVoD is measured, and the average value
is obtained by repeating this ten times in total.,is is used to
examine the results of a DoS attack with many threat BSMs.
,is is also a weakness of the existing VoD, and the ef-
fectiveness of the AVoD in the attack is examined.

PC specifications of experimental environment are
shown in Table 3.

,e BOGOMIPS measurement method used in this
experiment is a certain program that consists of sleep
function, time calculation function, and loop. It is similar
implementation of BogoMips program in Linux kernel. It is
used to compare the performance difference with the PC, by
measuring BOGOMIPS through the execution of the same
code in the OBU.

5.2. Result of the Experiment. Figure 6 shows the experi-
mental results. Experimental results from TC1 through
TC10 show that VATP takes approximately 660ms, all of

Table 2: ,reat table.

No Safety application Vehicle location Vehicle direction Number of packets
1 FCW Center forward Same 2
2 LTA Left forward Opposite 1
3 FCW Left forward Opposite 4
. . . . . . . . . . . . . . .

Driver Notification

Threat Processing &
Threat Arbitration

Sensor Data Handler DSRC RadioWireless Message 
Handler

Signature 
Verification

Advanced VOD Module

Antenna

Verification failed threat
messages -Discarded

Ignore if No Imposed Threat

Ignore if same type of message
on Threat Table

Figure 4: Advanced verify-on-demand flow.
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which are similar. In the case of VoD, the execution time
linearly increases as the ratio of messages containing risk
increases. Finally, in the case of AVoD, it is observed that
minimal execution time of 10 to 11 milliseconds is re-
quired because all attack messages are classified into
several types. Compared to VoD, AVoD is processed
approximately 6.35 times faster for TC1. In the case of
TC10, the processing speed is up to 58 times faster. Based
on this, it is established that the performance of AVoD is
excellent, when the ratio of messages containing colli-
sions, also mentioned as a weakness of the existing VoD,
increased. In addition, the throughput rates in real OBUs
are approximated for comparison, using BOGOMIPS
figures measured in OBUs.

OBU specifications of experimental environment are
shown in Table 4.

OBU’s BOGOMIPS is 7.45 times slower than that of PCs,
so the outcomes reflecting the corresponding values in the
experimental results are shown in Figure 7. ,e TC2 results
show that VoD takes more than one second to perform
authentication. As there are 2000 threat BSMs in TC2, it is

determined that the OBU can process approximately 2000
threat BSMs per second.,erefore, a DoS attack occurs even
when using VoD in case the OBU receives more than 2000
threat BSMs. In the case of AVoD, TC10 takes approxi-
mately 82 milliseconds, which can be used to prevent DoS
attacks by performing authentication in a short period of
time, even if OBU receives more than 10,000 threat BSMs
per second.

5.3. Comparing with Related Works. In this section, we
compare with studies to speed up ECDSA verification
discussed in Section 2. A study [20] that improved the
ECDSA verification speed using GPGPU was conducted
using ODROID-XU4. ODROID-XU4 have Cortex-A15
Quad Core 2.0 Ghz, Cortex-A7 Quad Core 1.4 GHz, and
Mali-T628 MP6 (256core). In their study, the best per-
formance using ODROID-XU4 was 15.4 signature verifi-
cations per second. Device with better hardware
performance showed lower ECDSA verification perfor-
mance than the proposed scheme. Lee et al. [21] use parallel

Table 3: PC specification of experimental environment.

Specification
OS Linux Kernel version 4.15.0, Ubuntu 18.04.5 LTS
CPU Intel i7-8550U @ 1.80GHz
RAM 32GB
BOGOMIPS 1465.83

663.3 651 658.1 641.6 654.1 640.2
639.7 630.3 644.4 641.5
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Figure 6: Result of experiment on PC.

Table 4: OBU specification of experimental environment.

Specification
OS Linux Kernel version 3.10.17, Ubuntu 14.04 LTS
CPU NXP i.MX 6DualLite,800MHz
RAM 1GB SDRAM
BOGOMIPS 196.66 (7.45 times slow than PC)

Security and Communication Networks 7



programming to speed up signature verification. ,ose
authors experimented using NXP i.MX 6 same as CPU used
in this paper. Using the time to perform 10,000 ECDSA
signature verifications, the verification time per unit and
the number of verifications per second were calculated.
Table 5 shows the experimental results. Compared indi-
rectly to other schemes, the proposed scheme is more
effective on verification BSMs.

6. Conclusion and Future Works

In this study, a technique to prevent DoS attacks in autono-
mous cooperative driving using SCMSs is proposed. ,e
proposed method classifies threat messages to authenticate
only the first messages received within the same group.
Compared to VoD, which is a technique for preventing DoS
attacks, this method has demonstrated the ability to process
messages at a speed of 6.3 times to 58 times faster, depending
on the situation. ,is proves to be a technique that effectively
prevents DoS attacks that transmit a large number of messages.
However, in the experiment, it is difficult to announce that an
accurate result was obtained owing to the performance dif-
ference in the processing speed between the PC and the OBU
when performing it on the PC rather than in the actual OBU. In
future research, the challenge is to experiment with the actual
OBU and determine its efficiency.

Data Availability

,e cryptographic library used in the experiment for
measuring the performance was OpenSSL version 3.0.0, and
the curve used for ECDSA is secp256r1. As mentioned in the
previous section, the experimental computer has a 1.80GHz
Quad Core CPU and a 32GB RAM.
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Supplementary Materials

,e supplementary material contains BOGOMIPS mea-
surement source code. ,is code is used in the Result of the
Experiment section. It is used to compare the performance
difference with the PC, by measuring BOGOMIPS through
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Figure 7: Result of experiment (2), approximated on OBU.

Table 5: Result of experiment, compared with S. Lee et al. [21].

Scheme Number of
threads

Verification time per one signature (unit:
milliseconds)

Number of verifications per
second

Time it takes to process
10,000

signatures (unit:
milliseconds)

Lee et al. [21]

1 1.616 619.70 16160
2 0.810 1233.53 8100
4 0.417 2395.69 4170
8 0.413 2417.32 4130
16 0.409 2439.69 4090

Proposed
scheme 1 — — 82
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the execution of the same code in the OBU. (Supplementary
Materials)
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Nowadays, the power consumption and dependable repeated data collection are causing the main issue for fault or collision
in controller area network (CAN), which has a great impact for designing autonomous vehicle in smart cities. Whenever a
smart vehicle is designed with several sensor nodes, Internet of ,ings (IoT) modules are linked through CAN for reliable
transmission of a message for avoiding collision, but it is failed in communication due to delay and collision in com-
munication of message frame from a source node to the destination. Generally, the emerging role of IoT and vehicles has
undoubtedly brought a new path for tomorrow’s cities. ,e method proposed in this paper is used to gain fault-tolerant
capability through Probabilistic Automatic Repeat Request (PARQ) and also Probabilistic Automatic Repeat Request
(PARQ) with Fault Impact (PARQ-FI), in addition to providing optimal power allocation in CAN sensor nodes for en-
hancing the performance of the process and also significantly acting a role for making future smart cities. Several message
frames are needed to be retransmitted on PARQ and fault impact (PARQ-FI) calculates the message with a response
probability of each node.

1. Introduction

In recent days, the avoidance of the traffic congestion in
smart cities has become a major research trend [1, 2]. ,e
autonomy nature of IoT brings virtual representation and
unique identification of devices, applications, and ser-
vices which helps for building a block of future smart
cities [3, 4]. ,e emerging characteristics of the smart
sensing system and vehicles make it possible for its
enormous use like huge data collection and processing,
transferring of data among the nodes of the network,
connectivity of the nodes, decision making, and working
accordingly by the devices [5, 6]. Due to that reason, to
design a smart vehicle that contains some sensor nodes,
Arduino microcontroller and also Controller Area

Network (CAN) can be used. ,e CAN protocol provides
a serial bus communication for a reliable and robust
platform to transmit and receives a message from one
sensor node to another [7, 8]. Using the CAN bus also
provides a backbone for managing smart or automotive
vehicle system engine control units (ECUs), brakes, and
other components [9]. ,is CAN protocol is also used to
improve the performance through distributed control
and monitoring the congestion by virtue of sending
priority messages from the various units of the vehicle
[9, 10]. In this system, a carrier sense multiple access/
collision detection (CSMA/CD) protocol and priority
message scheduling are implemented to control overall
communication, thereby reducing the cause of delays
[11].
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,e CAN incorporates mechanism to design a real-time
system with fault tolerance for communication at the time of
occurrence of an error [12]. ,is system generally works in an
electrical environment, whereas the communication is af-
fected by electromagnetic interference (EMI) or any internal/
external noise [13]. ,is noise can lead to reduction of per-
formance of an automotive vehicle [13, 14]. ,ere is a reason
for causing an error or fault due to the unintended use of
automatic repeat request (ARQ) [15]. Here, the corrupted
message frames need to be retransmitted, but in this case,
noncorrupted messages are also equally reforwarded, which
causes inefficient utilization of the system resources [16]. So, it
also takes more time to resend a long message, and thus, the
response time of this message can be increased to cause an
error. ,e system efficiency and overall performance are
reduced due to the stop-and-wait resending strategy and
wrong assigning of message length of the CAN bus [17]. ,is
paper aims at enhancing the performance by adding a single
error bit that depends on the impact of a faulty or corrupted
message [18]. At the same time, CAN communication process
is also improved through the analysis of probability automatic
repeat request (PARQ) with its fault impact (PARQ-FI) which
can verify the information message priority before
retransmission.

,is smart vehicle is connected with the Arduino con-
troller to manage the various transmissions of messages
from one sensor node to another [19]. When this controller
is integrated with the CAN bus, then its transmission
method is enhanced. ,ere are also other factors like vehicle
cabling pattern, unnecessary retransmission of frame, and
poor energy source communication with distinct sensor
nodes [20, 21]. Due to collision, data packets are consumed
with excess energy which needs to retransmit fault packet for
making an error-free system. Energy collection in today’s
world is being achieved from environmental sources of
energy, such as solar, thermal, and vibration, to increase the
source of sensor nodes from renewable energy [22–24].
,us, the CAN protocol uses some fault controlling
mechanism such as bit stuffing, acknowledgment verify,
cyclic redundancy checking (CRC), and fault signaling,
thereby saving power for retransmission of frame [25].

1.1. Problem Statement. In recent days, the main cause of
road accidents arises very highly due to drowsiness and
careless driving. Whenever the vehicle driver suddenly
becomes conscious of braking, then the collision happens at
the time of message packet communication in various nodes
of the existing vehicle system. Generally, the data packets are
lost or corrupted and also delayed in response that causes a
fault in message transmission. Due to that, it is required to
plan a smart autonomous vehicle to avoid a collision which
is integrated with IoTmodules and CAN serial bus protocol
to reduce many road mishaps. So, it is used to implement an
efficient fault-tolerant CAN protocol with an energy har-
vesting method to avoid the cause of the collision at the time
of driving. Adding an autonomous movement is highly
needed to an existing vehicle system availing for road safety
as well as to making future smart cities.

1.2. Contribution to ,is Work. An efficient fault-tolerant
and also optimal power allocation system is implemented on
the smart autonomous vehicle by IoT modules using the
Arduino controller and CAN bus on various sensor nodes of
the system. ,e controlling of fault handling mechanism is
applied through PARQ and PARQ-FI for assigning the
priority of retransmission of message frames to transmit data
to the brake of a vehicle for avoiding the collision. It is also
providing an optimal approach to enhancement of power
allocation in CAN network by implementing energy cost
model with retransmission of data packet. ,rough effective
packet routing and a congestion monitoring approach, the
suggested paper optimally decreased power usage and data
loss.

,e rest of the paper is arranged accordingly. ,e lit-
erature review is discussed in Section 2. Section 3 provides a
more detailed overview of the proposed system and the
methodology in Section 4. Section 5 describes the tests and
interpretation of the results. Section 6 concludes the article
together with the likely scope for the future.

2. Literature Review

An efficient fault-tolerant algorithm for controller area
network (CAN) is discussed in [26] that provides a tech-
nique to detect a fault at run time.,is diagnosis algorithm is
developed for a low-cost integrated system that can detect all
defective nodes on CAN. ,en, these faulty nodes are
repaired during the detection process. So, it provides a
single-way communication process with the help of standard
CAN protocol with reliable communication of messages.
,is method only detects all faulty nodes at a particular
period. When the testing process is not synchronized in
time, then its performance is reduced, so it can be enhanced
by a new perceptive of an algorithm for good repairing logic
through proper synchronization of timing. Authors in [27]
have proposed fault-tolerant convolutional neural networks
(CNNs) for correcting serious errors in the real-time system.
,is technique provides safety for critical soft errors that are
caused by an excess of voltage, temperature, and abnormal
formation of an energy participle. ,e main cause of these
soft errors is controlled through the implementation of
three-way methods like using the technique of checksum,
standard matrix-matrix multiplication, and the evaluation
way of ImageNet using CNN models (AlexNet, VGG-19,
etc.). But these experiments can be tested for soft errors in
the restricted situation to minimize the overhead of an
execution. ,at is why it is further planned to extend their
work through more implementation of CNN model
frameworks.

A novel identification technique is proposed in [28],
which runs on the physical layer of the vehicular CAN
network. ,e objective of this paper is to detect the erro-
neous electrical signaling of electronic control units (ECUs)
of CAN messages. ,is process provides an efficient method
for improving the CAN standard network for optimally
detecting correct ECUs and improvising the logic for cor-
rection and detection of corrupted frame of ECUs, which is a
vital requirement for avoiding surface attacks, road safety,
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and flexibility to driver. So, it does not provide the optimal
frame format of standard CAN without modifying the ar-
chitecture of ECUs and thus, it can give better performance
by enhancing the frame format of CAN. A dynamic energy
harvesting torque technique is capable of providing a vector
process to control and improve the efficiency of the motor
wheel movement as elaborated in [29]. ,is vector process
algorithm is capable of efficiently optimizing power con-
sumption and executive torque of each side of the vehicle,
which very swiftly reduces the run-time computation load,
thereby allocating reasonable torque space for each side
wheel of the vehicle. ,e nonlinear optimization criticality is
swiftly transformed to optimal torque distribution of each
side, which provides better optimal reduction of power loss
between 13.9% and 18.9%, and also it needs amore advanced
method for limiting the range of a torque of the wheels;
otherwise, it fails.

Several security tools are embedded on the Internet for
the vehicle which is detailed in [30] that integrates IoT
modules with the CAN bus. ,is paper dynamically detects
any malicious attacks and also hacking the control of a
vehicle that causes safety issues for drivers and passengers.
So, these CAN security measuring tools are used for eval-
uating the risk zones of a vehicle andmajor critical situations
of passengers. Here, this system consumes more energy for
handling their several sensor nodes and ECUs in a vehicle.
,e adaptable network protocol (CAN) is used in the au-
tomobiles communication process for detecting irregular
connection fault that is proposed in [31]. ,e random cable
connection in the car generates a communication problem
that impairs the network system efficiency. In this paper, the
fault detection is effective as well as economically detected by
tree-based detection process, which is capable of eminently
finding the location of the faulty node in overall commu-
nication. When the counter of sending data packet error
crosses the threshold value that causes the failure of the
system, it is rectified through the tree-based economical cost
method.,us, this tree-based process is required for optimal
localization of internal collision, thereby detecting faults in
the various critical topological environments.

,e autonomous vehicle optimally performs the activity
in the complex intersection of roadside mapping problem
that is proposed in [32]. ,is paper claims that the traffic
control signals do not efficiently manage and schedule the
action of many vehicles in the recent situation; that is why it
deigns an effective distributed algorithm and scheduling
method that control the intersection of road path by min-
imizing the possible ratio of intersection delay. So, the case
of complicated traffic system and first-in first-out (FIFO)
scheduling are observed to have significantly minimized the
ratio of the delay. Moreover, performance can be improved
by using fault detection techniques. Authors in [33] de-
scribed a clock synchronization and fault avoidance
mechanism in CAN bus. ,is paper claims to have provided
very optimal precision, supporting less transmission and
operational overheads at the time of exchange of data
packets. In the real-time implementation, this system is
archiving better performance without an exchange of
components of the CAN system. ,en, the influence of

energy consumption in the message packet and several
scheduling criteria are not used in the clock synchronization
of this CAN system.

An electric vehicle is designed with the integration of the
powertrain method that is unswervingly linked with the
vehicle motor and gearbox, which is mentioned in [34, 35].
,is mechanism is improved through a strong efficiency in
the reduction of size and optimal energy harvesting in it.
Using this technique, the cause of oscillation damping and
also linear matrix inequalities in the vehicle system can be
resolved. If the actuator and parameter variability do not work
properly, then it needs to be enhanced in the proposed
controller. ,e threat to the CAN network represents the
cyber-attacks that are detailed in [36], which can evaluate the
ratio of securities of passengers and vehicles. ,is paper is
capable of detecting anomalies and critical message packets
through a one-class classification that implements an ad-
vanced classifier (image processing) to assign a fault-tolerant
handling mechanism to the CAN system, whereas this single-
type classifier is only tested in the random parameter of the
CAN packet. But it is not tested for a feasible value of the
wheel, which is critical to find the fault of the system. Tra-
ditional vehicular network suffers various technical issues in
implementation and management as technology evolves and
the number of smart vehicles grows. ,ese challenges include
a lack of flexibility, scalability, poor connectivity, and in-
sufficient intelligence. Due to the huge number of vehicles on
the road, traffic accidents, road congestion, fuel consumption,
and pollution have all become important global issues.

3. Proposed System

,is proposed system provides a dynamic and flexible en-
vironment to avoid any kind of occurrence of a collision,
engine fault, and communication error. ,e automation is
implemented with the use of IoT modules like Arduino
controller, motor controller, various sensor nodes, and CAN
protocol, in addition to the supply of energy source for
improving communication platform in different nodes of
the system.

3.1. Controller Area Network (CAN) for Proposed
Architecture. ,e IoT-based modules are used to maximize
the reconfiguration method and dynamic changes through
its hardware and software [37, 38]. So, this is implemented in
the CAN bus controller, in addition to the bit-stream
controller (BSC) and PARQ/PARQ-FI that are used for
retransmission of priority messages in the sub-block of the
CAN protocol. ,is proposed CAN architecture is depicted
in Figure 1. ,is controller controls the transmission,
retransmission of error priority messages and reception of
frames through various medium access control (MAC) or
logical link control (LLC) by adding CRC field and extra
control field.

At the time of communication to handle read and write
process in configuration buffer which acts as a register, a
microcontroller is used. ,e transmitting end (TE) and
receiving end (RE) units are accessed that maintain separate
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buffers for communication of messages with the use of an
acceptance filter (AF). ,e CAN protocol engine synchro-
nizes the transmitted and received messages by using bit
clock module and BSC module.

3.2. Retransmission of CAN Message Frame. ,e fault han-
dling technique is effectively used for the communication of
messages in CAN through the automatic repeat request (ARQ)
method, which is a fault or error handling mechanism of re-
sending the error message by proper observation of acknowl-
edgments and timeouts for data transmission [39–41]. ,e
redundant bits and CRC bit are used in the sending message
stream for fault or an error detectionwhich ensures reliable data
communication link from source to a target node [14].

Whenever a message frame is sent in a noisy environ-
ment, then it is divided into tiny data packets with fault
detection coding. If an error bit is zero, the packet will be
accepted without error by the receiver.,is indicates that the
receiver is getting positive acknowledgment for the suc-
cessful receipt of a message. But if there is no acknowl-
edgment received, then the sender waits for a specified
amount of time before resending the message packet
[42, 43]. However, a negative acknowledgment (NACK) will
be forwarded to the sender for resending the respective
packet, if the receiver error bit is not the same as zero.
Generally, the receiver node is waiting corrected message
packet instead of a corrupted message packet. ,e ac-
knowledgment feedback is used by the fault or error han-
dling technique to inform whether the communication is
correctly accomplished or not.

,e message packet-1 is sent, and when the receiver
receives it and finds that there is no-fault, then it forwards a
positive acknowledgment (ACK) to signal a successful re-
ceipt of the packet [43, 44]. So, the communication con-
tinues with a message packet-2 which is received with an
error and then, it sends a negative acknowledgment
(NACK), which is shown in Figure 2.

Figure 3 explains the proposed PARQ/PARQ-FI com-
munication technique, which is a combination of automatic
error correction (AEC) and ARQ fault handling method to
allow a corrupted packet to retransmit to the receiver node.
But the corrupted packet is saved in a buffer for resending
after correction. If an erred packet is received, then it sends
the request for a new one, which is checked through AEC
and the fault handling ARQ method that allow retrans-
mitting corrupted packet from a buffer to avoid the collision
[45, 46]. ,is technique conducts the communication in
three ways as follows:

(i) Discarding an erred message packet, after receiving
the retransmitted packet.

(ii) Redundant bits are used for resending actual bit
message packets with the use of AEC.

(iii) ,e process of self-decoding method is used for
recovering missing message bits.

Single-ended and differential CAN signals are processed
by the CAN transceiver (CANH and CANL). In perfect
condition, the CANHigh and CAN Low lines are at 2.5 volts.
,e dominant bit in CAN is logic “zero,” and the recessive
bit is logic “one.” When the dominant bit is communicated,
CAN High rises to 3.5 volts and CAN Low falls to 1.5 volts,
resulting in a 2-volt differential voltage. When the recessive
bit is sent, the CANHigh and CAN Low lines are both driven
to 2.5 volts, indicating that the recessive bit’s differential
voltage is 0 volts. To eliminate signal reflections, a 120-ohm
CAN bus terminal resistor should be placed to the physical
end of the CANH and CANL lines.

4. Methodology

A dynamic and adaptive fault-tolerant approach is implemented
to avoid the collision at the time of message packet transmission
in CAN bus with the implementation of an optimal energy
harvesting technique; that is the objective of this paper.

Arduino
Controller

IoT Modules

Sensor Nodes

Configuration
Buffer

RE

Acceptance
Filter

Bit Stream
Controller

CAN Protocol
Engine

Bit Clock
Module

Transfer Layer

CAN
PHY

CAN
CLK

to CAN
BUS

to
Controller

Local
Controller

Bus

CAN Bus Controller

TE
Priority 

Logic

PARQ/PARQ
-FI Unit

TE

RE
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4.1. Fault/ErrorHandlingMethods inCAN. Out of a number
of messages transmitted from one node to another, some
messages get corrupted in the CAN bus frame due to col-
lision [47, 48]. So, it necessitates the use of fault or error
handling technique to find a fault and request for resending
of the message packet [39]. So, the CAN protocol is used for
fault handling which is detailed below.

(i) When the bus line signal is varied from the
transmitted signal, then the sender forwards an
error message packet, which is analyzed by the bit
monitoring field.

(ii) When the five sequential equal bits are found, then
the bit stuffing assigns a complementary bit at the
6th bit location of the frame.

(iii) When a fixed frame format in the received message
does not comply with the requirements of the
protocol, a corrupted frame is sent by the recipient
and the received frame is not accepted. So, it needs
to verify the message frame format.

(iv) ,e acknowledgment check is checking the domi-
nant bit frame slot for the data and distant frame.

(v) ,e cyclic redundancy check (CRC) bit is accessed
for fault finding from the beginning of the frame
(BOF) to the message packet field.

,e standard CAN’s message frame format is depicted in
Figure 4.

4.1.1. Bit and Cyclic Redundancy Check (CRC) Errors.
,e analysis of CAN inaccessibility is considered at the
time of communication of message bits from a source
node to [49]. As soon as the first bit of a dataset is
transmitted, bit error detection as per a transmitting
node can take place. ,e corresponding network inac-
cessibility period is set to the best time required to signal
the error:

Cinac←bterr � Cbt + Cerr + CIFS, (1)
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Figure 2: ARQ communication technique.
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Figure 3: Proposed PARQ/PARQ-FI communication technique.
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where Cinacbterr is denoted as error detection in the duration
of communication network inaccessibility, Cbt confirms the
communication of first bit of a bit stream, Cerr is used for
finding error at the of communication, and CIFS is denoted
as intermission field in the communication of message
packet.

,e CAN bus uses a 15-bit CRC frame with 1-bit de-
limiter, which is required to check the correctness of data
transfer. ,en, the inaccessibility time of communication
network is expressed as

Cinac←crc � Cdata − tEOF + Cerr + CIFS. (2)

Here, the actual data frame is represented as Cdata and
tEOF is denoted as time period of end-of-frame (EOF) field.

4.1.2. Bit Stuff Errors. ,e CAN access protocol, data
transfer, and remote frames bit streams are carried out by
means of a bit stuffing system until the end of their CRC 15-
bit sequence. Frame receiving entities must therefore
monitor this bit stream and provide bit reception decoding
and error detection [50]. When a receiving node monitors
lstff consecutive bits of the same level, the next received
(stuff) bit is automatically deleted. ,e deleted bit shows a
polarity opposite to the above under error-free operation,
and if this condition is violated, an error will be reported on
the auto bus when an error frame is initiated. It is required to
find communication duration of inaccessibility, due to stuff
error that is expressed as

Cinac←stuff � lstff + 1( 􏼁.Cbt + Cerr + CIFS. (3)

4.2. Optimal Power Allocation Model for Sensor Node.
,e individual sensor node needs transmission and re-
ceiving energy.,e initial energy (E) is also available for each
sensor node [51]. Each node requires a low level of energy for
sensing and computing so that we can ignore them.We need
to take into consideration energy consumption across the
nodes, as in the Load Balancing Network [52]. A sensor node
of the smart vehicle with lb-bit message packet received as

RPx � Epow..lb that represents the consumed power through
the first-order radio model. Here, the symbol Epow stands for
the necessary power to transmit all lb-bit message packets for
the transmitter or receiver sensor nodes. ,e communica-
tion energy consumed is thus indicated in the following
equation:

CPx � RPx + Epow ∗ lb ∗T
α
R, (4)

where Epow is utilized for signaling a bit of power and the
radius of transmission is indicated by TR, and the propa-
gation loss component is represented by α, where 2≤ α≤ 6.
,is model incorporates uniform sensor nodes with the
length of the data packet lb and is then required to transmit
the same power range for each message packet.

4.2.1. CAN Message Flow Conservation of Sensor Nodes.
Here, the data transfer rates and how to send in the network
via the flow conservation equation are discussed.

􏽘
jϵMi

Dij(t) − Dji(t)􏼐 􏼑 � Rij(t), ∀iϵM, jϵMi, (5)

where the above equation is expressed as follows:

(i) Dij refers to the flow rate of messages from the node
of the sensor.

(ii) Rijrepresents the information rate of each sensor
node acquired at the transmitter node (TR) i and to
the recipient node (RN) j ∈M.

(iii) M stands for all sets of sensor nodes, i� transmitting
TR and j� receiving RN.

4.2.2. Estimation of Energy Cost System. ,e network life is
dependent on the sensor node Si energy consumption and
active node scheduling time TSi. ,e energy communicated
per scheduled time Ecom(t) contains ERE(t) and ETE(t). ,e
computed energy consists of EPE(t) and ESE(t).

Assuming the residual energy is represented by
EB(t)≥ 0, therefore, t’s power consumption is defined as
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Figure 4: Standard message frame format of CAN.

6 Security and Communication Networks



PCi(t) � 􏽘
iϵN,jϵNi

DijETE(t) + 􏽘
iϵN,jϵNi

DijERE(t) + 􏽘
iϵN,jϵNj

RijEPE(t) + 􏽘
iϵN,jϵNi

RijESE(t),
(6)

where PCi(t) � power consumption in (t), ERE(t) � receiver
energy (t), ESE(t) � sensing energy (t), ETE(t) � transmitted
energy (t), and EPE(t) � processing energy (t).

For the transmission of one bit of data, the power
transmitter from iϵS to jϵSi over a distance (dt) is

ETE � c1 + c2 ∗dt
k
ij, (7)

where k� the transmission loss of path exponent,
dt� interval of transmission, and c1 and c2 � constants
according to Ti.

4.3. Corrupted Packet and Retransmission (PARQ/PARQ-FI)
of CAN Message. Here, message analysis implements mes-
sage error without fault (PARQ scheme), where the message
is decoded by a technique as cyclic redundancy check (CRC)
as

MPPARQ
e � 1 − 1 − MPb( 􏼁

Lmp , (8)

where MPPARQe � probability of on event without fault im-
pact, Lmp �message range, MPe �messages loss rate, and
MPb � error bit rate (EBR). Similarly, the evaluation of
message packet interference with the impact of fault (PARQ-
FI scheme) is carried out, where the message communica-
tion is between the smart vehicle’s sink node and sensor
node. ,e loss rate of the sink node is

MPPARQ−FI
e � 1 − 1 − 􏽘

n

i�e+1

n

i
􏼒 􏼓 1 − MPb( 􏼁

n− i⎛⎝ ⎞⎠

Lmp/k( 􏼁

.

(9)

,en, MPPARQ−FI
e is the probability of on event with fault

impact and here, the number of retransmission is given by

EX(Tr) �
1

1 − MPe( 􏼁
. (10)

Here, EX (Tr)� denotes the expected number of repeated
messages. For Hp-hop scenario, the data loss rate is ex-
amined when each node transmission is taken
independently.

EX(Tr,Hp) �
Hp

1 − MPe( 􏼁
, (11)

where Hp � set of hops. ,e fact that the values for signals
uk−4, uk−3, uk−2, uk−1, vk−4, vk−3, vk−2, vk−1 required for the
controller are not defined during start-up is primarily the
reason for the slow convergence to the constant status value.
We then develop a heuristic process to identify appropriate
values for a maximum of four periodic retransmitted
message (RTM) periods as illustrated in Algorithm 1.

,is algorithm can record a fault value from the be-
ginning of the RTM received at k� 1. ,ere will be no fault

correction while waiting for four RTM (steps 3 and 5). ,e
third RTM (step 6) is used to determine the input signal uk

and the clock error 􏽢v at ek as a result of a clock error dif-
ference between vk−1 and vk−2 (step 7).,e timestamp and
logical clock (LC) at e4 will then be updated with n. ,e
proposed correction of the fault is used in (step 9) after e4
(step 11). One of the main advantages is that less clock
variance is attained after four RTMs have been received
when a CAN node is initiated.

Whenever all faults or corrupted message frame packets
are collected at the period of transmission, each erroneous
bit of message frame can be easily traced and also the parity
bit correction can be achieved through the proposed algo-
rithmic technique before transmission, which is shown in
Figure 5. If the message frame is removed from an error or
fault, then it is readily attached with the remaining bits of the
frame before transmission. Otherwise, it is retransmitted for
avoiding the cause of an erroneous situation.

4.4. Probability of CANMessage Packet. A transmitter node
utilizes the following node to transmit message and the
chance that a packet will receive the data for the other nodes
[25]. It also specifies the time for the message to be sent after
transferring information opportunities between nodes. ,e
probabilities of their nearby nodes being received are
modified. For the whole of the CAN bus node, the energy is
adequate to transfer the message for the sake of energy
harvesting with the probability of receiving the packet [53].

,e performance of the system must be considered in
view of the delivery ratio (DR) and delay.,e expected count
of the data packet is measured by dividing the sink node with
a packet node that is needed to define the delivery ratio. ,e
delay is the time taken to produce all the instances with the
waiting time period to complete the entire pervious task. We
must simulate and compare the PARQ and PARQ-FI
methods of CAN to find the performance of the entire
process.

5. Simulation Setup and Results Analysis

A smart fault-tolerant and optimal energy harvesting
method are used to design a vehicle through CAN bus that is
dynamically avoiding the cause of an internal message
communication error of several sensor nodes, which is
depicted in Figures 6(a) and 6(b). Due to this, dynamism is
allowed to robustly detect and reduce the collision that
occurs due to drowsiness or careless driving.

,is proposed system is tested through the simulation
setup which consists of 500 nodes and 1000 nodes. So, this
setup is prepared with deployment area of 500m× 600m
size where these two distinct ranges of nodes are imple-
mented.,rough the center of the implementation zone, the
sink node is allocated which optimally provides energy and
facilitates an exchange of message packets. We presume that
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no packets can be received when the collision happens and
data packet losses are not permitted in the entire network.
,is setup is set with the reliability threshold Th � 0.9 for 500
nodes and 1.9 Th value for 1000 nodes, as well as that, have to
set the time depth to be 0 to Θ in a channel where the sink
node in the center is located. Suppose that during the
simulation phase, no message loss is feasible within the
transmission range, but the lack of a precise message is a
network collision, which means no correct packet could be
accepted. As per the consideration, the communication
power consumption is assigned as transmitting end
Pte � 77.1MW and receiving end Pre � 84.2MW, message
packet sending energy Es � −3.2 dbm, and message packet
receiving energy Er � −84.7 dbm. To set other parameters are
the simulation period� 1000 s, data packet size set to
900 bits, rate of communication Rc � 255 kbps, and in ad-
dition, the frequency (f )� 2.5GHz. ,ese parameters are
used for simulation result analysis, but this process also
depends on several factors which are discussed below.

5.1. Analysis of Number of Sensor Nodes in CAN Bus versus
Delivery Ratio (DR). When the number of sensors inside the
CAN bus system varies, the delivery ratio is modified. Each
node alters its density when it achieves the optimum amount
of data transfer via PARQ and PARQ-FI. Figures 7(a) and
7(b) show that the PARQ-FI performs better than PARQ in
500 nos and 1000 nos of a sensor; if the fault does not occur
frequently, then the collision is not considered to be suc-
cessful. But the delivery ratio (DR) also decreases by raising
the CAN message packet size.

5.2. Analysis of Delivery Ratio (DR) versus Charging Rate (Ch)
of Nodes in CAN Bus. ,e system efficiency of the CAN bus
is shown by the charge rate as shown in Figures 8(a) and
8(b). So, the PARQ performs better than PARQ-FI in 500
nos and 1000 nos of a sensor; if any protocol reaches a
greater charge rate, the delivery ratio also rises, but the
delivery ratio decreases for the charge time after some time.

no

start

insert message
frame 

fault correction
module/Algo.

determine the parity
corrector bits of frame

still with
errors/fault?

add remaining
message frame

end

yes

retransmitting

Figure 5: Flowchart of proposed fault handling (PARQ/PARQ-FI).

Step 1: InsertParameter: vk−1, vk−2, vk−3, vk−4, T

Step 2:Result:uk

Step 3: Init: uk−1 � 0; uk−2 � 0; uk−3 � 0; uk−4 � 0; k � 0
Step 4: if RTM is accepted then
Step 5: k � k + 1; nk−1 � ek−1,u − ek−1,s

Step 6: if k � 4 (4th RTM is received at e4) then
Step 7: uk � (vk−1 − vk−2)/T; 􏽢vk � vk−2 + (2.T.uk)

Step 8: ci(ek) � ci(ek) + 􏽢vk (clock update)
Step 9: ek−1,s � ek,s + 􏽢vk (timestamp overwrite)
Step 10: else if k> 4 then
Step 11: Find uk according to (step 9)

ALGORITHM 1: Fault correction with initialization.
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With a higher operating cycle, the sensor nodes charge
quickly while the charge rate is increased and more packets
are transmitted to the sink.

5.3. Analysis of Delivery Ratio (DR) versus Delay Factor (m) of
Nodes in CAN Bus. In the communication range through
PARQ and PARQ-FI, sensors of each node provide their
next neighbors with their information as shown in
Figures 9(a) and 9(b). Here the PARQ-FI performs better
than PARQ in 500 nos and 1000 nos of a sensor which is
already shown in the figures. ,e delivery ratio also de-
creases, if the protocol provides a higher delay ratio. As delay
factor (m) is increased, the packets in the protocol are not
guaranteed to be sent.

5.4. Analysis of Delivery Ratio versus Reliability ,reshold Th

of Nodes in CAN Bus. Increased data delivery in PARQ
PARQ-FI in Figures 10(a) and 10(b) depicts that the PARQ-
FI performs better than PARQ in 500 nos and 1000 nos of a
sensor if the reliability threshold of CAN bus node increases.
,e sensor sends the identical message back to obtain greater
reliability if the reliability threshold (,) value increases.

5.5. Analysis of the Number of Sensor Nodes versus Delay in
CAN Bus. If more sensors are placed in the field of a smart
vehicle installation, some sensor nodes require quick data
recovery from the CAN bus. ,e time factor likewise grows
with the increasing number of sensor nodes. ,e delay is
evaluated with different nodes in Figures 11(a) and 11(b); as
shown, the PARQ-FI performs better than PARQ in 500 nos
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Figure 6: (a) Front view. (b) Test view of fault-tolerant smart vehicle.
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and 1000 nos of a sensor. Due to the limited charge time
interval, the delay decreases as the charging rate rises in
CAN protocol.

6. Discussion

In a test scenario, quite some parameters such as sensor
nodes, delivery ratio, charging rate, delay factor, and reli-
ability threshold have to be considered from the above
analysis. Using these parameters in PARQ and PARQ-FI
improves the fault-tolerant and precise power allocation for
building smart vehicles in smart cities. ,e analysis of

PARQ-FI provides better performance than PARQ as a
comparison with sensor nodes versus delivery ratio, delivery
ratio versus delay factor, delivery ratio versus reliability
threshold, and sensor nodes versus delay in CAN bus. But a
single variation consequence is simulated that the PARQ
performs better than PARQ-FI in comparison with the
sensor nodes versus the charging rate of nodes in the CAN
bus.,erefore, we take the two different sets of 500 and 1000
sensor nodes in this paper and check or evaluate the fault-
tolerant as well as optimal energy allocation in the vehicles.
In order to maintain identification and responsiveness ca-
pacity, as well as improve data reliability, transmission, and
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Figure 9: (a) Delivery ratio (DR) versus delay factor (m) of nodes comparison in PARQ and PARQ-FI for n� 500. (b) Delivery ratio (DR)
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redundancy, CAN network often requires high data
dependability.

7. Conclusion

We analyzed the loss of data packet in the smart vehicle of
CAN bus sensor nodes as a result of increased energy
consumption and transmission collision in the proposed
paper. To overcome this problem in future smart cities, the
energy efficiency and automotive repeat priority message
packet collection among neighboring nodes of a bus should
be enhanced. ,at is why two methods are proposed for
collection packets, such as Probabilistic Automatic Repeat
Request (PARQ) and Probabilistic Automatic Repeat

Request with Fault Impact (PARQ-FI). Similarly, data
packets have not collided due to the adoption of an effective
power distribution at the next node. In a sender node, the
probability of accepting a message packet from their own
enabled or active times and their larger archive delivery
ratio are evaluated by simulating the results of each pro-
tocol. ,us, it is better usages of the protocol to observing
the performance of smart vehicles in smart cities. ,e
future study is focused on how best to identify the pro-
spective threshold value Th and the appropriate tracks/
updates region for the message request τ may be created
and the numerical analysis of CAN models and protocols
enhanced in smart vehicles for various sensor network
regions.
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,e Internet of ,ings (IoT) is a huge network formed by connecting various information sensing devices through the Internet.
Although IoT has been popularized in many fields, connected devices can be used only when network security is guaranteed.
Recently, Rana et al. proposed a secure and lightweight authentication protocol for the next-generation IoT infrastructure. ,ey
claim that their protocol can resist major security attacks. However, in this study, we prove that their protocol is still vulnerable to
offline password guessing attacks and privilege internal attacks. In order to solve these shortcomings, we propose an improved
protocol, which is proved to be secure by formal and informal analysis. In addition, after comparing the time and memory
consumption with other protocols, we find that our protocol has more advantages.

1. Introduction

In recent years, the Internet of ,ings (IoT) [1–4] has be-
come popular in our everyday life. IoTrefers to the real-time
collection of any information that needs to be monitored,
connected, and interacted with through the use of various
devices and technologies such as sensors, radio frequency
identification technology, global positioning system, and
laser scanners. In the IoT environment, every object (virtual
or physical) can be perceived, identified, accessed, and
interconnected in a dynamic, ubiquitous network through
the Internet. IoT brings great convenience to our lives.
Vehicular ad hoc networks [5, 6] are considered to be one of
the most promising applications of IoT. ,ey allow people,
vehicles, and roadside units to cooperate closely. IoT is also
applied to medical healthcare, which is also closely related to
our lives. ,rough the use of IoT, medical healthcare en-
vironments have taken on a new look. In an IoT-enabled
healthcare system [7–9], wearable sensors can be used to
collect information about patients and the surrounding
environment. Another example of an IoT application is the
smart home [10, 11]. Smart homes improve people’s life-
styles and make them more comfortable, safer, and more

efficient. In addition, the cloud system based on IoTcan help
the national government manage some resources to a great
extent. ,e management data through the cloud system
greatly reduces human resources and greatly improves the
utilization rate of resources. ,ese advantages are mainly
based on the principle of the cloud-based Internet of ,ings.
,e application of such technology supports legitimate users
to access normal data from hospitals, homes, borders, and
other areas, which can better manage data to a certain extent.

Because IoT has grown so seamlessly, many end users are
ignorant of the existence of these devices. Due to their in-
visibility, IoT device security is crucial, yet challenging to
manage. Several IoTnetworks have recently been taken over
to carry out malicious attacks. For these reasons, addressing
these IoT security challenges is critical to their successful
development. However, there has been a significant ex-
pansion in the number of IoT devices. Designing security
mechanisms for all of these devices is complicated due to the
heterogeneity and complexity of IoT networks.

For an IoTnetwork to be secure, all the entities (servers,
end users, and devices) must mutually authenticate their
identities. In addition, all communication should be
encrypted to maintain data confidentiality. ,is means that
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a common session key for both sides of the communication
is required. ,erefore, designing a secure and efficient au-
thenticated key agreement (AKA) scheme is crucial [12–15].

Various AKA schemes for IoT have been proposed. In
2004, Kumari et al. [16] found that Chang et al.’s scheme [17]
is vulnerable to offline password-guessing attacks, internal
attacks, and server masquerading attacks. ,ey also pointed
out that the protocol [17] has security vulnerabilities during
the password update phase. To overcome these security
weaknesses, Kumari et al. designed an improved scheme.
Kumari et al. claimed that their scheme is more secure, more
efficient, and more suitable for real-life IoT network use.
However, Kaul and Awasthi [18] discovered that Kumari
et al.’s protocol [16] is still vulnerable to some attacks. In
their scheme, attackers can easily capture some security
parameters transmitted on a public channel and then cal-
culate the session key. In response to this, Kaul and Awasthi
[18] proposed a robust and secure user authentication
protocol based on resource-friendly symmetric crypto-
graphic primitives. Unfortunately, Rana et al. [19] proved
that the protocol [18] cannot resist various types of attacks.
,erefore, they proposed a secure, lightweight AKA scheme
for next-generation IoT infrastructure.

In this study, however, we found that Rana et al.’s
scheme [19] is still vulnerable to offline password-guessing
attacks and privileged-insider attacks. In their scheme [19],
an illegal insider or malicious attacker can calculate the
session key or guess passwords if they can capture a user’s
smart card. ,erefore, we propose a new AKA scheme. In
the proposed scheme, we utilize the biological information
of the users because it is difficult for attackers to obtain this
information. To demonstrate that the proposed scheme is
indeed secure, we analyze it using Burrows–Abadi–Need-
ham (BAN) logic [20] and also show that it is secure against
various types of attacks. Compared with the previous
scheme, the proposed scheme has better performance in
terms of memory overhead.

,e remainder of this paper is organized as follows. In
Section 2, we briefly review the scheme proposed by Rana
et al. [19]. Section 3 demonstrates that Rana et al.’s scheme
[19] is vulnerable to offline password-guessing attacks and
privileged-insider attacks. Our proposed scheme is de-
scribed in Section 4. Sections 5 and 6 provide security and
performance analyses and comparisons. Finally, Section 7
concludes the paper.

2. Review of Rana et al.’s Scheme

In this section, we briefly review Rana et al.’s AKA scheme.
,eir scheme contains three phases: user registration, login,
and authentication, and the steps of their scheme are de-
scribed below. Notations used in this paper are listed in
Table 1.

2.1. User Registration Phase.

(1) First, the user Uc selects their own identification IDc,
password PWc, and an arbitrary number b. ,en, the
following is calculated:

RPWc � h m ‖ PWc( 􏼁, (1)

and IDc, RPWc􏼈 􏼉 is transmitted to the server
through a secure channel.

(2) After the server receives the information from the
user, it selects an arbitrary number yc and calculates

DI Dc � Encds IDc ‖ yc( 􏼁,

αc � h IDc⊕a( 􏼁 ‖ b,

βc � αc⊕h IDc⊕RPWc( 􏼁,

cc � yc⊕h αc⊕RPWc( 􏼁,

χc � h IDc ‖ RPWc ‖ yc ‖ αc( 􏼁.

(2)

(3) ,en, the server stores the parameters
βc, cc, χc, DI Dc, h(·)􏼈 􏼉 in the smart card memory
and sends them to the user Uc through a secure
channel.

(4) Finally, the user calculates

ηc � h IDc⊕PWc( 􏼁 ‖ m, (3)

and stores ηc in the smart card. Now, the smart card
contains parameters βc, cc, χc, ηc, DI Dc, h(·)􏼈 􏼉.

2.2. Login Phase. When a registered user wants to log in to
the system, they perform the following operations:

(1) User Uc enters their IDc
′ and PWc

′ and inserts the
smart card

(2) ,e smart card reader extracts parameters
m � ηc⊕h(IDc

′⊕PWc
′) and RPWc

′ � h(m ‖ PWc
′)

(3) Further, the smart card reader can extract parame-
ters αc

′ � βc⊕h(IDc
′⊕RPWc

′) and yc
′ � cc⊕h (αc

′
⊕RPWc
′) and calculate

χc
′ � h IDc

′ ‖ RPWc
′ ‖ yc
′ ‖ αc
′( 􏼁. (4)

If χc
′ � χc, it means that the legitimate user is allowed

to log in; otherwise, the login is refused
(4) After verifying the legitimacy of the user, the reader

calculates

ωc � yc⊕ IDc
′⊕αc
′( 􏼁⊕h IDc

′⊕αc
′⊕T1( 􏼁,

]c � h IDc
′ ‖ αc
′ ‖ yc ‖ αc

′⊕yc( 􏼁 ‖ T1( 􏼁.
(5)

,e reader then sends the login request
DI Dc,ωc, ]c, T1􏼈 􏼉 to the server through a secure channel.

2.3. Authentication Phase. In this phase, the smart card
reader and server authenticate each other by performing the
following steps:

(1) S first verifies the validity of the timestamp by cal-
culating T2-T1. If the calculated value is less than the
given threshold δT, the login request proceeds;
otherwise, it is rejected.
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(2) After that, S extracts and calculates IDc
′ using

(IDc
′ ‖ yc) �Decds(DI Dc) and then calculates the

values:

αc
′ � h IDc

′⊕a( 􏼁 ‖ b,

yc
′ � ωc
′⊕ IDc
′⊕αc
′( 􏼁⊕h IDc

′⊕αc
′⊕T1( 􏼁,

]c
′ � h IDc

′ ‖ αc
′ ‖ yc
′ ‖ αc
′⊕yc
′( 􏼁 ‖ T1( 􏼁.

(6)

,en, S verifies the validity of the login by comparing
the calculated ]c

′ with the stored ]c. If the two are
equal, the verification passes; otherwise, the verifi-
cation fails and the server refuses to accept the login
request.

(3) After verifying the correctness of ]c, the server
continues to calculatez

μc � h IDc
′ ‖ yc
′ ‖ αc
′⊕yc
′( 􏼁 ‖ T2( 􏼁. (7)

,en, S sends the calculated μc and timestamp T2 to
U.

(4) When U receives the information from the server, it
first verifies the validity of T2 and then calculates

μc
′ � h IDc ‖ yc ‖ αc⊕yc( 􏼁 ‖ T2( 􏼁. (8)

U checks whether μc
′ is equal to μc. If so, S is suc-

cessfully verified.
(5) Finally, after mutual verification, the session key SK

can be calculated:

SK � h IDc⊕αc⊕yc⊕T1⊕T2( 􏼁. (9)

3. Cryptanalysis of Rana et al.’s Scheme

In this section, we first describe the threat model. ,en,
we show that Rana et al.’s scheme is insecure against
offline password-guessing attacks and privileged-insider
attacks.

3.1.*reat Model. ,is threat pattern shows the capabilities
of an adversary, which are also considered and discussed in
[21, 22]. A′s capabilities are as follows:

(1) A can perform complete access control on the
transmission channel. It can block, change, remove,
replay, and hinder the messages passed between
participants through a public channel.

(2) A can get the information stored in the smart card
using power analysis [23, 24].

(3) A can obtain the information in the smart card
and the information transmitted by the user on the
secure channel during the registration process
[25].

(4) A can simultaneously obtain the information in the
smart card and perform offline password guessing as
stated in [26, 27].

(5) A can know any two of the user’s password, smart
card, and biological information.

(6) A can obtain the session key that the user com-
municated with the server before.

(7) A can register as a legitimate user in a legitimate way.

Table 1: Notations used in the proposed scheme.

Notations Descriptions
Uc cth legal user
IDc cth user identity
S Legal server
PWc cth user password
a, b Private key and number of server
yc Arbitrary number for Uc

SCc User’s smart card
T1 Time stamp obtained at user’s side
T2 Server’s current time stamp
T′ ,reshold value
δTc Time of transmission delay
⊕ XOR operator
‖ Concatenation operator
h(·) Noncollision hash function
SK Session key
A ,e attacker
Ri Biometric of Uc

ds Long-term key
⇒ Private communication channel
⟶ Public communication channel
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3.2. Offline Password-Guessing Attack.

(1) First, the attackerA steals the smart card and gets the
information βN

c , cN
c , χN

c , ηN
c􏽮 􏽯

(2) A guesses the user’s IDc and PWc at the same time
(3) According to the user’s IDc, password PWc, and ηc

and cc values obtained from the smart card, A

calculates

m � ηc⊕h IDc⊕PWc( 􏼁,

RPWc � h m ‖ PWc( 􏼁,

αc � βc⊕h IDc⊕RPWc( 􏼁,

yc � cc⊕h αc⊕RPWc( 􏼁.

(10)

(4) Finally, A obtains the session key SK according to
the value of αc and yc calculated above:

SK � h IDc⊕αc⊕yc⊕T1⊕T2( 􏼁. (11)

3.3. Privileged-Insider Attack.

(1) First, the attackerA steals the smart card and gets the
information βN

c , cN
c , χN

c , ηN
c􏽮 􏽯

(2) ,en, privileged insiders can obtain the information
IDC and RPWc of legitimate users during
registration

(3) A can calculate the following parameters by using
the information βc obtained in the smart card and
the information IDC and RPWc obtained during
user registration:

αc � βc⊕h IDc⊕RPWc( 􏼁,

yc � cc⊕h αc⊕RPWc( 􏼁.
(12)

(4) Finally, the attacker can calculate the session key SK

according to the above parameters:

SK � h IDc⊕αc⊕yc⊕T1⊕T2( 􏼁. (13)

4. Proposed Scheme

In this section, we describe the specific process of the
protocol and the overall architecture diagram. ,e main
body of the protocol includes users and servers. ,e
agreement consists of four phases: user registration, login,
authentication, and password change. Figure 1 illustrates the
architecture of the proposed protocol. User represents the
main participant in the communication, and server repre-
sents the entity that communicates with the user.

4.1. User Registration Phase. Figure 2 illustrates the user
registration phase. ,e detailed steps are as follows:

(1) First, Uc selects their IDc, password PWc, and bio
information Ri, as well as an arbitrary number m, to
calculate

BRPWc � h(Ri)⊕PWc( 􏼁 ‖ m. (14)

,en, ds is used to encrypt IDc, with the result:

DI Dc � Encds IDc( 􏼁. (15)

Uc then transmits DI Dc, BRPWc􏼈 􏼉 to S through
a secure channel.

(2) After receiving the information from U, S selects an
arbitrary number yc to decrypt DI Dc, obtains the
value of IDc, and then calculates

IDc � De cds DI Dc( 􏼁,

αc � h IDc⊕a( 􏼁 ‖ b,

βc � αc⊕h IDc⊕BRPWc( 􏼁,

cc � yc⊕h αc⊕BRPWc( 􏼁,

χc � h IDc ‖ BRPWc ‖ yc ‖ αc( 􏼁.

(16)

(3) Finally, the calculated parameters
βc, cc, χc, DI Dc, h(·)􏼈 􏼉 are stored in the smart card,
and S sends the smart card to U through a secure
channel. U calculates ηc after receiving the message:

ηc � Ri⊕m⊕h IDc⊕PWc( 􏼁. (17)

,en, ηc is saved in the smart card, and the regis-
tration process of the user is complete.

4.2. Login Phase.

(1) U enters their own IDc
′, PWc
′, and bio information

Ri.
(2) After inputting the information, calculate

m � ηc⊕Ri⊕h IDc
′⊕PWc
′( 􏼁,

BRPWc
′ � h Ri( 􏼁⊕PWc

′( 􏼁 ‖ m,

αc
′ � βc⊕h IDc

′⊕BRPWc
′( 􏼁,

yc
′ � cc⊕h αc

′⊕BRPWc
′( 􏼁,

χc
′ � h IDc

′ ‖ BRPWc
′ ‖ yc
′ ‖ αc
′( 􏼁.

(18)

,en, verify whether χc
′ and χc are equal. If they are

equal, the verification passes; otherwise, the login
request sent by U to S is rejected.

(3) If the verification passes, the reader will calculate

ωc � yc
′⊕h IDc

′⊕αc
′( 􏼁⊕h IDc

′⊕αc
′⊕T1( 􏼁,

υc � h IDc
′ ‖ αc
′ ‖ yc
′ ‖ αc
′⊕yc
′( 􏼁 ‖ T1( 􏼁.

(19)

,en, the login request DI Dc,ωc, υc, T1􏼈 􏼉 is sent to the
server.

4.3. Authentication Phase. ,is section describes the process
of mutual authentication between S and U. After the user
sends the login request to the server, the server starts to
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verify whether U is legitimate by calculating a series of
parameters, and U verifies the validity of S by calculating the
values of some parameters. ,e authentication process is
described in detail below. ,e login phase and authentica-
tion phase are shown in Figure 3.

(1) After S receives the request from U, it first verifies
whether the present timestamp is reasonable. It then
decrypts DI Dc to obtain IDc and calculates

αc
′ � h IDc

′⊕a( 􏼁 ‖ b( 􏼁,

yc
′ � ωc
′⊕h IDc

′⊕αc
′( 􏼁⊕ IDc

′⊕αc
′⊕T1( 􏼁,

υc
′ � h IDc

′ ‖ αc
′ ‖ yc
′ ‖ αc
′⊕yc
′( 􏼁 ‖ T1( 􏼁.

(20)

S verifies whether υc
′ and υc are equal. If not, S rejects

the login request from U. If equal, S receives the login
request from U and then calculates the session key of
both sides:

SK � h IDc
′⊕αc
′⊕yc
′⊕T1⊕T2( 􏼁. (21)

(2) After calculating the session key, S continues to
calculate

μc � h IDc
′ ‖ yc
′ ‖ αc
′⊕yc
′( 􏼁 ‖ T2( 􏼁. (22)

,en, S passes μc, T2􏼈 􏼉 to U

(3) After receiving the message from S, the user first
verifies the validity of the timestamp T2 and then
calculates

μc
′ � h IDc ‖ yc

′ ‖ αc
′⊕yc
′( 􏼁 ‖ T2( 􏼁. (23)

U verifies whether μc
′ is equal to μc. If it is equal, U

calculates the session key:

SK � h IDc⊕αc
′⊕yc
′⊕T1⊕T2( 􏼁. (24)

Here, the authentication process for U and S is
completed.

4.4. Password Change Phase. If U wants to change their
password PWc to PWN

c , the following steps are performed:

(1) U first inserts their own smart card and enters their
IDc, current password PWc, bio information Ri, and
new password PWN

c .

UserUser

Register

Server

Internet

Figure 1: Network architecture.

Server (a,b)Uc

Choose IDc, PWc, Ri
Choose an arbitrary number m
BRPWc = (h(Ri) + PWc) || m
DIDc = Encds (IDc)

IDc = Decds (DIDc)

Conmpute ηc = Ri + m + h (IDc + PWc)
Store {ηc} into SC

{DIDc, BRPWc}

Smart card SCc

Select an arbitraty number yc

Conmpute αc = h ( IDc + a) || b
βc = αc + h(IDc + BRPWc)
γc = yc + h(αc + BRPWc)
χc = h(IDc || BRPWc || yc || αc)
Stores {βc, γc, χc, DIDc, h(·)} in a smart card

Figure 2: User registration phase.
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UserUc Server S
Input IDc′, PWc′, Ri

Compute m = ηc + Ri + h(IDc′ + PWc′) 

Compute ωc = yc + (IDc′ + αc′) + h(IDc′ + αc′ + T1) 

BRPWc = (h(Ri) + PWc′) || m 
αc′ = βc + h(IDc′ + BRPWc′) 

yc′ = γc + h(αc′ + BRPWc′) 
χc′ = h(IDc′ || BRPWc′ || yc′ || αc′) 

Check χc′ = χc

υc = h(IDc′ || αc′ || yc || (αc′ + yc) || T1)
DIDc, ωc, υc,T1

T1′ - T1 < ∆T

Checks T2′ - T2 < ∆T

(IDc) = Decds (DIDc)
Compute αc′ = h (IDc′ + a) || b

Compute μc′ = h (IDc || yc || (αc + yc)|| T2)

Compute BRPWc
N = h(m || PWc

N)

yc′ = ωc′ + h(IDc′ + αc′) + h(IDc′ + αc′ + T1) 
υc′ = h(IDc′ || αc′ || yc′ || αc′ + yc′) ||T1

μc = h(IDc′ || yc′ || αc′ + yc′) ||T2

Check υc′ = υc 

Check μc′ = μc 

Check χc′ = χc

SK = h(IDc + αc + yc + T1 + T2)

SK = h(IDc + αc + yc + T1 + T2)

μc,T2

Input IDc′, PWc′, Ri, PWc
new

Compute m = ηc + Ri + h(IDc′ + PWc′) 
BRPWc = (h(Ri) + PWc′) || m

αc′ = βc + h(IDc′+ BRPWc′)
yc′ = γc + h(αc′+ BRPWc′)

χc′ = h(IDc′ || BRPWc′ || yc′ || αc′)

χc
N = h(IDc || BRPWc

N || yc || αc)
ηc

N = h(IDc + PWc
N) + m + Ri

βc
N = αc + h(IDc + BRPWc

N)
γc

N = yc + h(αc + BRPWc
N)

Update βc
N, γc

N, χc
N, ηc

N on the smart cars

?

?

?

Figure 3: Login and authentication phase.
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(2) According to some parameter values in the smart
card and their own identity information, the fol-
lowing are calculated:

m � ηc⊕Ri⊕h IDc
′⊕PWc
′( 􏼁,

BRPWc
′ � h Ri( 􏼁⊕PWc

′( 􏼁 ‖ m,

αc
′ � βc⊕h IDc

′⊕BRPWc
′( 􏼁,

yc
′ � cc⊕h αc

′⊕BRPWc
′( 􏼁,

χc
′ � h IDc

′ ‖ BRPWc
′ ‖ yc
′ ‖ αc
′( 􏼁.

(25)

If the calculated value of χc
′ is equal to the value of χc

stored in the smart card, the user is considered le-
gitimate and allowed to change the password.

(3) Some parameter values need to be updated in the
process of password modification. ,e specific cal-
culation process is as follows:

BRPW
N
c � h(Ri)⊕PW

N
c􏼐 􏼑 ‖ m,

βN
c � αc⊕h IDc⊕RPW

N
c􏼐 􏼑,

c
N
c � yc⊕h αc⊕RPW

N
c􏼐 􏼑,

χN
c � h IDc ‖ RPW

N
c ‖ yc ‖ αc􏼐 􏼑,

ηN
c � Ri⊕m⊕h IDc⊕PW

N
c􏼐 􏼑.

(26)

(4) Finally, the values βc, cc, χc, ηc􏼈 􏼉 stored in the smart
card are updated to the modified values
βN

c , cN
c , χN

c , ηN
c􏽮 􏽯, and the process of password

modification is completed.

5. Security Analysis

5.1. Formal Security Analysis. Burrows–Abadi–Needham
(BAN) logic [20] has been used in several studies to prove
whether a protocol can be executed securely. ,is section
uses BAN logic to prove the security and reliability of our
proposed protocol. ,is proof verifies that our protocol can
successfully establish and share a session key between the
user and server. In the following proof, U represents the user
and S represents the server. ,e specific proof rules and
process are as follows:

5.1.1. BAN Logic Rules.

(i) Message-meaning rule (R1): (U ∣ ≡ U↔K S, P ⊲
M{ }K)/(U ∣ ≡ S ∣ ∼ M) and (U ∣ ≡ U⇌

N
NS, U

⊲〈M〉N)/(U ∣ ≡ S ∣ ∼ M)

(ii) Nonce-verification rule (R2): (U ∣ ≡ ♯(M), U ∣
≡ S ∣ ∼ M)/(U ∣ ≡ S ∣ ≡M)

(iii) Jurisdiction rule (R3): (U ∣ ≡ S ∣ ⇒M, U ∣ ≡ S ∣
≡M)/(U ∣ ≡M)

(iv) Freshness rule (R4): (U ∣ ≡ ♯(M))/(U ∣ ≡ ♯
(M, N))

(v) Belief rule (R5): (U ∣ ≡M, U ∣ ≡ N) /(U ∣ ≡
(M, N))

(vi) Session key rule (R6): (U ∣ ≡ ♯ (M), U ∣ ≡ S ∣
≡M)/(U ∣ ≡ U↔K S)

5.1.2. Goals.

(i) G1: U ∣ ≡ U↔SK
S

(ii) G2: S ∣ ≡ U↔SK
S

(iii) G3: U ∣ ≡ S ∣ ≡ U↔SK
S

(iv) G4: S ∣ ≡ U ∣ ≡ U↔SK
S

5.1.3. Idealizing Communication.

(i) M1: U⟶ S: DI{ Dc,ωc, υc, T1}

(ii) M2: S⟶ U: μ2, T2􏼈 􏼉

5.1.4. Initial State Assumptions.

(i) A1: U ∣ ≡ U⇌
ds

S

(ii) A2: S ∣ ≡ U⇌
ds

S

(iii) A3: S ∣ ≡ ♯(IDc, αc, yc, )

(iv) A4: S ∣ ≡ U ∣ ⇒IDc

(v) A5: S ∣ ≡ U⇌
IDc

S

(vi) A6: U ∣ ≡ U⇌
IDc

S

(vii) A7: S ∣ ≡ U ∣ ⇒(αc, yc)

(viii) A8: S ∣ ≡ ♯(IDc, αc, yc, )

(ix) A9: U ∣ ≡ S ∣ ⇒(αc, yc)

5.1.5. Detailed Steps.

By considering the message M1 and using the seeing
rule, we get
S1: S⊲ 〈IDc〉ds, 〈αc, yc〉ds, T1􏼈 􏼉.
Using S1, we get
S2: S⊲ 〈IDc〉ds􏼈 􏼉.
Under the assumption of A2, using S2, R1 can be used
to obtain
S3: S ∣ ≡ U ∣ ∼ (IDc).
With conclusion S3, using A3 and R2, the following can
be obtained:
S4: S ∣ ≡ U ∣ ≡ (IDc).
Using A4, R3, and conclusion S4, the following can be
obtained:
S5: S ∣ ≡ (IDc).
According to conclusion S1, the following can be
obtained:
S6: S⊲ 〈αc, yc〉IDc

􏽮 􏽯.
Using A6, R1, and conclusion S6, the following can be
obtained:
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S7: S ∣ ≡ U ∣ ∼ (αc, yc).
Using A3, R2, and conclusion S7, the following can be
obtained:
S8: S ∣ ≡ U ∣ ≡ (αc, yc).
Using A7, R3, and conclusion S8, the following can be
obtained:
S9: S ∣ ≡ (αc, yc).
Because SK � h(IDc⊕αc⊕yc⊕T1⊕T2), using S5 and S9,
we obtain
S10: S ∣ ≡ U↔SK

S (G2).
Using A3 and R4, we can obtain
S11: S ∣ ≡ U ∣ ≡ U↔SK

S (G4).
In addition, considering the message M2, we obtain
S12: U⊲ 〈αc, yc〉IDc

, T2􏽮 􏽯.
By using A6, S1, and R1, we obtain
S13: U ∣ ≡ S ∣ ∼ (αc, yc).
With conclusion S13, using A8 and applying R2, we
obtain
S14: U ∣ ≡ S ∣ ≡ (αc, yc).
Applying A9, S14, and R3, we obtain
S15: U ∣ ≡ (αc, yc).
Because SK � h(IDc⊕αc⊕yc⊕T1⊕T2), using S5 and S9,
we obtain
S16: U ∣ ≡ S↔SK

S (G1).
With conclusion S16, using A8 and R4, we can obtain
S17: U ∣ ≡ S ∣ ≡ U↔SK

S(G3).

5.2. ROR Formal Security Proof

5.2.1. ROR Model. ,is paper follows the ROR (Random
Oracles) model under the proof of security, and two par-
ticipants U and S are mentioned in the paper. First, let Hx

U

and H
y

S as the xth user and yth server, respectively. ,en, let
U � Hx

U, H
y

S􏼈 􏼉 andA can perform the following operations.

Execute(U): by executing this query, A can get the
messages transmitted by U and S through the common
channel.
Send(U,M): with the help of send query, A can send
messages to U and S. In addition, A can also receive
response messages from two participants.
Corrupt(U): with the help of this query, A can obtain
the parameters information stored in the smart card as
well as some temporary parameters information and
long-term key.
Hash(String): by performing this operation, A can
obtain the value in the hash.
Test(U): this operation is mainly used to verify
whether the session key between the user and the server
is secure. By tossing a homogeneous coin C, the result
of the coin is known only to A. If C � 1, A can know
the correct session key. If C � 0, a null value is an
output.

Definition 1 (one-way anticollision hash function): this is
a common mathematical function that inputs a variable
length field and then produces a fixed length output. If
Adv(m) � Pr[(m, n)εRA; h(m) � h(n)]≤ t for at most run
time m, the hash function is considered hash collision proof.

Definition 2 Symmetric encryption method is used in the
proposed protocol. Suppose EK1

, Ek2
, . . . , EKn

are encryption
methods based on different keys K. In the model,
the probability that A can crack the correct session key
is AdvK

A(η) � |2Pr[A⟵EK1
; (b0, b1)⟵A; α⟵0, 1; β⟵

EK1
(bα) : A(β) � α] − 1|.

Theorem 1. If A is a polynomial time η opponent executing
our scheme under the ROR model and we choose to look at
Zipf’s law [28] for the user’s password, the possibility of A
damaging the session key is AdvP

A(η)≤ (tsend + texe)
2/2u−1 +

2Adv K
A(η) + t2hash · 2l− 1 + 2max D′ · tX′

send, tsend/2l􏽮 􏽯+ where l

represents the length of the password.

5.2.2. Security Proof

Proof. In the proof process, we define six games GM0 to
GM5 and prove the theorem mentioned above according to
the defined six game rules. SuccGMi

A (η) represents the
probability of A′s success in the game. ,e specific proof is
as follows.

GM0: in the initial game,A does not perform any query
operations. According to the definition of security
primitives, we can get AdvP

A(η) � |2Pr[SuccGM0
A (η)]|.

GM1: GM1 adds the execute operation on the basis of
GM0, that is, A can intercept and tamper with the
information transmitted on the public channel M1 �

DI Dc,ωc, vc, T1􏼈 􏼉 and M2 � μc, T2􏼈 􏼉. However, A
cannot obtain the session keys of both parties according
to the information obtained on the public channel, so
the probability of GM1 is equal to that of GM0,
Pr[SuccGM1

A (η)] � Pr[SuccGM0
A (η)].

GM2: GM2 adds Hash and Send query operations on the
basis of GM1. According to the birthday paradox, it can
be concluded that the maximum probability of hash
collision is t2hash/2

l+1. ,erefore, it can be concluded that
the maximum probability of hash collision of text
transmitted by both sides of the session is (tsend+

texe)
2/2u. Finally, we can draw a conclusion |Pr

[SuccGM2
A (η)] − Pr[SuccGM1

A (η)]|≤ t2hash/2
l+1 + (tsend+

texe)
2/2u. ,e symbol l appearing in the formula repre-

sents the length of the hash value and u represents the
length of the transmitted text.
GM3: on the basis of the above game rules, we added
the provision that A can obtain the parameters in-
formation stored in the smart card in the new round of
game, that is, A can obtain the parameters
βc, yc, cc, DI Dc􏼈 􏼉 by executing the Corrupt operation.
On this basis, we perform an offline password guessing
attack. First, A calculates αc � βc⊕h(IDc

′⊕BRPW′),
BRPW′ � (h(Ri)⊕PWc

′) ‖ m, but U′s identity IDc and
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U′s biological information Ri are confidential to us, so
they cannot be obtained. According to Zipf’s law [28],
we can draw a conclusion: |Pr[SuccGM3

A (η)] − Pr

[SuccGM2
A (η)]| ≤max D′ · tX′

send, tsend/2l􏽮 􏽯.
GM4: in this game rule, we analyze the security of the
communication session key between both sides. We
mainly analyze it from the following three aspects. ,e
first is to prove that the protocol has perfect forward
security. ,e second is to prove that A can block the
user impersonation attacks. ,e third is that A can
block the known session-specific temporary in-
formation attacks.
Perfect forward security: A obtains the value of the
long-term key ds through Corrupt.
Known session-specific temporary information attacks:
A obtains the value of temporary information m or yc

through Corrupt query.
User impersonation attacks:A obtains the information
DI Dc,ωc.vc, T1􏼈 􏼉 transmitted by both communication
parties through the public channel through Exe query,
but U′s identity IDc is obtained by symmetric

encryption with the long-term key ds. However, the
value of the long-term key ds cannot be obtained.
,e session key SK � h(IDc⊕αc⊕yc⊕T1⊕T2) of both
communication parties: in the first case,Amust obtain
the values of αc and yc in order to obtain the session
key, but the value of αc needs U′s biological in-
formation. In the second case, A obtains the value of
temporary information, but U′s identity IDc is ob-
tained through symmetric encryption. In the third case,
because U′s identity IDc is obtained through sym-
metric encryption,A cannot obtain U′s real identity, so
it is impossible to carry out simulated attacks. ,ere-
fore, we can conclude that |Pr[SuccGM4

A

(η)] − Pr[SuccGM3
A (η)]|≤A DVK

A(η).
GM5: in the final rule of the game, A uses hash query
h(IDc⊕αc⊕yc⊕T1⊕T2); then, A can guess the possi-
bility of the session key:
|Pr[SuccGM5

A (η)] − Pr[SuccGM4
A (η)]|≤ t2hash/2

l+1.

As we all know, the probability of guessing the session
key correctly is |Pr[SuccGM5

A (η)] � 1/2.
To sum up, we can get it according to the above formula:

1
2
AdvP

A(η) � Pr SuccGM0
A (η)􏽨 􏽩 −

1
2

� Pr SuccGM0
A (η)􏽨 􏽩 − Pr SuccGM5

A (η)􏽨 􏽩 � Pr SuccGM1
A (η)􏽨 􏽩

− Pr SuccGM5
A (η)􏽨 􏽩≤ Pr SuccGM5

A (η)􏽨 􏽩 − Pr SuccGM4
A (η)􏽨 􏽩 + Pr SuccGM4

A (η)􏽨 􏽩 − Pr SuccGM3
A (η)􏽨 􏽩

+ Pr SuccGM3
A (η)􏽨 􏽩 − Pr SuccGM2

A (η)􏽨 􏽩 + Pr SuccGM2
A (η)􏽨 􏽩 − Pr SuccGM1

A (η)􏽨 􏽩

�
tsend + texe( 􏼁

2

2u + AdvK
A(η) + t

2
hash2

l
+ max D′ ·

t
X′
send, tsend

2l

⎧⎨

⎩

⎫⎬

⎭.

(27)

So, we come to the final conclusion AdvP
A

(η)≤ (tsen d + texe)
2 /2u−1 + 2AdvK

A(η) + t2hash ·2l− 1 +2max
D′ · tX

send􏼈 ′, tsend /2l}. □

5.3. Informal Security Analysis. In this section, we further
show that the proposed scheme is secure against the fol-
lowing attacks.

5.3.1. Privileged-Insider Attack. In this protocol, even if the
attacker obtains the information DI Dc, BRPWc􏼈 􏼉 of the
user in the registration process and the information
βc, cc, χc, ηc􏼈 􏼉 in the smart card, they cannot successfully
obtain the session key. Because SK � h(IDc⊕αc⊕yc⊕T1⊕T2)

and the user’s IDc is encrypted by ds before being trans-
mitted to the server, even if the attacker obtains the value of
DI Dc and BRPWc, the attack is futile. ,erefore, this
protocol can resist privileged-internal attacks.

5.3.2. Offline Password-Guessing Attacks. Suppose the at-
tacker gets the message in the smart card; then, based on this
message, they can guess the password offline. Even if the ηc

value in the smart card is obtained and the values of IDc and
PWc are guessed, the offline password-guessing operation
cannot be successful.,is is because the calculation of m also
involves the value of the user’s biological informationRi, and
the value of Ri is difficult to obtain. ,erefore, this protocol
can effectively resist offline password-guessing attacks.

5.3.3. Replay Attack. Suppose that the malicious attacker
intercepts the login information DI Dc,ωc, ]c, T1􏼈 􏼉 and
authentication information μc, T2􏼈 􏼉 and attempts to replay
the login request. ,e request is invalid because we use the
timestamp T1 in the protocol to verify whether the time
difference is within the set time threshold. Similarly, if the
attacker intercepts the authentication message and attempts
to make the authentication request, the user will also test the
validity of the timestamp. ,erefore, the protocol can ef-
fectively resist replay attacks.

5.3.4. Forward Secrecy. Assuming that the attacker obtains
the value of the long-term password ds, they can only use
this value to decrypt DI Dc to obtain the value of the user’s
IDc. However, because SK � h(IDc⊕αc⊕yc⊕T1⊕T2), it is not
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sufficient to only know the value of the user’s IDc.,e values
of the parameters αc and yc cannot be obtained. ,erefore,
this protocol can provide perfect forward security.

5.3.5. Known Session-Specific Temporary Information
Attacks. Assuming that the attacker obtains the value of
temporary session information m or yc, the session key
cannot be obtained successfully. Because the session key
calculation is composed of IDc, but IDc is encrypted by
long-term key ds, the IDc cannot be obtained by the at-
tacker.,erefore, this protocol can successfully resist known
session-specific temporary information attacks.

5.3.6. User Impersonation Attacks. Suppose that the attacker
wants to carry out a user impersonation attack. ,ey must
first obtain the value of IDc, but IDc is encrypted by the long-
term key ds, and so, it is difficult for the attacker to obtain its
value. In addition, assuming that the attacker intercepts the
message DI Dc,ωc, ]c, T1􏼈 􏼉 from the public channel and
sends it to the server for verification, the user needs a certain
amount of time to decrypt DI Dc. ,erefore, when the server
receives the message from the attacker for verification of the
timestamp, it will find that the timestamp exceeds the set time
domain and reject the login request. In this way, our protocol
successfully resists user impersonation attacks.

5.3.7. Mutual Authentication. In this protocol, users and
servers can successfully authenticate each other. First of all,
the server authenticates the user through the value of υc sent
by the user. Similarly, the user can verify whether the server
is legitimate through the value of μc sent by the server. Only
legitimate users and servers can pass the authentication.
,erefore, this protocol can effectively provide mutual au-
thentication between users and servers.

6. Security and Performance Comparisons

,is section discusses the security and performance analysis
of the proposed protocol. Security analysis is mainly con-
ducted through a comparison with other proposed protocols
in the resistance of some common attacks, and performance
analysis is mainly performed through a comparison with the
time and communication costs of other protocols.

6.1. Security Comparisons. In this section, the protocol
proposed in this study is compared with recent related
protocols. Owing to the development of different types of

attack technology and methods, previous protocols are now
incapable of resisting some common attacks. At present, the
common network attacks include A1: privileged-internal
attack, A2: offline password-guessing attack, A3: replay
attack, A4: perfect forward secrecy, A5: known session-
specific temporary information attacks, and A6: user im-
personation attacks.,e comparison results are presented in
Table 2. A “Yes” means that the protocol can resist the attack,
whereas a “No” means that it cannot.

While the other related protocols each fail in some of the
security attacks mentioned above, our proposed protocol
can resist all the attacks, making our proposed protocol
more secure and reliable.

6.2. Performance Comparisons. To better analyze the per-
formance of this protocol, we compared it with a previous
protocol. To obtainmore convincing results, we analyzed the
protocol using the same tools and under the same conditions
and used the data provided by Rana et al. [19] ,e results
show that different protocols have different execution times
in the same execution environment. ,e time required for
the connection operation and the noncollision hash function
was 0.00014ms and 0.00089ms, respectively. ,e time re-
quired for the exception and encryption and decryption
operations was extremely small, and so, it was not calculated.
In addition, the number of bits required for the user name,
password, arbitrary number, and integer was 160; the
number of bits required for the private key and public key of
the server was 256; the number of bits required for en-
cryption and decryption was 512; and, the number of bits
required for the exclusive or operation and noncollision
hash function was 160 and 256, respectively.,e symbols for
each encryption operation are as follows:

T‖: time required for connection operation
T⊕: time required for XOR operation
TEnc/Dec: time required for encryption/decryption
Th: time required for hash operation

First, we compared the communication cost of our
proposed protocol with that of previous protocols. In
particular, our protocol was compared with those proposed
by Rana et al. [19], Kaul and Awasthi [18], Khan et al. [31],
Chang et al. [17], and Kumari et al. [16]. ,e communi-
cation overhead of our protocol is 3136 bits, whereas that of
the protocols proposed by Rana et al. [19], Kaul and
Awasthi [18], Khan et al. [31], Chang et al. [17], and Kumari
et al. [16] are 3296, 2668, 3744, 2336, and 3296 bits,

Table 2: Comparisons of security.

Protocols A1 A2 A3 A4 A5 A6
Rana et al. [19] No No Yes Yes Yes Yes
Kaul and Awasthi [18] Yes Yes Yes Yes Yes No
Xue et al. [29] Yes No Yes Yes Yes Yes
Lin et al. [30] Yes Yes Yes Yes Yes No
Chang et al. [17] No No No Yes Yes No
Kumari et al. [16] No Yes No Yes Yes Yes
Ours Yes Yes Yes Yes Yes Yes
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respectively. As shown in Figure 4, the communication cost
of our protocol is lower than that of Rana et al. and Khan
et al., but slightly higher than that of Kaul and Awasthi [18].
Although the communication cost of Chang et al. is small,
the protocol proposed by them cannot effectively resist
privilege internal attacks, offline password guessing attacks,
and replay attacks.

Next, we compare the running time cost of our proposed
protocol with those of the three protocols mentioned above.
,e operating cost of our protocol is 0.01512ms, whereas
that of the protocols proposed by Rana et al. [19], Kaul and
Awasthi [18], Khan et al. [31], Chang et al. [17], and Kumari
et al. [16] are 0.0215ms, 0.021ms, 0.01965ms, 0.01318ms,
and 0.02191ms, respectively. As shown in Figure 5, the
running time of our proposed protocol is shorter than that of
the four protocols mentioned above. Although the time
consumption of the protocol proposed by us is a little higher
than that proposed by Chang et al., the protocol proposed by

Chang et al. has the problem of security. It can be said that
our protocol has better performance than the ones men-
tioned above.

,rough the analysis of Tables 2 and 3, our protocol is
slightly higher than Kaul and Awasthi’s [18] protocol in
terms of communication cost, but Kaul and Awasthi’s [18]
protocol cannot resist user simulation attacks. Because our
proposed protocol can more effectively resist various se-
curity attacks, our protocol is more applicable in future
works.

7. Conclusions

In this study, we analyzed the next generation Internet of
,ings remote protocol proposed by Rana et al., and found
that their protocol cannot resist all kinds of security attacks
as they claim. Specifically, we found that their protocols are
vulnerable to offline password-guessing attacks and
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Figure 4: Communication cost.

Table 3: Proposed protocol comparison with related protocols.

Running cost (ms) Communication cost (bits)
Ours 14Th + 31T⊕ + 19T‖ + 1T(Enc/Dec) 3136
Rana et al. [19] 20Th + 29T⊕ + 27T‖ + 3T(Enc/Dec) 3296
Kaul and Awasthi [18] 20Th + 28T⊕ + 23T‖ 2668
Khan et al. [31] 15Th + 11T⊕ + 45T‖ + 4T(Enc/Dec) 3744
Chang et al. [17] 12Th + 7T⊕ + 18T‖ 2336
Kumari et al. [16] 19Th + 18T⊕ + 36T‖ 3296
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privileged-insider attacks. To solve these problems, we in-
troduced a three-factor security protocol utilizing biological
information. In addition, we proved the security and re-
liability of the protocol through BAN logic and ROR
analysis. Finally, we compared the proposed protocol with
the previous related protocols and found that our protocol is
better in terms of both communication cost and time cost.
,erefore, our proposed protocol is more applicable and
referential for the development of the future work.
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Internet of 'ings (IoT) refers to a vast network that provides an interconnection between various objects and intelligent devices.
'e three important components of IoT are sensing, processing, and transmission of data. Nowadays, the new IoT technology is
used in many different sectors, including the domestic, healthcare, telecommunications, environment, industry, construction,
water management, and energy. IoT technology, involving the usage of embedded devices, differs from computers, laptops, and
mobile devices. Due to exchanging personal data generated by sensors and the possibility of combining both real and virtual
worlds, security is becoming crucial for IoTsystems. Furthermore, IoTrequires lightweight encryption techniques. 'erefore, the
goal of this paper is to identify the security challenges and key issues that are likely to arise in the IoTenvironment in order to guide
authentication techniques to achieve a secure IoT service.

1. Introduction

In recent years, technology sector has known a real evolu-
tion. Furthermore, it has become an indispensable tool in
our everyday life. Among these recent technologies, the
Internet of 'ings (IoT) has been improved continuously
and has attracted more and more people. 'is growth has
positively impacted many sectors, including social security,
agriculture, education, water management, house security,
smart grid, and so on. 'erefore, the number of connected
devices is increasing day after day. According to Strategy
Analytics, the connected objects will reach more than 38
billion by the end of 2025 and 50 billion by 2030 [1].

IoT is a new technology that allows the implementation
of systems interconnecting several objects, either in the
physical or virtual world [2, 3]. In fact, the evolution of the
Internet began with the creation of a simple computer
network linking personal computers and then moved on to
client-server architecture networks, World Wide Web,

e-mail, file sharing, etc. Subsequently, it now reaches a wide
area network interconnecting billions of intelligent objects,
which were embedded in sophisticated systems. 'eir op-
eration is based on sensors and actuators designed for
monitoring, controlling, and interacting with the physical
environment where they exist.

Despite many advantages, IoT has three main problems
that are data collection, data transmission, and data security.
To collect data, many sensing tools have been introduced
and adapted to the IoT devices. For transferring collected
data, various protocols have been developed and adapted in
order to enable to the IoT devices to connect to existed
networks and exchange data. However, for the last one, it
does not give the attention that it merits. Consequently,
many classic and recent security issues are closely related to
the IoT as well as authentication, data security, authoriza-
tion, etc. Indeed, a weakness in authentication can lead to
numerous attacks, including replay attack, Denning–Sacco
attack, denial of service attack, password guessing attack, etc.
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On the other hand, the authentication of IoT devices
throughout heterogonous and interconnected protocols is a
great challenge. Moreover, these protocols should take into
account issues related to limitation of IoT devices as well as
energy consumption, small memory size, and low processing
capability [4–33].

In the literature review, previous studies [34–45] have
surveyed the security of IoT technology. However, our study
reveals some security challenges and issues of IoT. Conse-
quently, the focus of this review paper is to categorize the
security tasks and topics that are encountered in the IoT
environment. Hence, we provide here a short guidance to
researchers to accomplish secure IoT services like authen-
tication, access control, and so on.

'e remainder of this paper is organized as follows. In
Section 2, IoT architecture is detailed. Section 3 is reserved
for discussing IoT security issues. IoT security requirements
are presented in Section 4. In Section 5, we compare some
authentication approaches applied in IoT authentication
environment. Finally, conclusions are given in Section 6.

2. IoT Architecture

'e concept “Internet of 'ings” may be defined as a
standard that refers to a large network connecting various
sensors, actuators, and microcontrollers introduced in
distinct objects. A large number of interconnected equip-
ment such as smartphone, industrial machines, computers,
vehicles, medical tools, irrigation system, TVs, or refriger-
ators can be part of the IoT [46]. Furthermore, IoT is a rather
recent design that stands out from its antecedents, including
all traditional, mobile, and sensor-based Internet networks.
IoT includes a very large number of hybrid terminals. Since
the majority of these devices can be connected to the In-
ternet, they generally support common web techniques,
including HTTP, JSON, XML, etc. One of the strengths of
this technology is that it is well supported and can therefore
be adapted to different existing infrastructures. Further-
more, some new protocols are especially considered for IoT,
for example, CoAP andMQTTare alternatives to HTTP and
6LoWPAN is also an alternative of IPv4/IPv6.

Due to non-standardization of IoT, there are various
architectures that are different [47]. However, we focus here
on two known ones that are three- and five-layer archi-
tectures. As illustrated in Figure 1, the three-layer archi-
tecture consists of three layers including perception,
networking, and application layers. 'e role of each layer is
described in the following.

(i) 'e perception layer is the first layer of IoT ar-
chitecture. It is connected to the physical world for
sensing and collecting data from their environment.
'is layer consists of sensors and actuators to
measure some values such as temperature, pH, light,
gas, and so on, and to detect some functionality such
as location and motion.

(ii) 'e network layer is the second layer; its role is to
connect to various smart devices, gateways, and
servers. It is responsible for transferring the

captured values to other IoT network components.
For these reasons, IoT uses several kinds of com-
munication protocols and norms such as 4G/5G,
Wi-Fi, ZigBee, Bluetooth, 6LoWPAN,WiMAX, and
so on [48].

(iii) 'e application layer can offer the specific service
requested by user. For instance, this application can
provide doctors some health parameters of patients.
'is layer determines which applications can be
installed, such as smart environment [49–52], smart
homes [53–55], and water monitoring [56, 57].

On the other hand, the five-layer architecture includes
processing and business layers in addition to the three
previous ones. As depicted in Figure 2, the five layers are
perception, transport, processing, application, and business
layers. 'e responsibilities of perception, transport, and
application layers are identical to the similar layers in three-
layer architecture. 'e roles of the addition layers are de-
tailed as follows:

(i) 'e processing layer is also recognized as the mid-
dleware layer. It is responsible for controlling, an-
alyzing, processing, and storing received data. It can
make decisions according to the processing data
without human intervention. 'is layer benefits
from existing solutions including cloud computing,
big data, and databases.

(ii) 'e business layer has a responsibility to manage the
whole IoT systems [47]. So, its role is to control ap-
plications, business, and profit models. Furthermore,
the users’ privacy can be managed by this layer.

Application Layer

Network Layer

Perception Layer

Figure 1: 'e three-layer architecture.
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3. Security Issues in IoT

3.1. DOS. Denial of service (DOS) is a security attack that
aims to prevent legitimate user and entity to have an au-
thorized access to network resources. It is considered as the
most popular and dominant attack. Generally, attackers can
use flooding attack to exhaust system’s resources including
memory, CPU, and bandwidth [58–63]. 'us, he either
prevents the system to provide service or he makes it in-
effective. In this attack, pirates can use numerous skills such
as sending unwanted packets or flooding network with
multiple messages. 'erefore, legitimate users are prevented
from taking advantage of services.

3.2. Replay Attack. Replay attack is among old attacks on
communication network, especially on authentication and
key exchanging protocols. It allows the pirate to capture and
store a fragment or the whole of captured session in a le-
gitimate traffic [64, 65]. After gaining the trust in a public

network, the attacker either sends the captured message to
the entity that has participated in origin session or to another
different destination [66]. 'erefore, in IoTnetworks, replay
attack is measured as a security weakness in which particular
data are stored without any authorization before been sent
back to the receiver. 'e goal of this attack is to trap the
person in an unauthorized operation [67]. For example, in a
smart home system, a temperature sensor is used to detect
the temperature and then the measured values are sent to
system controller. Based on these values, the system can run
or stop the air conditioner to adapt the air temperature as
desired by the personnel. However, if an attacker has pirated
the sensor’s temperature, he can save the day’s values and
send them at night. As result, the air conditioner will not be
functioning normally.

To deal with replay attack, current solutions use three
main mechanisms including timestamp, nonce, and re-
sponse-challenge. 'e first one is the mechanism that helps
to detect replay attack by checking the freshness of received
message. Nonetheless, it is hard to assure time synchroni-
zation between IoT objects [68]. 'e second mechanism is
the nonce, which is a series of random digits. However, the
problem of this mechanism is that the node has no sufficient
memory for keeping the list of received nonces. 'e last
mechanism is the challenge-response. It has as objective to
verify that the other party can resolve some challenges. But
this technique necessitates that the two entities have a
preshared secret.

3.3. Password Guessing Attack. Due to the importance of
password in authentication process and its large adoption by
numerous authentication protocols, pirates have invented
various attacks to get the correct one. Hence, the most used
attack is password guessing. Particularly, this attack can be
executed either online or offline. In this attack, an attacker
eavesdrops on the communication between two entities
during authentication phase to get some useful values. 'en,
attacker must guess all probable passwords to succeed in the
authentication [60, 69–75].

3.4. Spoofing Attack. In the network security context,
spoofing attack is a situation when an unauthorized entity
produces falsified parameter [76].'e goal of this attack is to
make servers believe that the attacker is an authorized entity
[62]. So, the pirate gains the trust of the authority. For
example, in smart health, the pirate can send fake infor-
mation to authentication server. So, if he performed the
authentication phase successfully, he can request victim’s
sensor and then get the secret health information about this
victim [38, 77–79].

3.5. Insider Attack. In cyber security field, insider attack
occurs when a legitimate entity that has an authorized access
tries to harm the system. 'e action of authorized entity can
be either intentional or accidental [80–84]. In both cases, the
system is considered vulnerable and we should find out the
solution in the short term. According to [85], more than 57%

BUSINESS LAYER

APPLICATION LAYER

PROCESSING LAYER

NETWORKING LAYER

PERCEPTION LAYER

Figure 2: 'e five-layer architecture.
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of confidential business data are targeted by insider attack.
On the other hand, the study [86] confirms that more than
60% of existing attacks have been completed by insider.

4. Required Security Services for IoT

After debating various security attacks applied by attackers,
this section mentions some security services. 'us, the
objective of this section is to discuss the security require-
ments for IoTdevices. As illustrated in Table 1, IoTsolutions
must come with some basic security services including
authorization, authentication, confidentiality, availability,
integrity, and non-repudiation.

4.1. Confidentiality. Generally, confidentiality can be de-
fined as the capability and aptitude to prevent an unau-
thorized user to access private data. 'erefore, it promises
and guarantees that the personal information is only con-
sulted, edited, or removed by authorized entity [38]. Par-
ticularly, in the Internet of'ings network, confidentiality is
one of the significant security services. However, the con-
fidentiality is the most attacked service [87]. For example,
viruses, spywares, and Trojans are considered as malware
applications that attack the confidentiality of the user’s
private data. 'ey can interact with system as executable
codes or scripts with the aim to have an unauthorized access
[88].

In an IoT context, for warranting and assuring the
confidentiality of personal information captured by sensors
and for preventing them from being discovered by the third
party, the encryption algorithms and cryptographic methods
can be used [89].'erefore, all transmitted data between two
devices must be encrypted. As a result, nobody can un-
derstand the message except legitimate entities [90].

4.2. Availability. An alternative required security service of
IoT is the availability of resources to the legitimate entities
independent of where and when they exist. Availability
denotes that the resources and information must be easily
reached by the legitimate user when he wants [91]. More-
over, in the IoT architecture, the sensor is available if it can
communicate the sensed values in real time.

Likewise, the availability of an actuator means that it can
execute user received commands immediately without any
remarkable delay.

'e availability of some particular resources could be
interrupted as consequences of usage of dissimilar data
transmission channel, networks, and protocols [46]. On the
other hand, for damaging the availability, attackers may use
three main malicious attacks including denial of service
(DOS) attack, flooding attack, or black hole attack. For the
first one, it is probably practiced in the availability situation.
Pirates can use the simple denial of service (DOS) attack or
distributed denial of service (DDOS) attack that necessitates
the collaboration between various resources. For the
flooding attack, the attacker can flood the networks by
unwanted messages and commands for exhausting device
resources. 'is attack not only targets bandwidth but also

decreases CPU and memory capabilities. So, the device will
not be reached or the communication will be slow [92].

In order to guarantee the availability of appropriate
resources, we can select distributed approach for operating
the system and use numerous platforms which simplify the
incorporation of various systems remotely [76].

4.3. Authentication. Authentication service is considered
the biggest challenge in the IoT network. It includes veri-
fication of identity. On the one hand, in the authentication
procedure, the devices must be able to check the validity and
legitimacy of remote use in a public network. On the other
hand, authentication prevents unauthorized person to take
part in a private secured communication [38]. Previous
authentication schemes are based on single factor that is a
simple password. However, these schemes have to face
various issues related to the password. First of all, users can
easily forget the password. Secondly, users may have weak
password. Finally, attackers are able to guess the correct
password, either using exhaustive research attack or dic-
tionary attack. Accordingly, password-based authentication
is not enough to promise security. In our days, authenti-
cation schemes based on smart card offer multifactor au-
thentication [4–9]. Typically, the system requires two factors
including a valid smart card and correct preshared secret.
Even so, it comprises the use of biometric print.

Due to the important position of authentication
mechanism in the Internet of 'ings security, we have re-
served the two following sections for discussing various
techniques used for authentication in IoT and for studying
some proposed IoT authentication schemes.

4.4. Authorization. With the growth of number of con-
nected objects to the Internet network, authorization is
becoming a critical issue in the IoTsystem. In fact, it refers to
the security service responsible for determining user right
and privileges (read, write, or delete). It identifies also the
access control rules to allow or deny permissions to the IoT
devices. 'us, the challenge is to prevent users with limited
privileges to get additional ones to have an unauthorized
access to devices and their data [93–97].

4.5. Integrity. Integrity means that the message was not
reformed by an unauthorized entity in the transmission
session. So, it guarantees that the receiver has received

Table 1: Security requirements for IoT basic layers.

Security services
IoT layers

Perception Networking Application
Authentication ✓ ✓ ✓
Authorization ✓ ✓ ✓
Confidentiality ✓
Availability ✓ ✓
Integrity ✓ ✓ ✓
Non-repudiation ✓
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exactly what the source has sent. 'e main objective is to
stop an unauthorized object doing illegal modification.

For sustaining the safety of smart devices in IoTnetwork,
the system should guarantee data integrity. 'erefore, nei-
ther unauthorized objects nor user access should be granted.
Besides, the cryptography and encryption mechanisms can
be applied when the transmitted data are very important
[37]. For instance, the authors of [98] suggested the usage of
HMAC-SHA 256 algorithm for reassuring data integrity.

4.6. Non-Repudiation. Non-repudiation is one of the se-
curity aspects, which insures that communication members
have ability to send or receive information in its integrality
[99]. In addition, it makes confident that the transfer of data
or identifications between two IoT objects is undeniable
[100]. Non-repudiation guarantees to a source node to send
its data, as well as to a receiving node to confirm that the
received data are matching with data’s source [34].

5. IoT Authentication Techniques

Due to the ability of IoT to access to all users’ information,
the user’s private life must be protected against the malicious
attacks. Furthermore, the devices should not be accessed by
unauthorized users. So, it is necessary to check the user’s
identity before getting the authorization. Hence, the veri-
fication of user’s identity can be done in many ways.
Nevertheless, the most frequently used is authentication
system, which is based on the prior sharing secrets, keys, or
passwords. Consequently, in this section, we review the
techniques that are applied for reinforcing the authentica-
tion in IoT environment.

5.1. One Time Password Authentication. One time password
(OTP) which is also called dynamic password is a password
that is valid for authentication in one transaction. In the
literature survey, various OTP authentication protocols are
proposed for securing the communication in IoT environ-
ment. 'ese protocols are founded based on various
mechanisms such as time synchronization, hash factions
(MD5, SHA1, and SHA256), and cryptography RSA. Be-
sides, they are all based on the OTP algorithm created by
Lamport [101–104]. Unfortunately, these protocols are
vulnerable against some attacks as described in [105–108].

On the other hand, for reinforcing the OTP authenti-
cation, Lee and Kim [109] proposed in 2013 an insider at-
tack-resistant OTP scheme based on bilinear maps.
However, it needs complex computation. Based on this
problem, Shivraj et al. [110] proposed a robust OTP scheme
for IoT. 'e proposed protocol uses the principles of
lightweight identity-based elliptic curve cryptography and
Lamport’s OTP algorithm.

5.2. ECC-Based Mutual Authentication. Generally, IoT de-
vices have a limited resources. Besides, the communication
between sensors, actuators, objects, and nodes must be in
real time. For these reasons, it is indispensable to propose a

lightweight authentication protocol for IoT. Accordingly,
Azrour et al. [71] proposed an efficient authentication
scheme for IoT. 'is protocol is based on elliptic curve
cryptography (ECC) which is measured better than the
traditional RSA encryption algorithm. Furthermore, in
addition, various authentication protocol based on ECC are
proposed in [111–115]. Elliptic curve cryptography is
considered more efficient and more secure especially for
systems with limited memory and processing capabilities.

5.3. ID- and Password-Based Authentication. ID-based au-
thentication is an approach for distinguishing authorized
entities from illegal ones. According to ID, the user is either
allowed or denied to access the resource. User ID refers to all
attributes that can characterize one user form another, for
instance, username, e-mail, phone number, IP address, etc.
In IoT environment, numerous protocols are proposed
[74, 116–118] based on this technique. However, this
method is generally adopted in the server/client authenti-
cation architecture. In view of that, a server is required in
IoT environment for storing user’s ID and secret in server’s
database.

On the other hand, the usage of ID-based authentication
approach has some issues that are detailed in following lines.
Firstly, how user’s data are stored in server? Is the server
capable to protect them against stolen verifier attack and
insider attack? Secondly, users may forget their authenti-
cation parameters. 'erefore, they cannot perform the next
authentication. In this case, it is not suitable to save personal
ID in an electronic device (laptop, tablet, and smartphone),
even if it is not connected to public network. 'irdly, the
transmission of user ID in public network is another
challenge. In this situation, the hash functions or cryptog-
raphy algorithm are recommended.

5.4. Certificate-Based Authentication. For addressing prob-
lems of ID- and password-based authentication, an alternative
approach was proposed [119]. 'is technique is called certif-
icate-based authentication. Certificate-based authentication
has been commonly adopted by multiple applications. For
example, in order to verify user's identity in banking appli-
cation, Hiltgen et al. [120] proposed a new certificate-based
authentication scheme. 'is approach has been also used in
IoT environment [120–124]. Although certificate-based au-
thentication provides more security, device certificate pro-
cessing and used algorithms necessitate a high processing
resource, which is not always available in IoT devices. As a
result, this approach is not suitable for IoT objects [125].

5.5. Blockchain. Blockchain is a particular sort of database.
It is different from a traditional database because of the
specific way in which it stores data. Blockchains save data
in a series of blocks that are then linked to each other. In
recent years, different authors have taken advantage of
this recent technology to propose authentication protocol
for IoT [22, 31–33, 126, 127]. 'e sustainability and
verification of the data stored in the blockchain provide
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the confidence to use accurately recorded data in the
future and at the same time provide transparency, ano-
nymity, and traceability.

Multiple and different authentication methods are used
in the IoT environment. As demonstrated in Table 2, the
majority of proposed IoTauthentication protocols are based
on encryption cryptography. In this situation, two types of
cryptography are used. 'e first type is asymmetric en-
cryption algorithm such as ECC, while the second one is
symmetric encryption algorithm like AES. Furthermore, the
hash functions are utilized in some authentication for
hashing essential parameters. Finally, the random numbers
are also adopted in certain protocol as they can be used to
ensure the freshness of messages.

On the other hand, the advantages and limitations of
some selected IoT authentication protocols are depicted in
Table 3. As we can notice, the protocol is considered effective
only if it is lightweight as well as fulfils all security re-
quirements. To sum up, we can conclude that the running
time and processing time are important due to the limitation
capability of IoT devices.

6. Conclusions

Internet of 'ings has a significant role in the rapid de-
velopment that recent technology has known recently.'ese
technologies have made the exchange of data easier.
However, the security of user’s data should not be ignored.
Accordingly, the study performed in this paper is mainly
focused on the security of IoT technology. Hence, as we have
mentioned before, IoT suffers from several attacks, namely,
DOS, password guessing, replay, and insider attacks. Au-
thentication is the first security services that IoT has to
satisfy, so we have detailed the authentication approaches
adopted for IoT. 'e most techniques used for rienforcing
the authentication are one time password, ECC-based
mutual authetication, ID-based authentication, certificate-
based authentication, and blockchain. After comparing re-
cent authentication protocols, we have concluded that the
majority of them is based on encryption cryptography.

Finally, in our future work, we will try to enhance the
security of IoT environment by proposing secure and effi-
cient IoT authentication schemes.

Table 2: Classification of some IoT authentication schemes.

Protocol
Proposed for
securing Method used

IoT WSN Encryption algorithm Random number Hash function Others
[128] — ✓ — — ✓ —
[129] ✓ — — — — Time synchronization
[110] ✓ — ECC — — Lamport’s OTP algorithm
[109] — — — ✓ — Zero-knowledge proof
[104] — — AES-based MAC — — —
[130] ✓ ✓ ECC — ✓ —
[131] ✓ ✓ ECC — ✓ Smart card
[132] ✓ — ECC ✓ ✓ —
[133] ✓ — — — ✓ —
[134] ✓ — AES — — —
[83] ✓ — Symmetric encryption — — —
[15] ✓ — — ✓ ✓ Fuzzy extractor mechanism
[20] ✓ — ECC ✓ ✓ Challenge-response
[135] ✓ — Symmetric encryption ✓ ✓ Blockchain machine learning
[136] ✓ — ECC ✓ ✓ -
ECC: elliptic curve cryptography; AES: Advanced Encryption Standard; OTP: one time password; WSN: wireless sensor network.

Table 3: Advantages and limitations in some IoT-based authentication schemes.

Protocol Advantages Limitations
[113] Is lightweight Uses only hash function
[114] Can detect man-in-the-middle attacks Uses certificates that need an important space in memory

[90] Can be implemented in real-time IoT networks VulnerableBased on two-factor authentication
[89] Can deal against insider attack based on bilinear maps Needs complex computation

[84] Surpasses HOTP Is heavyweight
Not efficient for IoT devices

[115] Offers mutual authentication Vulnerable against some attacks
[116] Guarantees authentication and session key exchange Does not cover all IoT service requirements
[74] Can be used with cloud servers Cannot resist all attacks
[117] Very lightweight Based only on one hash function
[118] Lightweight mutual authentication Operates only in CoAP-based IoT environment
[119] Can be used for authentication protocol for IoT-based RFID systems 'e running time of protocol is not very fast
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C. B. Westphall, “Mutual authentication with multi-factor in
IoT-Fog-Cloud environment,” Journal of Network and
Computer Applications, vol. 176, Article ID 102932, 2021.

[21] B. D. Deebak and F. Al-Turjman, “Lightweight authentica-
tion for IoT/Cloud-based forensics in intelligent data
computing,” Future Generation Computer Systems, vol. 116,
pp. 406–425, 2021.

[22] J. A. Alzubi, “Blockchain-based lamport merkle digital sig-
nature: authentication tool in IoT healthcare,” Computer
Communications, vol. 170, pp. 200–208, 2021.

[23] P. Kumar and L. Chouhan, “A privacy and session key based
authentication scheme for medical IoTnetworks,” Computer
Communications, vol. 166, pp. 154–164, 2021.

[24] D. Deebak and F. Al-Turjman, “Secure-user sign-in au-
thentication for IoT-based eHealth systems,” Complex &
Intelligent Systems, pp. 1–21, 2021.

[25] H. Luo, C. Wang, H. Luo, F. Zhang, F. Lin, and G. Xu, “G2F:
a secure user authentication for rapid smart home IoT
management,” IEEE Internet of ;ings Journal, vol. 8, no. 13,
pp. 10884–10895, 2021.

[26] P. Kumar and L. Chouhan, “A secure authentication scheme
for IoTapplication in smart home,” Peer-to-Peer Networking
and Applications, vol. 14, no. 1, pp. 420–438, 2021.

[27] B. Alemu, R. Kumar, D. Sinwar, and G. Raghuwanshi,
“Fingerprint based authentication architecture for accessing
multiple cloud computing services using single user cre-
dential in IOTenvironments,” Journal of Physics: Conference
Series, vol. 1714, no. 1, Article ID 012016, 2021.

[28] M. I. Ahmed and G. Kannan, “Cloud-based remote RFID
authentication for security of smart internet of things ap-
plications,” Journal of Information and Knowledge Man-
agement, vol. 20, Article ID 2140004, 2021.

[29] M. Torabi and A. Shahidinejad, “A mutual authentication
protocol for IoTusers in cloud environment,” Electron Cyber
Defense, vol. 9, 2021.

[30] M. B. Mu’azu, “SIMP-REAUTH: a simple multilevel real user
remote authentication scheme for mobile cloud computing,”
in Proceedings of the Information and Communication
Technology and Applications: ;ird International Conference,
ICTA 2020, November 2020.

Security and Communication Networks 7

https://news.strategyanalytics.com/press-release/iot-ecosystem/strategy-analytics-internet-things-now-numbers-22-billion-devices-where
https://news.strategyanalytics.com/press-release/iot-ecosystem/strategy-analytics-internet-things-now-numbers-22-billion-devices-where
https://news.strategyanalytics.com/press-release/iot-ecosystem/strategy-analytics-internet-things-now-numbers-22-billion-devices-where
http://arxiv.org/abs/210106676


[31] C. M. S. Ferreira, C. T. B. Garrocho, R. A. R. Oliveira,
J. S. Silva, and C. F. M. d. C. Cavalcanti, “IoTregistration and
authentication in smart city applications with blockchain,”
Sensors, vol. 21, no. 4, 1323 pages, 2021.

[32] U. Narayanan, V. Paul, and S. Joseph, “Decentralized
blockchain based authentication for secure data sharing in
Cloud-IoT,” Journal of Ambient Intelligence and Humanized
Computing, pp. 1–19, 2021.

[33] H. Honar Pajooh, M. Rashid, F. Alam, and S. Demidenko,
“Multi-layer blockchain-based security architecture for in-
ternet of things,” Sensors, vol. 21, no. 3, 772 pages, 2021.

[34] D. Airehrour, J. Gutierrez, and S. K. Ray, “Secure routing for
internet of things: a survey,” Journal of Network and
Computer Applications, vol. 66, pp. 198–213, 2016.

[35] M. Ammar, G. Russello, and B. Crispo, “Internet of things: a
survey on the security of IoT frameworks,” Journal of In-
formation Security and Applications, vol. 38, pp. 8–27, 2018.

[36] Y. Atwady and M. Hammoudeh, “A survey on authentica-
tion techniques for the internet of things,” in Proceedings of
the International Conference on Future Networks and Dis-
tributed Systems, Cambridge, United Kingdom, July 2017.

[37] S. Hong, “Authentication techniques in the internet of things
environment: a survey,” International Journal of Security and
Networks, vol. 21, no. 3, pp. 462–470, 2019.

[38] S. Panchiwala and M. Shah, “A comprehensive study on
critical security issues and challenges of the IoT world,”
Journal of Digital Information Management, vol. 2, no. 4,
pp. 257–278, 2020.

[39] P. P. Ray, “A survey on internet of things architectures,”
Journal of King Saud University - Computer and Information
Sciences, vol. 30, no. 3, pp. 291–319, 2018.

[40] M. Heydari, A. Mylonas, V. H. F. Tafreshi, E. Benkhelifa, and
S. Singh, “Known unknowns: indeterminacy in authenti-
cation in IoT,” Future Generation Computer Systems,
vol. 111, pp. 278–287, 2020.

[41] F. H. Al-Naji and R. Zagrouba, “A survey on continuous
authentication methods in Internet of 'ings environment,”
Computer Communications, vol. 163, pp. 109–133, 2020.

[42] R. Yugha and S. Chithra, “A survey on technologies and
security protocols: reference for future generation IoT,”
Journal of Network and Computer Applications, vol. 169,
Article ID 102763, 2020.

[43] M. Mehta and K. Patel, “A review for IOT authentication -
current research trends and open challenges,” Materials
Today: Proceedings, Article ID S2214785320384960, 2020.

[44] N. Yousefnezhad, A. Malhi, and K. Främling, “Security in
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Due to the recent advancements in the Internet of things (IoT) and cloud computing technologies and growing number of devices
connected to the Internet, the security and privacy issues are important to be resolved and protect the data and computer network.
To provide security, a real-time monitoring of the network data and resources is needed. Intrusion detection systems have been
used to monitor, detect, and alert an intrusion event in real time. Recently, the intrusion detection systems (IDS) incorporate
several machine learning (ML) techniques. One of the techniques is decision tree, which can take reliable network measures and
make good decisions by increasing the detection rate and accuracy. In this paper, we propose a reliable network intrusion
detection approach using decision tree with enhanced data quality. Specifically, network data preprocessing and entropy decision
feature selection is carried out for enhancing the data quality and relevant training; then, a decision tree classifier is built for
reliable intrusion detection. Experimental study on two datasets shows that the proposed model can reach robust results. Actually,
our model achieves 99.42% and 98.80% accuracy with NSL-KDD and CICIDS2017 datasets, respectively.&e novel approach gives
many advantages compared to the other models in term of accuracy (ACC), detection rate (DR), and false alarm rate (FAR).

1. Introduction

&e computer security threats are becoming quite chal-
lenging with the growing capabilities of the adversaries,
influencing the reliability of data communication and
networks. &e recent advancements in cloud computing
and IoT technologies enabled new attack vectors for the
adversary and even more prone to attacks [1–3]. &e IoT
applications enable the attacks not only focusing stealing
the data but can also impacting human lives. For example, a
hacked home utility smart heater can be used to auto-
matically increase the temperature and indirectly impact
the human beings living in the home [4, 5]. Hence, the main
goal of security is to provide integrity, confidentiality, and
availability by implementing various security tools and
policies that can protect data and detect attacks targeting
the IoT. [4, 6]. An intrusion tries to violate one of security

objectives and infects systems. Hence, many tools and
methods, such as IDS, are developed to secure networks
and systems from intrusions [7–9]. &ereby, intrusion
detection is a set of techniques implemented to detect
undesirable activities by classifying data activity into
normal or intrusion [6, 8]. &e intrusion detection tech-
niques detect and stop intrusions from outside or within a
monitored network.

For this reason, two fundamental detection approaches
can be used.&e first one is called misuse detection; it is based
on a known attack signature to detect intrusion. &e second
one is named anomaly detection or behavioral detection,
based on a deviation from a normal model [1, 8, 10]. &e
hybrid detection approaches combine advantages of both
misuse and anomaly detection and aim to increase detection
rate and accuracy of IDS [9, 11, 12]. A considerable distinction
is made between network IDS (NIDS) and host IDS (HIDS)
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[1, 8]. Formally, an IDS can be software or hardware which
detects malicious traffic, makes accurately automatic deci-
sions, and interrupts intrusions quickly in real time with an
automatic response [6, 8].

Despite their efficiency, the IDS suffers from a number of
limitations, such as real-time analysis and detection, gen-
erated alarm, and data quality, that can decrease detection
rate and accuracy performances [6, 8]. &erefore, intrusion
detection is still an effective and dynamic research field.

Recently, ML methods have been integrated to enhance
intrusion detection and reinforce computer security. Nu-
merous research contributions explore how to incorporate
ML techniques in intrusion detection to obtain reliable IDS
with accurate performances by enhancing data quality and
training [13–20]. &e decision tree is an induction algo-
rithm which has been used for classification in many issues.
It is based on splitting features and testing the value of each
one. &e splitting process continues until each branch can
be labelled with just one classification [21, 22]. &e decision
tree is more than equivalent representation to the training
set. Hence, it can be used to predict the values of other
instances not in the training set. &e decision tree is widely
used as a mean of generating classification rules because of
the existence of a simple but very powerful algorithm called
Top-Down Induction of Decision Trees (TDIDT). It is
guaranteed to give a decision tree that correctly corre-
sponds to the data provided by two of the best known being
ID3 and C4.5 [22].

On the other side, the data is not always obtained in a
structured form. For relevant analysis, the unstructured data
have to be preprocessed. &is operation is an essential stage
which performed to enhance data quality and make accurate
decisions. Data quality techniques are implemented before
training and classification process [17, 23, 24]. Besides,
feature selection is a desirable process aiming to select the
useful features to both reduce the computational cost of
modelling and to improve the performance of the predictive
model [13, 24].

In this paper, we propose a novel network intrusion
detection approach based on the decision tree method to
train and build a binary classifier model and make accurate
decisions. &e features’ engineering techniques were used to
improve the data quality. Experimental results on the NSL-
KDD dataset and CICIDS2017 dataset demonstrate that our
proposed approach gives good performances in terms of
accuracy DR and FAR. Two main contributions have been
validated in this research work. Firstly, we implement fea-
ture selection using entropy decision technique to improve
data quality. Secondly, we build a classifier model based on
decision tree algorithm to achieve effective network intru-
sion detection approach.

&e remainder of this paper is organized as follows.
Section 2 presents related work on intrusion detection,
especially which integrated ML techniques to improve IDS
performances. Section 3 describes in detail the proposed
solutions for the novel approach. In Section 4, we discuss
experimental results, performance of the proposed model,
and its comparison with other models. Finally, the con-
clusion and future works presented in Section 4.

2. Related Works

During the last decade, a set of contributions of intrusion
detection were adopted in [8, 10, 11, 17, 21, 25, 26] to ensure
computer security objectives. &e research in intrusion
detection is oriented towards on automatic response to
increase effectiveness and capability of IDS [6]. &erefore, to
obtain reliable IDS, the false positive (FP) and false negative
(FN) rate should be low, but also, true positive (TP) and true
negative (TN) rate should be high. Furthermore, including
ML techniques in intrusion detection becomes an excited
research domain [13–20]. Hence, intrusion detection based
on ML is a classification task aiming to detect intrusions
using labelled data by building a classifier able to distinguish
between normal and abnormal activity [11, 16, 21, 27, 28].
Several ML techniques, such as decision tree [21], random
forest [29], nearest neighbour [30], Näıve Bayes [26, 27],
support vector machine [17], fuzzy clustering [15], rein-
forcement based learning [19], and deep learning methods
[1, 6, 14, 18, 25, 26, 31, 32] have been integrated to enhance
IDS by discovering knowledge from intrusion detection
datasets [9, 31, 33, 34]. For more improvements, a set of
feature engineering techniques, such as feature selection, are
made to enhance data quality. &ey allow a relevant data
process used to train and build effective classifier
[13, 17, 23, 25, 35, 36].

In 2018, Karami [37] proposed an anomaly-based in-
trusion detection system using the fuzzy SOM method. In
2020, Tabash et al. [26] proposed an intrusion detection
model which integrated NB and DL technique. &e model
implemented genetic algorithm for a good feature selection.
In 2015, Ghazali et al. [27] proposed a detection model for
intrusive communication. &is research work tests five
classification techniques: SimpleCart, NB, BFTree, PART,
and Ridor. &e performances’ measures on NSL-KDD
dataset demonstrate ACC 96.7%, DR 95.5%, and FAR 4.7%.
In 2017, Kevric et al. [28] proposed a combining classifier
approach using tree algorithm for network intrusion de-
tection. &e model is evaluated on NSL-KDD dataset ACC
89.24%. In 2018, Hadi [29] proposed a model based on
random forest algorithm for selecting a significant feature.
&e model was evaluated using NSL-KDD.&e results of the
proposed model are ACC 99.33%, DR 0.993% TP, and FAR
0.001% FP. In 2019, Gu et al. [17] proposed a model of an
ensemble SVM-based intrusion detection with LMDRT
transformation as an effective method to enhance data
quality. &e performances’ results on CICIDS2017 dataset
are ACC 93.64%, DR 97.56%, and FAR 20.28%. In 2020,
Elmasry et al. [32] developed a DL model for network in-
trusion detection using a double PSO metaheuristic. &e
model is evaluated on CICIDS2017 dataset and gives ACC
92.92%, DR 92.38%, and FAR 3.24%. In 2019, Prasard et al.
[36] proposed new IDS which works on subset of features by
extracting significant features using the probabilistic
method. &e BRS method is implemented to categorize
samples into normal, intermediary, and abnormal category
based on the rough set. &e model is trained and tested on
CICIDS2017 dataset and demonstrates ACC 97.6%, DR
96.38%, and FAR 3.00%. In 2019, Ahmim et al. [21] proposed
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a hybrid IDS model which combines the classifier model
based on decision tree, REP tree, JRIP algorithm, and forest
PA. &e performances of the novel model are evaluated
using CICIDS2017 dataset and presented ACC 96.66%, DR
94.475%, and FAR 4.47%.

From the state-of-the-art literature survey, it is proven
that the learning methods and data quality are two useful
tasks which determine the robustness of IDS
[6, 17, 26–29, 32, 36, 37]. &ese research works implement
much of techniques for a high quality of data by not only
reducing and selecting features but also building improved
classifiers to better categorize data activities.

3. Novel Network Intrusion
Detection Approach

In this section, we describe our methodology and proposed
solutions aiming to implement and validate the novel ap-
proach. By enhancing feature engineering and classification
techniques, we obtained reliable IDS with accurate
performances.

3.1. Our Proposed Model. As depicted in Figure 1, the
proposed model consists of three main components in-
cluding data quality component, building of classifier
component, and intrusion detection deployment compo-
nent. &e details of those three components are given in the
following.

Part 1: data quality process.
&e main goal of this component is collecting and
preprocessing the data. Hence, the system executes the
process that can gather and accumulate necessary data
from networks. Once the data are collected, a specific
data preprocessing is performed on gathered network
traffic. &e data preprocessing portion evaluates the
data and ignores the incompatible data types. Fur-
thermore, the data is sanitized and the resulting data is
saved. In addition, the data is transformed and the
features of network dataset are finalized. We used the
entropy decision technique to select the features.
Part 2: building of the classifier.
Once the first part is completed, the second one is
started. Generally, the objective of second part, as it is
clear in its name, is to build a classifier model.&e input
here is the transformed data obtained in the data
quality process part. In the classifier building part, we
can distinguish between two main phases: model
training phase and model validation phase. In the first
phase, three portions of data are used for training a
decision tree classifier implemented in our proposed
approach.&en, in the second phase, the rest of data are
used to validate our model.
Part 3: network intrusion detection deployment.
After building of the classifier model, the third part
comes for deploying the network intrusion detection.
At this point, actual tests are necessary to improve the

performance of reliable IDS. Hence, we are in aptitude
to check its capacity to classify activities in normal or
abnormal. So, based on the classification results, the
IDS can made accurate.

3.2. Description of Proposed Solutions. As we mentioned
above, the first step which is made by our approach is to
collect and transform data with feature selection according
to needs of analysis and detection. &e data quality is an
important and essential task to train and build an accurate
intrusion detection model. Hence, this step aims to prepare
data for analysis and make accurate decision. We start first
with data transformation by applying feature selection using
entropy decision on original traffic collected within network
traffic to obtain a good training set. In fact, it is a critical step
aiming to improve accuracy of our approach. It aims also to
overcome training complexity by reducing analysed data
and obtain a great model with best performances in terms of
accuracy, detection rate, and real-time detection. A partic-
ular preprocessing is applied on collected network traffic
before the analysis step. Data normalization is performed. For
this, we suggest and implement a particular coding to enu-
merate feature values and establish a pattern of activities fa-
cilitating the distinction between the activities. &e goal of the
feature extraction is to reduce the number of features in
collected data fromnetworks. It aims to summarizemost of the
information contained in this original data by creating new
features. &e feature selection aims instead to choose the
important existing features in the original data and discard less
important ones. For this reason, we use entropy decision
technique for feature selection. &e implementation of com-
ponents that constitute our approach is described in Figure 2.

We obtain a transformed data by implementing pro-
posed data quality techniques, aiming to increase our ap-
proach accuracy. &is allows training and validating of an
effective intrusion detection model based on the decision
tree to make relevant decisions in real time. Moreover,
intrusion detection is considered as a classification task
aiming to classify incoming traffic in normal activity or
intrusion. Hence, the main objective of this part is to predict
a binary value to validate the classifier able to answer
question with a yes or a no.&us, we encoded both classes in
numerical variable: +1 for normal activity and −1 for in-
trusion. We remember that the number of features must be
fixed in advance. For the validation step of our model, there
are various strategies used to split the data into a training and
test set. In this case, we use the efficient and recommended
one, k-fold [1].

According to standard components of an IDSmentioned
in [8, 29], our approach is constituted by four parts: data
collection part, preprocessing part, decision-making part,
and response part. &e proposed approach focuses on the
preprocessing part by improving data quality technique used
to train and build an accurate classifier which is able to
discover intrusions within traffic network. It focuses also on
enhancing the decision-making part by integrating the
decision-tree classifier. A set of research works have been
made in [6, 13, 24] to improve others parts of IDS, such as
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data collection, dimensionality reducing, and real-time re-
sponse which are not taken into account in this research
work.

4. Experimental Results and Discussion

4.1. Dataset Description. &e assessment of datasets plays a
vital role in validation of intrusion detection approaches.
&erefore, for evaluating any IDS using ML techniques, one
can select the desired dataset among a large number of ap-
propriate and available datasets. For instance, numerous
public datasets are available [9, 31, 33, 34] and can be used
freely for evaluation proposedmethods’ capability. In our case,
we have selected two types of datasets including NSL-KDD
and CICIDS2017, which are used for training and perfor-
mances’ evaluation and validation of the proposed approach.

&e NSL-KDD dataset was created from KDD cup 99
dataset [9, 27]. It contains 125,973 records of the training set
and 22,544 for the test set. It has 22 training instances’
attacks and 41 features in which 21 of them describe con-
nection itself and 19 for nature of connection of the same
host [33, 38]. &e novelty and instances’ volume of the NSL-
KDD dataset make it very practical. On the contrary, the
CICIDS2017 dataset was created from Canadian Institute for
Cyber Security. It aims to overcome the limitations of the
actual dataset and present an effective dataset for intrusion
detection. It is a labelled dataset that comprises behavior and
new malware attacks and is consisted of 8 files containing
2,830,743 instances. &e CICIDS2017 dataset integrates 80
features’ network flow captured at July 2017 from network
traffic using CICFlowMeter tool [9].

&ose two used datasets in this research work, NSL-KDD
dataset and CICIDS2017 dataset, are available at [39, 40],
respectively.

4.2. Experiments’ Environment. &e experimental setting of
our research work is performed and evaluated on a com-
puter with a Core-i7 2700K CPU@ 2.50GHz and 32GB of
DDR3 running windows 7 professional 64 bits. &e entropy
feature selection and decision-tree model training are
implemented using python version 3.8.0.

To validate our proposed intrusion detection model, we
use the 10-fold cross-validation technique to obtain the
training and test set. Hence, we split randomly full dataset
into ten parts with the same size. Nine parts are used in the
training and the last part in the test step. Finally, the per-
formances of the model are presented by repeating this
procedure ten times.

4.3. Data Transformation. In the implementation step, we
propose to extract samples of dataset to avoid some
drawbacks such as processing and big volume of data. &e
data extraction from each used dataset is given in Table 1.

Feature selection is a relevant technique included by our
network intrusion detection approach. It is implemented
and incorporated to select useful features for reliable de-
tection and decision-making. For this, we implement en-
tropy decision technique.

&e encoding step is performed to assign numeric values
to categorical features for making relevant processing. To
avoid undesirable influence problem of high weights, we
normalize continuous features values. Equation (1) is used to
find the new value. Hence, we make the values of each feature
run from 0 to 1. If the lowest value of a given feature x is min
and the highest value is max, we convert each value of x to

(value(x) − min)

(max − min)
. (1)

Furthermore, all continuous features are in range [0, 1].

4.4. Metrics Evaluation and Discussion. &e most obvious
criterion to use for estimating the performances of a clas-
sifier is predictive accuracy.&e proportion of a set of unseen
instances that it correctly classifies. For numerical perfor-
mances’ evaluation of the proposed model, the following
metrics are used.

&ese metric performances are not dependent on the size
of the training and test set and can be really helpful in
assessing the performance of the full model. Based on the
confusion matrix (Table 2), the performances’ metrics are
calculated.

ACC is obtained from equation (2). It is the ratio of
instances that are correctly predicted as normal or attack to
the overall number of instances in the test set:

ACC �
TP + TN

TP + TN + FP + FN
. (2)

DR is calculated using equation (3) and indicates the
ratio of the number of instances that are correctly classified
as attack to the total number of attack instances present in
the test set:

DR �
TP

TP + FN
. (3)

FAR is obtained from equation (4) and represents the
ratio of instances which is categorized as attack to the overall
number of instances of normal behavior:

FAR �
FP

FP + TN
. (4)

In this research work, we start with comparing detection
assessment of our proposed model for novel approach and
decision-tree model only.&e results shown in Figures 3 and
4 demonstrate this comparison according to ACC, DR, and
FAR on the NSL-KDD dataset and the CICIDS2017 dataset.

Table 1: Data extraction from NSL-KDD and CICIDS2017
datasets.

Category Original size Extracted size

NSL-KDD dataset
Training 125,973 25,195
Test 22,544 4,509
Total 148,517 29,704

CICIDS2017 dataset
Benign 2,273,097 113,655
Attack 557,646 27,883
Total 2,830,743 141,538
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Figures 3(a) and 4(a) show that accuracy of the proposed
model is specifically better than the model based on the
decision tree only. Figures 3(b) and 4(b) demonstrate the DR
of both IDS. It validates that the DR of the proposed IDS
model is higher than the IDS based on the decision tree only
on the NSL-KDD dataset and the CICIDS2017 dataset.

&e results demonstrated above are summarized in
Tables 3 and 4. &ey show that our proposed model can
reach significant performances than the decision tree only.
For the NSL-KDD dataset, the ACC of our proposed model
achieves 99.42%, while the decision tree only exceeds 89%. In
terms of DR and FAR, our proposed model obtains 98.2%
and 2.64%, respectively, while the decision tree only presents
DR 88.5% and FAR 3.5%. For the CICIDS2017 dataset, our
proposed model indicates high performances in terms of
ACC 98.8%, DR 97.3%, and FAR 3.10%. Besides, the decision
tree only gives ACC 92%, DR 86.7%, and FAR 4.6%.

&e results obtained validate that our approach gives
great detection capability in terms of ACC, DR, and FAR.
Specifically, they demonstrate that the performances’

Table 2: Confusion matrix.

Actual class
Predicted class

Attack Normal
Attack TP FN
Normal FP TN
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Figure 3: (a) ACC results of the DT model and our proposed model on the NSL-KDD dataset. (b) DR results. (c) FAR results.
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Figure 4: (a) ACC results of the DT model and our proposed model on the CICIDS2017 dataset. (b) DR results. (c) FAR results.

Table 3: Performances’ metrics of the decision tree and the pro-
posed model using the NSL-KDD dataset.

ACC (%) DR (%) FAR (%)

Decision tree 89.00 88.50 3.50
Proposed approach 99.42 98.20 2.64

Table 4: Performances’ metrics of the decision tree and the pro-
posed model using the CICIDS2017 dataset.

ACC (%) DR (%) FAR (%)

Decision tree 92.00 86.70 4.60
Proposed approach 98.80 97.30 3.10
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metrics of our proposed model are higher o NSL-KDD
dataset but low CICIDS2017 dataset. According to the
evaluation performances, our proposed IDSmodel can reach
great performances. &e comparison with the model which
uses the decision tree only indicates the effectiveness of our
network intrusion detection approach.

Concretely, our proposed intrusion detection model is
specified by high performances of ACC, DR, and FAR.
Furthermore, we perform a comparison between our IDS
and other recent intrusion detection approaches based on
the NSL-KDD dataset and the CICIDS2017 dataset. Typi-
cally, the recent works that integrate ML techniques are tree
algorithm, RF, DTRM, EnSVM, BRS, and DL. &e com-
parison results are presented in Tables 5 and 6.

From the obtained results, we conclude that our pro-
posed IDS approach is relevant, achieves important per-
formances, and gives relevant training by implementing fast
data quality techniques. Using the NSL-KDD dataset and the
CICIDS2017 dataset, it is proven that our approach is re-
liable and reaches good results compared with other models.
&e novel approach can be integrated and used to secure
various environments such as IoT environment and cloud
computing.

5. Conclusion and Future Works

Intrusion detection is a set of enhanced techniques imple-
mented to monitor systems and data to be more secure. In
this paper, we present a reliable network intrusion detection
approach based on decision-tree classifier and engineering
feature techniques. According to heterogeneity of data, a
preprocessing phase is setting up to increase detection rate
and accuracy of IDS. Also, a feature selection technique
based on the entropy decision-tree method is handled before
building the model for high data quality. &e validation of
novel approach is achieved by proposed solutions that
guarantee an efficient accuracy. &e performances are
evaluated on two datasets: NSL-KDD and CICIDS2017.
Hence, the novel proposed network intrusion detection
approach presents many advantages and provides high
accuracy compared with other models.&e future works will

integrate other efficient ML techniques such as deep learning
in various parts to empower detection rate and accuracy of
our approach.

Data Availability

&e assessments and experimental results, obtained using
Anaconda 3 IDE, are available at https://sites.google.com/
umi.ac.ma/azrour.
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In recent years, it has come to attention that governments have been doing mass surveillance of personal communications without
the consent of the citizens. As a consequence of these revelations, developers have begun releasing new protocols for end-to-end
encrypted conversations, extending and making popular the old Off-the-Record protocol. New implementations of such end-to-
end encryptedmessaging protocols have appeared, and several popular chat applications have been updated to use such protocols.
In this survey, we compare six existing applications for end-to-end encrypted instant messaging, namely, Signal,WhatsApp,Wire,
Viber, Riot, and Telegram, most of them implementing one of the recent and popular protocols called Signal. We conduct five
types of experiments on each of the six applications using the same hardware setup. During these experiments, we test 21 security
and usability properties specially relevant for applications (not protocols). (e results of our experiments demonstrate that the
applications vary in terms of the usability and security properties they provide, and none of them are perfect. In consequence, we
make 12 recommendations for improvement of either security, privacy, or usability, suitable for one or more of the
tested applications.

1. Introduction

(e trend to use mobile applications for communication has
grown and become a standard method of communication
between people. New messaging applications started to
emerge and try to replace traditional SMS, but building them
with security and privacy in mind was not important for the
developers in the beginning. (e popular messaging tools
used in recent years did not support end-to-end encryption,
only standard client-to-server encryption, which gives the
service providers access to more private information than
necessary. When Edward Snowden published the secret
papers about NSA (https://en.wikipedia.org/wiki/
Edward_Snowden#Global_surveillance_disclosures and
two feature films on this topic are as follows: Oliver Stone’s
https://en.wikipedia.org/wiki/Snowden_(film) and Laura
Poitras’ https://en.wikipedia.org/wiki/Citizenfour), people
finally understood that mass surveillance was an issue, and

secure mobile messengers becamemore critical and popular.
(Disclaimer: all the tests reported here were performed in the
summer of 2017, and since applications in this area are very
dynamic; some of the specific implementation recommen-
dations and observations that we make may have already
been treated by the developers. However, this work still
should provide guidance for a new user on how to check
which desired features are implemented by a specific ap-
plication, even more so if the application is among the six
surveyed here. More details for this paper can be found in
the technical report [1] and the thesis of the second author
[2].)

People are more prone to understand the privacy impli-
cations ofmass surveillance [3]. Edward Snowden has sparked a
heated debate throughout the world about individual privacy
which is undermined by the mass surveillance that multiple
countries have been doing for decades (https://en.wikipedia.
org/wiki/List_of_government_mass_surveillance_projects). No
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need to look further than the first quarter of 2017, when
WikiLeaks (https://wikileaks.org/) leaked documents from
the U.S. Central Intelligence Agency (CIA). (e leak,
codenamed “Vault 7” by WikiLeaks is the largest ever
publication of confidential documents from the agency
(“WikiLeaks Unveils “Vault 7”:(e Largest Ever Publication
Of Confidential CIADocuments; Another Snowden Emerges,”
authored by Tyler Durden in the Zerohedge, March 2017,
available at https://www.zerohedge.com/news/2017-03-07/
wikileaks-hold-press-conference-vault-7-release-8am-eastern).
(e documents that leaked have information on how to get
access to mobile phones or personal computers without the
user’s knowledge and how the CIA did mass surveillance.

Several companies started implementing secure messaging
protocols and applications to counter the mass surveillance and
offer an end-to-end encrypted messaging system that does not
leak any information about the user’s message content. How-
ever, the problemwith new applications is their adoption. After a
while, companies such as Google, Facebook, and OpenWhisper
Systems joined forces to implement protocols into already
widely adopted applications such as WhatsApp, which has over
one billion monthly active users (the statistics portal: “Number
of monthly active WhatsApp users worldwide from April 2013
to December 2017 (in millions)” https://www.statista.com/
statistics/260819/number-of-monthly-active-whatsapp-users/).

Instant messaging clients that did not provide asyn-
chronous communication became uninteresting because of
the rise of smartphones and applications that were not al-
ways online. (e most mature secure messaging protocol,
Off-the-Record, did not support asynchronous messaging,
which motivated the development of new protocols with
asynchronous communication built-in. (e most notable is
the Signal application with their protocol also called Signal.
After a while, the new protocol became quite popular among
developers and researchers [4–8]. Subsequently, the Signal
protocol started to be implemented in other applications,
which were supporting only client-to-server encryption until
then.

Quite a number of new secure messaging applications
exist (in 2017, we counted six, which we survey in this work)
that offer end-to-end encrypted message conversations over
mobile phones and computers, but these often sacrifice
usability aspects for security. In the light of the above
motivations one would probably prioritise privacy and se-
curity, but in order to attract most normal users, it should be
possible to have the best of both worlds. Applications should
give enough information for the users to know when or if a
conversation is not secure anymore and the options to secure
it once again. Moreover, the security controls should be
intuitive and usable enough to be handled by a majority of
people, not only for the technology inclined ones.

1.1. -e Goals of -is Study. (e area of end-to-end en-
cryption in instant messaging applications has become
rather broad recently. It is difficult for a user to find di-
gestible information sources, and even less when it comes to
comparative integrated studies. (erefore, our first goal is as
follows:

G1: provide comprehensible and comparative study of
relevant approaches to end-to-end encrypted messag-
ing applications.
A detailed analysis of the security and privacy prop-
erties provided by secure messaging protocols is not
easy, and there are very few such studies (which we
build upon). End-to-end encrypted messaging tech-
nologies should be both usable so to allow a wide
adoption but also have rather strong security re-
quirements. (ese two, i.e., usability and security, are
usually conflicting, and a good balance is difficult to
find. (is leads to our second goal.
G2: overview the security and privacy properties
provided by current end-to-end messaging technolo-
gies and to what extent existing applications achieve
these properties.
(e Signal application (and protocol) is one of the most
used end-to-end messaging technologies currently
available for smartphones and desktop PCs. Moreover,
the Signal protocol is employing state-of-the-art en-
cryption and key establishment techniques.
G3: describe for nonexperts the security mechanisms
behind the Signal protocol.

(ere is little research in the area of usability vs. security
in secure messaging applications. Schroder et al. [9] were the
first to look at the usability issues for end-to-end encrypted
messengers, doing a user study of the usability of Signal’s
security features and proposing fixes to the issues they found
with users failing to detect and deter man-in-the-middle
attacks. In this paper, we look at the same types of potential
attack as in [9], but we also look at the application interface
and various interactions a user has with these applications.
Moreover, we extend to five more applications than Signal
(namely, we look also at WhatsApp, Wire, Viber, Riot, and
Telegram) and check several new application usability
properties (summarised in Table 1 from Section 4) for all the
six applications under the test. We supplement the fixes
proposed in [9] with 12 more recommendations for im-
provement and in Section 5, applicable to one or more of the
tested applications.

Unger et al. [4] did a comprehensive study of secure
messaging protocols, looking at security properties related to
trust establishment, conversation security, and transport
privacy. Since the audience of this paper may include also
people without much technical or security skills, we make
here an accessible summary of the findings from [4] about
the protocols that are implemented by the applications that
we study. In order to make this paper self-contained and
easier to understand, we also provide an in-a-nut-shell
description for each of the three major end-to-end encrypted
messaging protocols, i.e., OTR, Signal, and Matrix.

1.2. Main Contributions.

(i) We make a comprehensive analysis of applications
that implement secure messaging, by performing five
testing scenarios to study their essential security and
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usability properties. We also provide suggestions for
improvements.

(ii) We provide an (updated) overview of conversation
security in secure messaging protocols, following [4].
Subsequently, we describe the inner security work-
ings of the latest versions of two major protocols
(OTR and Signal), striving to make these under-
standable for a general audience.

(e rest of the paper is organised as follows. Section 2
presents a systematisation of knowledge about three secure
end-to-end encrypted messaging protocols, with a discus-
sion of their security properties. Section 3 presents the study
testing six mobile phone applications that support either the
secure messaging protocols presented before or their own
variants which are not open source applications. Section 4
summarises the results from the test scenarios in a unified
and comparative manner. Section 5 discusses the applica-
tions as a whole also providing recommendations for im-
provements. Finally, Section 6 concludes the paper.

2. Background on Secure Messaging Protocols

(is section provides background on secure messaging
protocols that are implemented by the applications analysed
in this paper. First, we present the attacker models that we

consider and assumptions that we make about the user
applications, and then we review basic properties relevant
for end-to-end encrypted messaging.

(is section builds on the comprehensive survey [4], as
well as on various other resources regarding these protocols.
Most of the resources for the two new protocols Signal and
Matrix are online, since these protocols have not come out of
academia. However, both are built on the good foundation
laid by the OTR protocol, which has been well studied in
academia [10–16], and also complemented by significant
online resources.

We relegate the more detailed information on the Off-
the-Record and Signal protocols to Appendix. Appendix
Section A surveys Off-the-Record (OTR) that is the baseline
for the two other protocols, Signal (surveyed in Appendix
Section B) and Matrix, which are new protocols that are
actually implemented (or copied) by the current popular
secure messaging applications.

2.1. Relevant -reat Models. We assume the following
adversaries:

(i) Active adversaries: man-in-the-middle attacks are
possible on both local and global networks by
adding a proxy between the applications and servers

Table 1: Overview of the results from the analysis of secure messaging applications test scenarios.

Test scenario and properties
Application

Signal WhatsApp Wire Viber Riot Telegram
Setup and registration
Phone registration ● ● ● ● ●
E-mail registration ● ●
Access SMS inbox ● ● ● ●
Contact list upload ● ● ● ● ● ●
Verification by SMS ● ● ● ● ●
Verification by phone call ● ● ● ● ●
Initial contact
Trust-on-first-use ● ●
Notification about E2E encryption ● ● ●
Message after a key change
Notification about key changes ● ● ●
Blocking message ●
Key change while a message is in transit
Re-encrypt and send message ●
Details about transmission of message ● ● ● ● ●
Verification process
QR-code ● ● ●
Verify by phone call ● ● ● ● ●
Share keys through 3rd party ● ●
Verified check ● ● ●
Other security implementations
Two-step verification ● ●
Passphrase/code ● ●
Screen security ● ●
Clear trusted contacts ●
Delete devices from account ● ● ● ●
●: has the property; : does not have the property.
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handling the messages. (ese are under the usual
assumptions of a Dolev–Yao model [17].

(ii) Passive adversaries: these adversaries log everything
that is sent to and from a user and could potentially
use that information to keep track of who users talk
to and when. Passive adversaries could also log
information such asmessages and keys, even though
the contents of the messages are encrypted.

(iii) Service providers: the messaging systems that re-
quire centralized infrastructure (such as Signal and
Matrix) need to keep the information about users
secure. (e service operators could at any time
become a potential adversary.

We assume the endpoints of the messaging applications,
e.g., an app on a smartphone, are secure and that the devices
do not have malware that could exploit the messaging
application.

2.2. Security Principles Relevant for End-to-End Encrypted
Messaging. Different secure messaging protocols capture
different security principles in various degrees and are
important when comparing specifications of applications
implementing them. Most security and privacy features that
we review here are also found in [4].

End-to-end encryption: communication encryption
protocols such as Transport Layer Security (TLS) [18]
are designed to secure communications between a
client and server. Messaging applications that allow two
parties to communicate to each other through a server
can use TLS to secure their communication against
network attackers. Messages sent to the server are
decrypted by the server, which means that it can read,
store, or edit the message before encrypting again and
sending it to the other user. Often servers cannot be
trusted, as they can be hacked by an adversary, or may
be contacted by law enforcement to give information
sent by clients through the server [19]. End-to-end
encryption ensures that the endpoints do the encryp-
tion while the servers only transmit the messages
without network attackers nor a corrupted server being
able to see the content.
Confidentiality: confidentiality ensures that the nec-
essary level of secrecy is enforced at each junction of
data processing, preventing unauthorized disclosure
[20]. Confidentiality can be provided by encrypting
data while it is stored and transmitted. In cryptographic
protocols, confidentiality is essential to ensure that keys
and other data are available only as intended [21].
Attackers try to break confidentiality by stealing
password files, breaking encryption schemes, etc. Users,
on the other hand, can intentionally or accidentally
disclose sensitive information by not encrypting it
before sending it to another person, or by falling prey to
a social engineering attack [20].
Integrity: integrity ensures that no one throughout the
transmission modifies the messages. Hardware,

software, and communication mechanisms must work
in concert to maintain, process, and move data to
intended destinations, without unexpected alterations.
Systems that enforce and provide this security property
ensure that attackers, or mistakes by users, do not
compromise the integrity of systems or data [20]. (is
can be achieved through the use of hash functions in
combination with encryption, or by use of a message
authentication code (MAC) to create a separate check
field. Data integrity is a form of integrity that is essential
for most cryptographic protocols to protect elements
such as identity fields or nonces [21].
Authentication: authentication is meant to identify the
parties in a conversation.Message authentication is also
called data-origin authentication and protects the in-
tegrity of the sender of the message [22–27]. Message
authentication codes can provide assurance about the
source and integrity of a message. A message au-
thentication code is computed by using the message
and a shared secret between the two parties [28]. If an
adversary changes the message, then the computed
MAC would be different as well, and moreover, an
adversary cannot produce a valid MAC because only
the sender and receiver have the shared secret.
Perfect forward secrecy: a key establishment protocol
provides forward secrecy if a compromise of long-
term keys of a set of principals does not compromise
the session keys established in previous protocol runs
involving those principals [29–31]. Typical examples
of protocols which provide forward secrecy are key
agreement protocols where the long-term key is only
used to authenticate the exchange. Key transport
protocols in which the long-term key is used to en-
crypt the session key cannot provide forward secrecy
[21, 32].
Future secrecy: future secrecy, as it is called by Open
Whisper Systems [33] (sometimes also called backward
secrecy), is the guarantee that the compromise of long-
term keys does not allow subsequent ciphertexts to be
decrypted by passive adversaries [4]. A protocol sup-
ports future secrecy when it can provide the “self-
healing” aspect of the Diffie–Hellman ratchet, which is
described in Appendix Section A, because if any
ephemeral key is compromised or found to be weak at
any time, the ratchet will heal itself and compute new
ephemeral keys for the future messages sent during the
conversation [33].
Deniability: deniability is a property common to new
secure messaging protocols, where it is not possible for
others to prove that the data were sent by some par-
ticular conversation party. If Bob receives a message
from Alice, he can be sure it was Alice that sent it but
cannot prove to anyone else that. To provide deni-
ability, usually secure messaging protocols have a
mechanism to allow anyone to forge messages, after a
conversation, to make them look like coming from
someone in the conversation. Deniability also includes
authenticity during the conversation so that the
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participants are assured that the messages they see are
authentic and are not modified by anyone [34]. De-
niability can be divided into three different parts:

(1) Message unlinkability: if a judge is convinced that a
participant authored one message in the conver-
sation, it does not provide evidence that they
authored other messages.

(2) Message repudiation: given a conversation tran-
script and all cryptographic keys, there is no evi-
dence that a given message was authored by any
particular user.We assume the accuser has access to
the session keys, but not the other participants’
long-term secret keys.

(3) Participation repudiation: given a conversation
transcript and all cryptographic key material for all
but one accused (honest) participant, there is no
evidence that the honest participant was in a
conversation with any of the other participants.

Synchronicity: there are two types of communication,
synchronous and asynchronous. Synchronous proto-
cols require all participants to be online for them to
receive or send messages. Chat applications are tra-
ditionally synchronous communications. Alternatively,
asynchronous messaging means that the participants
do not need to be online to receive messages, such as
SMS text messaging or e-mails, since there is a third
party, like a server, to save the information until the
recipient gets online again. Modern chat protocols do
not use synchronous protocols, usually because of
social or technical constraints, such as device battery,
limited reception, or other social happenings which do
not allow people to be constantly online to receive
messages.(at is why the majority of instant messaging
(IM) solutions provide an asynchronous environment
by having a third-party server to store the messages
until the other participant gets online to receive it.
Group chat properties: group conversations are
popular nowadays, e.g., using Facebook Messenger
(https://www.messenger.com), Slack (https://slack.com),
or other popular messaging applications (https://www.
engadget.com/2016/09/30/12-most-used-messaging-
apps/). Security properties in the context of group chats
include the following:

(1) Computational equality: whether the participants
share an equal computational load when talking to
each other.

(2) Trust equality: no single participant has more trust
or responsibility, within the group, than any other.

(3) Subgroup messaging: participants can send mes-
sages to only a subgroup without generating a new
conversation.

(4) Contractible membership: no need to restart the
security protocol when a member leaves the
conversation.

(5) Expandable membership: there is no need to restart
the security protocol when adding a new member
after the group has been generated.

It is important to be able to change the cryptographic
keys when a new user joins the secure group con-
versation, since then the new users will not have the
ability to decrypt previously exchanged messages.
New cryptographic keys should also be exchanged
when a user leaves the conversation. Changing the
keys can easily be done by restarting the protocol, but
this is often computationally expensive. Protocols
which offer contractible and expandable memberships
usually achieve these features without restarting the
protocol.
Other security properties: a protocol or application for
end-to-end secure IMmay implement any (if not all) of
the following:

(1) Participant consistency: at any point when a
message is accepted by an honest party, all honest
parties are guaranteed to have the same view of the
participant list.

(2) Destination validation: when a message is accepted
by an honest party, they can verify that they were
included in the set of intended recipients for the
message.

(3) Anonymity preserving: any anonymity features
provided by the underlying transport privacy ar-
chitecture (such as the Tor (https://www.torproject.
org/) network [35,36]) are not undermined (e.g., if
the transport privacy system provides anonymity,
the conversation security level does not dean-
onymize users by linking key identifies).

(4) Speaker consistency: all participants agree on the
sequence of messages sent by each participant. A
protocol might perform consistency checks on
blocks of messages during the protocol, or after
every message is sent.

(5) Causality preserving: implementations can avoid
displaying a message before messages that causally
precede it.

(6) Global transcript: all participants see all messages in
the same order. When this security feature is as-
sured, it implies both speaker consistency and
causality preserving are assured.

2.3. Usability and Adoption Principles for End-to-End
Encrypted Instant Messaging. Various aspects need to be
taken into account when looking at usability and adoption of
a secure IM application:

(1) Out-of-order resilience: if a message is delayed in
transit but eventually arrives, its contents are ac-
cessible upon arrival.

(2) Dropped message resilient: messages can be
decrypted without receipt of all previous messages.
(is is desirable for asynchronous and unreliable
network services.

(3) Asynchronous: messages can be sent securely to
devices which are not connected to the Internet at
the time of sending.
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(4) Multidevice support: A user can connect to the
conversation from multiple devices at the same time
and has the same view of the conversation as the
others.

(5) No additional service: the protocol does not require
any infrastructure other than the protocol partici-
pants. Specifically, the protocol must not require
additional servers for relaying messages or storing
any kind of key material.

2.4. Overview of Protocols for End-to-End Encrypted Instant
Messaging. According to [4] and as shown in Table 2, none
of the secure messaging protocols such as the Off-the-Re-
cord, Signal, and Matrix protocols can give the users every
security property (for more information about the definition
of the properties used in Table 2, please refer to [4]). In this
section, we briefly comment on each of these, including for
completeness also the Matrix (Matrix protocol having
several IM implementations, at https://matrix.org) as a
major protocol.

While the Off-the-Record protocol does not need any
additional services or servers, it cannot provide group
conversation (in the current version and implementations).
(ere have been research works investigating group con-
versations on top of OTR [14–16], but they have not received
enough attention from the developers mainly because these
do not support asynchronous chat conversations. While
Signal supports desktops through the Chrome Extensions, it
does not support native desktop application. Moreover, it
only allows for one device to be used; that is, multiple mobile
phones cannot be added to a user’s account. (is could be
achieved using the same functionality for group conversa-
tions, but efficiency could be a problem.

(e Matrix protocols and application (see Section 2.4.3
for details) support multiple devices, without affecting the
efficiency of the conversations. However, it does not achieve
full forward and backward secrecy in the protocols, but the
implementation does. (e Signal protocol has been audited
by two research groups in 2017 [6, 7] and since it is open
source, the community can improve it. (e Matrix protocol
has also been audited [37].(is indicates that researchers are
taking these protocols seriously and want to strengthen their
credibility.

2.4.1. Off-the-Record. OTR uses an encrypt-then-MAC
approach to protect messages (see Appendix Section A for
details) which provides confidentiality, integrity, and au-
thentication. (e SIGMA protocol (a variant of authenti-
cated Diffie–Hellman key exchange) ensures participation
consistency for the key exchange [38]. Forward secrecy is
ensured by the fact that message keys are regularly replaced
with new key material during the conversation. Backward
secrecy is ensured by the fact that message keys are com-
puted by new DH values which are advertised by the sender
with each sent message. Anonymity preservation is ensured
by the fact that the long-term public keys are never observed,
neither during the key exchange nor during the

conversation. Causality preservation is only partially
achieved, as messages implicitly reference their causal
predecessors based on which keys they use [4]. Speaker
consistency is only partially achieved since an adversary
cannot drop messages without also dropping all future
messages, for otherwise the recipients would not be able to
decrypt subsequent messages [4]. (e aftermath of the
speaker consistency is that the recipient needs to save out-of-
order messages because if they do not come in order, the
message will be encrypted with an unexpected key, and at the
same time the window of compromises enlarges, and the
OTR would end up only partially providing the forward
secrecy. Out-of-order and dropped messages are only par-
tially provided because if a message is out-of-order or
dropped during the transmission, the protocol can store the
decryption key until the participant receives that message.
(e problem of storing the decryption key is that it raises the
possibility of successful attacks on the client side.

(e OTR protocol signs the messages with the shared
MAC keys and not the long-term keys. To strengthen the
message unlinkability and message repudiation features,
OTR uses malleable encryption and the MAC keys are
published after each message exchange [10]. OTR only signs
the ephemeral keys and not every parameter during the key

Table 2: Comparison of secure messaging protocols (reproduced
from [4]).

Properties
Protocol/client

OTR Signal Matrix
Pidgin Signal Riot

Security and privacy
Confidentiality ● ● ●
Integrity ● ● ●
Authentication ● ● ●
Participant consistency ● ● ●
Destination validation ● ● ●
Forward secrecy ⧑ ● ⧑
Backward secrecy ● ● ⧑
Anonymity preserving ●
Speaker consistency ⧑ ● ●
Causality preserving ⧑ ● ●
Global transcript
Message unlinkability ● ● ●
Message repudiation ● ● ●
Participation repudiation ⧑ ● ●
Usability and adoption
Out-of-order resilient ⧑ ● ●
Dropped message resilient ⧑ ● ●
Asynchronicity ● ●
Multidevice support ⧑ ●
No additional service ●
Group chat
Computational equality ● ●
Trust equality ● ●
Subgroup messaging ● ●
Contractible membership ● ●
Expandable membership ● ●
●: provides the property; ⧑: partially provides the property; : does not
provide the property.
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exchange, which provides only partial participation repu-
diation since the conversation partners can use the signed
ephemeral keys to forge transcripts. (e OTR protocol is
intended for instant messaging and thus does not provide
asynchronous messaging. However, the synchronous only
requirement allows OTR to not rely on additional services
for establishing a connection between two participants.

2.4.2. Signal. (edesign of the Signal protocol extends OTR,
thus maintaining the same security features, while in some
cases adding stronger or new features as well. Forward se-
crecy is provided because of the use of thee KDF ratchets,
whereas backward secrecy is provided because even when
KDF keys are comprised, they are soon replaced by new keys.
(e X3DH handshake (Appendix Section B.3) provides the
same level of authentication as the SIGMA from OTR, but
X3DH achieves full participation repudiation since anybody
can forge a transcript between two parties [4]. However,
Signal fails to provide anonymity preserving because X3DH
uses the long-term public keys during the initial key
agreement.(e prekeys are used to provide an asynchronous
messaging system by sending a set of prekeys to a central
server, and then a sender can request the next prekey for the
receiver to compute encryption keys. By using a central
server to keep the prekeys, the Signal protocol loses the no
additional service property. Out-of-order and dropped
messages are fully supported on one-to-one conversations
asynchronously by the use of prekeys.

Group conversation is achieved by using multicast en-
cryption, in which when sending a single encrypted message
to the group, it is sent to a server and then relays it to the
other participants while the decryption key is sent as a
standalone message to each member of the group conver-
sation. (e group conversation provides asynchronous
messaging, speaker consistency, and causality preservation,
by attaching message identifiers, of the messages before, to
the new message [4], but it cannot guarantee participant
consistency. Multidevice is partly provided, in the sense that
only an extra computer can join in a conversation by using
the Signal Desktop application (https://whispersystems.org/
blog/signal-desktop/), which is only a Chrome Extension
(https://en.wikipedia.org/wiki/Browser_extension) and not
an own application.

(e Signal protocol provides computational and trust
equality, subgroup messaging, and contractible and ex-
pandable membership properties. By using pairwise group
messaging and multicast encryption, Signal has the ability to
push groupmanagement into the client apps, which makes it
easier for the users to change the group, expand it, or shrink
it in size, without having to restart the whole group con-
versation and protocol. When users want to send a group
message, they send a message to each of the users that are
participating and adding a parameter to the header marking
that it is meant for the specific group chat. (e Signal server
does not know about the group conversation, since the
messages are encrypted using their normal public key. (e
pairwise group messaging also makes the computation of
new cryptographic keys and trust equality as

computationally demanding as if there was only a one-to-
one conversation.

2.4.3. Matrix. (e Matrix protocol consists of two different
algorithms, the Olm (https://matrix.org/docs/spec/olm.html)
for one-to-one conversations and Megolm (https://matrix.org/
docs/spec/megolm.html) for group conversations between
multiple devices. (e Olm algorithm is based on the Signal
protocol, which means they achieve the same security
properties as Signal does, while the Megolm algorithm is a
new AES-based cryptographic ratchet developed for group
conversations. Multiple devices are possible with Matrix
because Megolm implements a separate ratchet per sending
device that is participating in a group conversation
(Matrix.org Launches Cross-platform Beta of End-to-End
Encryption Following Security Assessment by NCC Group
https://pr.blonde20.com/matrix-e2e/). (e protocol does
not restart when the ratchet is replaced with a new one,
which provides computational and trust equality, subgroup
messaging, and contractible and expandable membership
properties.

(e NCC Group has audited both algorithms [37] and
found that Megolm has some security flaws about forward
and future secrecy. If an attacker manages to compromise
the key to Megolm sessions, then it can decrypt any future
messages sent to the participants in a group conversation.
(e Matrix SDK, which is used in the applications that
have implemented the Matrix protocol such as Riot
(https://about.riot.im/); ensures that the Megolm keys get
refreshed after a certain amount of messages. Forward se-
crecy is only partially provided since the Megolm maintains
a record of the ratchet value which allows them to decrypt
any messages sent in the session after the corresponding
point in the conversation.(eMatrix developers have stated
that this is intentionally designed [39] but also said that it is
up to the application to offer the user the option to discard
old conversations.

3. Analysis of Applications Implementing
Secure Messaging

(is section surveys applications (mostly smartphone apps)
that advertise secure messaging conversation capabilities
between one-to-one and/or many-to-many users. We in-
vestigate a set of usability properties relevant for secure
messaging. (is is in contrast to the previous works [4]
which looked at the protocols that are underlying some of
the applications that we are evaluating. Here, we introduce
and test more properties than in [9] that are specific for
applications.

3.1. Test Scenarios. We first explain in this section the test
scenarios that we carried and the security and usability
properties we are looking for.(e test scenarios are the same
for each application, and screenshots were taken during the
testing phases to gather enough information for later
analysis. In each test scenario, we are going to study a set of
properties regarding the security and usability of each of the
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six applications. (e results from testing the 21 properties
described here will be summarised in Section 4 and Table 1.

3.1.1. Initial Setup. (is test scenario includes two stages:
“setup and registration” and “initial contact.” Stage one is the
first process a user needs to go through after installing an
application. Here, we test how the applications handle the
registration process, what the user needs to do to register a
new account, and whether there are multiple ways to reg-
ister. (e properties of interest are as follows:

(i) Phone registration: user can register an account
with a phone number.

(ii) E-mail registration: user can register an account
with an e-mail address.

(iii) Verification by SMS: receive verification code
through SMS.

(iv) Verification by phone call: receive verification code
through a phone call.

(v) Access SMS inbox: the app requires access to the
SMS inbox in order to read the verification code
automatically.

(vi) Contact list upload: the app requires to upload
contacts to a server in order to see if others are using
the same application.

Stage two examines how applications handle the first
message sent from one participant to another, whether the
participants are informed of the secure messaging capa-
bilities or whether the app shows how the cryptographic keys
are used. Properties are as follows:

(i) Trust-on-first-use: automatically verify each other
on initiation.

(ii) Notification about E2E encryption: the app presents
notifications to explain to the user that messages are
encrypted.

3.1.2. Message after a Key Change. (is scenario tests how
the application handles changes of cryptographic keys after
Bob deletes the application in the middle of a conversation
with Alice. After Bob has reinstalled his application, Alice
sends him a new message and examines if the application
gives Alice any information about the key changes. When a
user deletes a secure messaging application, the crypto-
graphic keys are normally deleted from the device to
strengthen the security of the messages the participant has
already sent. When a participant then reinstalls the appli-
cation, a new set of cryptographic keys are generated.
Properties of interest are as follows:

(i) Notification about key changes: notifying Alice that
Bob has changed cryptographic keys.

(ii) Blocking message: blocking new messages from
being sent until Alice and Bob verify each other.

3.1.3. Key Change While a Message Is in Transit.
Cryptographic key changes while a message is in transit are
similar to the test scenario before; however, we are interested
in what happens when a message is lost before new keys are
generated. Bob deletes his application without telling Alice;
she then sends Bob a message, but the message is lost in
transit. Properties of interest are as follows:

(i) Re-encrypt and send message: does the application
re-encrypt the message and send it again after the
receiver has generated new cryptographic keys or is
the message lost forever?

(ii) Details about transmission of message: users can see
the difference between sent and delivered messages.

3.1.4. Verification Process between Participants. In a con-
versation, Alice and Bob want to verify each other to ensure
that they are having a conversation with honest participants.
(is test scenario looks at how the verification process works
and if it is a secure and usable method of doing it:

(i) QR-code: verify each other through a QR-code.
(ii) Verify by phone call: call each other with E2E-

encrypted phone call and read keys out loud.
(iii) Share keys through 3rd party: share the keys

through other applications.
(iv) Verified check: users can check later if a specific user

is already verified.

3.1.5. Other Security Implementations. Each applicationmay
have additional security and privacy features meant to
protect from various intrusions or attacks.

(i) Passphrase/code: possibility of a passphrase/code
that only the user knows and enters to access the
application.

(ii) Two-step verification: when registering after a
reinstall or new device, then a second passphrase/
code is needed which only the specific user knows.

(iii) Screen security: the user is not allowed to screenshot
within the application.

(iv) Clear trusted contacts: can all verified contacts be
cleared, which means the user needs to verify each
contact again?

(v) Delete devices from account: if the application al-
lows multiple devices, is there an option to delete
devices which are not in use anymore.

3.2. Running the Different Test Cases. For our tests, we used
two separate smartphones as described in Table 3. Both
phones have their personal phone number; the Sony phone
has the contact information of the Nexus phone named Bob,
while the Nexus phone has the contact details of the Sony
phone named Alice. (e reason behind the contact details is
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to quickly find each other when initiating a conversation
during the testing.

(e applications used during the testing phase are locked
to one version number and did not get updates, in order to
keep the tests consistent. Both devices have installed the
same applications under test with an identical version
number.

3.2.1. Case 1: Signal. Signal is an instant messaging appli-
cation as well as a voice calling application, for both Android
and iOS. What sets the Signal application apart from the
other applications, except for Riot, is the fact that it is
completely open source. (is reassures people that it does
what the developers claim, since anyone can audit the source
code as well as the employed cryptographic protocols.

(1) Initial Setup. An account can be registered to one
device at a time, which means that using the same number
on a second device will automatically deactivate the first
device, to strengthen the security and to keep the private
cryptographic keys on one device only. Figure 1(a) shows
the first view a user sees when opening the app for the first
time. Twilio is used for handling the SMS verification
process with the Signal server when registering an ac-
count. Contact information is transmitted to the server
but is not stored.

Figure 1(b) explains the different steps the Signal app
goes through to register and verify a new user account. (e
verification code is sent as an SMS, and the app reads the
SMS automatically to verify the new user. After the verifi-
cation, the app generates new device cryptographic keys. At
the end, the app registers the account within the Signal
server. If the user does not give the application access to their
SMS inbox, then it has to wait for the SMS verification timer
to time out, as shown at the bottom of Figure 1(b), after
which the Signal application calls the user and gives out a
verification number to be typed in manually.

(2) Message after a Key Change. (is test scenario analyses
what happens when cryptographic keys change, e.g., when a
user in a conversation deletes and then reinstalls the Signal
app. Figure 2(a) shows the first two messages that Alice
sends to Bob.(e double checkmark shown on eachmessage
indicates that it has been received and read by Bob. (e lock
indicates that the message is encrypted from one end to the
other, and nobody in between can read it. Figure 2(b) shows
when Alice sends Bob another message after he has deleted
and reinstalled his Signal app. (e application notifies Alice

that the message has not been delivered with a red notifi-
cation icon on the left. It also gives information that by
pressing on the message, the user can get more details about
the notification.

Figure 2(c) shows the view the user sees when pressing
the message that was not delivered. Alice is presented with
information that Bob has a new security number (crypto-
graphic keys), and she needs to verify the new keys to get the
ability to send any newmessage to Bob. After the verification
process between Alice and Bob is done, they can continue
the conversation, and a notification is posted in the con-
versation that Bob has changed his security number, as
shown in Figure 2(d).

(3) Key Change While a Message Is in Transit. (is test
scenario is mostly the same as the previous one, with the
difference that here we want to check what does the Signal
app do when a message is sent before Bob has managed to
reinstall his Signal application, i.e., handling of messages lost
in transit.

Figure 3(a) shows the initialization of the conversation.
Figure 3(b) shows the conversation after a couple of mes-
sages from Alice to Bob. (e second message is sent after
Bob has deleted his application, and there is only a single
checkmark on that message, which means the message has
been sent, but not received. (e icons on the third message
indicate that Bob has finally reinstalled, but he never re-
ceived the second message which was sent before he rein-
stalled. After Alice and Bob verify their new security
number, all new messages are received and encrypted by
both sides, but the second message is never received. (e
reason for never receiving the second message in Figure 3(b)
is because the Signal app never stores messages that are
encrypted after they are sent to the server, and the messages
are never re-encrypted by Alice when Bob has changed his
cryptographic keys.

(4) Verification Process between Participants. Signal supports
three different methods for the users to verify each other.
(e first verification process uses the built-in calling option
of Signal which is end-to-end encrypted and then read out
loud to the other participant the security numbers that are
shown in Figure 3(c). If the Signal calling is not regarded as
secure enough, users can meet in person and show the
numbers to each other.

(e second method, shown in Figure 3(c), uses the built-
in QR-code scanner to scan the other participants QR-code
to verify it is the same person in the chat. (e third option to
verify the other user is meant to be used when the users do

Table 3: (e phone models involved in the testing.

Phone Alice Bob
Model Sony Xperia Z5 Google Nexus 5X
OS Android 7.0 Android 7.1.2
Security patch December 1st, 2016 January 5th, 2017
Kernel 3.10.84-perf-gda8446 3.10.73-gbc7f263
CPU Qualcomm MSM8994 Snapdragon 810 Qualcomm MSM8992 Snapdragon 808
Memory 3 GB 2 GB
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not trust the Signal application for handling the verification
process. It is possible to share the security numbers to other
applications on the user’s phone. (e user may have PGP
(https://en.wikipedia.org/wiki/Pretty_Good_Privacy)
[40,41] enabled e-mail on their phone, and they trust it more
than the Signal application; then, this method is a better way
of verifying the other user.

(5) Other Security Implementations. (e Signal application
has extra privacy settings. (e first is the “Safety numbers
approval” as shown in Figure 4(a). (e setting is activated by
default, which is important. When a user changes the safety
numbers (cryptographic keys) by deleting and reinstalling
the app, the device keys will also change. When the device
keys change, the messages will not be shown to the receiver
on a new device, until the new safety numbers are approved.

(e second privacy setting is “Screen security,” which does
not allow the user to take screenshots as long as they are
inside the Signal application.

(e last privacy setting is the ability to enable a pass-
phrase. (e passphrase locks the Signal application and all
message notifications. It is possible to add an inactivity
timeout passphrase which locks the application after some
given time. Figure 4(b) shows the notification which is
locked and when the user tries to open the application, she
needs to enter the passphrase they chose when the setting
was activated.

3.2.2. Case 2: WhatsApp. WhatsApp started as a small
company in 2009, bought by Facebook in 2014 when it had
465 million monthly active users, and in 2017 that number

(a) (b) (c) (d)

Figure 2: Signal: message after a key change. (a) Alice’s first message. (b) Message after reinstall. (c) Verifying Bob again. (d) Message after
verification.

(a) (b)

Figure 1: Signal: registration process. (a) Phone number registration. (b) Verifying the phone number.
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has grown to 1.5 billion (the statistics portal: “Number of
monthly active WhatsApp users worldwide from April 2013
to December 2017 (in millions)” https://www.statista.com/
statistics/260819/number-of-monthly-active-whatsapp-
users/). WhatsApp initially was only a cross-platform
nonsecure instant messaging, but by the end of 2014 they
announced that every user was going to start sending end-to-
end encrypted messages using the Signal protocol (“Open
Whisper Systems partners with WhatsApp to provide end-
to-end encryption,” announced by Moxie Marlinspike
from Open Whisper Systems on November 18 2014, at
https://whispersystems.org/blog/whatsapp/). (is was an
important step for the Signal protocol and Open Whisper
Systems since now the most popular instant messaging
application would use their protocol. In April 2016, a
complete transition was made from nonsecure messaging to

fully end-to-end encryption (“WhatsApp’s Signal protocol
integration is now complete”, announced by Moxie Mar-
linspike from Open Whisper Systems on April 05 2016, at
https://whispersystems.org/blog/whatsapp-complete/).

(1) Initial Setup. Establishing an account on WhatsApp is
done in the same way as for the Signal application, where the
account only works on one device at a time. Figure 5(a)
shows the first page a user sees when starting the application
for the first time. WhatsApp uses its own infrastructure to
handle the SMS verification process instead of a third party.
Figure 5(b) shows the verification page after the user has
entered her phone number. WhatsApp automatically enters
the verification code that is sent to the user’s SMS inbox, but
if the user has not given the app access to the inbox, she can
enter the verification code manually. If for some reason the

(a) (b)

Figure 4: Signal: other security implementations. (a) Privacy settings. (b) Notification locked.

(a) (b) (c) (d)

Figure 3: Signal: key change while a message is in transit and verification process. (a) Message before key change. (b) Message after key
change. (c) Verification page. (d) Verified.
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verification code does not arrive, the user has the options to
either resend the SMS or ask WhatsApp to call the user to
receive the verification code through voice.

(2) Message after a Key Change. Figure 6(a) shows when
Alice sends her first and second messages to Bob in order to
initiate a conversation.(e yellow notification box at the top
of the conversation is shown to both participants stating that
the conversation is end-to-end encrypted and more infor-
mation can be obtained by pressing the box. Each message is
shown with a double checkmark, as in Signal.

Figure 6(b) shows a new notification box appearing on
Alice’s conversation page after Bob has reinstalled his
application. WhatsApp automatically checks if new
cryptographic keys (security code) are changed even
though she has not sent him any message. When Alice taps
the notification box, a popup (Figure 6(c)) informs Alice
why Bob’s cryptographic keys have changed and the
option to verify him before she sends new messages. Alice
sends a new message to Bob after verifying new crypto-
graphic keys of Bob and the message is labeled
(Figure 6(d)) with a double checkmark meaning that
everything went well.

(3) Key Change While a Message Is in Transit. (is test
scenario starts as the previous one, but here we look at how
WhatsApp handles messages sent before Bob finishes to
reinstall. Figure 7(a) shows Alice sending a second message
to Bob after he has deleted his application. (e single
checkmark on the message means that it has been sent but
not received and read by Bob. When Bob finishes the
reinstallation of the application, both the second message
Alice sent and the same yellow notification box are added to
the conversation. Figure 7(b) displays the conversation after
Alice sends a third message, showing that Bob receives the
second message that was sent before he reinstalled. (is
means that WhatsApp re-encrypts messages when the

receiver generates new cryptographic keys and the sender
does not verify the new keys.

(4) Verification Process between Participants. WhatsApp has
implemented the same verification process as Signal. It uses
the Signal numerical format for verification, a QR-code for
scanning with the built-in scanner, and the user can choose if
they want to copy the security numbers outside of the
WhatsApp application.(e reason for this may be that when
they decided to implement the Signal end-to-end security
protocol, they implemented every single step of the Signal
implementation to uphold the specifications.WhatsApp also
features end-to-end encrypted calling, which enables users
to call each other and verify the security code.

(5) Other Security Implementations. As shown in Figure 8(a)
(setting page), there are options for changing the number of
the account or even delete the account.

If Alice chooses the “Security” menu item and then
activates the “Show security notification” option (shown in
Figure 8(b)), then when Bob reinstalls the application or
receives a new device the application shows a notification to
Alice. Otherwise, if the option is turned off, then Alice does
not receive any notification.

Figure 8(c) shows the two-step verification settings that
WhatsApp has implemented, where the user needs to enter
an additional passphrase when registering the account with
the same number on a new device or after a fresh reinstall.

3.2.3. Case 3: Wire. Wire is an application that implements
end-to-end encryption using the Proteus protocol, which is
heavily based on the Signal protocol, but reimplemented in-
house (Proteus Protocol, by Wire Swiss GmbH available at
https://github.com/wireapp/proteus). Wire was started in
2012 by developers who previously worked at Microsoft and
Skype, and finally, they released their own instant messaging

(a) (b)

Figure 5: WhatsApp: registration process. (a) Phone number registration. (b) Verifying the phone number.
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application in 2014 (“Skype Co-Founder BacksWire, A New
Communications App Launching Today On iOS, Android
AndMac, by Sarah Perez in Tech Crunch onDecember 2014,
available at https://techcrunch.com/2014/12/02/skype-co-
founder-backs-wire-a-new-communications-app-
launching-today-on-ios-android-and-mac/). (e first ver-
sion did not offer end-to-end encryption until March 2016,
when they launched the encryption on instant messaging
and their video calling feature [42]. Wire offers the same
features as the other applications, such as text, video, voice,
photo, and music messages, is supported on multiple
platforms, from smartphones to personal computers, and is
also open sourced (https://github.com/wireapp).

(1) Initial Setup. (e Wire app has a different registration
process than the other applications. (e first page, as shown

in Figure 9(a), asks to register a phone number. However,
one can also create an account through the Wire web ap-
plication by using just an e-mail address. Figure 9(b) shows
the verification process, where the user needs to enter the
verification code (which is received in an SMS) manually. If
the user never receives the verification code, she can ask
Wire to call the user to receive it. Wire application does not
read the code received in the SMS automatically. Figures 9(c)
and 9(d) demonstrate options to log in with an e-mail and/or
a phone number, respectively. When a user reinstalls the
application or changes her device, she does not need to go
through the registration again.

(2) Message after a Key Change. Figure 10(a) shows Alice’s
initial contact with Bob. Wire uses a text under each
message to explain if the message is delivered to the

(a) (b)

Figure 7: WhatsApp: key change while message is in transit. (a) Bob deletes his app. (b) Bob reinstalled.

(a) (b) (c) (d)

Figure 6: WhatsApp: message after a key change. (a) Alice’s first message. (b) After Bob has reinstalled. (c) Info about Bob’s new keys.
(d) Message after verification.
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recipient or not. If the receiver reinstalls his application
(which results in changing his cryptographic keys), then
the sender (i.e., Alice) will not be notified by the Wire
application about the new cryptographic keys of the
receiver. As shown in Figure 10(b), Alice sends two
messages to Bob, where Bob has reinstalled his appli-
cation, but Alice does not get any notification by Wire
that Bob has new cryptographic keys; it may look to Alice
that Bob has the same keys as before. Alice can check
Bob’s account information to see if Bob has got new
cryptographic keys. Figure 10(d) shows Bob’s device keys
under his account, for three different devices, because
Wire allows multiple devices to be associated to one
account. (is means that Alice needs to verify each
device to know that the conversation is secure with end-

to-end encryption. (e two top devices have a full blue
shield which means they are verified, while the bottom
device only has a half shield because it has not been
verified yet.

(3) Key Change While a Message Is in Transit. Figure 10(a)
shows the initial message from Alice to Bob. If Alice sends a
message when Bob has deleted the app, the message will be
labeled by just “sent” and not delivered (Figure 10(c)).
However, if Alice sends another message when Bob has
reinstalled the app, then the message will be labeled as
“delivered.”(is test demonstrates that Wire does not notify
Alice about Bob’s new keys and at the same time does not
deliver messages encrypted with old cryptographic keys to
devices with new keys.

(a) (b) (c)

Figure 8: WhatsApp: other security implementations. (a) Privacy settings. (b) Security notification. (c) Two-step verification.

(a) (b) (c) (d)

Figure 9:Wire: registration process. (a) Phone number registration. (b). Phone verification. (c) User login with e-mail. (d) Login with phone
number.
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(4) Verification Process between Participants. Wire’s verifi-
cation process does not offer the same options for verifying
each participant as the other applications. However, because
Wire allows several devices to be associated with one ac-
count, and each user has access to the whole list of devices of
another conversation party. When Alice wants to verify one
of Bob’s devices, she can see Bob’s profile and particularly
the tab displaying information about all his devices
(Figure 10(d)). If Alice taps on one of the devices from the
list, as shown in Figure 11(a), she can get some information
about the phone’s ID number and the public keys of that
device. Alice can either call Bob over the phone or meet him
in person and then verify the keys. When the verification is
done, Alice needs to toggle the “not verified” switch to
specify that this particular device is verified.

(5) Other Security Implementations. Wire does not have the
extra security implementations that Signal or WhatsApp
has. (e few options include a way to change how the
message conversation looks and the possibility to add an
e-mail to the account for easier log in. (e user can look at
the devices which have been used with her account (as
shown in Figure 11(b)), and if there are any devices which
the user does not own or recognize, she can delete that
specific device. After deleting a device, the user is prompted
to change her password.

3.2.4. Case 4: Viber. Viber is another instant messaging
application that was launched in 2010 and has become quite
popular, with 800 million overall users and 266 million
monthly active users [43]. Viber has properties similar to the
other applications, where users are capable of forming
groups, send messages, call each other, and send pictures,
videos, or voice messages to other users of Viber (Viber, by
Rakuten Inc. https://www.viber.com/en/about). Viber works
on smartphones and personal computers, which makes it
cross-platform. Viber did not have end-to-end encryption in
the beginning, but it is introduced in April 2016 for both

one-to-one and group conversations (“Giving Our Users
Control Over (eir Private Conversations,” by Michael
Schmilov from Viber on April 19 2016, at https://www.viber.
com/en/blog/2016-04-19/giving-our-users-control-over-
their-private-conversations). Viber does not use the Signal
protocol but implements its own protocol, which has the
same concepts as the double ratchet protocol used by Signal
(as stated by its developers).

(1) Initial Setup. (e user registration process of Viber is the
same as that in the previous applications. Figure 12(a) shows
the user input for the user’s phone number in the regis-
tration screen. Figure 12(b) shows the activation process of
the user account. (e user can either give Viber access to the
SMS inbox to enter the verification code automatically or do
it manually otherwise. If the SMS with the verification code
does not arrive within one minute, the user can ask the
application to either resend a new verification code or get the
code through a phone call.

(2) Message after a Key Change. Viber does not notify the
participants when the cryptographic keys change during a
conversation. (e first two messages in Figure 13(a) show
Alice initiating the conversation with Bob. After Bob has
reinstalled the application, Alice sends him another message.
However, Figure 13(a) (third message) shows that Viber
does not give any notification to Alice that Bob has generated
new cryptographic keys. (e only way for Alice to find out
this is by checking the details of the conversation, by swiping
from right to left. As shown in Figure 13(b), if the “Trust this
contact” tab has changed to “Re-trust this contact,” then
Alice can infer that Bob has new cryptographic keys that
should be verified.

(3) Key ChangeWhile a Message Is in Transit. Key changes in
transit are handled the same as key changes after the reinstall
of the application explained before. Figure 13(c)shows that
Alice sends a second message to Bob before he has rein-
stalled his application, and there is no information given to

(a) (b) (c) (d)

Figure 10: Wire: key change while a message is in transit and message after a key change. (a) Alice’s first message before deletion. (b) After
Bob has reinstalled. (c) No notification after Bob reinstalls. (d) Bob’s device keys.
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Alice if the message is sent or read by Bob. Figure 13(d)
shows the third message from Alice to Bob after he has
reinstalled his application. Alice never receives any notifi-
cation from Viber that Bob has new cryptographic keys nor
that he has not received the second message, and Viber does
not re-encrypt and resend messages later on.

(4) Verification Process between Participants. (e process of
verifying a contact in Viber is quite straight forward. If Alice
wants to verify Bob, she goes to one of their conversations,
swipes (Figure 14(a)) to get the information tab, and then
goes to the “Trust this contact” option. Figure 14(b) shows
the popup notification box after Alice clicks the “Trust this

contact” option.(e only verification option Alice can use to
verify Bob is by calling Bob and then read the cryptographic
keys over the phone. Figure 14(c) shows when Alice calls
Bob and wants to verify, the popup message displays the
cryptographic keys that both Alice and Bob share. When
they have verified each other, they press the “Trust this
contact” button.

(5) Other Security Implementations. Viber does not have
extra security implementations. Figure 14(d) shows the
privacy settings where the only security implementation is
the “Clear trusted contacts” which clears all the contacts that
Alice has verified throughout the time she had the account.

(a) (b)

Figure 11: Wire: verification process. (a) Bob public keys for a device. (b) Other security features.

(a) (b)

Figure 12: Viber: registration process. (a) Registration with phone number. (b) Verification of phone number.
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3.2.5. Case 5: Riot. Riot is a new chat client that is built on
top of the Matrix (https://matrix.org/) protocol for its end-
to-end encrypted capabilities. Matrix is an open standard for
decentralized communications which uses bridged networks
and cross-platform possibilities plus full end-to-end en-
cryption that is based on the Double Ratchet protocol from
Signal.

Riot uses servers (the same as Signal), but one does not
need to rely on servers under the control of the Matrix team
(unlike Signal). Riot and Matrix are open source, which
means anyone can set up their own servers with the Matrix
implementation and use its end-to-end encryption. (is is
good for companies that want to have secure chat between
employees but do not want to rely on anything outside their
own network. Riot also provides group chat, voice (VoIP)
and video calling, file transfer, and integration with other
applications such as Slack (https://slack.com/) or IRC
(https://www.wikiwand.com/en/Internet_Relay_Chat).

(1) Initial Setup. Riot is the only messaging client that does
not rely on a phone number, but a user registers an account
with an e-mail address (Figure 15(a)). When a user registers
through the app, Riot sends a confirmation link to the
entered e-mail address and the user has to click on that link,
after which a Captcha verification will be requested for an
extra layer of security as shown in Figure 15(b).

(2) Message after a Key Change. Riot is not the typical instant
messaging application such as Signal or WhatsApp. (eir
vision is to make an application which works in the same
way as Slack or IRC, where there are chat rooms to join and
talk to others. (erefore, Alice starts a chat room, invites
Bob, and then activates end-to-end encryption. It should be
noted that end-to-end encryption is still in beta form, and
thus, it is not turned on by default. Figure 16(a) shows the
chat room, which in the beginning has open locks on each of
the messages from Alice and Bob that have been sent before

(a) (b) (c) (d)

Figure 13: Viber: message after a key change and key change while a message is in transit. (a) No notification about key changes. (b) Bob
needs to be retrusted. (c) Messages after Bob has deleted. (d) Bob did not get the second message.

(a) (b) (c) (d)

Figure 14: Viber: verification process and privacy settings. (a) Conversation info. (b) Verify a contact. (c) Alice verifying Bob. (d) Viber:
privacy settings.
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(a) (b) (c) (d)

Figure 15: Riot: registration process and key change while a message is in transit. (a) Registration by e-mail. (b) Captcha code. (c) Message
before reinstall. (d) Bob’s message after reinstall.

(a) (b) (c) (d)

Figure 16: Riot: message after a key change. (a) Initial conversation, Alice’s view. (b) Message to Bob after he reinstalled. (c) New messages
are verified. (d) Bob’s view of previous message.

(a) (b) (c) (d)

Figure 17: Riot: verification process and other security features. (a) Profile details. (b) Verifying Bob the 2nd time. (c) Verifying Bob.
(d) Other security features.
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the encryption was toggled on. How the end-to-end en-
cryption is toggled on is shown in the “other security
implementations” part (Figure 17(d)). When Alice sends her
initial message to Bob, the lock is changed to closed
(Figure 15(c)) since E2E encryption is on. Figure 16(b)
shows that if Bob reinstalls his application, he has to
reverify Alice because his device keys are changed. Alice can
also see that she has to reverify Bob as Bob’s message has a
yellow notification triangle. When Alice verifies Bob, the
messages are then listed with a correct closed lock, which
means that the messages are encrypted correctly
(Figure 16(c)). In Riot, when a new user (or existing user
with new keys) enters the chat room, she cannot read/access
the previous messages (see Figure 16(d)).

(3) Key Change While a Message Is in Transit. Riot handles
key changes in the same way as the previous section re-
gardless of whether the message is in transit or not. When
Bob deletes the application, Alice sends the second message
to Bob (Figure 15(c)). Alice also sends a thirdmessage to Bob
when Bob reinstalls the application. As shown in
Figure 15(d), Bob can read just the third message but not the
second. (is shows that Riot handles the key changes in the
same way as before, and Bob can see there were some
messages sent but cannot decrypt since he lost the old keys.

(4) Verification Process between Participants.(e verification
process is rather easy in the Riot application. Moreover, Riot
gives considerable amounts of information to the user about
the users they interact with. When Alice wants to verify
Bob’s devices, she needs to look at his profile account to find
Bob’s list of devices by clicking on the “Device” tab, as shown
in Figure 17(a). One of Bob’s devices in Figure 17(b) has the
yellow notification triangle, then that specific device has not
been verified by Alice yet. She can either verify the device or
put it into the blacklist, as in Figure 17(c), which means that
specific device is no longer able to send any messages or
invites to Alice.

If Alice decides to verify Bob’s device, she clicks on the
verify button and sees the verification popup from
Figure 17(c).(e popup is informative for users, but for some
end-users, it may have too much information and could look
cluttered. (e popup states that the verification information
and process will becomemore sophisticated in future versions
when the application starts to reach the end of the beta period.
For the verification, Alice can either call Bob or meet him in
person and then exchanges the device keys. Finally, Alice
needs to press the “I verify that the keys match” button.

(5) Other Security Implementations. Riot does not have that
many extra security implementations, but since the appli-
cation is only in beta, they may be implemented in future
versions. Figure 17(d) shows the settings page providing
details about a chat room. (e administrator of the room
(the one who initialized the room) is the only user who can
change the settings of the room.(e last setting shown in the
figure is the option to enable encryption in that specific
room. Once encryption is enabled, it cannot be disabled
throughout the conversation.

3.2.6. Case 6: Telegram. Telegram is an instant messaging
platform which was started in 2013 after the NSA scandal. It
has been developed for smartphones, tablets, and even
computers (Telegram FAQ https://telegram.org/faq). Tele-
gram allows one-to-one and group communications and the
possibility to send files to people in the contact list. (e
difference between Telegram and the other secure IM ap-
plications is that it only offers opt-in secure messaging, while
normal conversations are cloud chats that are not end-to-
end encrypted. (eir motivation is to offer seamless cloud
chat synchronization between all connected devices
(Seamless chat cloud synd, tweet by Pavel Durov in 2015 at
https://twitter.com/durov/status/678305311921410048).

For secure chatting, Telegram implements its own
cryptographic protocol called the MTProto Protocol
(MTProto Protocol, by Nikolai Durov in Telegram Docu-
mentation, available at https://core.telegram.org/mtproto).
(e same protocol is also used for normal cloud chats to
encrypt the communication between the server and the
client.

For end-to-end encrypted chats, it is not allowed to
screenshot inside the secret chat conversation. Hence, in
order to provide images for different test scenarios, we used
an external camera.

(1) Initial Setup. (e initial setup of the Telegram application
and user registration is the same for the other applications.
Figure 18(a) shows that the user needs to enter her phone
number for the registration process. As shown in
Figure 18(b), Telegram sends an activation code through
SMS, which can either be input manually or give Telegram
access to take it automatically. If the verification message is
not received in twominutes, a new SMSwill be sent.(e user
also can ask Telegram to call her and activate it through
phone call.

(2) Message after a Key Change. (e end-to-end encryption
is not enabled in Telegram by default. Normal messages,
which are called cloud chats on Telegram, are not
encrypted. Figure 19(a) shows the first view Alice sees
when initiating a secret conversation with Bob, which
says that the chat is end-to-end encrypted and the
messages cannot be forwarded for security reasons.
Figure 19(b) shows the first messages that have been sent
from Alice to Bob, and the double checkmarks illustrate
that Bob has received and read the message (a single
checkmark means that the message has been sent). If Bob
reinstalls his application and meanwhile Alice sends a
message to Bob, then Bob will never receive that message
(even after finishing the reinstallation of the application)
as shown in Figure 19(c). (us, Telegram does not use the
previous device keys after reinstalling the application by
one of the participants. Hence, Alice needs to start a new
secret chat with Bob and send the previous undelivered
messages again. Telegram does not store keys, or any
other information that could reveal that two users have
ever had a secret chat. (erefore, Telegram cannot check
whether one of the users has reinstalled the application or
not.
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(3) Key ChangeWhile aMessage Is in Transit. As described in
the last scenario, Telegram does not store any information
about Alice or Bob having a secret chat; all is done by the
client and nothing is sent to the cloud of Telegram.
(erefore, there makes no sense to test this scenario, as it will
have the same outcome as the one before.

(4) Verification Process between Participants.(e verification
process between Alice and Bob is rather difficult when using
secret chats in Telegram. If Alice wants to verify Bob’s
encryption keys, she needs to open the specific secure chats
settings page and then click on the “Encryption Key” button.
Telegram just supports messaging and does not support
calling for the verification. Figure 19(d) shows the

verification page, with an image, which is derived from the
encryption key, and the encryption key below. (ere is no
way for Alice to arrive to the conclusion that it is the right
image for the conversation.

(5) Other Security Implementations. Telegram supports a few
other security features. Inside the settings page, there is one
option to look at the “Privacy and Security” settings for the
application (Figure 20(a)) Telegram supports two-step
verification, i.e., when a user wants to log in on another
device or after a reinstall, then they need to write a second,
personally chosen, password after the activation code re-
ceived by SMS. “Active sessions” is a list of devices the user
has logged into. (e last option, “Account self-destructs,” is

(a) (b)

Figure 18: Telegram: registration process. (a) Phone number registration. (b) Verification of phone number.

(a) (b) (c) (d)

Figure 19: Telegram: message after a key change. (a) Initial contact. (b) Alice: initial message. (c) Message after reinstall. (d) Telegram:
verification process.
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a security measurement where if the user has not used their
account in the last six months, the account gets deleted by
Telegram. (e length of the counter for self-destructing can
be changed to one month, three months, six months, or one
year.

Figure 20(b) shows options under the “Passcode
Lock.” (is function locks the whole application with a
passcode that the user chooses. Telegram has imple-
mented the possibility to unlock the application by fin-
gerprint if the user has added a fingerprint in the
operating system. A user has the chance to change when
the application should autolock, from one minute to five
hours. (e last option shown is the “Allow screen cap-
ture,” which (if enabled) allows users to screenshot
anything inside the application. However, for secure
chats, it is never allowed to screenshot.

4. Summary of Results

(e results of the tests are summarised in Table 1, listing
what properties each application provides and which are
missing.

From this overview, one can conclude that all applica-
tions provide mostly the same properties related to the setup
and registration phase. All applications except for Riot
support registration with the user’s phone numbers, whereas
Riot needs an e-mail address. Wire supports both phone
number and e-mail address, which can also be used later to
log in. Access to the SMS inbox is not mandatory in any of
the applications, but it is set up as default to make it easier for
the user, for otherwise one would need to enter the verifi-
cation code manually. As Riot does not use a phone number
for verification, it does not need access to SMS. Wire also
does not have access to the SMS inbox because they believe
that it is easy for the user to enter the verification code by
hand.

Uploading the contacts list to a server is required by all
applications because it enables to find if any of the contacts is
already using the application. However, if a user, in order to
remain anonymous, does not want to upload her contacts
list, she needs instead to only give out her phone number to
particular persons in order to communicate.

All the applications (except for Riot that does not use a
phone number) have the same properties when it comes to
verification by SMS and phone call.(ey all first give the user
the option to verify by reading the SMS and if the user never
receives the SMS, then they can ask the application to call
them.

Signal and WhatsApp have a trust-on-first-use method,
where users trust the other participants in a conversation
without verifying first. (e other applications ask users to
verify each other first in order to be assured that the con-
versation is secure.

A notification at the start of the conversation would be
useful to a new user who does not know what end-to-end
encryption is, and having this only in the beginning would
not bother the users. Only half of the applications have this
notification implemented.

(e differences in the way applications are handling key
changes are quite big. Only the Signal application had both
blocking messages and showed a notification that the other
user in the conversation did not have the same cryptographic
keys after a reinstall. (e blocking message functionality
would not allow the sender to send a message before they
verify the new cryptographic keys of the receiver if the
receiver has generated new cryptographic keys during the
conversation. Applications that do not give any notification
or block sending of messages could be target for man-in-the-
middle attacks, since one of the participants would never get
the notification of key changes and thus could not detect any
inconsistencies in the hijacked conversation.Wire and Viber
are particularly vulnerable to this. (e secret chats of

(a) (b)

Figure 20: Telegram: other security implementations. (a) Privacy and Security settings. (b) Passcode settings.
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Telegram do not work if cryptographic keys change because
the application does not store any information about secret
chats. (e participants would need to restart the
conversation.

(e only application that re-encrypts the messages and
sends them again after the receiver gets new cryptographic
keys was WhatsApp. (is is a useful usability property,
which we hope it would be implemented by the rest of the
applications as well. (ere is one problem with the way
WhatsApp re-encrypts and sends the message again: it never
asks the user if it is the correct receiver because the keys have
changed.

(e “details about the transmission of a message”
property questions whether the applications show to the
sender that the message is either sent, delivered, or seen
by the receiver. If the message is never delivered because
of changes to the receivers cryptographic keys, then the
message is only tagged as “sent” for the sender, but if the
message is re-encrypted and sent correctly, then the
message details should also indicate “seen” by the re-
ceiver. (e only application that does not show any in-
formation about whether past messages are sent or
delivered is Viber.

Signal and WhatsApp have the easiest verification
process, using a QR-code in conjunction with a built-in
scanner. However, both have shortcomings since they do
not have a check for revealing whether the particular user
is already verified. Wire, Viber, and Riot confirmed when
a user is already verified, but they did not have the useful
QR-code nor any way of sharing the keys outside the
application. Telegram was the only application which only
offered a QR-code but no way of actually scanning the
code. Users had to read the secret keys that are shared
between them, whereas the image encoding has no
technical way of comparing it, besides by only looking at
it. WhatsApp and Telegram have two-step verification
capabilities, which means that whenever a user reinstalls
the application or changes devices, they need to enter a
second password after the normal verification code from
the provider, in order to gain access to their account on
the new device.

Signal and Telegram both had a passphrase or code that
the user had to enter in order to gain access to the appli-
cation after some specific timeout expires. Both applications
have also implemented screen security to not give potential
intruders the ability to screenshot conversations. (ere is a
setting to toggle the security off, but it is on by default in both
Signal and Telegram.

(e only application which had a list of verified contacts,
and the option to delete them, was Viber. Clients such as
Wire and Riot, which have a verified check on each contact
within a conversation, do not offer this option even if it is not
difficult to implement since they already know which
contacts and their devices are verified.

(e “delete devices from account” is only interesting for
those applications that support multiple devices. All the
applications which supported multiple devices also had a list
of devices such that the user could delete a device which is
not in use anymore.

5. Discussion and Recommendations

Instead of focusing on one test scenario at a time, like in the
previous section, this section discusses and evaluates each
application as a whole. Moreover, based on the knowledge
gained from the test scenarios, some possible improvements
for each application are provided, which have to be verified
critically using modelling and verification techniques (be-
sides standard software testing) in order to ensure that an
improvement does not break other security properties.

5.1. Signal. (e experiments conducted in Section 3.2.1
demonstrate that the Signal app does not have major weak-
nesses. However, there are several potential improvements that
we discuss in the following. Signal showed good understanding
and care for the user experience, with an easy verification
process. (e users can employ QR-codes for the verification
purpose and/or can call each other and they can do the ver-
ification process through end-to-end encrypted phone calls.

When a party sends a message after changing the keys,
the application blocks the message until the sender and
receiver verify each other again.(is is a useful property, but
the application does not reveal the notification immediately
when one of the participants in the conversation changes her
keys (for example, due to the reinstallation of the
application).

Overall, the application has both good security when it
comes to end-to-end encryption and useful user experience
properties which would not cause problems for new users.

(e following provides recommendations for im-
provement that are applicable to the Signal app. We first
state the feature in general terms and then explicit it for the
specific app if needed:

(A) Re-encrypt and send lost messages: give the user an
option to re-encrypt a lost message and resend it
after finishing the reverification process, so that
messages would not get lost during a conversation.
In the Signal application, the sender of a message
can know the status of her messages (i.e., sent or
delivered/read) due to the existence of checkmarks
on eachmessage, making the implementation of this
feature easy.

(B) Notification about key changes: it is recommended
for an application to show a notification message
immediately after each change of cryptographic
keys. If the keys of a party in a conversation change,
then the Signal application does not show any
notification message to the participants immedi-
ately. It only gives the notification (that the keys are
changed) when one party wants to send amessage to
another one (after changing the keys).

(C) Notification on end-to-end encryption: giving a
notification at the beginning of each conversation
stating that it is now end-to-end encrypted and the
possibility to read more about it could help educate
the end-users about what E2E encryption is and why
they should care about it.
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(D) Verified check: offer visual cues so the user can
easily know that a party should be verified again to
regain the trust properties. As demonstrated by our
experiments, in the Signal application, there is no
way to know if a user is already verified or not.
However, if the application already keeps the list of
verified contacts, then when one of the participants
changes her cryptographic keys, it should be easy to
implement this feature.

(E) Two-step verification: the security of an application
would be improved by adding a “two-step verifi-
cation” option, which, e.g., when a user wants to
change her device or reinstall the application, she
has to enter a previously chosen password, besides
the code received in the SMS.

5.2. WhatsApp. (e results of the experiments do not show
major weaknesses in the WhatsApp application. However,
the WhatsApp application can be improved in several ways
as discussed below. WhatsApp takes great care to strengthen
the security around the user’s account and messages;
however, it may suffer from impersonation attacks. Rec-
ommendations applicable to WhatsApp are as follows.

(F) Block messaging until verification: in order to
prevent sending private messages to an imperson-
ator, the participants should not be able to send any
message before verifying each other. (e WhatsApp
application immediately re-encrypts a lost message
when it finds out that the cryptographic keys have
changed and the receiver never received the mes-
sage. Hence, an adversary may impersonate a le-
gitimate contact and consequently WhatsApp re-
encrypts and sends lost messages to the adversary
who would thus receive private messages in an
unauthorized way. Since this process is automati-
cally controlled by the app, even the sender cannot
stop re-encrypting and resending of lost messages
after a key change. In order to overcome this
weakness, the application must suspend the process
of re-encrypting and resending of lost messages
(after a key change) until the new cryptographic
keys are verified.

(G) Locking the application using a passphrase/code:
adding an option that requires a passphrase or code
before opening the application would enhance the
security of the user’s account from unauthorized
access. If an adversary somehow gets access to a
user’s phone, she would be unable to access the
application messages as she does not know the
passphrase/code.

WhatsApp recently has updated its privacy policy,
which has caused concern among the users of this mes-
saging application. According to WhatsApp’s statements
(https://faq.whatsapp.com/general/security-and-privacy/
answering-your-questions-about-whatsapps-privacy-
policy), their new Terms of Service and Privacy Policy is
related to the managing of businesses on WhatsApp, which

is an optional feature. It is claimed that all personal
communications with friends, family, and so on are still
protected by end-to-end encryption and neither WhatsApp
nor Facebook can access them. It is also claimed that
WhatsApp not only does not maintain logs of calls and
messages but also it does not have access to the shared
locations. Besides, groups will remain private and neither
group data nor contact lists will be shared with Facebook or
other apps offered by Facebook.

However, all communications with a WhatsApp busi-
ness account may be used by Facebook to improve the
marketing by means of displaying personalized advertise-
ments on apps offered by Facebook, e.g., WhatsApp,
Instagram, and Facebook. For example, Facebook may show
an advertisement with a button to communicate with the
related business through WhatsApp.

5.3. Wire. (e Wire application features several useful se-
curity and usability properties. However, there are some
properties which are not provided and might cause serious
security problems. In this application, if a user uses a new
device, Wire does not notify the other participants in a
conversation. (us, an impersonator may join the conver-
sation and receive all the exchanged messages. Recom-
mendations applicable to Wire are (A), (note that the Wire
application uses a text under eachmessage to show the status
of the message (e.g., delivered or sent), which makes easy to
implement this feature) (E), (F), and (G) from above, as well
as the following new ones:

(H) Notify users regarding verification: when the ap-
plication does not verify participants, it should
notify users that they have to verify each other
manually when initiating a new conversation, to
prevent impersonation attacks.

(I) Notification about the verification of new devices:
notify the other participants that a user added a new
device and they have to verify the new device before
sending any more messages (as the new device will
also receive these messages). (e Wire application
allows a user to use the same account on multiple
devices. However, if a user (in a conversation) adds a
new device, the other participants (in that conver-
sation) will not be notified about this change.

(J) More verification options: provide several different
ways of performing the verification. For example, a
QR-code or sharing keys with a third-party appli-
cation are some possible options. Managing keys
and authentication credential could greatly benefit
from a secure device attached to the smart phone
such as the OffPAD [44], in conjunction with a
proxy that knows how to use such a device as in the
OTDP architecture of [45]. Wire provides only
calling a person every time, which may become
cumbersome for users.

(K) Screen security: the privacy can be improved by
providing a “screen security” option, which does not
allow screenshots to be taken within the
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conversations. It is worth to mention that the screen
security is useful if all participants in a conversation
enable it because if a user does not enable this
option, then she can take a snapshot and thus
breaches the privacy of the other participants in the
conversation.

5.4. Viber. (e Viber application provides some good us-
ability and security properties. However, there are several
questionable aspects which make us reluctant in recom-
mending this application. If the cryptographic keys of a user
in a conversation change (e.g., because of reinstallation),
Viber does not notify the other participants in the con-
versation about such changes. In addition, if a user sends
several messages while the receiver is reinstalling Viber, then
the sender cannot know whether the previous messages have
been received or not. Many of the observations for Viber are
easy to fix or implement, in our opinion, and would dras-
tically improve the application. (ese include (A), (B), (E),
(F), (G), (H), (J), and (K) from above, as well as the following
new one:

(L) Labeling the status of messages: it is important for all
messages in a conversation to have a label stating
their status (e.g., sent, delivered, and read). In Viber,
only the last message in a conversation is labeled
with status information.

5.5.Riot. (eRiot application is still in beta stage, and despite
its usability and security properties, it can still be improved.
When cryptographic keys change during a conversation, the
previous messages are locked for the user (who is reinstalling
the application). However, there is an option for the sender to
send the locked messages (encrypted with new keys) again. In
Riot, the users do not receive any notification message re-
garding the key changes (and the need to reverify each other).
Moreover, Riot does not use end-to-end encryption by de-
fault. In addition, Riot does not provide an easy way for the
verification of the users. Recommendations applicable to Riot
are (E), (G), (J), and (K) from above.

5.6. Telegram. (e telegram application has some useful
security properties, but the usability features are rather
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lacking and confusing for people who are not tech savvy.(e
biggest flaw in a secure messaging application is that the
end-to-end encryption is not on by default. Hence, an ex-
plicit secret chat needs to be initiated every time users want
to communicate. We think that this should become a norm
these days for an application that advertises encrypted
conversations.

In Telegram, if a user sends a message while the cryp-
tographic keys have changed, the intended receiver does not
get that message because secret chats are locked to one set of
keys. Hence, if a user generates new keys, the participants
need to start a new secret chat and cannot continue the
previous secret chat. (is is good for security, but the
problem arises since Telegram does not notify users about
key changes.

Telegram provides just one way for the verification of
users, showing QR-codes in person, which is not good
enough for a secure messaging application. We believe that
Telegram can be improved by providing more options, such
as calling or sharing keys through third-party applications.
Recommendations applicable to Telegram are (B), (D), (J),
and (K) from above.

6. Conclusion and Further Work

We have presented the testing and analyses that we have
conducted on six secure messaging applications. As a pre-
requisite, in Section 2, we have started with giving a gentle
introduction (following the recent article by Unger et al. [4])
to three secure messaging protocols that offer end-to-end
encryption and the types of security and privacy properties
they provide. (is review of protocols is important for
understanding our analysis of the applications implement-
ing them, which is our main contribution presented in
Section 3. (e Signal and Matrix protocols are both secure
messaging protocols that manage end-to-end encryption
well, but none of them could offer every security property.
(e Signal protocol does not fully support multiple devices,
while the Matrix protocol does this well. On the other hand,
the Matrix protocol does not fully provide forward and
future secrecy in the protocol and leaves it up to the
implementation to support it. (e Signal protocol is
designed to use a server for achieving the asynchronous
messaging property. Even if messages are encrypted end-to-
end, there is still important metadata that is being manip-
ulated and stored on the server.(erefore, one would wish to
secure better the server side, especially when deployed in a
cloud infrastructure or in a country with legislation that
disregards privacy. Initial results in this direction have been
presented in [8] using the recent technology of Intel SGX.
(is is also applicable to Matrix.

(e contribution of this paper is the research experiment
described in long Section 3 where we have performed five
sets of tests on each of the six instant messaging applications
that implement one of the two secure messaging protocols
Signal orMatrix.We have thus tested 21 properties related to
the usability and security of the applications Signal,
WhatsApp, Wire, Viber, Riot, and Telegram. (e results for
the 21 properties on each of the six applications are

summarized in Section 4 and listed in Table 1. In conclusion,
these applications offer useful usability together with se-
curity, and we would strongly recommend to the general
public to adopt one of them (i.e., the one most suited for
their needs, after reading through our analysis). We believe
that even for lay people without special technical skills, it
would be rather easy to adopt one of these applications; that
is, one would not encounter more difficulties (though this
word is rather strong) than with any other chat application,
whereas the features related to encryption would not add
significant inconvenience. However, several of the tested
applications could still benefit from improvements. We have
provided 12 recommendations, in Section 5, each one is
applicable to one or more of the six applications in order to
harden their security while maintaining their useful usability
properties.

Appendix

A. Off-the-Record in a Nut Shell

Intuitively, the Off-the-Record (OTR) protocol [10–16]
wants to provide for online conversations the same features
that reporters want when talking with a news source. Take a
scenario where Alice and Bob are alone in a room. Nobody
can hear what they are saying to each other unless someone
records them. No one knows what they talk about, unless
Alice and Bob tell them, and no one can prove that what they
said is true, not even themselves. A good thing about an Off-
the-Record conversation (in reality) is the legal support
behind it since it is illegal to record conversations without
participants knowing. It also applies to conversations over
the phone, since by law, it is illegal to tap phone lines. (ere
are however no similar laws for communications over the
web. OTR-like protocols aim to provide this using cryp-
tography techniques and thus need to provide at least perfect
forward secrecy and deniability/repudiation. Full details can
be found in [4], (Section 2.4).

Step 1: authenticated key exchange
(e latest version of OTR [46] uses a variation of
Diffie–Hellman key exchange called SIGMA [38]. Alice
and Bob also have long-term authentication public keys
pubA and pubB, respectively. (e point is to do an
unauthenticated Diffie–Hellman key exchange to set up
an encrypted channel, and inside that, the channel does
mutual authentication. (e plain Diffie–Hellman key
exchange is vulnerable to man-in-the-middle attacks
which would break the authentication that OTR needs
[12]. (erefore, OTR implements a signature-based
authenticated DH exchange, named SIGMA, which
solves this weakness [38].
(e SIGMA acronym is short for “SIGn-and-MAc,”
because SIGMA decouples the authentication of the
DH exponentials from the binding of key and identi-
ties. (e former authentication task is performed using
digital signatures while the latter is done by computing
a MAC function keyed via the common DH secret and
applied to the sender’s identity [38]. OTR uses a four
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message variant known as SIGMA-R, since it provides
defence both against active attacks on the responder’s
identity and passive attacks on the initiator’s identity.
Step 2: message transmission

(emessage transmission step, before sending, performs
encryption and authentication of messages using AES
[47] in counter mode [48] using message authentication
codes (HMAC) [49] for authentication. Using AES in
counter mode provides a malleable encryption scheme
which allows deniability. Malleability allows to trans-
form a ciphertext into another ciphertext which then
decrypts to a related plaintext [12]. (is means that a
valid ciphertext cannot be connected with neither Alice
nor Bob since anyone can create a ciphertext that can be
decrypted correctly and then compute a validMAC from
the ciphertext, because old MAC keys are published
(more about this in Step 4). Entire new messages, or full
transcripts, can thus be forged.
For sending messages, Alice needs to compute an
encryption key and a MAC key. (e encryption key is
used to encrypt the message while the MAC key is used
to ensure the authenticity of the message. (is method
is called encrypt-then-MAC, where usually the en-
cryption key is a hash of the shared secret,
EK � Hash(SS), and then the encryption key is hashed
a second time to compute the MAC key
(MK � Hash(EK)). After the encryption and MAC key
are computed, Alice encrypts first the message,
EncEK(M)and then MACs, the encrypted message,
MAC(EncEK(M),MK). Bob computes the same EK
and MK from the common secret, used to verify the
MAC and decrypt the message.
Step 3: Re-Key
Off-the-Record changes the keys every time the con-
versation changes directions, to make the duration of
vulnerability to attacks as short as possible. Once the
new key is established, it will be used to encrypt and
authenticate new messages, while the previous ones are
erased [12]. After establishing new secrets and keys, the
partners erase the old secret SS and encryption key EK,
so that no one can forge or decrypt the messages that
have been sent. (e reason to securely erase this in-
formation is to get perfect forward secrecy.(eMK key
is not erased, but published in the next step.
Step 4: Publish MK
(e next step of OTR is to publish the old MAC keys by
adding them to the next message that Alice or Bob
sends to each other, in plaintext. Alice and Bob both
know that they have moved over to MK′; hence, if one
of them receives a message with the old MK, they will
know that the message has been forged. Publishing MK
allows others to forge transcripts of conversations
between Alice and Bob. (is is useful since it provides
extra deniability to both parties [50]. In short, Alice’s
secrecy relies on Bob deleting the encryption keys,
whereas Alice’s deniability relies only on Alice pub-
lishing her MK.

A.1. Socialist Millionaire Protocol. (e problem with secure
instant messaging is that there is no way to tell if there has
been aman-in-the-middle attack.(erefore, the parties need
to make sure they have the same secret which is done using
the Socialist Millionaire Protocol (SMP) [51,52]. Intuitively,
SMP allows two millionaires who want to exchange infor-
mation to see whether they are equally rich, without re-
vealing anything about the fortunes themselves. Between
Alice and Bob, the SMP allows to know whether ssA � ssB,
i.e., the respective computed secrets, without revealing these
secrets to anyone [13].

B. Signal in a Nut Shell

Signal is a new end-to-end encryption protocol which has
recently seen larger adoption than the Off-the-Record
protocol. OTR had an original feature, i.e., refresh the
message encryption keys often, which has become known as
ratcheting and adopted in Signal as well [6]. (e Signal
protocol is designed by Moxie Marlinspike and Trevor
Perrin from Open Whisper Systems (https://
whispersystems.org/) to work in both synchronous and
asynchronous messaging environments (advanced ratchet-
ing, by Moxie Marlinspike at Open Whisper Systems, No-
vember 26, 2013, https://whispersystems.org/blog/
advanced-ratcheting/). (e goals of Signal include end-to-
end encryption and advanced security properties such as
forward secrecy and future secrecy [6]. Initially, Signal
was divided into two different applications, TextSecure
(https://whispersystems.org/blog/the-new-textsecure/) and
RedPhone (https://whispersystems.org/blog/low-latency-
switching/). (e former was for SMS and instant messag-
ing, while the latter was an encrypted VoIP (https://www.
voip-info.org/wiki/view/What+is+VOIP) application. Text-
Secure was based on the OTR protocol, extending the
ratcheting into a Double Ratchet, combining OTR’s
asymmetric ratchet with a symmetric ratchet [6], and
naming it Axolotl Ratchet. Open Whisper Systems later
combined TextSecure and RedPhone to form the new Signal
application that implements the protocol with the same
name.

In recent years, the Signal protocol has been adopted by
numerous companies, such as WhatsApp (https://whatsapp.
com) by Facebook, the Messenger (https://messenger.com)
also by Facebook, and Google’s new messaging app, Allo
(https://allo.google.com).

Signal uses the Double Ratchet algorithm [53] to ex-
change encrypted messages based on a shared secret key
that the two parties have. To agree on the shared secret key,
Signal uses the X3DH Key Agreement [54] protocol
(standing for extended triple Diffie–Hellman (https://
whispersystems.org/docs/specifications/x3dh/)) which we
describe later in Appendix Section B.3. Full details can be
found in [4] (Chapter 3).

B.1. -e Double Ratchet Algorithm. (e Double Ratchet
Algorithm uses key derivation function chains (KDF chains)
[53] to constantly derive keys for encrypting each message,
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and it combines two different ratchet algorithms, a sym-
metric-key ratchet for deriving keys for sending and re-
ceiving messages and a Diffie–Hellman ratchet used to
provide secure inputs to the symmetric-key ratchet.

A KDF chain is a sequencing of applications of a key
derivation function which returns one key used as a new
KDF key for the next chain cycle as well as an output key for
messages. (e KDF chain has the following important
properties [53]:

(i) Resilience: the output keys appear random to an
adversary without knowledge of the KDF keys, even
if the adversary has control of the KDF inputs.

(ii) Forward security: output keys from the past appear
random to an adversary who learns the KDF key at
some future point.

(iii) Break-in recovery: future output keys appear ran-
dom to an adversary who learns the KDF key at
some point in time, provided the future inputs have
added sufficient entropy.

(e Double Ratchet generates and maintains keys of
each party for three chains: a root chain, a sending chain, and
a receiving chain (Alice’s sending chain matches Bob’s re-
ceiving chain, and vice versa; see Figure 21(a)). While the
parties exchange messages, they also exchange new Dif-
fie–Hellman public keys. (e secrets from the Diffie–Hell-
man ratchet output become the inputs to the root chain of
the KDF chain, and then the output keys from the root chain
become new KDF keys for the sending and receiving chains,
which need to advance for each sending and receiving
message. (is is called the symmetric-key ratchet.

(e output keys from the symmetric-key ratchet are
unique message keys which are used to either encrypt or
decrypt messages. (e sending and receiving chains ensure
that each message is encrypted or decrypted with a unique
key which can be deleted after use. (e message keys are not
used to derive newmessage keys or chaining keys. Because of
this, it is possible to store the message key without affecting
the security of other keys, and only the message that belongs
to the particular message key may be read if this key is
compromised. (is is useful for handling out-of-order
messages because a participant can store the message key
and decrypt the message later when they receive the re-
spective message. See more about out-of-order messages in
Appendix Section B.2.

(eDouble Ratchet is formed by combining the symmetric-
key ratchet and the Diffie–Hellman ratchet. If the Double
Ratchet did not use the Diffie–Hellman ratchet to compute new
chain keys for the sending and receiving chain keys, an attacker
that can steal one of the chain keys can then compute all future
message keys and decrypt all future messages [53].

Each party generates a DH key pair, a public and a
private key, which will be their first ratchet key pair. When a
message is sent, the header must contain the current public
key. When a message is received, the receiver checks the
public keys that are given with the message and do a DH
ratchet step to replace the receiver’s existing ratchet key pair
with a new one [53].

(e result is a kind of “ping-pong” behaviour as the two
parties take turns replacing their key pairs. An attacker that
compromises one message key has little use of it since this
will soon be replaced with a new, unrelated key [53].(e DH
ratchet produces as output the sending and the receiving
chain keys, which have to correspond; that is, the sending
chain of one party is the same as the receiving chain of the
other party (see Figure 21(a)). Using a KDF chain here
improves the resilience and break-in recovery.

Combining the symmetric-key ratchet and Dif-
fie–Hellman ratchet is as follows: (a) when a message is sent
or received, a symmetric-key ratchet step is applied to the
sending or receiving chain to derive the message key and (b)
when a new ratchet public key is received, a DH ratchet step
is performed prior to the symmetric-key ratchet to replace
the chain keys.

Figure 21(b) shows the information used by Alice to send
her first message to Bob. (e sending chain key (CK) is used
on a symmetric-key ratchet step to derive a new CK and a
message key, A1, to encrypt her message. (e new CK is
stored for later use, while the old CK and the message key
can be deleted. To ensure that the secrecy throughout the
Double Ratchet is upheld, the old root key (RK) is deleted
after it has been used to derive a new RK.

Figure 22(a) shows the computations that Alice does
when receiving a response from Bob, which includes his new
ratchet public key. Alice applies a new DH ratchet step to
derive a new receiving and sending chain keys.(e receiving
CK is used to derive a new receiving CK and a message key,
B1, to decrypt Bob’s message. (en, she derives a new DH
output for the next root KDF chain with her new ratchet
private key to derive a new RK and a sending CK.

B.2. Out-of-Order Messages. (e Double Ratchet handles
lost or out-of-order messages by including in each message
header the message’s number in the sending chain (N) and
the length (number of message keys) in the previous sending
chain (PN) [53]. (is allows the receiver to advance the keys
to the relevant message key, while still storing the skipped
message keys in case they receive an older message at a later
time. Consider the example from Figure 22(b) where we
assume that Alice has already received message B1, and now
she receives message B4 from Bob, with the PN � 2 and
N � 1. Alice sees that she would need to do a DH ratchet
step, but first, she calculates how many message keys she
needs to store from her current receiving chain (Bob’s
previous sending chain). Since PN � 2 and her current re-
ceiving chain length is 1, the number of stored keys from the
current receiving chain is 1 message key (i.e., B2). (en, she
does a DH ratchet step where a new receiving chain is
derived. Because the length of her new receiving chain is 0,
she needs to store a message key from her new receiving
chain (i.e., B3). After Alice has stored B2 and B3, she can
derive the last message key to decrypt message B4.

B.3. -e X3DH Key Agreement Protocol. For Signal, the
X3DH is designed for asynchronous settings where one user,
Bob, is offline but has published information to a server, and
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another user, Alice, wants to use that information to send
encrypted data to Bob [54]. (e extended triple Dif-
fie–Hellman key agreement protocol (X3DH) thus estab-
lishes a shared secret between two parties who mutually
authenticate each other based on public keys and at the same
time provides both forward secrecy and cryptographic
deniability.

To provide asynchrony, a server is used to store messages
from Alice and Bob which later can be retrieved, and the
same server keeps the sets of keys for Alice and Bob to
retrieve when needed [54]. (e X3DH protocol has three
different phases:

(1) Bob publishes his elliptic curve public keys to the
server: (i) Bob’s identity key IKB, (ii) Bob’s signed
prekey SPKB, and (iii) a set of Bob’s one-time prekeys
(OBK1

B, OBK
2
B, OBK

3
B, . . .). Identity keys need to be

uploaded to the server once, while the other keys
such as new one-time prekeys can be uploaded again
later if the server is getting low.(e server will delete
a one-time prekey each time it sends it to another
user.

(2) Alice fetches from the server Bob’s identity key,
signed prekey, prekey signature, and optionally a
single one-time prekey. If the verification of the
prekey signature fails, the protocol is aborted.
Otherwise, Alice generates an ephemeral key pair
with her public key EKA and will use the prekey to
calculate several DH keys with the purpose to pro-
vide mutual authentication and forward secrecy (see
details in [54]) used to generate the secret key for
encryption (SK). After calculating the SK, Alice will
delete her ephemeral private key and the DH outputs
to preserve secrecy.

Alice uses the key to send an initial message to Bob
containing: (i) Alice’s identity key IKA; (ii) Alice’s
ephemeral key EKA; (iii) identifiers stating which of
Bob’s prekeys Alice used; and (iv) an initial ci-
phertext encrypted with some AEAD encryption
scheme [55] using AD as associated data and using
an encryption key which is either SK or the output
from some cryptographic pseudorandom function
keyed by SK. Alice’s initial ciphertext is typically used
as the first message in a post-X3DH communication
protocol, such as the Double Ratchet protocol in the
case of Signal.

(3) Bob receives and processes Alice’s initial message.
Bob will load his identity private key and the private
key (s) corresponding to the signed prekey and one-
time prekey that Alice used [54]. Bob repeats the
same steps with DH and KDF calculations to derive
his own SK and then deletes the DH values, the same
as Alice did. Afterwards, he tries to decrypt the initial
ciphertext. (e decryption is the only difference
between what Bob does and what Alice did on her
side. If the decryption fails, Bob will delete the SK
and the protocol aborts, and the participants need to
restart the protocol [54]. If the decryption is

successful, he gets the information that Alice had
encrypted, and the protocol is complete for Bob. He
deletes any one-time prekey private key that was
used during the protocol in order to uphold the
forward secrecy.
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Recently, vehicular ad hoc networks (VANETs) got much popularity and are now being considered as integral parts of the
automobile industry. As a subclass of MANETs, the VANETs are being used in the intelligent transport system (ITS) to support
passengers, vehicles, and facilities like road protection, including misadventure warnings and driver succor, along with other
infotainment services. %e advantages and comforts of VANETs are obvious; however, with the continuous progression in
autonomous automobile technologies, VANETs are facing numerous security challenges including DoS, Sybil, impersonation,
replay, and related attacks. %is paper discusses the characteristics and security issues including attacks and threats at different
protocol layers of the VANETs architecture. Moreover, the paper also surveys different countermeasures.

1. Introduction

Aiming at ensuring the safety and facilitating the passengers
and driver, the VANETs are getting much popularity and
attention from the researchers [1–3]. VANETs are the
networks of vehicles communication and road infrastruc-
tures to extend road safety and infotainment [4]. %e
wireless sensors are fitted within vehicles, accompanied with
positioning devices and maps. %rough On-Board Unit
(OBU), the vehicles are connected with road-side units
(RSUs) to share intervehicle and vehicle to RSU, the safety
related and otherwise information [5, 6]. %e VANETs
consist of short-range communication infrastructure.
%erefore, the source and destination share information
through intermediate nodes. Like OBU, RSU, the trusted
authority (TA) is also an entity of the VANETs architecture
and is responsible for controlling and supervising the whole
network [7, 8].

%e remaining paper is ordered as follows: Section 2
explains the VANTEs overview in detail and describes the
characteristics of VANETs. Section 3 is divided into two
parts. %e first part provides detailed security issues in
VANETs, the security attacks on the physical layer; the
second part presents other security attacks on different
layers of VANETs and also describes the protocol layers
threat. Section 4 describes the various challenges and so-
lutions in VANETs, and Section 5 concludes the article.

2. Overview of VANETs

%e VANETs architecture contains the OBU, RSU, and TA.
%ere are two types of communication technologies in
VANETs architecture, i.e., (1) vehicle to vehicle (V2V) and
(2) vehicle to infrastructure (V2I) communication as shown
in Figure 1. V2V contact vehicles converse with one another
and exchange the traffic-related information inside the
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wireless network range [3, 9, 10]. In such networks, when
any unforeseen incident happens, such as accident or traffic
blockage on the road, instantly a vehicle sends an alert signal
to the other nodes or vehicles in the network suggesting to
avoid that particular road or area. %e vehicle, employing
V2I communication, shares the information with RSU
which is part of infrastructure installed on the road.%eV2I-
based communication notifies the driver about traffic and
weather updates to keep an eye on the nearby environment
[3, 9, 11]. RSU and OBU are registered by a trusted authority
[12, 13], which is used to keep up and supervise the VANETs
system. %e road-side unit positions itself on the road for
authentication and communication between TA and OBU.
With the use of dedicated short-range communication
(DSRC) [6], the OBU fitted in each vehicle can transmit
traffic information to nearby vehicles and RSU [10].

2.1. Characteristics of VANETs. VANETs is a dynamic ad
hoc network that enables the vehicles converse with one
another using fixed and mobile nodes offering numerous
services, however with narrow access to the network’s in-
frastructure. Compared to the MANETs, the VANETs have
high mobility features and normally vary in topology [10]. In
VANETs, vehicles or nodes move arbitrarily in the network,
and their movement transforms the network topology.
VANETs topology is complex and dynamic because of the
strong mobility factor of nodes [9]. %e features of VANETs
are mentioned below.

2.1.1. High Mobility. Because of the high mobility, the
VANETs have good versatility relative to MANETs, and they
play a significant role in modelling VANETs protocol. In
VANETs, every node moves quickly; thus, vehicles’ mobility
minimizes the communication time in the network [10, 14].

2.1.2. Driver Protection. %e VANETs might get better
driver protection, improve traveller console, and support a
better flow of traffic. %e core benefit of VANETs is that
nodes communicate straight to everyone [10].

2.1.3. Vibrant Network Topology. In VANETs, the topology
design is vibrant because the vehicle speed of mobility is very
high.%erefore, the forecast of node position is very tough to
compute.%e high speed of vehicle networks is extra weak to
attacks, and it is incredibly complicated to identify intruders
and vehicles if something is wrong in a network [10].

2.1.4. Variable Network Density. Due to high-speedmobility
vehicles, traffic congestion or even lousy weather, the net-
work may experience frequent or intermittent disconnection
among nodes. In this situation, the nodesmay receive proper
guidance from the V2I infrastructure [9, 10].

2.1.5. 9e Medium of Transmission. Due to open wireless
nature, these kinds of networks inherit all security vulner-
abilities as posed to other traditional wireless networks [10].

2.1.6. No Power Limits. In MANETs, power is a grave
problem; however, in VANETs the power is not a big
problem since the OBU in vehicular entities bear sufficient
battery and power resources necessary to carry out its
communicative tasks [9, 14].

2.1.7. Restriction of Transmission Power. Wireless Access to
Vehicle Environment (WAVE) limits the transmission
power, which varies from 0 to 28.8°dBm with the corre-
sponding coverage distance ranging from 10°m to 1 km.
%us, the narrow power transfer may change the distance
from the VANTS coverage [10].

2.1.8. Network Strength. %e signal strength of the network
in VANETs depends on the traffic congestion, since it might
gain more strength if there is no congestion or less traffic on
the road. On the other hand, in case of traffic jams the signal
quality might experience degradations [10].

2.1.9. Extensive Scale Network. In VANETs, the network is
highly scalable, since such kind of networks may experience
highways, downtown areas, point of entries, and exit in the

RSU

RSU

Internet

V2V
communication

V2I communication

Trusted
authority (TA)

Figure 1: VANETs architectures.
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cities; hence, a massive number of nodes can be dynamically
added or adjusted into the system [9, 10].

2.1.10. Extensive Computational Processing. In VANETs, a
large number of resources such as processors, colossal
memory GPS, and antenna are embedded in vehicles. Such
resources may require a massive computational capabilities
and guidance to provide enhanced and trustworthy wireless
communication for getting accurate information, i.e., live
location, speed, and route of the vehicle [9, 10].

3. Security Issues in VANETs

%e security issue is very crucial in VANETs which ensures
safety for the drivers as well as passengers. %is is obligatory
to design essential algorithms to assure safety and protec-
tion. %e security challenges as posed to VANETs are
availability, authentication, integrity, confidentiality, non-
repudiation, pseudonymity, privacy, mobility, data and lo-
cation verification, access control, and key management
issues [9, 10, 15, 16].

3.1. Security Issues. In this section, we provide details about
various security issues in VANETs.

3.1.1. Availability. Availability [17] is considered a signifi-
cant factor in VANETs security. %is ensures that all re-
sources are accessible forever in a network in the face of
vulnerabilities and denial of service attack-based attempts.
Cryptography and trust-based algorithms and protocols are
helpful to protect the VANETs from these attacks
[9, 10, 17, 18].

3.1.2. Authentication. Authentication enables the right
participants to enter the network after dual verification. It
also ensures that the sender or user who sends a message is
not an intruder. Besides, the privacy of the user is preserved
using pseudonyms [17–19].

3.1.3. Integrity. Integrity or data integrity ensures that there
is no change in the original data packets sent by the sender.
Alternatively, it must be protected from the adversary on the
way. Data accuracy is one of the fundamental security issues
in VANETs. Digital signature, public key infrastructure, and
cryptography revocation mechanism may be employed to
ensure the integrity between the sender and receiver [9, 10].

3.1.4. Confidentiality. Confidentiality means to hide data
from adversaries. In confidentiality we make sure only
authenticated users access the data with the help of en-
cryption and decryption. In this way the data remains
confidential, while the other unauthorized users may not
access this confidential information [9, 20].

3.1.5. Nonrepudiation. %is feature ensures that the source
of the originating message may not deny the fact that it has
generated a particular message. Alternatively, this feature

binds the content with the originator of a particular message.
[9, 10, 19].

3.1.6. Pseudonymity. %e pseudonymity refers to hiding the
original identity.%e legal participants may use pseudonyms
instead of using original identities. In this manner, the le-
gitimate entities may communicate anonymously without
revealing their true identities. %is ensures protected privacy
for the subscribers [18].

3.1.7. Privacy. In VANETs, the privacy refers to concealing
driver identity as well as the location’s information from
other unauthorized users in the network [9, 18, 21].

3.1.8. Scalability. %e capability of the network to respond to
the dynamically changing requirements is termed as scal-
ability. %e frequently changing topology of the vehicular
network is another challenge for the researchers [18].

3.1.9. Mobility. Mobility is ubiquitous in VANETs because
nodes communicating in VANTEs change their location
very quickly and frequently in a network. VANETs nature is
dynamic because every second, the node position is changed.
%is mobility factor focuses on the need of more secure and
dynamic algorithms maintaining quality of service re-
quirements [18].

3.1.10. Data Verification. It is used to eliminate malicious
messages in the network. %is ensures to test the accuracy of
data and verify the legitimacy of participating nodes [9].

3.1.11. Access Control. Access control is used to monitor and
check the policy rights and roles for all participating nodes in
the network [9, 15].

3.1.12. Key Management. Key management refers to the key
used in encryption or decryption process during commu-
nication between the nodes. %e key management and is-
suance are resolved during the designing of security
protocols for the network [18, 22].

3.1.13. Location Verification. A reliable mechanism for the
verification of location is required in VANETs, because this
is necessary to protect from various attacks during com-
munication and is also helpful in the data validation process
[18].

3.2. Attacks on the Physical Layer of VANETs (Security At-
tacks in VANETs). %is section on attacks in VANETs can
be divided into three parts. In the first part, we discuss the
attackers based on their nature, behaviour, and efficiency. In
the second part, we discuss the various attacks on physical
layer, and the third part focuses on the rest of the attacks in
VANETs. Now we discuss the types of the attackers
according to nature, behaviour, and efficiency:
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(i) Active vs. passive: in the case of an active assault, the
assailant gets the information from the network,
changes the original message’s information, and
forwards it to the receiver. Usually, in an active
assault, the assailant wants to decrease the network’s
efficiency or get access to the network for unau-
thorized services [23]. In the case of the passive
assault, the assailant does not send or receive any
message on a network by eavesdropping the wireless
network and collecting information about the
network or seeking potential vulnerabilities [24, 25].

(ii) Insider vs. outsider: insider attacker means that the
authorized member who is part of the network has
full information about the network and can access
network efficiently. On the other side, outsider at-
tackers are intruders who are not authorized and
cannot access the network directly. %at is, if they
want to initiate an attack they must collect
knowledge about the network first and then attack
[24, 26, 27].

(iii) Malicious vs. rational: the attacker’s intention is to
attack the network and gain personal benefits. A
malicious attacker may upset the network’s per-
formance with an objective to affect the legal users
of the network [23, 28]. On the other hand, a ra-
tional attacker may intentionally launch an attack
on the network to get some information in order to
damage the network [24, 26].

(iv) Local vs. extended: in the case of local attackers, they
launch attacks on a limited scope and cover the
limited area or region like some RSU and node [27].
However, extended attackers cover bigger region or
area comparatively. %e extended attacker aims to
degrade the network’s performance or shut down
the whole network [25].

3.2.1. Eavesdropping Assault. Eavesdropping assault is a type
of passive assault and is done in the privacy of the network.
Assailant collects the secret information, and the attacker
secretly monitors the traffic flow of the network or the
existing location and actions of a specific vehicle.%is type of
assault cannot be detected easily because the attacker per-
forms its activity without any kind of reaction [25, 29].
Figure 2 shows that Car C regularly monitors ATM’s cash
van’s facts and leaks such information to the intruder. ID
revelation assault is a subcategory of eavesdropping where
the assailant exposes the identity vehicle and uses it to track
the under-attack vehicle.

3.2.2. Denial of Service Assault. In DoS-based assault
[30–32], the assailant attacks the service provider’s services.
In this attack, even the legitimate users are unable to acquire
services in the network. %e assailant may initiate this attack
any time and jam the communication channel. %is kind of
assault can be launched in two ways. On the first hand, the
attacker may engulf the resource with numerous requests,

while that resource may not be able to respond to legal user
requests. %is type of attack can be extended by sending a
large number of requests for messages and jamming the
communication. %erefore, RSU cannot accommodate
several requests that OBUmight have submitted [29, 33, 34].
In Figure 3, a DOS attack is demonstrated where auto F is an
attacker in the car who denies access to RSU services for
users of Cars A, C, D, E, and H.

3.2.3. Distributed Denial of Service Assault. Distributed
Denial of Service (DDOS) [35] could be more damaging for
the ad hoc vehicular environment since the attacker may
attack the network in a distributed manner. An attacker may
use various time slots for different vehicles to submit a
message. %e only objective of the assailant is to bring the
network down [27, 29]. In Figure 4, a Distributed Denial of
Service attack is demonstrated where the two cars, i.e., Car Q
and U, attack the services provided by RSU, while the Cars
M, N, O, and P denied the attackers Q and R, S and T,
deprived of access to RSU services by the car in the attacker.

3.2.4. Illusion Assault. It involves deception with the ma-
nipulation of vehicle’s inside information, for instance,
speed and location, by tampering the hardware physically.
By providing the wrong information of vehicles using in-
ternal devices or sensors, it misguides the other network
nodes. For instance, it may show another person by cloning
the location of the other vehicle [25].

In the case of in-transit traffic tampering assault, a
malicious node may deliberately cause delay, corruption,
replay, or alteration of a message to spoil the VANETs
communication. %is type of replay assault [36, 37] includes
message replay where the assailant records the message
received from certified nodes and then resends after
sometime to create some misunderstanding or disturb the
traffic. In Figure 5, it is shown that the attacker spoofs the
message and sends back to the node; the original message
was created by “M” assailant to create misunderstanding and
replacing it as “tn.” %is assault could be launched in two
ways, one is using an on-board unit by using a particular part
of the hardware. %e duplicate messages remain unsuc-
cessful in locating the neighbor ’s accurate driving status, for
example, speed, location, direction, etc. [25, 38].

3.2.5. Message Modification/Alteration. In a message
modification attack, the attacker changes the information of
the vehicle integrated into a message (for example, speed,
position, or direction) for its own benefit. It is a potential
hazard for the security of the other nodes in the network
[25].

3.2.6. Jamming Assault. An assailant intentionally generates
large amount of messages in a network and creates con-
gestion on wireless channel that might affect the perfor-
mance of network [25]. %e assailant may initiate jamming
attack by transmitting a strong radio signal to interrupt the
entire communication by declining the signal to noise ratio.
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In this, the jammer continuously sends a signal by inter-
fering with the communication of other vehicles in a net-
work. In VANETs, jamming is considered a big threat for its
security. Figure 6 shows that the assailant is jamming the
network.%e victim nodes are always perceived to be busy in
a network, since they are unable to send or receive messages
in this jammed area. When jamming signal is enabled, the
sender sends the data packet, and the receiver does not
receive the intended data packet. %erefore, the packet
delivery ratio (PDR) is meager. %ese data packets carry
essential information, such as weather conditions, road
conditions, accidents, etc. Many incidents may happen if
that critical information is not delivered to the nodes in due
course of time.

3.3. Other Attacks in VANETs. In this section, we discuss
remaining assaults that occurred on VANETs layers during
communication.

3.3.1. Sybil Assault. In Sybil assault [39, 40], the assailant
generates numerous identities of vehicles and broadcasts the
incorrect information on the network. In the case of Sybil
assault, data are broadcasted with fictitious identity. %is
assault is implemented from an OBU upon other OBUs after
authentication for acquiring personal benefits. According to
this scenario, the assailant creates several identities and
sends a message in a network to the authentic user, such as
additional traffic on the road, and therefore alters a route.
One delusion is generated by the assailant, and the same
message is sent to various vehicles. %e authentic user will
receive the same data packets from various vehicles because
the illusion is always created in a network and believes its
node will alter the route. %is decision goes in favour of the
attacker, while the route becomes clear, thus the attacker
enjoys the trip [29, 41]. Figure 7 represents a Sybil assault in
which an assailant in Car C creates numerous identities and
sends those data packets with false identities to other users,
which creates an illusion that the road has enormous traffic.
After receiving such data packets, Car B and Auto D may
decide alternative routes, and, currently, Car C gets a free
road.

3.3.2. Node Impersonation Assault. Node impersonation
attack is another name for a message tempering attack [29].
In VANETs, every vehicle has a unique identifier and uses it
to send the message and verify if something wrong happens
in the network. In node impersonation assault, the assailant

changes the original data packet and claim that the data
packet comes from a genuine user [27, 29]. Figure 8 shows
that Vehicle D sends messages about the mishap to place x
before acquiring help. However, the assailant junction C will
inform the data packet and forward it to the ambulance to
happen at place Y.

3.3.3. Black Hole Assault. Black hole assault [42–45] is a
category of routing assault in which amalicious node attracts
the victim’s node on the network. Furthermore, it assures
transmitting data through it by presenting the shortest path
to the receiver node [29, 46]. %e victim node chooses that
shortest path and sends the data packet; any malicious node
may drop the message or misuse the message for its own
[41, 47, 48]. Figure 9 depicts that Car K desires to submit
messages to Car P and Car Q, but it has no routing path for
those nodes. %erefore, Car K activates the route detection
process. Route request is redirected to Car B and Car L. Now,
a malicious vehicle, Car L, claims that it has the shortest
route to arrive at Car P and Car Q. According to the
availability response, Car K sends every data packet to Car L
and becomes a black hole assault victim.

3.3.4. Worm Hole Assault. Worm hole assault [49] is an-
other type of routing assault. In a worm hole attack, a
malicious node receives the message from the authenticated
user at any place in the network, and, with the help of
another malicious node, it creates a tunnel between two
malicious vehicles [29, 46]. Figure 10 shows a wormhole
assault in VANETs.

3.3.5. Gray Hole Assault. Gray hole assault is an extended
version of black hole assault, wherein the malicious node
also shows itself as part of the network. It sends a request
message to victims’ nodes and shows as the shortest path
route node; in gray hole attacker [50] also received the data
packets but did not drop all packets like black hole attack. It
only dropped few data packets. In Figure 11, Car H shows
that part of the network and presents the shortest path for
communication to Car G. It is complicated to identify this
type of attack because it is not continuous. It is created for
limited time period for a specific purpose [29].

3.3.6. Masquerading Assault. In a masquerading attack, the
attacker sends packets on behalf of other vehicles by using
the identity of those vehicles [51]. In Figure 12, the C shows
itself as a police van, and, through that deception, the node
makes the other nodes reduce their speed or stop the node.

3.3.7. Global Positioning System Spoofing Assault. Global
positioning system spoofing attack is another name for
location faking assault. According to this category of assault,
the assailant tries to vary their present location identity and
forward fake information from the GPS by using such a
method, by not showing the existing location to other nodes
and pretending to be in an incorrect location to others. %is

Replay
(M, tn)

Spoof

Attacker

Figure 5: Message replay.
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assault is done by the attacker with the help of set of nodes
[29]. In Figure 13, three nodes are moving on the Road-ID 8;
however, they do not show their present location and for-
ward the network’s incorrect information. RSUs acquiring
such details show that there is no node on Road-ID 8.

3.3.8. Brute Force Assault. In the ad hoc network, the sender
vehicle sends the message to the receiver vehicle with the
help of other nodes if the receiver vehicle is beyond its range.
%us, for the sake of security, the sender nodes or vehicles
encrypt the message and submit towards the target via any

 
Car C attacker

Factory
Bank

Car D

Car C Car C
Car B

Car C

Car 
C

RSU

Car A

Figure 7: Sybil assault.

 
Car C attackerLocation-Y

Ambulan
ce

Car C
Car E

Car F Accident

Car D Location-X

RSU

Figure 8: Node impersonation assault.

Jammer

Road side base station

Figure 6: Jamming assault.

Security and Communication Networks 7



intermediary node. %is type of attack is a cryptography
assault wherein the intermediary node will serve as an as-
sailant that strives to decrypt the message through various
decryption techniques [29, 52]. Figure 14 shows that Car L
wants to send information to Car Q, while Car Q is far away.
%us, Car L sends the encrypted data packet to Car Q
through Car N that is a malicious node which may attempt

brute force assault and decrypt themessage through a variety
of decryption techniques.

3.4. 9reats in Protocol Layer of VANETs. VANETs Routing
Protocols (RP) consist of two groups, one is topology-based
and the other is position-based routing. Every node is well
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aware of the network layout in topology-based RP and sends
messages using the accessible nodes and network connection
information. One of the other side position-based RP nodes
must be aware of the other node’s location or position in
which packet is being forwarded [53]. Figure 15 shows the
two types of VANET routing protocols.

3.4.1. Topology-Based Protocol. %e fundamental principle
of the table-driven protocol is predetermining the route or
path. It must gradually update the routing table every time
the routing table is updated and share with neighboring
node regularly [54]; therefore, while one node desires to
communicate with another node, they already know about
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the path. One significant advantage of proactive protocols is
the availability of path when the node wants to communicate
on a network, but bandwidth decline is due to the generation
of traffic caused by the swap of control packets [53, 55].
Proactive protocol examples are OLSR, DSDV, and GSR.

(i) Advantages:

Tracing the location of the route is not needed
Low latency when running in real time

(ii) Disadvantages:

Vacant routes consume an important session of the
unoccupied bandwidth

3.4.2. Optimized Link State Routing. In MANETs, OLSR
[56] is the table-driven routing protocol. OLSR can be
regarded as the strength of a link-state algorithm for its
benefits in relation to finding the path of any node whenever
needed. Initially, using a particular node called multipoint
relays (MPRs) [57], OLSR decreases the overhead from
flooding of control traffic. In MPRs, select only those
communication nodes that are the best path to provide from
the source only to the destination, so MPRs help control
traffic. Secondly, in OLSR requisite, just partial link states are
flooded with an objective to present the shortest path routes
[53, 58]. OLSR neighbor list table consists of up-to-date
information which can be obtained from the neighboring
nodes after exchanging its link-state information with those
neighboring vehicle/nodes at regular intervals. As in link-
state protocols, the routing messages created on a link are
changed dynamically. %is minimizes the number of control
messages sent over the network which considerably [59] can
deal with the blockage in traffic in VANETs, by forwarding
and relaying the message to the nodes [58, 60].

3.4.3. Destination Sequenced Distance Vector. Bellman and
ford have developed a centralized algorithm for assessing the
shortest paths in weighted graphs. It was designed by

Bertsekas and Gallager to execute in a distributed vogue
called Distributed Bellman-Ford (DBF) algorithm [53, 61].
In DBF, all single nodes keep up the cost to arrive at each
familiar destination. Hence, DBF comprises entries in the
routing table. %e routing table has no entry at the start, and
all nodes start issuing a periodic broadcast message to its 1-
hope neighborhood. %e main drawback of this protocol is
that it leads to count-to-infinity and looping problems. %e
loop may appear if the information regarding the assessment
of shortest route becomes outdated. %e primary purpose
behind the origin of DSDV is to avoid the formation of
loops. In DSDV the nodes converse with other network
nodes. Each node has a routing table that refers to another
network node that stores the necessary information con-
cerning accessible destinations and the number of hopes to
reach every node routing table. To maintain reliability in
dynamically varying topologies, every vehicle/node ex-
changes its routing information with other neighbor vehicle/
node at regular intervals or instantly while new information
is updated in the routing table [54]. Every vehicle/node has
its unique sequence number with each path as mentioned
below:

(i) %e target Internet protocol address
(ii) Number of hops requisite to arrive at the target

location
(iii) %e sequence number of the information received

about that target location as initially marked by the
target location

3.4.4. Global State Routing. Global state routing is a table-
driven routing protocol; the link state algorithm is the basis
of the global state routing protocol. It modifies and extends
the connection state algorithm by limiting the message’s
middle vehicle/node renewal information. Each node in GSR
holds a list of neighboring nodes, a topology table, and the
next table of hope [59].%e neighbor list table consists of up-
to-date information which can be obtained from the
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neighboring nodes after exchanging its link-state informa-
tion with those neighboring vehicle/nodes at regular in-
tervals. As in link-state protocols, the routing messages
created on a link are changed dynamically. %is minimizes
the number of control messages sent over the network
considerably [59].

3.5. Reactive Protocols (On-Demand). %e fundamental
principle of reactive protocols is path allocation when the
vehicle wants to communicate with another vehicle. Routing
protocols have the key advantage of saving bandwidth in the
reactive protocol when the node sends a message to the first
path to be discovered. When a path is final from source to an
intended destination, it is updated in the routing table and is
then used for communication among source node to an
intended destination node, and this path remains occupied
with another node till the communication is completed
[60, 62] (Reactive Protocols Example: AODV and DSR).

(i) Advantages:

To update the routing table, periodic flooding in the
network is not required. Flooding is only done
when required.
It saves the bandwidth.

(ii) Disadvantages:

For path discovery latency is high.
Too much flooding of the network disrupts the
node’s communication.

3.5.1. Ad Hoc On-Demand Distance Vector (AOVD).
AOVD [28, 47, 61, 63], in MANETs, AODV protocol, is used
for on-demand routing purposes with reactive routing. In
the AODV protocol, routing table is maintained to store the
next node routing information, i.e., for the target location
nodes, and each routing table is used for a specific time
period. If the path is demanded within a specific time, it
becomes expired. Later, if a node wants to communicate,
then again it finds a new route. In AODV, when the source
node sends data, it checks the routing table and sends if the
route is available. Otherwise, it needs to start the pathfinding
process again to discover the finest route source to the target
location for the purpose of transmitting packets through the
broadcasting of route/path request (RREQ) message to its
neighbor node. AODV was geared towards reducing the
distribution of control traffic and stopping data traffic
overhead, improving scalability and efficiency
[16, 53, 58, 60, 64]. Figure 16 shows that in AODV the
messages RREQ and RREP are used. In this figure, node S
wants to communicate with node D, and all nodes are
connected to their neighbor nodes and submit an RREQ
message while every node sends REEQ message to the
neighbor node. After receiving the RREQ message, every
node sends back an RREP message. When all RREP mes-
sages are received, the source node chooses the best path and
starts communication [57].

3.5.2. Dynamic Source Routing Protocol. DSR [65, 66] is a
type of reactive routing protocol. If the vehicle desires to
communicate with another vehicle in the network, it will
search for a path and send packets to the intended desti-
nation. First, the vehicle searches a path after broadcasting a
Route Request (RREQ), and this request passes through
different nodes till the destination node where data need to
be transferred. After they receive the path demand message,
the intended destination broadcasts a Route Reply (RREP)
packet back to the source vehicle with a unique ID. %e
dynamic source routing protocol stores the path informa-
tion. If any unbroken connection or vacant path exists, then
information is processed through path repairs. If there is any
error on the path, the vehicle will send the Route Error
message to the network [66]. DSR protocol is used in
VANETs to maintain the network information and submit
information about the traffic towards road-side unit [58, 66].
Table 1 shows the features of three routing protocols.

3.5.3. Security Issues for 9ese Protocol Types. %e AODV is
a part of a reactive routing protocol. AODV’s key benefit is
that it is uncomplicated, takes less memory, and does not
produce additional communication traffic along with the
active connection. In AODV, the assailant might publicize a
path with a slighter interval metric than the actual interval or
publicize routing updates with a big sequence number after
annulling all routing updates from supplementary nodes. An
additional upgrade edition of AOVD proposed to solve these
issues is secure AODV that presents more protected sub-
stantiation and truthfulness in AODV through the multihop
link [67]. DSR protocol is another type of reactive protocol.
%e dissimilarity between them utilizes source routing
sooner than relying on the routing table at every interme-
diary node. In DSR, another option is available; i.e., the data
packets in this protocol can be forwarded on a hop-by-hop
basis. It is feasible to vary the source route as planned in the
attacker’s route request or route reply packets in dynamic
source routing. In DSR, removing a node from a list,
changing the order, or adding a new node to a list are
potential hazards [67]. In DSDV, significant security issues
are scalability and also inappropriate DSDV for extremely
dynamic VANETs.

D
S

RREP

RREQ

Figure 16: AODV RREQ and RREP message.

Security and Communication Networks 11



3.6. Position-Based Protocol. %e geographic location of the
destination is determined in location-based routing. %e
positioning-based RP is generally proposed for the ad hoc
network and does not use the network address to send data
from the source to the intended target location. In VANETs,
the transmission range is lower due to this frequent crash in
the routing path. It is also due to gaps and crashes in the
network. %e problem of fading effect in urban highway
environments, like tunnels and giant buildings, causes severe
signal loss [68, 69]. Table 2 provides a summary of position-
based protocol challenges and countermeasures.

Position-based routing is separated into three major
groups detailed as follows:

(i) Nondelay tolerant
(ii) Delay tolerant
(iii) Hybrid

3.6.1. Nondelay Tolerant Network. %e position-based first
category is based mainly on greedy forwarding. Greedy
perimeter stateless routing (GPSR) [70] protocol is used in
greedy forwarding. GPSR uses only city scenarios because
the dilemma is routing loops, an overlong path structure,
and incorrect packet orders enhancing [69]. GPSR is pro-
posed for MANETs; GPSR has a stumpy packet delivery
ratio. Another protocol used for connectivity-aware routing
is called A-STAR [68] for city buses for maintaining the
path-based information. %is algorithm might help to find
the shortest route by giving connectivity among the ve-
hicular nodes [69].

3.6.2. Delay Tolerant Network. Delay tolerant network [68]
is also known as disruption tolerant network [1], delay-
tolerant network, and store-carry-and-forward process-
based network. Most of the current VANETs protocol had
been proposed for immobile destinations. Vehicle-assisted
data delivery (VADD) [70] is based on a carry-and-forward
mechanism. A protocol connectivity-aware minimum delay
geographic routing (CMGR) is similar to VADD. If we
compare the CMGR and VADD, CMGR performs better as
compared to VADD [69].

3.6.3. Hybrid Protocol. %e hybrid protocol is a fusion of a
Non-DTN and a disruption tolerant network. Geo-
DTN+Nav for geographic transmission is a paradigm of

hybrid protocol. In the hybrid protocol, we suppose that the
target is standing still, being the reason for delay when one
node switches to another. In GeoDTN+Nav [56], the
message first switches to the perimeter node before moving
to the disruption tolerant network for the enhanced
broadcast of the message [69].

3.6.4. Issues for 9ese Protocol Types. %e crucial issue of
GPRS is packet loss, and high delay could result in the loss of
many hopes; as a result, perimeter mode forwarding may be
expanded. STAR’s reliability is drastically diminished by
using a static street map to route packets of approximately
possible radio obstacles, such as city buildings. GPCR uses
no external static street map, so it is not easy to discover the
intersection specifications. VADD is affected by the dynamic
nature of the vehicular ad hoc network. It may cause a
significant delay in delivery due to the traffic density [70].

3.7. Issues in the Application Layer of VANETs. %e primary
purpose of the protocol in the application layer is to min-
imize the end-to-end delay. However, sending emergency
messages should arrive at the target vehicle by maintaining
the deadline to supply service quality. In other applications,
for instance, infotainment services delay is inevitable [71].
Vehicular information transfer protocol [72] is an appli-
cation layer communication protocol to assist disseminated
and ad hoc services infrastructure in VANETs. Two primary
attacks on the application layer are malevolent code assault
and repudiation assault. In malicious code attacks, malicious
vehicles that want to attack networks send malicious codes
like a virus, Trojan horse. %ese types of attacks damage the
vehicle application and affect their services. In the repudi-
ation attack [32], for instance, an application runs on a
network that is used to control, track, and log user action,
hence encouraging malevolent manipulation or spoofing of
the recognition of new actions [71].

4. Solutions in VANETs

%is section provides a brief review of the works furnished in
the domain of VANETs security solutions. Table 3 provides a
summary of challenges and countermeasures in VANETs.

4.1. Authenticated Routing for Ad Hoc Networks. %e ARAN
[73] routing protocol is based on AODV. In ARAN, a third
party called certificate authority (CA) is responsible for
sending a signed certificate to the nodes, upon receiving a
certification request to CA. Asymmetric encryption tech-
niques are used to verify the authenticity of secure path
detection, and time tags are used to clear the path [75].

ARAN essentially has five steps:

(i) Certification
(ii) Authentic path finding
(iii) Authentic path setup
(iv) Path maintenance
(v) Key revocation

Table 1: Contrast of AODV, DSDV, and OLSR features.

Protocol property AODV OLSR DSDV
Reactive Agreed Not Not
Route maintained in Route table Route table Route table
Quality of service support Not Agreed Not
Multicast routes Not Agreed Not
Distributed Agreed Agreed Agreed
Unidirectional link Not Agreed Not
Support multicast Agreed Agreed Not
Periodic broadcast Agreed Agreed Agreed
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In the ARAN path, the authentication process is done in
every step by adding each middle node’s sign and certificate,
so this protocol solves the impersonation problem.

4.2. Secure and Efficient Ad Hoc Distance Vector Protocol.
Working over DSDV, the secure and efficient ad hoc dis-
tance vector protocol (SEAD) [74] uses the authentication
process hash function. SEAD uses destination sequence
number to ensure path freshness, which assists in avoiding
the wrong path. To ensure path authenticity, the SEAD uses
hashing on each intermediate node [75].

4.3. Ariadne. Working on DSR, this protocol uses sym-
metric cryptographic operations. %e one-way hash and
MAC functions are used for substantiation and are trans-
mitted via a shared key between nodes. %e TESLA uses
Ariadne-based authentication for data transmission. %e
TESLA time interval is used in the route discovery and
authentication process [75].

4.4. SAODV. %is protocol proposed the integration of
security measures into the AODV protocol. All routing
correspondence is signed digitally to assure legitimacy, and

hash functions are used to guard hop count. %e route
response cannot be sent in this intermediate node method,
even though they know the new path. %is problem can be
solved by double signature; in addition, it raises the system
complexity [75].

4.5.A-SAODV. A-SAODV is an extended version of SAODV,
which has an experimental adaptive response decision attri-
bute. Depending on the length of the queue and the threshold
conditions, eachmiddle nodemay come to a decision, whether
to send a response to the source node or not [75].

4.6.One-TimeCookie. Usually, cookies are allocated for each
session for session management. However, this protocol
gives OTC the concept to protect the system from session
abduction and SID stealing. OTC produces a token for every
request, and these tokens are linked to request using HMAC
to avoid the token from being reused [75].

4.7. Elliptic Curve Digital Signature Algorithm. ECDSA [77]
algorithm utilizes a digital signature. Additionally, ECDSA
ensures the genuineness and protection of the digital

Table 3: Summary of challenges and countermeasures in VANETs.

Challenges Techniques/technology Countermeasures
Replay assault

Asymmetric encryption techniques are used to verify the authenticity of
secure path detection, and time tags are used to clear the path.

Authenticated routing for ad hoc
network protocol [73]

Impersonation
assault
Eavesdropping
assault
DoS assault

It uses the authentication process through one-way hash function. Secure and efficient ad hoc distance
vector protocol [74]

Routing assault
Impersonation
assault
DoS assault %is protocol uses symmetric cryptographic operations. %e one-way hash

and MAC functions are used for substantiation and are transmitted via a
shared key between nodes.

Ariadne [75]Routing assault
Replay assault
Routing assault

It uses digital signature and hash function. SAODV [75]Impersonation
assault
Bogus information
Routing assault

It uses digital signature and hash function. A-SAODV [75]Impersonation
assault
Bogus information
Session hijacking Cookies are allocated for each session for session management. One time cookie [75]

Sybil assault Identifying amalicious node is achieved by discovery of two or supplementary
nodes with similar trajectories motion.

Robust method for Sybil assault
detection [76]

Impersonation
assault It uses registration ID technique. Holistic protocol [75]

Table 2: Summary of position-based protocols challenges and countermeasures.

Challenges Environment (traffic) Countermeasures
Local optimal and link break City traffic environment (no use of static external map) GPSR protocol [70]
Maintain path base information Static street map A-STAR protocol [68]
Predictable vehicle mobility City traffic environment VADD and CMGR protocols [69, 70]
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signatures through hash and related symmetric key opera-
tions. It can be initiated once both the sender and the re-
ceiver agree upon the parameters for elliptical curve domain
parameters [75].

4.8. Robust Method for Sybil Attack Detection. RobSAD [76]
approach’s core principle is that drivers cannot have the
same movement pattern for two different vehicles, as every
human being drives along with their comfort. Identifying a
malicious node is achieved by the discovery of two or
supplementary nodes with similar trajectories motion [76].

4.9. Holistic Protocol. %is protocol describes the method of
authentication by registering the vehicle/node by RSU. %e
vehicles send Hello message to the RSU during the vehicle
registration process; RSU then prepares and sends the
Registration ID (consisting of the license number and
registration number of vehicle) to the node. Additionally,
the verification is complete through a RSU certificate. If the
vehicle is genuine, only information will be shared; other-
wise, it will be blocked [75].

4.10. Challenges in the Physical Layer of VANETs. Due to the
high speed, the signals of VANETs entities undergo mul-
tipath fading and Doppler frequency shifts. Hence, due to
the effects of the multipath fading and frequency shifts, the
need of physical layer communication arises. For testing the
application, V2V uses radio and infrared (IR) waves to
communicate. %e V2V communication occurs through
excessive frequencies like micro- and millimetre waves. %e
waves that belong to the infrared andmillimetre category use
the line of sight communication [71, 78].

%e DSRC physical layer includes the 802.11p OFDM,
which operates within 5.9 GHz band (5.885–5.9.5) range
with a maximum of 10MHz channel [78]. %e underlying
data rate is approximately 3Mbps, and the default data rate
is 6Mbps. %e physical layer in VANETs is a thoroughly
researched area. From transmission control to using
multiple (or individual) antennas and from evaluation to
channel-to-channel selection, there are numerous aspects
of the physical layer which contribute to network scal-
ability. Owing to the spread of delays and mobility on
several roads, the multipath environment makes com-
munication extremely challenging. Delay-spread frequency
selective fading and mobility cause time-selective fading.
%e need of the line of sight leads to a significant delay
owing to dispersal, and Doppler spreads [79]. %e chal-
lenges to the physical layer in VANETs consist of the
following.

4.10.1. Dual and Single Radio. %e coincidence among
single and double radio is still vague. Although dual-radio
has different clear benefits, inserting a second radio into the
survival of single radios does not boost protection contact
efficiency under the default scheme [79].

4.10.2. Model for Propagation. Vehicular ad hoc networks
work in three types of environments: countryside, city, and
highway. %e free-space model used for the highway is not
rigorously exact as the signal passes through the adjacent
reflections. %e city free-space model can be effected by
shadowing and multipath fading. In a rural environment,
some other factor, like trees and hills, can cause lots of
reflection [79].

4.10.3. Selection of the Channel. An analytical and simula-
tion study is required at the physical layer for the channel
selection. A game-theoretic approach can be used for
selecting the best channel and data rate [79].

4.10.4. Channel Estimation. We require advanced channel
estimation techniques in VANETs to acquire a correct
channel state information (CSI) [79].

4.10.5. Variety of Techniques. Fading and interfering effects
can be minimized using a range of techniques [79].

4.11. Algorithms in the Protocol Layer of VANETs. %e re-
liance on remote correspondence, control, and handling
innovation renders IoV dynamically weak against potential
ambushes, such as remote interruption, control, and di-
rection [80]. For itself, compelling validation courses of
action envisioning unapproved visitors must be directed to
adapt to these issues. %us, this work focuses on the security
and protection by structuring up twofold verification con-
spiring for Internet of Vehicles as demonstrated by its
different situations. In any case, the OBU self-makes an
unclear personality and provisional encryption key to open a
validation session. Second, the trust master’s legitimacy of
the node’s actual and baffling personality can be confirmed
(TA). Table 4 provides a summary of algorithms in protocol
layers of VANETs challenges and countermeasures.

Zeng et al. [81] proposed a new route for city VANETs
formed by connectivity analysis based on geographical
position to conquer the general mistakes of VANETs route
in the city area. In combination with a digital city map,
LCGL manages the geographical position information about
nodes and connections. LCGL selects the shortest connected
route to forward the data packet to the route and link length.

As per Sun et al. [82], several open communication
protocols overlook the nearness of structures or difficulties
accessible amid viable use, mainly in urban regions. %ese
deterrents can cause signal fading or even square direct
communication. Numerous vehicles are often left on the
road side. As a result of their location, these left vehicles can
be utilized as transfers to successfully lessen the shadowing
impact of deterrents and even tackle communication issues.
In this work, the author exhibited left-vehicle right-hand off-
routing communication in vehicle ad hoc networks. %e
author of [82] proposed a practical left vehicle associate
hand-off routing calculation made out of four sections: an
occasional Hello packet trade instrument, competitor
transfer list update, communication connect quality
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evaluation, and hopeful hand-off rundown selection. Sim-
ulation results uncover evident advantages for lists, such as
the nature of communication, achievement rate, and time
delay.

Ad hoc vehicular networks have twisted into an in-
creasing innovation that can gratify the interest of advancing
associated vehicles and developing prerequisites for the
Canny Transportation Framework (ITS). Authentications
are utilized to confirm vehicular correspondence though the
declarations of vehicles should be disavowed if every vehicle
is found to get out of hand hubs. In VANETs, authentication
disavowal Certificate Revocation Lists (CRL) must be in-
stantly conveyed to every single vehicular hub to avoid
redundant correspondence with the noxious hubs. Be that as
it may, because of developing several testaments, the mea-
sure of CRL constantly increases, and, subsequently, it ends
up hard overseeing and conveying the CRL in vehicular
networks. %e author presents a compelling and adaptable
plan to convey a declaration denial list in the various leveled
engineering of VANETs [92].

Rahman and Tepe [83] stated that the DSRC/WAVE
system is standardized to broadcast critical security infor-
mation with IEEE 802.11p as MAC protocol. Studies show
that IEEE 802.11p fights the adverse effects of asymmetric
radio communications and mobility problems in V2V and
V2I communication. %e author provides a well-organized
and consistent cross-layer algorithm for problems with V2V
and V2I communication. %e analysis shows that the
multilevel algorithm’s proposal removes channel access
conflicts and confirms improved channel usage.%e solution
can be the dissemination of up to three jumps without
routing protocol. %at is chiefly significant for security and
emergency critical message of area vehicle network.

Kumar andMann [84] considered the safety of VANETs.
As per Kumar et al., the security of the vehicles or nodes can
be enlarged if the network accessibility is increased. If the
denial of service of attack happens on the network, the
availability of the network decreases. %e authors proposed
an algorithm that was proficient at sensing the numerous
malicious nodes or vehicles that transfer the unrelated
packet to squeeze the network and ultimately stop the
network from transmitting the safety information messages.
%e proposed algorithm simulated on NS-2 and the quan-
titative values of packet delivery ratio, packet loss ratio, and
network throughput demonstrates that by detecting the
denial of service attack in a good time, the proposed al-
gorithm improves the network security.

Vehicular ad hoc network aims to improve trans-
portation efficiency and safety. VANETs have open nature of
wireless medium, so the number of chances of various at-
tacks in this work increases.%e authors proposed a solution
for DOS attack which uses the redundancy removal
mechanism consisting of rate decreasing algorithms and
state transition mechanism as its components.

%e protocol of Malla and Sahu [85] uses various existing
solutions (channel switching, frequency hopping, multiradio
transceivers, and communication technology). %e pro-
posed solution betters the security in VANETs without using
cryptographic techniques.

Due to high mobility in VANETs, secure routing is a big
issue [86]. %e topology nature of VANETs is dynamic;
paths are regularly updated, and sometimes the commu-
nication link breaks due to hurdles such as buildings,
bridges, and tunnels. It is challenging to determine the
reason for packet drop because persistent connection
breaks can cause packet drop, resulting in deterioration of

Table 4: Summary of algorithms in protocol layers of VANETs challenges and countermeasures.

Paper Challenges Countermeasures

Zeng et al. [81] Connectivity analysis in city based on geographical position Link connectivity analysis on geographic
location (LCGL) routing scheme

Sun et al. [82] Road side vehicle communication issue Practical left vehicle associate had off routing
Rahman and Tepe
[83]

Channel access conflicts confirming improved channel usage in cross
layer V2V and V2I communication\enleadertwodots Multilevel algorithm removing these issues

Kumar and Mann
[84]

Multiple malicious node detection in the network and avoiding DOS
assault Packet detection algorithm

Malla and Sahu
[85]

Various existing solutions using cryptographic techniques are time
and resources consuming

%e proposed solution betters the security in
VANETs without using cryptographic

techniques
Waraich and
Batra [86] DOS assault recognition Quick response table and recognition of the

DOS attack
Jeffane and
Ibrahimi [87] DOS assault on the physical and MAC layers in IEE standard 802.11p Packet delivery ratio (PDR) metric to detect the

DOS attack
RoselinMary et al.
[88] Detecting the DOS assault before the verification time Attacked packet detection algorithm

Singh and Sharma
[89] DOS attack is the main challenge to network availability Proposing an enhanced attacked packet

detection algorithm
Quyoom et al.
[31] Detecting the DOS assault Proposed MIPDA

Issac and Mary
[90] Protection against DOS assault to mitigate packet loss Updated prediction-based authentication

method (PBA)

Sohail et al. [91] Security challenges in VIoT, such as efficient trust assessment,
certified user nonfunctioning and secure information diffusion

Proposing a new scheme, trust enhanced on-
demand routing (TER)
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network performance in vehicular ad hoc networks. %is
also happens due to the existence of security threats.
VANETs are subclass of MANETs and exist in the same
attack. Researchers have already developed different se-
curity mechanisms for safe routing in MANETs, but these
solutions are not compatible with VANETs because of
specific attributes. A vehicle can communicate with other
vehicles (V2V) as well as communicating to infrastructure
(V2I). Waraich and Batra [86] proposed a solution to avoid
the DOS attack to ensure routing for both forms of
communication. %ey use the quick response table and
recognize the DOS attack.

VANETs are a subgroup of MANETs. It is developed to
provide communication between vehicles and fixed equip-
ment (RSU) to give each other’s range. VANETs are very
sensitive to safety issues. Jeffane and Ibrahimi [87] proposed
a new mechanism that focuses on the denial of service attack
on the physical and MAC layers in IEE standard 802.11p.
%is solution uses the packet delivery ratio (PDR) metric to
detect the DOS attack.

Security for VANETs is vital because their very presence
relates to critical circumstances that are life-threatening [88].
VANETs are a subgroup of MANETs. All nodes or vehicles
are equipped with an On-Board Unit (OBU), enabling data
from one node to another in the network to be sent and
received. In vehicular ad hoc network communication in-
terface provided by the on-road infrastructure, to detect the
denial of service attack before verification time, Roselin
Mary et al. [88] proposed a new algorithm (attacked packet
detection algorithm).

Important information shared for vehicle protection is
the major issue. %e node is self-organized, highly mobile,
and of free movement in a vehicular ad hoc network, so any
node may communicate with any other node that may (or
not) be trustworthy. %is is the area of concern inside the
VANETs security horizon. %e road-side unit is responsible
for every node at all times and provides the communication
of secure information.%e vehicles and the RSU are prone to
several security attacks like selfish driver attacks,
masquerading attacks, Sybil attacks, and alteration attacks.
DOS attack is the main challenge to network availability.
Singh and Sharma [89] proposed an enhanced attacked
packet detection algorithm, which prohibits network per-
formance deterioration even under this attack. EAPDA
checks the nodes, detects malicious nodes, and better gets
the throughput with minimized delay, thus improving
security.

As per Quyoom et al. [31], the security of VANETs
plays a vital role in sustaining essential life. A sensitive,
life-related information network must be open at all times
for secure communication. Several types of attacks and
threads possible in VANET were subject to the network
accessibility problem. %ese attacks include Sybil attacks,
misbehaving attacks, incorrect vehicle position infor-
mation, and selfish driver and jamming attacks. Among
these attacks, a significant threat to the information
economy is the denial of service attacks. To analyze and
detect the DOS attack, the authors proposed a Malicious
and Irrelevant Packet Detection Algorithm (MIPDA).

Issac and Mary [90] used the updated prediction-based
authentication method (PBA) to protect against VANETs
DOS attack to mitigate packet loss caused by vehicle mo-
bility. %e primary aim is to reduce the delay in validating
emergency vehicles such as ambulances and fire services.%e
architecture of the PBA is such that the beacons cannot be
predicted by the sender vehicles. %is process has been
shown to be secure as a result.

%e IoTplays an essential role in connecting the network
with the world and new technologies. However, VANETs
being an important segment of IoT have faced various
challenges due to the high mobility and dynamic nature of
the network. IoT focuses in future to allow internetworking
to disseminate information. Previous security solutions to
vehicular Internet of %ings (VIoT) focus more on privacy
protection and security-related challenges using PKI. Sohail
et al. [91] proposed a new scheme, trust enhanced on-de-
mand routing (TER). %is scheme overcomes the security
challenges in VIoT, such as efficient trust assessment, cer-
tified user nonfunctioning, and secure information
diffusion.

4.12. Solutions in the Application Layer of VANETs. %e
principal aim for the application layer protocols is to de-
crease the end-to-end delay caused by sending emergency
messages. In other applications, for instance, infotainment
services delay is predictable. Vehicular Information Transfer
Protocol (VITP) is an application layer communication
protocol to support distributed and ad hoc service infra-
structure in VANET [71]. Two possible primary assaults in
application layer are malevolent code attack and the repu-
diation attack. In malevolent code assault, malevolent ve-
hicles send malevolent code or programs, for instance,
viruses, Trojan horses. %ese malicious codes damage the
vehicle application and affect their services. A repudiation
attack, in which attackers control the whole network with the
help of the various applications, gets all information quickly
and manipulates the message. %e application layer is ca-
pable of detecting DoS attacks than other layers [71].

Two schemes were proposed in [67]; the first scheme is
an application-aware control scheme in which all accessible
applications should be periodically registered and updated
and forwarded to all other VANETs nodes. %e second
scheme includes the unified routing scheme that will route a
packet of precise applications according to demand and
safety requirements.

5. Conclusion

Consisting of mobile information and communication in-
frastructure, the VANETs play an important role in road
safety and travel comfort. However, as technology is growing
and VANETs are getting more popular, security vulnera-
bilities are increasing rapidly, which ultimately restricts the
widespread usage of the VANETs. In this article, the security
vulnerabilities of VANETs are surveyed. %e article also
provides layer-specific attack classification in the VANETS
protocol stack. Besides, we also provided a discussion on
several countermeasures.
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While cloud computing and Internet of *ings (IoT) technologies have gradually matured, mobile intelligent transportation
systems have begun to be widely used. In particular, the application of vehicular ad hoc networks (VANETs) is very convenient for
real-time collection and analysis of traffic data. VANETs provide a great convenience for drivers and passengers, making it easier
to choose routes. Currently, most research on VANETs obtains data through cloud servers. However, there are few studies on
cloud servers obtaining vehicle information through the roadside unit (RSU). In the process of reading traffic information, there
will be some private and sensitive information, which may be intercepted or tampered with in untrusted public channels.
*erefore, it is necessary to propose a protocol to protect vehicle data during the information reading phase. In this paper, we
propose a new provably secure authentication protocol to negotiate a session key before transmitting traffic information. *is
protocol can complete mutual authentication and generate a session key. Finally, security analysis and performance analysis show
that our protocol is secure and efficient.

1. Introduction

Due to social and economic development, motor vehicles
are rapidly spreading. At the same time, the rapid in-
crease in the number of vehicles on the road has also
made the traffic situation more complicated, and there
will be many traffic problems, such as traffic accidents and
road congestion. *erefore, researchers apply artificial
intelligence [1–4], wireless networks, and sensor tech-
nology [5, 6] to road vehicle management, so that vehicles
can share information and release relevant road infor-
mation to alleviate traffic problems. *is is the vehicular
ad hoc network, which consists of vehicle-to-vehicle
(V2V) communication and vehicle-to-infrastructure
(V2I) communication. In the VANETs, the vehicle is
equipped with an on-board unit (OBU), so the vehicle
can be regarded as a mobile network node that can
communicate. *erefore, the vehicle can obtain the
corresponding road information from the cloud server
through the RSU and can also send the relevant infor-
mation recorded by itself to the cloud server. *e main

goal of VANET technology is to improve traffic efficiency
and increase driving experience. With the popularity and
development of VANET, it plays a key role in user travel
planning and road safety.

Although VANETs have various obvious benefits, their
security and privacy issues [7–9] are still the keys to whether
they can be widely used. In VANETs, the network envi-
ronment is open; attackers can capture various messages
transmitted in the network and can forge a legitimate vehicle
to send wrong information. *e transmission of wrong
information will mislead the driver to make the wrong
decision, bringing corresponding troubles and even dangers.
First, before information transmission, mutual authentica-
tion must be performed, and a corresponding session key
must be generated for subsequent information transmission.
*en the integrity of the message must be verified every time
a message is received. In addition, anonymity is indis-
pensable in VANET, because if the vehicle transmits its
identity on the network in clear text, the attacker captures
the information, and the vehicle can be faked or the vehicle
can be tracked.
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However, several kinds of research in VANETs mainly
focus on how to ensure that vehicles obtain corresponding
road information. In other aspects, vehicles can receive
current traffic conditions through RSU. Based on the in-
formation received, the driver can adjust the driving deci-
sion. Because the road conditions are changing, the RSU can
actively establish a communication request with the vehicle
to obtain the road condition information stored by the
vehicle sensor (as shown in Figure 1). Based on our best
knowledge, we propose a new provably secure mutual au-
thentication scheme for negotiating session keys before
transmitting traffic information in this paper. *e main
contributions of this paper are summarized as follows:

(1) A three-party AKE scheme is proposed, with vehi-
cles, RSU, and cloud servers. RSU actively sends a
request, completes mutual authentication with the
vehicle through the cloud server, and generates a
session key.

(2) Due to environmental constraints, the proposed
scheme only performs simple operations, such as
elliptic curve (ECC), bitwise XOR, and hash
functions.

(3) We conduct a security analysis of the protocol, in-
cluding formal analysis, informal analysis, and
ProVerif simulation.

(4) Finally, the performance of the proposed protocol is
evaluated. Compared with the existing methods, we
show that our protocol is feasible.

*e remainder of this paper is organized as follows. In
Section 2, the latest research results of the AKE protocol and
related research on security authentication in the VANET
environment are reviewed. Section 3 describes our proposed
protocol in detail. *en, in Sections 4 and 5, the security
analysis and performance analysis of the protocol proposed
in Section 3 are carried out. Finally, the article is summarized
in Section 6.

2. Related Work

Many researchers have conducted a series of studies on
authentication and key exchange protocols in VANETs.
However, with the changes of various needs and scenarios,
many security issues have emerged in these studies.

First of all, in terms of an authentication protocol,
Lamport [10] proposed for the first time password au-
thentication in an insecure channel. Immediately afterward,
various two-party authentication schemes were proposed
[11, 12]. But, for the VANETs environment, the commu-
nication between vehicles can use a two-party authentication
scheme, and if the vehicle and the cloud server are au-
thenticated, the two-party authentication will cause trans-
mission delay, because two-party identity authentication is
generally used in a single-server environment. In 2001, Li
et al. [13] first proposed an authentication scheme in a
multiserver environment, but their scheme is inefficient
because it takes a lot of time to train neural networks. Later,
to complete efficient and secure identity authentication,

researchers began to introduce multifactor security. In ad-
dition to passwords, security factors such as smart cards and
biological information were introduced [14–16]. Recently,
Irshad et al. [17] proposed an authentication scheme under a
multiserver architecture based on the chaotic mapping. But
Wu et al. [18] found that Irshad et al.’s protocol cannot
guarantee user anonymity and is vulnerable to attacks by
privileged insiders. *erefore, Wu et al. proposed an au-
thentication protocol for distributed cloud environments,
claiming that their protocol can resist various known attacks.
However, Wu et al. [19] recently proposed an authentication
key exchange protocol under a multiserver architecture and
found that [18] has multiple security problems, including the
inability to provide perfect forward secrecy (PFS) and being
vulnerable to privileged internal attacks. Also, in a multi-
server environment, in 2017, Truong et al. [20] proposed an
ECC-based authentication scheme. *eir article discussed
that Yeh et al.’s [21] protocol cannot provide mutual au-
thentication and the key agreement phase is incorrect. In
2018, Zhao et al. [22] proposed a secure and efficient au-
thentication protocol based on passwords and smart cards.
*ey claimed that the scheme of Truong et al. could not
achieve the security authentication requirements of multi-
server authentication and could not resist offline password
guessing and impersonation attacks. However, Hassan et al.
[23] conducted a security analysis on the scheme proposed
by Zhao et al. and found that the scheme is vulnerable to
anonymity and traceability issues and is not suitable for a
multiserver environment. *en, on this basis, Hassan et al.
proposed an improved multiserver authentication scheme.

Currently, there are two research focuses on the
VANETs environment; one is efficient authentication, and
the other is privacy protection.*e former appeared because
of the large number of vehicles in the VANETs environment,
and data transmission and processing are very challenging.
In order to solve this problem, cloud computing began to be
applied to the VANETs [24]. In VANETs, cloud computing-
based authentication schemes have also begun to be widely
proposed [25–29]. *ese solutions reduce the server-side
service response time and improve authentication efficiency.
However, due to the number of vehicles involved and
management issues, network delays can also be caused.*en
cloud computing began to decentralize and fog computing
was used to solve the above shortcomings [15, 30–32]. *e
latter is because, in an open network environment, the
private information of vehicle users must be protected.
*erefore, the Conditional Privacy Preservation Authenti-
cation (CPPA) agreement was proposed [33]. In this pro-
tocol, the attacker cannot obtain the true identity of the
vehicle user through messages intercepted on the public
channel, but a trusted third party can calculate the identity of
the vehicle user who sent the message. In 2008, Zhang et al.
[34] proposed an identity-based verification scheme and
proved that their proposed scheme can practice conditional
privacy protection, trusting the authority to retrieve the true
identity of the vehicle from any false identity. In 2014,
Chuang and Lee [35] proposed the first authentication
mechanism using transitive trust relationship. Later,
Zhou et al. [36] used elliptic curve cryptography (ECC) to
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propose a new mutual authentication scheme based on the
mechanism proposed by Chuang and Lee and mentioned in
their paper that the scheme of Chang and Lee cannot resist
internal attacks. However, Wu et al. [37] found that Zhou
et al.’s scheme could not guarantee anonymity and was
vulnerable to identity guessing and impersonation attacks.
At the same time, they designed a new privacy protection
authentication protocol using ECC technology. Some re-
searchers have proposed the use of fog computing for in-
formation processing in the VANET environment. In 2019,
Ma et al. [30] proposed a new AKE protocol without bilinear
pairing. *ey believed that the proposed protocol is safe and
efficient. However, Eftekhari et al. [38] found that the
protocol of Ma et al. had security problems, such as internal
attacks, known session-specific temporary information at-
tacks, and stolen smart card attacks, and then they proposed
a safer and more efficient protocol. In 2017, Mohit et al. [39]
proposed a new vehicle communication protocol and be-
lieved that their protocol could resist attacks such as stolen
smart card attacks and impersonation attacks. However, Yu
et al. [40] found that Mohit et al.’s scheme could not provide
security attributes such as anonymity and mutual authen-
tication and would suffer impersonation and traceability
attacks. *en Yu et al. proposed a new security authenti-
cation protocol and proved that their protocol can resist
various known attacks. In 2020, Sadri and Rajabzadeh Asaar
[41] proved that Yu et al.’s protocol is vulnerable to tracking
attacks, impersonation attacks, sensor capture attacks, and
so forth and proposed a secure protocol for application in
VANETs.

Some studies have begun to design the AKE protocol for
the advantages of low latency and high reliability in the 5G
environment [42]; and, for some special occasions,

blockchain technology [43] is also used to complete the
authentication key exchange. Research similar to VANET
currently has similar flying ad hoc networks (FANETs).
Moreover, this environment is also vulnerable to serious
security threats. Due to these security threats, many security
protocols have been proposed in this environment [44–47].
*erefore, when studying VANETs, you can refer to some
security solutions in FANETs. However, most of the research
is carried out on the premise that the vehicle initiates a
communication request. So, it is necessary to propose an
authentication scheme in which a cloud server or RSU
initiates a communication request to the vehicle user to meet
the timely update of road condition information.

3. Proposed Scheme

In this section, we introduce in detail a new provably secure
mutual authentication scheme used to negotiate session keys
before transmitting traffic information. *e communication
entities in the proposed protocol include vehicle users,
roadside units, and cloud servers. For the convenience of
reading, the symbols used in the scheme are listed in Table 1.
*e proposed protocol has five phases, namely, the ini-
tialization phase, the vehicle registration phase, the RSU
registration phase, the login phase, and the authentication
phase.

3.1. Initialization Phase

(1) *e cloud server CS selects two large prime numbers
p and q and then constructs an elliptic curve E

defined about the domain Zq for q. *e points on E

Cloud server

RSU

RSU

RSU

RSU

Figure 1: A typical VANETs structure.
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form a cyclic additive elliptic curve group G, and the
generator P of G is obtained.

(2) CS selects two random numbers x and α and
computes β � α · P, where x is the long-term key of
the CS, α is the private key, and β is the public key.

(3) Finally, CS chooses a one-way hash function h(·).

3.2. Vehicle User Registration Phase. When the vehicle user
Vi wants to get the corresponding service, he/she must
register through the cloud server CS. *e main steps are as
follows. Figure 2 describes the process of vehicle user reg-
istration in detail.

(1) Vi chooses its own VIDi and then sends it to CS
through a secret channel.

(2) On receiving VIDi􏼈 􏼉, CS selects ni and computes
Kv � h(VIDi ‖ h(x ‖ ni)) and
PVIDi � h(VIDi ‖ Kv). *en, CS saves
PVIDi,VIDi, ni􏼈 􏼉 to memory and securely transmits
PVIDi, Kv􏼈 􏼉 to Vi.

(3) Finally, Vi computes (ϕi, θi) � Gen(Bioi), HPi �

Kv ⊕ h(Pwi ‖ ϕi), and Authi � h(Kv ‖VIDi) and
stores PVIDi,Authi,HPi, θi􏼈 􏼉 into OBU. Among
them, Pwi is the Vi ’s password, and Bioi is the Vi ’s
biological information.

3.3. RSURegistration Phase. *rough the registration phase,
RSUj can obtain the private key, as shown in Figure 3.

(1) RSUj selects a random number cj and computes dj �

cj · P and then sends the identity RIDj and dj to CS
securely.

(2) CS selects the pseudoidentity PRIDj of RSUj and the
random number kj. *en CS computes yj � kj · P +

dj and zj � kj + (yj + PRIDj) · αmodp, stores
PRIDj,RIDj, yj, kj􏽮 􏽯 in its database, and finally
sends PRIDj, yj, zj􏽮 􏽯 to RSUj.

(3) RSUj computes xj � zj + cj and then verifies
whether xj · P is equal to zj · P + cj · P. If the veri-
fication is passed, the private key distribution is
successful. *en PRIDj, yj, zj􏽮 􏽯 is stored in RSUj

memory.

3.4. Login Phase. Since the environment proposed by the
scheme is to complete mutual authentication and key ex-
change during vehicle operation, the vehicle user login will
be completed in advance. Figure 4 shows the login infor-
mation of the vehicle user.

3.5.AuthenticationPhase. *e entire authentication phase is
initiated by RSUj, which wants to communicate with the
running vehicle. *e detailed information is shown in
Figure 5.

(1) First, RSUj makes a communication request Request
and selects a random number rj to compute
Rj � rj · P. RSUj sends Request and Rj to Vi.

(2) After Vi receives the communication request, it
selects a random number ai and the current time-
stamp T1 and computes Ni, Mi, C1, C2 (see equa-
tions (1)–(4)).*en it sends Ni, C1, C2, T1􏼈 􏼉 to RSUj.

Ni � ai · P, (1)

Mi � ai · β, (2)

C1 � PVIDi + h Mi ‖ Rj ‖ Ni ‖ T1􏼐 􏼑, (3)

C2 � h PVIDi ‖VIDi ‖ Ni ‖ T1( 􏼁. (4)

(3) RSUj verifies the validity of the timestamp (by
|T2 − T1|<ΔT). RSUj computes Mj, C3, C4 (as
shown in equations (5)–(7)). Finally, RSUj sends
Rj, C3, C4, T2􏽮 􏽯 to CS.

Mj � rj · β, (5)

C3 � PRIDj + h Mj ‖ Rj ‖ T2􏼐 􏼑, (6)

C4 � h PRIDj ‖RIDj ‖ Mj ‖ T2􏼐 􏼑. (7)

(4) After CS receives the message, it first verifies whether
the timestamp is valid (by |T3 − T2|<ΔT). If the
verification is passed, it computes Mi

′ � xj · Ni and
PVIDi
′ � C1 − h(Mi

′ ‖ Rj ‖ Ni ‖ T1). *en it takes
out VIDi from the memory through PVIDi and
computes C2′ � h(PVIDi

′ ‖VIDi ‖ Ni ‖ T1). If C2′ and
C2 are equal, then perform the operation; otherwise,
terminate the session. *en, CS computes Mj

′ � α ·

Rj and PRIDj
′ � C3 − h(Mj

′ ‖ Rj ‖ T2) and then re-
trieves RIDj in the database through PRIDj. After
that, CS computes C4′ � h(PRIDj

′ ‖RIDj ‖ Mj
′ ‖ T2)

and completes the authentication operation. If au-
thenticated, CS selects a random number bs and a

Table 1: Notations and descriptions.

Notations Description
Vi *e ith vehicle end user
RSUj *e jth roadside unit
CS *e cloud server
VIDi Vi’s identity
Pwi Vi’s password

Bioi Biometric features of Vi

Gen(·)/Rep(·)
Generation/reproduction process of fuzzy

extractor
x *e secret key of CSP
PVIDi *e pseudoidentities of Vi

SK Session key
A *e attacker
h(·) One-way hash function
x ‖ y Concatenation
x⊕y *e exclusive-or operation with x and y
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timestamp T3 and computes
Ns, C5, C6, PVIDinew,PRIDjnew, C7 (see equations
(8)–(13)). Finally, CS updates the values of PRIDj

and PVIDi in memory and sends C5, C6, C7, Ns, T3􏼈 􏼉

to RSUj.

Ns � bs · P, (8)

C5 � bs · yj + yj + PRIDj􏼐 􏼑 · β􏼐 􏼑, (9)

Figure 3: Registration phase.

Figure 2: Vehicle user registration phase.

Figure 4: Login phase.
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C6 � PRIDj
′ + h VIDi ‖ Mi

′ ‖ T3( 􏼁, (10)

PVIDinew � h PVIDi
′ ‖ Mi
′( 􏼁, (11)

PRIDjnew � h PRIDj
′ ‖ Mj
′􏼐 􏼑, (12)

C7 � PVIDinew + h RIDi ‖ Mj
′ ‖ T3􏼐 􏼑. (13)

(5) RSUj also verifies the validity of the timestamp.*en
it computes C5′ � xj · Ns and verifies that C5′ is equal
to C5. If authenticated, RSUj computes PVIDinew,

C8, PRIDjnew (see equations (14)–(16)). *en it up-
dates the values of PRIDj in memory. Finally, RSUj

computes the session key SK � h(PVIDinew ‖ PRID
j ‖ rj · Ni) and sends C6, C7, C8, T3, T4􏼈 􏼉 to Vi.

Ns � bs · P, (14)

C8 � h PRIDj ‖ Rj ‖ Mi
′ ‖ T4􏼐 􏼑, (15)

PRIDjnew � h PRIDj ‖ Mj􏼐 􏼑. (16)

(6) After Vi receives the message, it checks the freshness
of timestamp. If it is confirmed, Vi computes
PRIDj
′ � C6 − h(VIDi ‖ Mi ‖ T3) and C8′ � h(PRIDj

′
‖ Rj ‖ Mi ‖ T4) and then verifies C8′? � C8. If au-
thenticated, Vi computes a new PVIDinew �

h(PVIDi ‖ Mi) and updates this value in the
memory. Finally, Vi computes the session key SK �

h(PVIDinew ‖ PRIDj
′ ‖ ai · Rj).

4. Security Analysis

In this section, we conduct a security analysis of the pro-
posed protocol and use the ROR model and ProVerif tool to
complete the formal security analysis [48, 49]; and, through
informal security analysis, we verified that the proposed
protocol has security features and can resist various known
attacks.

4.1. Informal Security Analysis. *is section is an informal
security analysis of the proposed protocol. We verify the
security attributes and attacks that the proposed protocol
needs to have one by one.

4.1.1. Mutual Authentication. After receiving the authen-
tication request from RSUj, Vi computes C2 �

h(PVIDi ‖VIDi ‖ Ni ‖ T1) and sends it to CS through RSUj.
After CS receives the RSUj message, the computed C2
contains the parameters PVIDi,VIDi􏼈 􏼉. Only legitimate
users can generate correct C2, so that CS can verify the
identity of the user and the legitimacy of the information by
verifying whether C2′ is equal to C2; that is, CS authenticates
Vi. Similarly, the server computes C4, RSUj computes C5,
and Vi computes C8, respectively, indicating that CS has
authenticated RSUj, RSUj has authenticated CS, and Vi has
authenticated CS. In summary, Vi and RSUj can perform
mutual authentication in the protocol.

4.1.2. Man-in-the-Middle Attacks. By intercepting the in-
formation in the public channel,Amay launch man-in-the-

Figure 5: Authentication phase.
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middle attacks. But after CS receives the message, it needs to
verify C2? � h(PVIDi

′ ‖VIDi ‖ Ni ‖ T1) and C4? � h(PRIDj
′

‖RIDj ‖ Mj
′ ‖ T2) to authenticate the sender. Suppose that

when A tries to tamper with the information sent to RSUj,
he needs to generate a new authentication information C5,
but he cannot obtain the parameters xj, bs, and so forth.*is
means that A cannot complete the verification after tam-
pering with the information. Similarly, when A tampered
with the information sent to Vi and CS, he could not
complete the relevant authentication. *is shows that the
protocol can resist man-in-the-middle attacks.

4.1.3. Replay Attacks. In the protocol, when a new round of
authentication is performed, new random numbers rj, ai,
and bs will be generated; and every time the authentication is
completed, the values stored in the memory such as PVIDi

and PRIDj will be updated. *e random number and the
updated PVIDi are used when generating the session key.
*erefore, when A resends the previous message, new
random numbers and related parameters updated in the
memory have been generated, and he cannot pass the
verification and cannot compute the session key. *erefore,
the proposed protocol can resist replay attacks.

4.1.4. Known Session-Specific Temporary Information
Attacks. Under the CK attack model [50],A can obtain the
random number ai or rj generated during the authentication
phase. Assuming that A obtains the random number ai

generated by Vi; then Ni, Mi, and PVIDi can be calculated.
However, since A cannot obtain VIDi and PRIDj, he still
cannot compute the session key SK; and whenA tries to use
a random number to perform aman-in-the-middle attack or
an impersonation attack, he cannot complete the verification
by recalculating C2. *erefore, the proposed protocol can
resist known session-specific temporary information attacks.

4.1.5. Perfect Forward Secrecy. *is security feature requires
that the leakage of the long-term key does not reveal the
previously generated session key. SK � h(PVIDinew
‖ PRIDj ‖ ai · Rj) � h(PVIDinew ‖ PRIDj ‖ rj · Ni) in the
scheme. *at is, the long-term key x of CS is not used in the
calculation of the session key. Since the private key α of CS
does not change after each authentication, it is assumed that
A can get α. *en A can compute Mi � α · Ni and Mj �

α · Rj; that is, PVIDi � C1 − h(Mi ‖ Rj ‖ Ni ‖ T1) and
PRIDj � C3 − h(Mj ‖ Rj ‖ T2), and the updated PVIDinew �

h(PVIDi ‖ Mi) and PRIDjnew � h(PRIDj ‖ Mj). However,
A cannot obtain the random number ai or rj needed to
compute SK, so there is no way to compute SK; that is, the
proposed protocol can provide perfect forward secrecy.

4.1.6. Internal Attacks. Assuming that A is a CS internal
staff, he can easily obtain the information transmitted during
the registration phase, including VIDi􏼈 􏼉, PVIDi, Kv􏼈 􏼉,
RIDj, dj􏽮 􏽯, and PRIDj, yj, zj􏽮 􏽯. However, A cannot com-
pute ai and rj from this information. *erefore, the pro-
posed protocol can resist internal attacks.

4.1.7. User Anonymity and Untraceability. During the au-
thentication process, VIDi is used to compute C2 and A

cannot obtain PVIDi to guess VIDi. So, the scheme can
guarantee anonymity. At the same time, due to the use of
random numbers and the update of the pseudoidentity after
each authentication, it is also ensured thatA cannot confirm
the user’s identity by tracing a specific piece of information.
*erefore, the protocol satisfies anonymity and
untraceability.

4.1.8. :ree-Factor Secrecy. *e proposed protocol uses
passwords, biological information, and storage devices
(OBU) for security encryption, so it is a three-factor au-
thentication protocol. For this type of protocol, it is assumed
that the extreme case is that A can obtain two of the three
factors and can launch an attack on the protocol.

Assume that A obtains VIDi, Pwi, and Bioi. It is nec-
essary to compute Authi when logging in, where
Kv � HPi ⊕ h(Pwi ‖ ϕi), but HPi is stored in OBU. In other
words, A cannot complete the login operation. *e pro-
posed protocol is safe in this situation. Assume that A

obtains VIDi, Pwi, and OBU. Since ϕi cannot be computed
through Bioi, A cannot compute Kv and Auth and cannot
complete login verification. *at is, the protocol is safe in
this situation. Similarly, whenA knows Bioi and OBU, there
is no way to compute Authi because there is no password
and identity. *erefore, the protocol is safe in the three
situations, and the proposed protocol satisfies the three-
factor security characteristics.

4.1.9. No Key Control. In this protocol, the session key SK
can only be generated through negotiation between Vi and
RSUj; that is, a single entity cannot generate SK by itself.
When computing SK, Vi needs to know PRIDj and Rj

generated by RSUj. In the same way, RSUj needs to ne-
gotiate to obtain PVIDinew and Ni during the calculation to
compute SK. *erefore, the proposed protocol is satisfied
with no key control property.

4.2. Formal Security Analysis Based onRandomOracleModel.
In this section, a random oracle model (ROR model) is used
to formally prove the security of our proposed protocol. *is
analysis model was proposed by Canetti et al. [51]. By
launching different rounds of Games, the ROR model can
compute the probability ofA successfully guessing the SK in
various situations and thus judge the security of the protocol.
Assume that Ix

V, I
y

RSU, and Iz
CS, respectively, represent the xth

communication of Vi, the yth communication of RSUj, and
the zth communication of CS. A can initiate the following
query, where O � Ix

V, I
y

RSU, Iz
CS􏼈 􏼉.

(i) Execute(O): through this query, A can eavesdrop
on the message transmitted on the public channel.

(ii) Hash(string): A executes the query and can get the
hash value of the input parameter string.
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(iii) Send(O, M): A executes the query, sends a message
M to O, and can receive the corresponding response.

(iv) Reveal(O): A executes this query to obtain the
return result of current session key SK generated by
M.

(v) Corrupt(O): by executing the query, A can obtain
some secret values, such as long-term private keys
and temporary information.

(vi) Test(O): A executes the query and judges the
correctness of the session key by flipping coin C. If
the result is C � 1,A will receive the correct session
key returned; if the result is C � 0, A will receive a
random string.

Definition 1. (elliptic curve discrete logarithm problem
(ECDLP)). Our proposed protocol uses elliptic curve
cryptography (ECC). Here, we describe the computational
difficulties and assumptions of ECC. Suppose that C is an
elliptic curve generation group. At the same time, given
points P and a · P, whereP belongs toC and a belongs to Fp,
it is computationally infeasible to obtain a. In polynomial
time, the probability thatA solves this problem is defined as
follows: AdvECDLPA (ξ) � Pr[A(P, aP) � a: a ∈ Fp, P ∈ ξ].
For a sufficiently small η, we have AdvECDLPA (ξ)< η.

Theorem 1. If A attempts to initiate some queries in
polynomial time, then the advantage that he can break
through the proposed protocol P is as follows: AdvP

A(ξ) �

(q2hash/2
l)AdvECDLPA (ξ) + 2max C′ · qs

send,􏼈 (qsend/2l)} + 2qsend

AdvECDLPA (ξ) + ((qsend + qexe)
2/p) + (q2hash/2

l) + (qsend/
2(l−1)), where qhash represents the number of times to execute
Hash(string) queries, qsend represents the number of times to
execute Send(O, M) queries, qexe represents the number of
times to Execute(O) queries, l represents the number of bits of
the operation, and C′ and s are constants in Zipf’s law [52].

Proof. We use the game sequence GM0, GM1, GM2,

GM3, GM4, GM5, GM6 to verify the above theorem.
SuccGMn

A (ξ) represents the probability ofA’s success in game
GMn. Finally, using the Test query to determine SuccGM5

A (ξ),
the specific description is as follows:

(i) GameGM0: GM0 represents a real attack, and A

did not initiate any query at this time. *erefore, in
GM0, the probability ofA cracking P is AdvPA(ξ) �

|2Pr[SuccGM0
A (ξ)] − 1|.

(ii) GameGM1: GM1 adds Execute query on the basis
of GM0, and there is no difference in the others. So,
Pr[SuccGM1

A (ξ)] � Pr[SuccGM0
A (ξ)].

(iii) GameGM2: GM2 adds Send query on the basis of
GM1. According to Zipf’s law, we get |Pr
[SuccGM2

A (ξ)] − Pr[SuccGM1
A (ξ)]|≤ qsend/2l.

(iv) GameGM3: GM3 adds Hash query on the basis of
GM2. According to the birthday paradox, we can get
the maximum probability of hash collision as
q2hash/2

l+1; the maximum probability of collision in
the transmitted text is (qsend + qexe)

2/2p; and so
|Pr[SuccGM3

A (ξ)] − Pr[SuccGM2
A (ξ)]|≤ (qsend+ qexe )2

/2p + q2hash /2
l+1.

(v) GameGM4: In this game, we consider the security
of the session key. Here, we divide the discussion
into two situations.*e first is to obtain a long-term
private key to verify perfect forward secrecy; the
second is to provide temporary information leakage
to verify whether the known session-specific tem-
porary information attacks can be resisted.

Perfect forward secrecy: A uses Corrupt(I
y

RSU) to
try to get the private key xj of RSUj or uses
Corrupt(Ix

V) or Corrupt(Iz
Cs) to try to get a certain

secret value in the registration phase
Known session-specific temporary information
attacks: A uses Corrupt(Ix

V) or Corrupt(I
y

RSU) or
Corrupt(Iz

Cs) to try to obtain temporary infor-
mation of one party

In both cases, ECDLP needs to be solved to compute the
session key SK. For SK � h(PVIDinew ‖PRIDj ‖ ai · Rj), in
the first case, even if Mi and PVIDi are calculated by xj, the
random number rj is unknown. While getting ai through
Corrupt(Ix

V),A cannot get VIDi,PVIDi. In the second case,
even if ai · Rj is calculated through ai, the long-term private
key is unknown. Similarly, for the second formula SK �

h(PVIDinew ‖ PRIDj ‖ rj · Ni) also holds, |Pr[SuccGM4
A (ξ)]−

Pr[SuccGM3
A (ξ)]|≤ qsend Adv

ECDLP
A (ξ).

(i) GameGM5: GM5 uses Corrupt(Ix
V) to query; A

can get the information (PVIDi,Authi,HPi, θi) in
OBU. *e user uses the password and biological
information to register. A wants to guess +, but the
possibility of guessing the biological characteristics is
(1/2l), which can be almost ignored. Using Zipf’s
law, we can get |Pr[SuccGM5

A (ξ)]− Pr[SuccGM4
A (ξ)]|≤

max C′qs
send, (qsend/2l)􏼈 􏼉.

(ii) GameGM6: the purpose of this game is to verify
forgery attacks. In GM6, if A issues h(PVIDinew
‖ PRIDj ‖ rj · Ni) or h(PVIDinew ‖ PRIDj ‖ ai · Rj)

query, the game is terminated. At this point, the
probability of A guessing SK is |Pr[SuccGM6

A (ξ)] −

Pr[SuccGM5
A (ξ)]|≤ (q2hash /2

l+1) AdvECDLPA (ξ). Be-
cause the probability of success and unsuccess of
GM6 is half, Pr[SuccGM6

A (ξ)] � 1/2.

In summary, we can get the following conclusions:
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1
2AdvPA(ξ)

� Pr SuccGM0
A (ξ)􏽨 􏽩 −

1
2

� Pr SuccGM0
A (ξ)􏽨 􏽩 − Pr SuccGM6

A (ξ)􏽨 􏽩

� Pr SuccGM1
A (ξ)􏽨 􏽩 − Pr SuccGM6

A (ξ)􏽨 􏽩

≤ Pr SuccGM6
A (ξ)􏽨 􏽩 − Pr SuccGM5

A (ξ)􏽨 􏽩 + Pr SuccGM5
A (ξ)􏽨 􏽩 − Pr SuccGM4

A (ξ)􏽨 􏽩

+ Pr SuccGM4
A (ξ)􏽨 􏽩 − Pr SuccGM3

A (ξ)􏽨 􏽩 + Pr SuccGM3
A (ξ)􏽨 􏽩

− Pr SuccGM2
A (ξ)􏽨 􏽩 + Pr SuccGM2

A (ξ)􏽨 􏽩 − Pr SuccGM1
A (ξ)􏽨 􏽩

�
q
2
hash

2l+1AdvECDLPA (ξ)
+ max C′qs

send,
qsend

2l
􏼨 􏼩 + qsend Adv

ECDLP
A (ξ) +

qsend + qexe( 􏼁
2

2p

+
q
2
hash

2l+1 +
qsend

2l
.

(17)

*us, we can obtain

AdvPA(ξ) �
q
2
hash

2l
AdvECDLP

A (ξ)

+ 2max C′ · q
s
send,

qsend

2l
􏼨 􏼩 + 2qsendAdv

ECDLP
A (ξ)

+
qsend + qexe( 􏼁

2

p
+

qsend

2l−1 .

(18)
□

4.3. ProVerif Security Analysis. ProVerif [53] is a formal
cryptographic protocol security verification tool proposed
by Bruno Blanchet in 2001 and developed using the Prolog
language. *e tool is based on the DY model and can handle
basic cryptographic operations such as symmetric encryp-
tion and decryption, public-key encryption and decryption,
hash operations, and XOR operations. *e security attri-
butes that can be verified are confidentiality, authentication,
consistency, and equivalence between processes. *rough
the use of code to achieve the registration and authentication
phases of vehicle users, RSU, and cloud server, a protocol
simulation experiment is created in this section. *e fol-
lowing is the whole process:

(1) *e definition of the channel is ch and sch. *e
former is a common channel used in the login and
authentication phases, and the latter is a secure
channel used in the registration phase. SKv and SKr

are the session keys generated by OBUi and Sj. *e
subsequent definitions are string concatenation
operations, XOR operations, hash functions, and
fuzzy extractor functions. Next is to use some queries
to verify the security requirements. *e entire def-
inition is shown in Figure 6.

(2) *e process of Vi is shown in Figure 7.

(3) *e process of RSUj is shown in Figure 8.
(4) *e process of CS is shown in Figure 9.
(5) In Figure 10, we show the results of the verification.

We use VehicleStarted(), VehicleAuthed(), Server-
AcVehicle(), ServerAcRSU(), RSUAcServer(), and
VehicleAcRSU() to declare the beginning and the
end of the agreement and whether the mutual au-
thentication between the vehicle user, RSU, and CS is
correct. *e verification result shows that the session
key we established has withstood the attack, and the
mutual authentication is successful and correct. *e
protocol proposed in this chapter has passed the
security verification of ProVerif.

5. Security and Performance Comparisons

*is section will analyze the performance of the proposed
protocol and verify the performance of the protocol by
comparing its security, computing consumption, and
communication consumption among similar protocols.

5.1. Security Comparisons. In this section, we compare the
security of the proposed protocol with Ma et al.’s scheme
[30], Jia et al.’s scheme [31], Eftekhari et al.’s scheme [38],
and Liu et al.’s scheme [54].*e details are shown in Table 2.
According to the informal security analysis above, it can be
seen that the current common network attacks mainly in-
clude A1: mutual authentication; A2: man-in-the-middle
attacks, A3: replay attacks, A4: known session-specific
temporary information attacks, A5: perfect forward secrecy,
A6: internal attacks, A7: user anonymity, A8: three-factor
secrecy, A9: no key control, and A10: impersonation attacks.
Yes means that it can resist this attack or has this security
feature.

5.2. Performance Comparisons. In the performance anal-
ysis of the AKE protocol, the computation cost is an
important part to be considered. In the VANETs
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environment, due to the mobility of vehicles, the re-
quired computational time needs to be less, which re-
duces the time required for key establishment and makes
the proposed protocol more practical. *e experimental
environment we used here is shown in Table 3 to test the
time-consuming performance of different encryption
and decryption algorithms. *e algorithm was run 30
times on the device to find the average value. *e results
are shown in Table 4. We found that the time of the fuzzy
extraction function is similar to that of the hash function
during the experiment, so we use the fuzzy extraction
function as a hash function.

Compared with other phases, in order to ensure the
security of the session key, the authentication phase will be
executed multiple times, so the calculation cost in this
section only considers the calculation performed in the
authentication phase. *e comparison is shown in Table 5.
Substitute the execution data in Table 4 to get the com-
putation cost histogram in Figure 11.

Next, we analyze the communication consumption of
the proposed protocol and compare it with related protocols.
We use the number of bits specified in [11]. For example, the
point of the ECC is 320 bits, the hash function is set to 256
bits, the length of the identity information is 64 bits, and the
length of the random number and timestamp is 32 bits.

*e protocol we propose has four transmission rounds
in the authentication phase, and the transmitted information
is {Rj, Ni, C1, C2, T1, Rj, C3, C4, T2, C5, C6C7, Ns, T3, C8, T4}.
It contains 4 ECC points, 8 hash function outputs, and 4
timestamps’ information. *at is, a total of 3456 bits of
information are transmitted.

*e protocol of Liu et al. transmits 4 rounds, and the
transmitted information is AIDi, Ai, TSi, riP, ppub􏽮 􏽯, C,{

AIDi,AIDj,MAC,TSr, Pr}, and AIDm,TDm, Exm
􏽮 (qrmrt ),

TSt, σ, Mm}, including 3 hash outputs, 4 identification in-
formation, 4 timestamps’ information, 3 ECC points, and 3
symmetric encryptions’ information (calculated according

Figure 6: Predefinition code.
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Figure 7: *e process of Vi.

Figure 8: *e process of RSUj.
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to 128 bits). *erefore, a total of 2496 bits of information are
transmitted.

*e protocol of Jia et al. transmits 4 rounds, and the
transmitted information is A,PIDi, Ni, Tu􏼈 􏼉, A, B,PIDi,􏼈

PIDj, Ni, Lj, Tu, Tf}, C,Authi,Authj, Tc􏽮 􏽯, and B, C,{

Authi, Tc}. It includes 6 ECC points, 9 hash function outputs,
and 5 timestamps’ information. *erefore, a total of 4384
bits of information are transmitted.

*e protocol of Ma et al. transmits 4 rounds, and the
transmitted information is {AIDUi

, TUi
, R1, α,AIDFNj

, TFNi
,

R2, R2′, β, R3, R3′, R3″, TCS, c, c′, R2}. It contains 7 ECC points,
3 hash function outputs, and 4 timestamps’ information. A
total of 3904 bits of information are transmitted.

*e protocol of Eftekhari et al. transmits 4 rounds, and
the transmitted information is RidDR, XVE, yVE, hCS

VE, T􏽮 􏽯,
RIdFS,RIdDR, XFS, yVE, hCS

FS , T􏽮 􏽯, mRIdDRnewCS , mRIdFSnewCS ,􏽮

XCS, hFS
CS, hFS

CS}, and mRIdDRnewCS , XFS, XCS, T􏽮 􏽯. It contains 6
ECC points, 14 hash function outputs, and 2 timestamps’

information. A total of 5568 bits of information are trans-
mitted. *e comparison of communication consumption is
shown in Table 6. In order to see the comparison effect more
clearly, we have generated Figure 12.

Combined with Tables 2, 5, and 6, we discussed the results
of the performance analysis.*e protocol of Eftekhari et al. has
no obvious security vulnerabilities, and the computation cost is
similar to that of the protocol we proposed; the main com-
putation cost gap is on the server side. Because the server has
strong computing power, it has little effect on the overall
computation cost; and, from Table 6 we can see that the
communication cost of Eftekhari et al.’s protocol is much
higher than that of the proposed protocol. Also, the proposed
protocol is similar to Jia et al.’s protocol in terms of compu-
tation cost, but Jia et al.’s protocol has security vulnerabilities.
*e communication cost of all the schemes participating in the
comparison is slightly higher than that of the protocol of Liu
et al. It can be seen from Figure 11 that the computation cost of
the protocol of Liu et al. is the highest, and the security

Figure 9: *e process of CS.
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performance is very poor. *e computation cost and com-
munication cost of Ma et al.’s protocol are relatively average,
but both are slightly higher than those of our proposed pro-
tocol, and their protocol is vulnerable to known session-specific
temporary information attacks and internal attacks and cannot
guarantee user anonymity. In general, it is more reasonable for
the proposed protocol to combine security, computation cost,
and communication cost analysis.

Figure 10: Verification result.

Table 2: Security comparison.

Attack methods Liu et al. Ma et al. Jia et al. Eftekhari et al. Our scheme
A1 Yes Yes No Yes Yes
A2 Yes Yes — — Yes
A3 — Yes Yes Yes Yes
A4 No No No Yes Yes
A5 No Yes Yes Yes Yes
A6 No No Yes Yes Yes
A7 No No Yes Yes Yes
A8 — No Yes — Yes
A9 Yes Yes Yes Yes Yes
A10 Yes Yes Yes Yes Yes

Table 3: Experimental environment.

Denomination Description
Hardware equipment Laptop
Processor AMD Ryzen 5 4600H
Running memory 16GB
System Windows 10
Software IntelliJ IDEA 2019.3
Cryptography library JPBC-2.0.0
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Table 4: *e computational cost of complex operations.

Operation Definition Execution time (ms)
Tpm Elliptic curve scalar point multiplication 8.8
Tpa Elliptic curve scalar point addition 0.057
Th Hash function 0.0058
Tbp Bilinear pairing 11.43
Th2p String to point hash operation 26.1
Tse Symmetric encryption 18.37

Table 5: Computation cost comparison.

Scheme Vi RSUj CS Total

Liu et al. Tpm + 2Th2p + Tbp + Tse Tpm + 2Th2p + Tbp + 2Tse Tpm + 2Th2p + Tse 3Tpm + 6Th2p + 2Tbp + 4Tse

Jia et al. 2Tpm + 5Th + Tbp 2Tpm + 4Th + Tbp 3Tpm + 11Th + Tbp 7Tpm + 21Th + 3Tbp

Ma et al. 3Tpm + 3Th 4Tpm + 3Th 6Tpm + 9Th 13Tm + 15Ts

Eftekhari et al. 3Tpm + 13Th + Tpa 2Tpm + 15Th + Tpa 3Tpm + 17Th + 2Tpa 8Tpm + 45Th + 4Tpa

Ours 2Tpm + 5Th 3Tpm + 5Th 4Tpm + 8Th 9Tpm + 18Th

Liu et al. Jia et al. Ma et al. Eftekhari et al. Our scheme
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Figure 11: Computation cost histogram.

Table 6: Comparison of communication and massage rounds.

Scheme Communication cost (bits) Massage rounds
Liu et al. 2496 4
Jia et al. 4384 4
Ma et al. 3904 4
Eftekhari et al. 5568 4
Our scheme 3456 4
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6. Conclusion

Based on ECC, this paper designs a new provably safe AKE
scheme before transmitting road condition information. We
first reviewed the research status of AKE protocol in the
VANET environment and found that it is necessary to
propose a scheme to protect vehicle data in the information
reading phase. We conducted an informal security analysis
of the proposed protocol from mutual authentication, an-
onymity, perfect forward secrecy, man-in-the-middle at-
tacks, internal attacks, and so forth and passed strict formal
security analyses, such as the ROR model and ProVerif
security verification tools, indicating that the proposed
protocol is secure. *rough the comparison of security and
performance, the proposed protocol is secure, more effec-
tive, and more reasonable than the existing protocol. *e
application of authentication and key exchange in the
VANETs environment is the general trend of the develop-
ment of the VANETs. With the continuous development of
the VANETs, subsequent application scenarios are also
diverse, such as social Internet of Vehicles, which involve
more user privacy information, and this topic will have great
research value and research space in the future. *erefore,
the communication security of the VANETs environment
must also be a key research topic for scholars.
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In the advancements in computation and communication technologies and increasing number of vehicles, the concept of
Internet of Vehicles (IoV) has emerged as an integral part of daily life, and it can be used to acquire vehicle related information
including road congestion, road description, vehicle location, and speed. Such information is very vital and can benefit in a
variety of ways, including route selection. However, without proper security measures, the information transmission among
entities of IoV can be exposed and used for wicked intentions. Recently, many authentication schemes were proposed, but most
of those authentication schemes are prone to insecurities or suffer from heavy communication and computation costs.
(erefore, a secure message authentication protocol is proposed in this study for information exchange among entities of IoV
(SMEP-IoV). Based on secure symmetric lightweight hash functions and encryption operations, the proposed SMEP-IoV
meets IoV security and performance requirements. For formal security analysis of the proposed SMEP-IoV, BAN logic is used.
(e performance comparisons show that the SMEP-IoV is lightweight and completes the authentication process in
just 0.198ms.

1. Introduction

(e Internet of Vehicles (IoV) is a self-organized network of
vehicles on the road and the road side units (RSUs). (e IoV
provides intervehicles (V2V) and vehicles to RSUs (V2R)
communication infrastructure [1], which can benefit in
many ways including the information relating to road
congestion/traffic issues, parking information, alternative
routes, and warnings of potential accidents. Using the in-
formation, the drivers can quickly make decisions relating to
vehicles and/or road/s. It can further help the unmanned
vehicles regarding the accuracy and safety through the use of
more sophisticated information and artificial intelligence
techniques. (e information exchanged or the communi-
cation among entities of IoV is always through public
wireless channel, which makes it prone to several attacks. An
attacker can easily listen and extract the meaningful in-
formation from the exchanged messages. Such information
can be very crucial for the accuracy and safety of the vehicles

in an IoV. (e attacker can replay an old message or can
inject a message with total fake information, and it can cause
some severe consequences on the vehicles and the riders
including the accidents. Moreover, the listened information
can be used by an attacker to trace/track a vehicle/rider, and
such information can be used for criminal/terrorism pur-
poses. (e information can also be faked for marketing
purposes to gain attraction of the riders, while they are
attracted to a specific route through false information of
traffic as well as to compete for the parking lots [2].

(erefore, the security and privacy of the entire IoV
including the communicating entities havemore importance
than all other factors. (e goal can be achieved through
authentication of the entities including vehicles before
initiation of the communication among the entities of IoV.
In this study, we proposed a lightweight symmetric key-
based authentication scheme to secure message exchange
among the entities of the IoV. We organize rest of the study
as follows: Table 1 provides the notation guide. In Subsection
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1.1, the system model is described. (e motivations and
contributions of the study are explained in Subsection 1.2,
while the Subsection 1.3 discusses the adopted adversarial
model. (e Section 2 summarizes the existing related lit-
erature; whereas, our proposed secure message exchange
protocol for IoV (SMEP-IoV) scheme is explained in Section
3. Using BAN logic, the Section 4 formally proves the se-
curity of the SMEP-IoV. In Section 5, a discussion on
functional security and attack resilience of the proposed
SMEP-IoV is given. Security and performance comparisons
of the proposed SMEP-IoV with related schemes are given in
Section 6. (e study is concluded finally in Section 7.

1.1. SystemModel. Figure 1 shows a typical IoV scenario. It
consists of vehicles, each having installed a processing unit
called on-board unit, which is responsible for communi-
cation and processing of exchanged data among the vehicle
and other entities of an IoV. Along with vehicles, there are
road side units (RSUs), which are the infrastructure
deployed on the road. Typically, communication is per-
formed among vehicles and nearby RSU. Moreover, inter-
vehicle communication is also an important component of
the IoV. (e whole network is administered by a trusted
authority called vehicle server (VS). All the vehicles and
related entities (RSUs) join the IoV by registering with VS.
After getting registered with VS, the two entities can
communicate with each other, for which both have to au-
thenticate each other, and the authentication ensures that
both communicating entities are legitimate.

1.2. Motivation and Contributions. Recently, many au-
thentication schemes are proposed to secure message ex-
change among the entities of an IoV. However, many
authentication schemes for IoV lack the required security
features and resistance to known attacks. In this connection,
Yu et al. proved some of the weaknesses of the scheme of
Vasudev et al. Yu et al. further claimed to propose a secure
authentication scheme with all required security features.
(e arguments in preceding section of this study refute their
claim and the proof relating to several insecurities of Yu
et al.’s scheme calls for an authentication scheme with all
required security features.

(e contributions of this study are many folds:

(i) Initially, we unveiled that the insecurities of the IoV
authentication scheme proposed by Yu et al. We
then proposed a robust authentication scheme using

symmetric key-based encryption and hash
functions.

(ii) (e security of the proposed scheme is proved using
formal RoR.

(iii) (e comparative study with respect to efficiency and
security among proposed and several existing
studies is also provided in this study.

1.3. Attack Model. We have taken into consideration the
eCK adversary model [3], with strong adversary as compared
with DY [4] and CK [5] models. (e eCK is an extension of
the CK model with a more strong adversary having capa-
bilities to launch a key compromise impersonation attack in
addition to controlling the communication channel,
launching the power analysis to extract secrets stored in the
smart card and access to all public parameters [6,7].

2. Related Literature

In their survey, Contreras-Castillo et al. [8] pointed out some
security requirements and suggested to address authenti-
cation, integrity, confidentiality, and related security re-
quirement before the IoV gain popularity. Some future
directions were also discussed in [8]. In addition to the
mentioned security requirements in [8], Mokhtar and Azab
[9] stressed vehicle privacy, untraceability, access control,
and resistance against tempering/forgery and jamming
attacks.

In recent times, some authentication schemes were
proposed [10–13]. Two different schemes were proposed by
Lin et al. [14] and Yin et al. [15] using hashchains. Both
schemes provided efficient and rapid authentication but
lacked vehicle/user anonymity. (e absence of anonymity
could lead towards the leakage of sensitive vehicle/user

Table 1: Notations guide.

Symbols Representations
VS, Vi Vehicle server, vehicle
RSUj Road side unit
IDvi, IDrj ID’s of Vi and RSUj

KVS Master secret key of VS
Krj Shared key among RSUj and Vi

tx, rs Timestamp and random number of entity x

PIDvi Pseudoidentity of Vi

H(a), ‖ Hash of a and concatenation

Vehicle-2-vehicle communication
Vehicle-2-infrastructure communication

vs

Internet

(v2I)

(v2I)

(v2I)

(v2I)

Figure 1: Typical IoV scenario.
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information, IoV. In 2015, the scheme of Li et al. [16] was
proved to have weaknesses against disclosure of session key
attack by Dua et al. [17]. Afterwards in 2016, Wang et al. also
proposed a smartcard-based two-factor authentication
scheme for IoV [18], which was proved as having weaknesses
against many attacks including vehicle/user forgery and
smart card stolen attacks, and the scheme was also lacking
anonymity by Amin et al. [19]. A pairing-based scheme was
also proposed by Liu et al. [20]. However, due to usage of
expensive pairing operations, a considerable delay can
happen, which is unsuitable for fast moving vehicles. An-
other lightweight scheme was proposed by Ying et al. [21].
However, Chen et al. [2] found critical weaknesses in the
scheme of Ying et al. Due to usage of modular exponenti-
ation, the scheme of Chen et al. entails inefficiencies against
storage, communication cost, and computation time. Quite
recently, in 2020, Vasudev et al. [22] presented another
efficient authentication scheme. In 2020, Yu et al. [23]
pointed out that the scheme of Vasudev et al. lacks mutual
authentication and has weaknesses against some attacks
including session key disclosure and vehicle/user forgery
attacks. Yu et al. also proposed an improved scheme.
However, the scheme of Yu et al. is prone to many attacks
including disclosure of master secret key KVS of the vehicle
server. Due to leakage of KVS, the scheme of Yu et al. cannot
be deployed in any environment because if an attacker is able
to get KVS, it can generate secret parameters for any of the
existing device to impersonate on behalf of that device;
moreover, the attacker can register and deploy fake vehicles
in the system. Any registered device can compute KVS using
the Qi stored in the smartcard and its own password and
identity related parameters, i.e., RPWi and RIDi. For this, a
vehicle/user Vi computes enters password (PWAi), identity
(IDAi), and computes RIDi � h(IDAi‖PWAi), RNi � Ei ⊕ h

(PWAi‖RIDi) and RPWi � h(PWAi‖RNi). (e Vi now
computes KVS � Qi ⊕ h(RIDi‖RPWi). Here, KVS is the
master secret key of the vehicle server. Now, using KVS, any
dishonest vehicle of the system can launch any attack on any
devices. For example,

(i) (e dishonest vehicle with extracted KVS can dis-
close any session key shared among two vehicles. Let
Vx initiates a login request by sending Mi1, Mi2,􏼈

MAE, T1}. By just listening to the request, the dis-
honest vehicle using Mi1, Mi2, and T1 can compute
R1 � Mi1 ⊕ h(KVS‖T1) and Mrequest1 � Mi2 ⊕ h

(R1‖KVS), on the fly. Similarly, when the responding
vehicle Vy sends reply message M3, MEA, T2􏼈 􏼉, the
dishonest vehicle using M3 and T2 can compute
(Mrequest2‖R2) and the session key SK � h(R1‖R2‖

KVS) by just executing instep two hash functions on
the public parameters.

(ii) Likewise, the dishonest device can launch man in
middle, impersonation, and all related attacks using
KVS. For example, when Vx sends request message
Mi1, Mi2, MAE, T1􏼈 􏼉 to Vy, the dishonest vehicle can
extract R1 and then can generate another valid re-
sponse message M3, MAE, T2􏼈 􏼉 by using KSV and
current timestamp. Ultimately, the possession ofKSV

enables a dishonest vehicle to generate a valid re-
quest and a response message, and it can act like a
man in middle.

3. Proposed SMEP-IoV

(e proposed secure message exchange protocol for IoV
(SMEP-IoV) consists of four phases. Table 1 provides the
notation guide to understand the technical details of the
proposed SMEP-IoV, briefed in following subsections:

3.1. SMEP-IoV : Initialization. (e vehicle server (VS) se-
lects its secret key Kvs, a one way hash function
H: 0, 1{ }∗ ⟶ 0, 1{ }l and a symmetric encryption/decryp-
tion function X � Ek(Y).

3.2. SMEP-IoV : RSU Registration. During this phase, VS
registers all road side units by assigning a unique identity
IDrj and a shared secret key Krj � h(IDrj‖KVS). (e VS
stores IDrj in its database.

3.3. SMEP-IoV : Vehicle Registration. During this phase, VS
registers all vehicles by assigning a unique identity IDvi.
Moreover, VS computes Avi � h(KVS‖IDvi),
PIDvi � EKVS

(IDvi‖ri0), and Bvi � h(PIDvi‖KVS). (e VS
stores IDvi, PIDvi, Avi, and Bvi in the memory of the vehicle
Vi. Furthermore, the VS stores IDvi in its own memory.
Please note, except IDvi, the VS does not store any other
parameter relating to a vehicle say Vi. Specifically, PIDvi, Avi,
and Bvi are not stored in the memory of VS.

3.4. SMEP-IoV :Message Authentication. For message au-
thentication, the vehicle Vi initiates the following steps with
RSUj and vehicle server VS, the in-sequence steps as shown
in Figure 2:

3.4.1. PMA 1.

Vi⟶ RSUj: Mvi � PIDvi, Mi1, Mi2, ti􏼈 􏼉, (1)

where Vi initiates the message authentication process by
generating fresh timestamp ti and a random number ri. Vi

further computesMi1 � h(Avi‖IDvi‖ti‖ri) andMi2 � ri ⊕Bvi.
Vi finalizes these steps by sending Mvi � PIDvi, Mi1, Mi2, ti􏼈 􏼉

to RSUj.

3.4.2. PMA 2.

RSUj⟶ VS: Mrj1 � IDrj, Mvi, Mj1, tj􏽮 􏽯 (2)

On receiving Mvi � PIDvi, Mi1, Mi2, ti􏼈 􏼉, the RSUj

checks the freshness of ti by comparing it with current
timestamp; if the delay is not within a predefined tolerable
range ΔT, the RSUj terminates the process; otherwise, RSUj

generates new timestamp tj and a random number rj.
Moreover, RSUj computes Mj1 � EKrj

(rj, tj) and sends
Mrj1 � IDrj, Mvi, Mj1, tj􏽮 􏽯 to VS.
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3.4.3. PMA 3.

VS⟶ RSUj: Mvs � RSK,VSK,RSV, tvs􏼈 􏼉 (3)

After receiving Mrj1 � IDrj, Mvi, Mj1, tj􏽮 􏽯, the VS
checks the freshness of tj by comparing it with current
timestamp; if the delay is not within a predefined tolerable
range ΔT, the VS terminates the process; otherwise, VS
computes Krj � h(IDrj‖KVS) and decrypts Mj1 using Krj to
obtain the pair (rj

′, tj
′). (e VS also verifies the sameness of

received tj with decrypted tj
′, and in case both are same, the

VS using its secret key Kvs decrypts PIDvi and obtains
(IDvi, r0). Now, the VS computes Avi � h(Kvs‖IDvi) and
Bvi � h(PIDvi‖Kvs) and gets ri � Bvi ⊕Mi2. After that, the VS
checks Mi1�

?
h(Avi‖IDvi‖ti‖ri), and if verification is

successful, the VS generates timestamp tvs and a random
number rvs. (e VS computes session key SK � h(ri‖rj‖

rvs‖Avi‖Krj), PIDvin
� EKvs

(IDvi‖rvs), Bvin
� h(PIDvin

‖Kvs),
and RSK � EKrj

(SK). In addition, the VS computes VSK �

EAvi
(SK‖PIDvin

‖Bvin
) and RSV � h(SK‖tvs). Now, the VS

sends Mvs � RSK,VSK,RSV, tvs􏼈 􏼉 to RSUj.

3.4.4. PMA 4.

RSUj⟶ Vi: Mrj2 � VSK,VSV, tjn
􏽮 􏽯. (4)

After receiving Mvs � RSK,VSK,RSV, tvs􏼈 􏼉, the RSUj

checks the freshness of tvs by comparing it with current
timestamp; if the delay is not within a predefined tolerable
range ΔT, the RSUj terminates the process; otherwise, RSUj

Designing an efficient and secure Message Exchange protocol for Internet of Vehicles
Vi RSUj VS

Generate ti and ri
Mi1 = h(Avi||IDvi||ti||ri)
Mi2 = ri ⊕ Bvi

Mvi = {PIDvi, Mi1, Mi2, ti}

Check |tcur − ti| ≤ ΔT
Generate tj and rj
Mj1 = EKrj (rj, tj)

Mrj1 = {IDrj, Mvi, Mj1, tj}

Check |tcur − ti| ≤ ΔT
Krj = h(IDrj||Kvs)
(r′j, t′j) = Dkrj (Mj1)
Check t′j = tj
(IDvi, r0) = DKvs (PIDvi)
Avi = h(Kvs||IDvi)
Bvi = h(PIDvi||Kvs)
ri = Bvi ⊕ Mi2
Mi1 = h (Avi||IDvi||ti||ri)

?

Generate rvs, tvs
SK = h (ri||rj||rvs||Avi||Krj)
PIDvin

 = EKvs
 (IDvi||rvs)

Bvin
 = h (PIDvin

||Kvs)
RSK = EKrj

 (SK)
VSK = EAvi (SK||PIDvin

||Bvin
)

RSV = h (SK||tvs)
Mvs = {RSK, VSK, RSV, tvs}

Mrj2 = {VSK, VSV, tjn}

Check |tcur − tvs| ≤ ΔT
SK = DKrj (RSK)
RSV = h (SK||tvs)

?

Generate tjn
VSV = h (SK||tjn)

Check |tcur − tjn| ≤ ΔT
(SK||PIDvin

||Bvin
) = DAvi (VSK)

VSV = h (SK||tjn)?

Update
PIDvi = PIDvin
Bvi = Bvin

Figure 2: Proposed SMEP-IoV.
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computes session key SK � DKrj
(RSK). Now, RSUj checks

the session key verifier RSV�
?

h(SK‖tvs), and if RSV is
verified successfully, the RSUj accepts the session key. Now,
RSUj generates new timestamp tjn

and session key verifier
VSV � h(SK‖tjn

) for Vi. After that, the RSUj sends Mrj2 �

VSK,VSV, tjn
􏽮 􏽯 to Vi.

3.4.5. PMA 5. After receiving Mrj2 � VSK,VSV, tjn
􏽮 􏽯, the

Vi checks the freshness of tjn
by comparing it with current

timestamp; if the delay is not within a predefined tolerable
range ΔT, the Vi terminates the process; otherwise, Vi de-
crypts VSK using Avi and obtains (SK‖PIDvin

‖Bvin
). Now, Vi

checks the session key verifier VSV�
?

h(SK‖tjn
), and if VSV

is verified successfully, the Vi accepts the session key and
updates PIDvi � PIDvin

and Bvi � Bvin
.

4. Formal Security Analysis through BAN

(e Burrows–Abadi–Needham (BAN) logic analysis is
performed to test the protocol from various security aspects
with a focus on mutual key agreement, key sharing, and
protection from exposure to session key. We used the fol-
lowing symbolic tokens to perform this analysis.

(i) L| ≡ w: L believes w

(ii) L⊲w: L sees w

(iii) L| ∼ w: L once said w, some time ago
(iv) L|⇒w: L has got the entire jurisdiction over w

(v) (#barw): the message w is fresh
(vi) (L)w: L is used in formulae with w

(vii) (w, w′)k: w or w′ is symmetrically encrypted with
key K

(viii) w, w′􏼈 􏼉k: w or w′ is hashed with key K

(ix) L, w{ }k: K is used in formula with w and L

(x) LK↔L′: L communicates with the key K

(e following BAN logic rules are used to verify the
security features:

Rule 1. Message meaning.

L| ≡ LK↔L′, L⊲<w> w

L| ≡ L| ∼ w
. (5)

Rule 2. Nonce verification.

L| ≡ #(w), L| ≡ L′| ∼ w

L| ≡ L′| ≡ w
. (6)

Rule 3. Jurisdiction.

L| ≡ L′⇒w, L| ≡ L′| ≡ w

L| ≡ w
. (7)

Rule 4. Freshness conjunction.

L| ≡ #(w)

L| ≡ # w, w′( 􏼁
. (8)

Rule 5. Belief rule.

L| ≡ (w), L| ≡ w′( 􏼁

L| ≡ w, w′( 􏼁
. (9)

Rule 6. Session key.

L| ≡ #(w), L| ≡ L′ ≡ w

L| ≡ LK↔L′
. (10)

Corresponding with the above rules and assumptions,
we accomplish the following goals in the BAN logic analysis.
(e symbols used here, i.e., (g,RSUj, Vi, Vs), represent the
goal, road side unit, vehicle, and vehicle server.

(i) G1: RSUj| ≡ (RSUj↔
SK

Vs)

(ii) G2: RSUi| ≡ Vs| ≡ (RSUi↔
SK

Vs)

(iii) G3: Vi| ≡ (RSUj↔
SK

Vi)

(iv) G4: Vi| ≡ RSUj| ≡ (RSUj↔
SK

Vi)

(v) G5: Vs| ≡ (Vi↔
SK

Vs)

(vi) G6: Vs| ≡ (Vi↔
SK

Vi)

Initially, the communication contents must be adapted
into idealized form as shown in the following:

(i) M1: Vi⟶ RSUj: PIDvi, Mi1, Mi2, ti: PIDvi, IDvi,􏼈

ti, (ri)Bvi, ti}

(ii) M2: RSUj⟶ Vs: IDrj, PIDvi, 〈IDvi, ti, riAvi〉,

〈riBvi〉, ti, Mj1, tj: IDrj, PIDvi, 〈IDvi, ti, riAvi〉,􏽮

(ri)Bvi, ti, rj, tj􏽮 􏽯
Krj

, tj}

(iii) M3: Vs⟶ RSUj: RSK,VSK,RSV, tvs: (SK)Krj,􏽮

SK,PIDvin, Bvin􏼈 􏼉Avi, (tvs)SK, tvs}

(iv) M4: RSUs⟶ Vi: VSK,VSV, Tjn: SK, PIDvin􏼈 􏼉Avi,􏼈

(tjn)SK, tjn}

Furthermore, we take the following assumptions to
support the security proof.

(i) B1: Vi| ≡ #(ti)

(ii) B2: RSUj| ≡ #tj, tjn

(iii) B3: Vs| ≡ #tvs

(iv) B4: Vi| ≡ (ViAvi↔Vs)

(v) B5: Vi| ≡ (Vi ↔
SK‖tjn

RSUj)

(vi) B6: RSUJ| ≡ (RSUj ↔
SK‖tjn

Vi)

(vii) B7: RSUj| ≡ RSUj↔
Krj

RSUj

(viii) B8: Vs| ≡ (VsAvi↔Vi)

(ix) B9: Vs| ≡ Vs↔
Krj

RSUj

(x) B10: Vi| ≡ RSUj| ≡ Vi↔
SK
RSUj

(xi) B11: RSUj| ≡ Vi| ≡ Vi↔
SKRSUj
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(xii) B12: Vs| ≡ Vi| ≡ Vi↔
SK

Vs

(xiii) B13: RSUj| ≡ Vs| ≡ Vs↔
SK

RSUj

(xiv) B14: Vs| ≡ RSUj| ≡ Vi↔
SK
RSUi

(xv) B15: Vi| ≡ Vs| ≡ Vi↔
SKRSUj

Next, employing the above assumptions, we further
analyze the idealized forms.

Taking the idealized version of M1 and M2:

(i) M1: Vi⟶ RSUj: PIDvi, Mi1, Mi2, ti: PIDvi,􏼈

IDvi, ti, (ri)Bvi, ti}

(ii) M2: RSUj⟶ Vs: IDrj,PIDvi, 〈IDvi, ti, riAvi〉,

〈riBvi〉, ti,

(iii) Mj1, tj: IDrj, PIDvi, 〈IDvi, ti, riAvi〉, (ri)Bvi, ti,􏽮

rj, tj􏽮 􏽯
Krj

, tj}

By applying seeing rule, we get

(i) X1: RSUj⊲ PIDvi, Mi1, Mi2, ti: PIDvi, IDvi, ti,􏼈􏼈

(ri)Bvi, ti}}

(ii) X2: Vs⊲ IDrj, PIDvi,􏽮 〈IDvi, ti, riAvi
〉, 〈riBvi〉, ti,

Mj1, tj: IDrj, PIDvi, 〈IDvi, ti, riAvi
〉,􏽮

(ri)Bvi, ti, rj, tj􏽮 􏽯
Krj

, tj}}

According to D1, D2, P8, B9, and R1, we get

(i) X3: Vs| ≡ Vi ∼ PIDvi, IDvi, ti, (ri)Bvi, ti􏼈 􏼉

(ii) X4: Vs| ≡ RSUj ∼ IDrj, PIDvi, 〈IDvi, ti, riAvi
〉,􏽮

(ri)Bvi, ti, rj, tj􏽮 􏽯
Krj

, tj}

Referring to X3, B1, R2, and R4, we get

(i) X5: Vs| ≡ Vi ≡ PIDvi, IDvi, ti, (ri)Bvi, ti􏼈 􏼉

(ii) X6: Vs| ≡ RSUj ≡ IDrj, PIDvi, 〈IDvi, ti, riAvi
〉,􏽮

(ri)Bvi, ti, rj, tj􏽮 􏽯
Krj

, tj}

Referring to X5, B12, and R3,

(i) X7: Vs| ≡ PIDvi, IDvi, ti, (ri)Bvi, ti􏼈 􏼉

In accordance with X6, B14, and R3, we have

(i) X8: Vs| ≡ IDrj, PIDvi, 〈IDvi, ti, riAvi
〉,􏽮

(ri)Bvi, ti, rj, tj􏽮 􏽯
Krj

, tj}

Referring to X5, X7, and R6, we have

(i) X9: Vs| ≡ Vi↔
SK

Vs (goal 5)

Using X5, X7, B8, and R2, we get

(i) X10: Vs| ≡ Vi| ≡ Vi↔
SK

Vs (goal 6)

Taking the idealized version of M3,

(i) M3: Vs⟶ RSUj: RSK,VSK,RSV, tvs: (SK)Krj,􏽮

SK,PIDvin, Bvin􏼈 􏼉Avi, (tvs)SK, tvs}

On the application of seeing rule for M3, we get

(i) X11: Vs| ≡ Vi ∼ RSK,VSK,RSV, tvs: (SK)Krj,􏽮

SK,PIDvin, Bvin􏼈 􏼉Avi, (tvs)SK, tvs}

Using X11, B7, and R1, we have

(i) X12: RSUj| ≡ Vs ∼ (SK)Krj, SK,PIDvin,􏼈􏽮

Bvin}Avi, (tvs)SK, tvs}

(ii) RSUj| ≡ (RSUj↔
SK

Vs) (goal 1)

According to X12, B3, B13, R2, and R4, we have

(i) X13: RSUj| ≡ Vs | ≡ (SK)Krj, SK,PIDvin, \\􏼈􏽮

Bvin}Avi, (tvs)SK, tvs}

(ii) RSUi| ≡ Vs| ≡ (RSUi↔
SK

Vs) (goal 2)

Next, considering M4 idealized form,

(i) M4: RSUs⟶ Vi: VSK,VSV, Tjn: SK, PIDvin􏼈 􏼉Avi,􏼈

(tjn)SK, tjn}

On the application of seeing rule for M4, we have

(i) X14: Vi⊲Vi: VSK,VSV, Tjn: SK, PIDvin􏼈 􏼉Avi,􏼈

(tjn)SK, tjn}

While X14, B4, B5, and R1 imply

(i) X15: Vi| ≡ RSUj ∼ SK,PIDvin􏼈 􏼉Avi, (tjn)SK, tjn􏽮 􏽯

Referring to X15, B2, B3, R2, and R4, we have

(i) X16: Vi| ≡ RSUj| ≡ SK,PIDvin􏼈 􏼉Avi, (tjn)SK, tjn􏽮 􏽯

From X16, B4, B10, B15, and rule 3, we get

(i) X17: Vi| ≡ SK,PIDvin􏼈 􏼉Avi, (tjn)SK, tjn􏽮 􏽯

Referring to X17, we apply R6 as

(i) X18: Vi| ≡ (RSUj↔
SK

Vi) (goal 3)

According to X18, B2, we apply the R6 as

(i) X19: Vi| ≡ RSUj| ≡ (RSUj↔
SK

Vi) (goal 3)

(e discussed cases for proving the protocol in BAN
logic make obvious that the contributed scheme entirely
supports mutual authentication and protects the established
session key among the three participating members.

5. Informal Security Analysis

An informal security discussion on the security features of
the proposed scheme is provided in following subsection:

5.1. Mutual Authentication. (e SMEP-IoV ensures mutual
authenticity for all participating entities of the system. In
particular, the RSUj authenticates both entities, VS and Vi,
by means of equality check comparing RSV against the
computed h(SK‖tvs) parameter. Since, RSUj is aware of the
fact, the generated session key SK can only be constructed by
a legitimate VS entity having access to master secret key Kvs.
Using Kvs, VS can access ri, rj, Avi, and Krj factors to
compute a valid SK. Likewise, Vi authenticates RSUj on the
basis of VSV equality check, after comparing it with the
computed h(SK‖tjn). Similarly, Vs authenticates Vi by
computing h(Avi‖IDvi‖ti‖ri) against Mi1. Realizing the fact
that Avi is only held with a valid Vi entity, it can validate the
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vehicle Vi. If these equality checks fail, the mutual au-
thentication cannot be assured in the protocol.

5.2. Stolen Verifier Attack. In the proposed scheme, the
vehicle server VS stores only public identities
( IDvi: i � 1, 2 . . . n􏼈 􏼉) of all the registered vehicles in its
memory. VS does not store any other vehicle-related secret
parameter in its own memory, and the verifier is with the
vehicle. (erefore, the possibility of stolen verifier attack on
proposed SMEP-IoV is negligible.

5.3. Vehicle Anonymity. (e SMEP-IoV employs a pseu-
doidentity PIDvi for each vehicle, which is renewed and
replaced after the termination of each session. In this
manner, the vehicle or user remains anonymous during the
execution of the protocol. Moreover, there is no desynch-
ronization possible in case an adversary holds or blocks the
message on its way.

5.4. VS Impersonation Attack. No adversary A can imper-
sonate as Vs in the SMEP-IoV scheme. (is is because, if an
adversary attempts the same towards Vi, the latter may
discern the possibility of attack by comparing VSV against
the computed factor h(SK‖tjn). Similarly, if A attempts to
impersonate as VS against RSUj, the RSUj may successfully
thwart this attack on the basis of comparison of RSV and
calculated h(SK‖tvs). Hence, the SMEP-IoV is immune to
VS impersonation attack.

5.5. RSU Impersonation Attack. (e SMEP-IoV is immune
to RSU impersonation attack. Both entities Vi and VS may
easily prevent any attempt of impersonation as RSU on the
part of adversary. (is is due to the fact that VS shares a
secret with RSUj. (e use of fresh timestamps along with the
shared secrets helps the VS entity in authenticating a le-
gitimate RSU. Similarly, Vi authenticates RSUj on account
of the derived session key SK from the VSK message as
submitted by a valid VS, which is further used in the later
comparison of VSV. In this manner, both of the entities
validate a legal RSUj on account of provided logical com-
parison of equality checks.

5.6. Man-in-the-Middle Attack (MiDM). To launch a suc-
cessful MiDM attack on SMEP-IoV, the adversary needs
access to either the Vi registration parameters such as Avi

and Bvi or access to secret key Krj or the master secret key
Kvs. On the other hand, as we see earlier, it is less likely for an
adversary to initiate an impersonation attack on the
protocol.

5.7. Session Key Security. As we see earlier, no adversary
could engage in the mutual authentication process until it
gains access to secure credentials of the system either held by
the registration authority or registered entities. Since, the
SMEP-IoV provides mutual authentication to all

participants, the established session key is only known to the
legitimate members involved in the protocol execution.

5.8. Denial of Service. Our scheme is resistant to denial of
service attacks, since it engages fresh timestamps for the
generation of Mvi and Mrj1. Due to these timestamps, the
receiving entity may check the freshness of the incoming
message and discard the message immediately if the latency
is beyond a certain preset threshold.

5.9. ReplayAttack. In case an adversary attempts to initiate a
replay attack towards any entity Vi, RSUj, or VS, the SMEP-
IoV may foil this attempt immediately after checking the
freshness of timestamps ti, tj/tjn, and tvs, respectively. Hence
our scheme is immune to this threat.

6. Performance and Security Comparisons

(e performance and security comparisons of the proposed
scheme with related existing scheme [22–24] are explained
in the following subsections.

6.1. Performance Comparisons. For measuring the compu-
tation time and cost, Pi3 B+ is used with Cortex A53
(ARMv8) 64 bit SoC and with processing speed 1.4GHz
along with 1GB LPDDR2 SDRAM RAM. (e simulation
results of basic operations executed over Pi3 are given in
Table 2. For completion of authentication and a key
agreement (AKA) among a vehicle Vi and RSU RSUj

through the intermediate agent VS-Vehicle Server, Vi ex-
ecutes 2Chs and 3Ced operations. Likewise, RSUj performs
2Chs + 2Ced operations while VS accomplishes 7Chs and
7Ced operations. Hence, total computational operations
performed to complete a cycle of AKA are 11Chs + 12Ced.
Using the experiment with computational times represented
in Table 2, the performance comparisons are briefed in
Table 3.(e proposed scheme completes single AKA cycle in
≈0.198ms. In contrast to the proposed scheme, the scheme
of Yu et al. [23] completes single AKA cycle in ≈0.132ms,
the scheme of Vasudev et al. [22] and Mohit et al. [24]
complete the one cycle of AKA in ≈0.082ms and ≈0.108ms,
respectively.

For communication cost comparisons, subsequent
consideration is taken as per the sizes of different param-
eters. Timestamps and identity are taken as 32 and 64 bits,
respectively; whereas, the sizes of the outputs of the sym-
metric key and asymmetric key operations are taken as 128
and 1024 bits. (e value of hash output is fixed at 160 bits.
Moreover, the size of random numbers is also assumed as
160 bit of length.(e communication cost of SMEP-IoV and
related schemes of Yu et al. [23], Vasudev et al. [22], and
Mohit et al. [24] is computed as the bits exchanged among
the IoV entities. (e Vi sends Mvi � PIDvi, Mi1, Mi2, ti􏼈 􏼉 to
RSUj, where the size of Mvi is 128 + 160 + 160 + 32{ } � 480.
Subsequently, the RSUj sends Mrj1 � IDrj, Mvi, Mj1, tj􏽮 􏽯,
where the size of Mrj is 64 + 480 + 128 + 32{ } � 704. (e VS
replies RSUj with Mvs � RSK,VSK,RSV, tvs􏼈 􏼉, where the
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size of Mvs is 256 + 512 + 160 + 32{ } � 960. (e final mes-
sage Mrj2 � VSK,VSV, tjn

􏽮 􏽯 was sent from RSUj to Vi,
where the size of Mrj2 is 512 + 160 + 32{ } � 704. (erefore,
total communication cost is 2848 bits. (e communication
cost of Yu et al.’s scheme is 864, while the communication
costs of Vasudev et al. and Mohit et al. are 800 and 1760,
respectively.

6.2. Security Features. (e security comparisons of the
SMEP-IoV and related existing schemes [22–24] are pro-
vided in this subsection. Table 4 solicits the summary of the
security comparisons. Due to disclosure of master secret key
KVS, the Yu et al.’ scheme [23] is vulnerable to many attacks
including impersonation of vehicle, RSU, and vehicle server,
along with session key disclosure and vehicle/user ano-
nymity violations attack. (e scheme of Vasudev et al. [22]
lacks mutual authentication and has insecurities against
vehicle, RSU, and vehicle server impersonation attacks.
Moreover, Vasudev et al.’s scheme is insecure against man-
in-the-middle attack. (e scheme of Mohit et al. [24] is also
weak against man in middle attack. In contrast, proposed
SMEP-IoV provides all security features and is robust
against the known attacks.

7. Conclusion

Initially, this study reviewed some of the recent authenti-
cation schemes for securing IoVs. (en, we developed a

symmetric key-based authentication scheme, through which
a vehicle can share a secret key with corresponding RSU
through the mediation of the vehicle server. (e proposed
secure message exchange protocol for IoV (SMEP-IoV) uses
only lightweight symmetric encryption and hash functions.
(e comparisons of the SMEP-IoV show that proposed
scheme compromises slight performance overhead and
provides adequate security, which other competing schemes
do not provide. Hence, due to performance and security
provisions, SMEP-IoV best suits the security requirements
of the fast moving vehicles in the IoV scenario.
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Health IoTdeals with sensitive medical information of patients, therefore security concerns need to be addressed. Confidentiality
of Electronic Health Record (EHR) and privacy are two important security requirements for IoT based healthcare systems.
Recently, watermarking algorithms as an efficient response to these requirements is in the spotlight. Further, as smart city-based
applications have to react to real-time situations, efficient computation is a demand for them. In this paper, a secure, lightweight,
reversible, and high capacity watermarking algorithm with tamper detection capability is proposed for IoT based healthcare
systems.'e scheme has applied IntegerWavelet Transform (IWT) and chaotic map for efficiency and increasing security. EHR is
encrypted and then embedded into the Least Significant Bits (LSB) of wavelet coefficients of medical images.'e proposedmethod
has been extensively tested for various color and grayscale commonly used medical and general images. Investigations on
experimental results and criterions such as Peak Signal to Noise Ratio (PSNR) and Bit Error Ratio (BER) above 45.41 dB and 0.04,
respectively, for payload of 432,538 bits indicate that the proposed method, besides providing security, being reversible, tamper
detection capability, and high embedding capacity, has high imperceptibility and adequate resistance against different types
of attacks.

1. Introduction

Nowadays, exchanging sensitive data through insecure In-
ternet channels is inevitable. Moreover, the Internet of
'ings (IoT) is a revolutionary technology that prepares a
reliable infrastructure for actuators and sensors to collab-
orate and exchange data with each other. By using IoT
opportunities, the healthcare system will be revolutionized.
IoT based healthcare systems with the capability of collecting
patient’s real-time health data have attracted many re-
searchers’ attention [1].

Patient healthcare data which was collected by equip-
ment and sensors of IoT based healthcare system is used to
create Electronic Health Record (EHR) for each patient.
EHR, including medical images, Electronic Patient Record
(EPR), etc., plays an important role in the diagnosis process
of a patient. 'us, any manipulation and tampering in such
reports may cause fatal diagnosis to the patient. EHR are

exchanged among hospitals, doctors, and insurance com-
panies; therefore preserving the confidentiality of EHR and
privacy of patients are the most important security re-
quirements. On the other side, an IoT driven healthcare
system must be capable of handling the real-time situation.
'erefore, data transferring and computational overhead in
such a system have to be efficient. In this scope, researchers
are looking for alternative solutions that are proper for
resource-constrained IoT devices.

'e information hiding techniques are an adequate
solution to address these challenges. Information hiding is
classified mainly into steganography and watermarking. In
both of them, secret data is embedded in the cover data such
as text, voice, and pictures with different goals. In the
steganography, data hiding in digital media should be done
in such a way that the existence of secret data in the host
media is unnoticeable. In these algorithms, the cover could
be unrelated to the secret data, and only transferring the
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hidden secret data and imperceptibility are important. But in
watermarking algorithms, the secret data is dependent on
the cover to preserve its security through manipulations. In
some watermarking applications, information on cover
media is hidden inside of cover media for copyright pro-
tection or content authentication purposes.

'ere are two spatial and transform domains for ap-
plying steganography and watermarking algorithms. In the
spatial domain, the secret message is embedded directly into
the cover image by manipulating pixel values. Spatial do-
main-based algorithms have less computational overhead
and less resistance to different types of attacks. In the
transform domain, at first, the cover image is transformed by
using various transform operations such as Discrete Cosine
Transform (DCT), Discrete Fourier Transform (DFT), and
Discrete Wavelet Transform (DWT), and then a secret
message is embedded into coefficients [2]. Transform do-
main-based algorithms have more computational overhead
and more resistance against different types of attacks. For
designing a practical scheme for smart city applications, a
trade-off between computational complexity and security
must be considered.

'e main requirements for all watermarking and steg-
anography algorithms are imperceptibility, robustness, and
payload capacity. Imperceptibility refers to the amount of
deterioration that has been made to the cover media and
robustness indicates how much a watermark can resist
against different attacks. Corresponding to the application, a
different level of robustness is required. Payload capacity
also refers to the amount of data embedded inside of a cover
media. For some watermarking applications, reversibility is a
requirement which means that, after the extraction of the
secret messages, host media have to be recoverable [3–5]. In
irreversible techniques host media do not need to be restored
after extraction of secret message. Considering applications,
reversibility is not a requirement for all steganography
techniques which could bring more payload capacity [6–8].
Reversible information hiding finds applications in
e-healthcare, military communication, and smart cities, etc.,
where host media need to be recovered after the extraction
phase [9].

As already mentioned, low computational complexity
while keeping a high amount of payload is highly desirable
feature for real-time situations like IoT based electronic
healthcare systems and smart city applications. Many high
capacity information hiding schemes have been suggested
for image [9–14]. Most of them have used the interpolation
concept to generate a resized version of the original image
before embedding. 'ese techniques estimate pixels values
of the resized image by using several algebraic equations
which increase computational complexity.

In this paper, we have tried to address these challenges.
To provide confidentiality, EHR is encrypted by using a
chaotic sequence that is unpredictable for an adversary. To
tamper detection, an Integrity Check Code (ICC) is calcu-
lated. Moreover, computational complexity is reduced while
keeping high capacity. 'e encrypted EHR and ICC are
embedded in two Least Significant Bits (LSB) of cover
image’s Integer Wavelet Transform (IWT), being a fast and

lossless transform.'erefore, the confidentiality of EHR and
patient privacy are preserved during transmission.

'e important contributions of the proposed method are
as follows:

(1) Designing an efficient reversible watermarking al-
gorithm with high capacity and tamper detection,
providing EHR confidentiality, and preserving pa-
tient privacy for IoT based healthcare system for
both grayscale and color images.

(2) Providing a high level of security by using the chaotic
sequence as an efficient tool intelligently in host
coefficients selection, encryption process, and
structure of the symmetric key.

(3) Keeping quality of the cover image high and re-
ducing computational complexity significantly in
comparison to the state-of-the-art Pixel Repetition
Method (PRM), Neighbor Mean Interpolation
(NMI), and Interpolation Neighboring Pixels (INP)
techniques.

'e rest of the paper is organized as follows. In Section 2,
a literature review is presented. Preliminaries are discussed
in Section 3. Section 4 also describes the proposed method in
detail, and Section 5 provides detailed experimental results
and discussion. 'e conclusion of the paper is in Section 6.

2. Literature Review

In recent years, because of prominent advancements and
expansion of IoT and prepared infrastructure for deploying
IoT in real life, researchers have tried to take advantage of
IoT potentials in real-life scenarios. One of the most at-
tractive topics in this area is using IoT potentials to present
smarter healthcare services. Healthcare systems always look
for reducing costs and providing better quality in healthcare
services. 'erefore, many approaches have been introduced
in this area. An extensive survey for applications of IoT for
healthcare systems, IoT based technologies for healthcare,
IoT security including security requirements and attacks
classification, and taxonomy have been reported in
[1, 15, 16]. Constraints of IoT sensors are also discussed in
[17].

Various schemes have been proposed for home
healthcare monitoring and telemonitoring. 'ese schemes
are based on Wireless Sensor Networks (WSN), Near Field
Communication (NFC), and Radio Frequency Identification
(RFID). Using IoTcomponents based on these technologies,
techniques for fall detection and seizure detection were
introduced in [18–21]. In [20], a system was proposed which
detects the risk of bedsores by using sensors. Furthermore,
applications of IoT based wearable devices for monitoring
Parkinson’s gait disturbance and cardiac and neurological
disorders are reported in [21].'ese systemsmake it possible
for caregivers to prevent dangerous situations by taking
immediate action and providing better treatment.

Although the above schemes have proposed architec-
tures for mHealth/eHealth, a seamless method for securing
patient’s EHR has not been reported [9]. Since EHR
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contains patient’s vital health data, designing a method that
provides confidentiality for EHR, preserves patient’s pri-
vacy, and applies to resource-constrained IoT devices for
real-time scenarios in the smart city is highly desirable.
Considering requirements and challenges, information
hiding techniques seem to be an adequate option to design
and develop such a system. Unlike conventional cryptog-
raphy, information hiding techniques hide information
inside of a cover medium intelligently, instead of
encrypting information by using costly algorithms. A
survey of applications of information hiding techniques in
medical and healthcare systems has been presented in [22].
In order to increase capacity for hiding more amount of
data, various information hiding techniques based on in-
terpolation have been introduced. Neighbor Mean Inter-
polation has been introduced by [23]. 'e average PSNR of
this scheme is 35 dB for a payload of 1.622 BPP. Chin Feng
Lee and Yu-Lin Huang [24] proposed Interpolation by
Neighboring Pixels (INP) to improve the performance of
the data hiding scheme proposed by [23]. 'e payload of
this method is up to 2.28 BPP. In [9], a reversible infor-
mation hiding method based on interpolation has been
proposed. 'is method at first resizes the original image
with a size of M × N into M/2 × N/2. 'en using an al-
gorithm called Pixel Repetition Method (PRM) creates a
cover image from the resized image by repeating pixels
from the original image. 'en EHR is embedded into the
cover image. However, the interpolation-based method can
increase embedding capacity but the calculating number of
algebraic equations and operations such as upscaling and
downscaling for creating the cover image from the original
image increases computational complexity and decreases
the original image quality.

A watermarking scheme for the security of medical and
nonmedical images based on 2-level Singular Value De-
composition (2-D SVD) has been proposed by [25]. A digital
signature is embedded into the cover image for tamper
detection purposes; however, watermark is needed for this
test. A blind watermarking approach for medical image
protection was proposed by [26]. 'is method uses com-
bination of DWT and SVD for embedding data into the
cover image. SVD increases computational complexity
significantly and is not a suitable choice for resource-con-
strained IoT devices and real-time scenarios.

Table 1 summarizes the articles that have been men-
tioned in literature review section in chronological order of
year.

3. Preliminaries

3.1. Integer Wavelet Transform (IWT). Wavelets are basis
functions used to represent signals. Integer Wavelet
Transforms (IWT) are the wavelet transforms that map
integers to integers [27]. 'e procedure of calculating IWT
using lifting technique is illustrated in Figure 1 and de-
scribed as follows.

Step 1. 'e image matrix is separated odd and even columns.
Frequency subbands, HF (high-frequency components), and

LF (low-frequency components) are calculated using the
following equations:

HF � odd(i, j) − even(i, j),

LF � even(i, j) +
HF
2

.

(1)

Step 2. LFeven and LFodd show the even and odd rows of LF.
HFeven and HFodd are also even and odd rows of HF. First
level decomposition of the image is calculated as follows:

HH � HFodd − HFeven,

HL � HFeven +
HH
2

,

LH � LFodd − LFeven.

(2)

LL � LFeven +
LH
2

. (3)

3.2. Logistic-Sine Map. Chaotic map is a mathematical
concept which is equal to evolution function. 'ese func-
tions are extremely sensitive to their initial conditions and
exhibit chaotic behavior that means a small change in input
parameter leads to an unpredictable change in output.
Logistic-Sine map (LS) is introduced in [28] as an intensive
chaotic map defined as follows:

xn+1 � r.xn 1 − xn( 􏼁 +
(4 − r)sin πxn( 􏼁

4
􏼠 􏼡mod1r ∈ (0, 4]

xn ∈ [0, 1].

(4)

'e analyses of bifurcation diagram and Lyapunov ex-
ponent prove that the chaotic behaviors of the LS map exist
in the whole range of parameter settings and its chaotic
sequences have a uniform distribution within [0, 1] [28].
'ese properties of LS make it impossible for an adversary to
predict the chaotic sequence. In other words, regenerating
chaotic sequence without having the key (concatenation of r

and xn parameters) is not possible which makes LS a proper
option to increase the security of the proposed method
significantly.

4. Proposed Method

'e proposed method can be divided into two main phases,
embedding and extraction phase, which take place, re-
spectively, on the sender and receiver side. An overview of
the proposed method has been shown in Figure 2. At the
sender side, the patient’s medical image and EHR are ob-
tained as inputs from which the Integrity Check Code (ICC)
is calculated. 'en EHR and ICC are encrypted using a
chaotic sequence generated by LS map. IWT is applied to the
medical image as a cover image, and then four frequency
subbands are produced and picked to embed encrypted ICC
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and EHR into the LSB of coefficients. 'e data embedding
procedure is described in Section 4.1 in detail. At the receiver
side, the watermarked image is obtained and inverse IWT is

applied to it. 'e four frequency subbands are picked to
extract encrypted EHR and ICC from pixels LSB. 'e re-
ceiver regenerates chaotic sequence by using an agreed key

Next step

LF

LL HL

HHLH

HF

Figure 1: IWT calculation.

Integrity check
code calculation

Encrypted EHR and
ICC (EHRe, ICCe)

EHR~
e, ICC~

eICC~

EHR~
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Cover image

Original image

Chaotic sequence

Data
embedding

Data
extraction

Channel

Watermarked image
(wa)

Watermarked image
wa~

Cover image
preparation

Original image

Sender

Encryption

Decryption

Accept or reject

Receive

Integrity
checking
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ICC

Communication channel
Input/output

Figure 2: An overview of the proposed method.

Table 1: Summary of articles in chronological order of year.

Article Description Year
[23] Data hiding method based on interpolation 2009
[24] Data hiding method based on interpolation 2012
[20] Health status monitoring (monitoring the risk of bedsores) 2015
[18] Health status monitoring (fall detection) 2017
[19] Health status monitoring (home care systems) 2017
[21] Health status monitoring (applications of wearable technologies) 2017
[9] Reversible data hiding method based on interpolation 2018
[25] Watermarking scheme with digital signature based on SVD 2019
[26] Watermarking scheme with embedded hash based on SVD 2021
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and then decrypts EHR and ICC which gives EHR′ and
ICC′. Receiver recalculates ICC from EHR′, names it ICC″,
and compares it to the ICC′ which was extracted and
decrypted from the watermarked image. If ICC″ � ICC′
then the watermarked image is verified. 'e extraction
procedure is described in Section 4.2 in detail.

4.1. Data Embedding Procedure. Data embedding proce-
dure contains five subsections: cover image preparation,
chaotic sequence generation, ICC calculation, EHR and
ICC encryption, and data embedding, which are described
in detail. Overview of data embedding is illustrated in
Figures 3 and 4 .

4.1.1. Cover Image Preparation. To prepare the cover image,
IWT is applied to the patient’s medical image which pro-
duces 4 frequency subbands: LL, HL, LH, and HH. 'e
following steps are taken to prepare the cover image:

(1) IWT is applied to the original image which produces
LL, HL, LH, and HH frequency subbands

(2) HL, LH, and HH subbands are picked for EHR
embedding

(3) LL subband is picked for ICC embedding

4.1.2. Chaotic Sequence (CS) Generation. To generate a
chaotic sequence (CS), a key is needed. Concatenation of LS
map parameters, x0 and r, creates the key. Using this key, a
chaotic sequence is generated, and the initial value effect can
be faded by generating a sequence with a length three times
bigger than that needed and picking the last segment. 'is
sequence is used for encrypting EHR and ICC. 'e order of
choosing subbands and pixels of each subband as host
positions is based on the chaotic sequence.'is leads to high
confusion and diffusion which are the result of chaotic
sequence features that make them appropriate for security
aspects. 'e following steps are taken to generate CS:

(1) Choosing values for x0 and r as the key
(2) Using the key as initial values of LS map to generate

chaotic sequence (CS) with the size of 3 n, where
n � size (EHR||ICC) is the length of the needed
sequence

4.1.3. ICC Calculation. To detect tampering on a water-
marked image, an Integrity Check Code (ICC) is calculated
and embedded into the cover image.

'e ASCII form of EHR is considered as sequence W �

p1, p2, p3, p4, p5, . . . , pn where each pn is an ASCII code of a
letter. We divide this code into segments with length of five
letters. 'e ith segment of W is denoted by wi, where
1≤ i≤ (n/5). It should be noticed that if n is not the multiple
of five, we add some padding. Corresponding to each seg-
ment wi � p1p2p3p4p5 which contains 40 bits, a four-bit
code is produced by comparing each element of wi with the
central element p3 as follows:

bi �
0, pj <p3,

1, pj >p3,
1≤ j≤ 5.

⎧⎨

⎩ (5)

All bi come together to create B which is a compressed
Integrity Check Code (ICC).

4.1.4. EHR and ICC Encryption. 'e CS that has been
generated in step 4.1.2 is divided into two parts, CS1 and CS2,
with the binary size of EHR and ICC, respectively. 'en
these parts are used to encrypt EHR and ICC to improve
security. 'e encryption process consists of two stages:

(1) Scrambling: the order of the bits of EHR and ICC is
changed based on new indices obtained from the
sorted subsequences CS1 and CS2.

(2) Applying XOR operation: the binary forms of EHR
and ICC are XOR with binary form of CS1 and CS2,
respectively.

'e following equations define encrypted EHR and ICC
denoted by EHRe and ICCe, respectively.

EHRe � EHR⊕CS1,

ICCe � ICC⊕CS2.
(6)

4.1.5. Data Embedding. 'e cover image was prepared in
4.1.1 subsection and ready to use for embedding. EHRe is
embedded into LSBs of coefficients in HL, LH, and HH.
Moreover, LSBs of coefficients in LL band are hosts of bits in
ICCe. 'e order of choosing frequency subbands and co-
efficients for embedding EHRe and ICCe is based on chaotic
sequence (CS). 'is technique makes it impossible for an
attacker to recognize the host positions without having CS.
At the end of this subsection, EHRe is embedded into the
cover image, and the cover image is watermarked with ICCe.
'en inverse IWT is applied to the watermarked image and
the result will be sent. In summary for data embedding the
following steps are taken:

(1) EHRe bits are embedded into two LSBs of HL, LH,
and HH coefficients of the cover image

(2) ICCe bits are embedded into two LSBs of LL coef-
ficients of cover image which produces the water-
marked image

(3) Inverse IWT is applied to the watermarked image

4.2. Data Extraction Procedure. On the receiver side, at first,
EHR is extracted from the watermarked image and then the
integrity checking is done to ensure whether the watermarked
image has been tampered or not. 'e data extraction process
has been shown in Figures 5 and 6 . EHR and ICC extraction
and integrity checking subsections are going to be described.

4.2.1. EHR and ICC Extraction. 'e receiver regenerates CS
using the agreed key between the sender and the receiver
which is the concatenation of x0 and r. IWT applies to the
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watermarked image to produce LL, HL, LH, and HH sub-
bands. According to the CS, similar to the sender side, the
receiver can determine the selection order of host positions
and extracts EHR ∼

e and ICC ∼
e from two LSBs of

coefficients.
Regenerated CS is also used for decrypting EHR ∼

e and
ICC ∼

e by equations EHR∼ � EHR ∼
e ⊕CS1 and

ICC∼ � ICC ∼
e ⊕CS2 and then returning the scrambled bits

to their first positions.

4.2.2. Integrity Checking. 'e ASCII code of EHR∼ is put in
W and the receiver recalculates the ICC by using the same
algorithm as described in 4.1.3 subsection. 'e integrity

checking process has been demonstrated in Figure 6. 'e
receiver compares recalculated ICC to ICC∼; if ICC � ICC∼

this means the watermarked image is valid, and otherwise, it is
rejected. After checking the validity of the received water-
marked image, inverse IWT is applied to the cover image to
recover the patient’s medical image. At this point, the receiver
has both EHR and the medical image of the patient. Integrity
checking is done by taking the following steps:

(1) ICC is calculated
(2) If ICC � ICC∼ then the received watermarked image

and EHR are both valid
(3) If ICC≠ ICC∼ then the received watermarked image

is rejected

Original image Cover image

Selecting
sub-band

and
coefficient

EHRe

Key

LS
map

Encryption
EHR

CS

LL

LH

HL
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CS
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Figure 3: Preparing the cover image and embedding EHR into it.
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Figure 4: Calculating ICC and embedding it into the cover image.
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(4) Inverse IWT is applied to the received watermarked
image to recover the patient’s medical image

5. Results and Discussion

In this section, a comprehensive investigation has beenmade
on the proposed method in terms of performance and se-
curity analysis. 'e experiments have been carried out using
MATLAB R2019a [29] on a Windows 10 PC with Intel®Core™ i7-2670QM CPU and 4GB RAM. Various metrics
such as Peak Signal to Noise Ratio (PSNR), Structural
Similarity Index Matrix (SSIM), Mean Square Error (MSE),
Normalized Cross-correlation (NCC), Mean Absolute Error
(MAE), and Bit Error Rate (BER) are measured to evaluate
the performance of the proposed method. PSNR and SSIM
are used to measure the quality of an image while MSE,
NCC, MAE, and BER are used to evaluate the error in
extracted secret data bits. All experimental results are re-
ported for both grayscale and color medical/general test
images.

5.1. Metrics Explanation. A brief explanation and mathe-
matical definition for each criterion is given in the following.

5.1.1. Peak Signal to Noise Ratio (PSNR). PSNR is a measure
of the ratio of signal to noise power. 'is criterion is used to
evaluate the imperceptibility of a watermarked image. PSNR
is defined by the following equation [30]:

PSNR � 10 log10
2552

MSE
. (7)

5.1.2. Structural Similarity Index Matrix (SSIM). SSIM is a
measure for evaluating the similarity of two images related to
perceptual quality in terms of the human visual system.
SSIM is defined by the following equation:

SSIM(X, Y) �
2μXμY + C1( 􏼁 2σXY + C2( 􏼁

μ2X + μ2Y + C1􏼐 􏼑 σ2X + σ2Y + C2􏼐 􏼑
, (8)

where μX and μY are averages of pixels values of X and Y,
respectively. Moreover, σ2X and σ2Y are variances of X and Y
and σXY is the covariance of X and Y. C1 � (K1 L)2 and
C2 � (K2L)2 are two variables to stabilize the division with a
weak denominator. Variable L is the dynamic range of pixel
values and variables K1 and K2 are 0.01 and 0.03 by default
[31].

5.1.3. Normalized Cross-Correlation (NCC). NCC measures
the degree of similarity between the cover image and the
watermarked image [32].'e range of NCC is [1, −1]. When
two images are completely the same, NCC is equal to 1, and
NCC will be −1 if they are completely opposite. If NCC is
equal to 0, this means two images are uncorrelated. Assume
X(i, j) and Y(i, j) represent a cover image and a water-
marked image, respectively. NCC is defined by the following
equation:

NCC �
􏽐

M
i�1 􏽐

N
j�1 X(i, j) − μX􏼂 􏼃 Y(i, j) − μY􏼂 􏼃

����������������������
􏽐

M
i�1 􏽐

N
j�1 X(i, j) − μX( 􏼁

2
􏽨 􏽩

􏽱 ����������������������
􏽐

M
i�1 􏽐

N
j�1 Y(i, j) − μY( 􏼁

2
􏽨 􏽩

􏽱 , (9)

where μX and μY are averages of matrices X and Y,
respectively.

5.1.4. Mean Absolute Error (MAE). 'is criterion measures
the average absolute errors between the cover image and the
watermarked image. Assuming X and Y are cover image and
watermarked image, respectively, for a grayscale image,
MAE is defined by the following equation [33]:

MAE �
􏽐

M
i�1 􏽐

N
j�1 |X(i, j) − Y(i, j)|

M × N
. (10)

5.1.5. Bit Error Ratio (BER). When data is transmitting over
a communication channel, during transmission data could
get damaged or altered intentionally by an attacker or un-
intentionally by noise. 'e number of damaged bits is di-
vided by the total number of transmitted bits to calculate the

ratio of bit error. BER is defined by the following equation
[34]:

BER �
ne

ns

, (11)

where ne is the number of damaged bits and ns is the total
number of transmitted bits.

5.2. Imperceptibility Analysis. 'e changes that are made to
cover image must be imperceptible for the human visual
system (HVS). A watermark is completely imperceptible if
humans cannot distinguish the original image from the
watermarked image when they are laid side by side [35].

'e proposed method has been tested on various color
and grayscale medical and commonly used images with a
size of 512× 512 pixels. All testing images and corresponding
watermarked images are shown in Figure 7. 'e proposed
method has been simulated for two modes, such that two
and three LSBs of each coefficient of the cover image are
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selected for embedding secret message in first and second
mode, respectively. For grayscale images, the capacities are
432,538 bits (393,216 bits for EHRe and 39,322 bits for ICCe)

and 648,808 bits (589,824 bits for EHRe and 58,984 bits for
ICCe), respectively, for the first and second mode. Color
images consist of three layers, Red, Green, and Blue (RGB);
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Figure 5: Extracting EHR from the watermarked image.
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thus the capacities are 1,297,613 bits (1,179,648 bits for EHRe

and 117,965 bits for ICCe) and 1,946,424 bits (1,769,472 bits
for EHRe and 176,952 for ICCe), respectively. Since the
length of ICCe is equal to (1/10) of the length of EHRe, the
full capacity of LL is not occupied and could be used for
other purposes. 'e results of PSNR, SSIM, NCC, and MAE
metrics are reported for payloads of 432,538 and 1,297,613
bits (first mode) for grayscale and color images in Tables 2
and 3 , respectively.

PSNR values above 45 dB, MAE values close to zero, and
NCC values close to 1 besides outstanding SSIM results
indicate that the proposed method is capable of providing
imperceptible and high quality watermarked images. PSNR,
SSIM, NCC, and MAE results for second mode are given in
Tables 4 and 5 for grayscale and color images, respectively. In
second mode, the capacity for grayscale images is 648,808
bits (589,824 bits for EHRe and 58,984 bits for ICCe) and for
color images the capacity is 1,946,424 bits (1,769,472 bits for

Boat Man Barbara

Cover image Watermarked image Cover image Watermarked image Cover image Watermarked image

Peppers Mandril Lena

Cover image Watermarked image Cover image Watermarked image Cover image Watermarked image

Chest m1 Medical

Cover image Watermarked image Cover image Watermarked image Cover image Watermarked image

Boat Lena Barbara

Cover image Watermarked image Cover image Watermarked image Cover image Watermarked image

Peppers Air plane Mandril

Cover image Watermarked image Cover image Watermarked image Cover image Watermarked image

Figure 7: Test and watermarked images.
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EHRe and 176,952 bits for ICCe). Similar to first mode, full
capacity of LL subband is not occupied; thus, it could be used
for other purposes.

'e proposed method has been compared to several
state-of-the-art techniques and results are reported in Ta-
bles 6 and 7 to show that the proposed method outperforms
other schemes under comparison. Although the capacity of
the proposed method is higher compared to other tech-
niques, the results are showing significantly better perfor-
mance of the proposed scheme in terms of PSNR, MAE,
NCC, and SSIM. 'is is because of taking advantage of IWT
which is a lossless transform and does not deteriorate cover
image at all. In Figure 8, PSNR metric for different test

images is compared to the other state-of-the-art methods
and BPP is abbreviation of Bits Per Pixel.

5.3. Reversibility. As already mentioned, reversibility is a
requirement for IoT based healthcare system. 'erefore, we
proposed a reversible technique in this paper. Usually, the
capacity of irreversible techniques is more in comparison to
the reversible techniques. On the other side, increasing
capacity decreases imperceptibility. 'us, we tried to es-
tablish a trade-off between capacity and imperceptibility
while providing reversibility in the proposed scheme. 'e
procedure of extracting secret data from the cover image and

Table 2: Criterions results for grayscale images (432,538 bits’ payload).

Cover image PSNR SSIM MSE NAE NCC
Lena 45.41571356 0.98529705 0.93436050 0.00377006 0.99959233
Peppers 45.40055233 0.98616943 0.94027328 0.00388811 0.99967717
Mandrill 45.37948723 0.99539030 0.94287109 0.00371620 0.99950085
Barbara 45.37739511 0.98971939 0.94022369 0.00401877 0.99968409
Boat 45.28194767 0.98932682 0.96976089 0.00363709 0.99955803
Man 45.40891853 0.98356864 0.94287109 0.00392399 0.99975098
Chest 45.39985440 0.97885607 0.93158340 0.00357256 0.99944428
Medical 44.93731418 0.97929658 0.66186523 0.01098185 0.99970931
M1 45.35225447 0.98161973 1.01231002 0.00653188 0.99968356

Table 3: Criterions results for color images (1,297,613 bits’ payload).

Cover image PSNR SSIM MSE NAE NCC
Lena 45.39667538 0.99919942 0.31209437 0.00393097 0.99948778
Peppers 45.31623951 0.99911326 0.33829159 0.00450784 0.99962612
Barbara 45.40010469 0.99749971 0.31376139 0.00436215 0.99963265
Boat 45.35461716 0.99125248 0.33135774 0.00368493 0.99972065
Mandrill 45.39058876 0.99861759 0.31411319 0.00372696 0.99966761
Airplane 45.36217708 0.98705524 0.31885867 0.00256708 0.99942052

Table 4: Criterions results for grayscale images (648,808 bits’ payload).

Cover image PSNR SSIM MSE NAE NCC
Lena 39.16776366 0.94241805 3.92137145 0.00795723 0.99828481
Peppers 39.15785072 0.94528910 3.96346664 0.00817899 0.99864270
Mandrill 39.16214677 0.98142495 3.93774414 0.00781284 0.99791707
Barbara 39.17000866 0.95986360 3.92034149 0.00839860 0.99868275
Boat 39.15454443 0.95880376 3.83931350 0.00778576 0.99819215
Man 39.15081530 0.93682292 3.96741104 0.00830203 0.99894934
Chest 39.16677934 0.92011517 3.88083267 0.00753641 0.99767058
Medical 38.38476078 0.90927220 2.82612609 0.02433453 0.99871588
M1 39.02895827 0.93090727 4.45757293 0.01355195 0.99864375

Table 5: Criterions results for color images (1,946,424 bits’ payload).

Cover image PSNR SSIM MSE NAE NCC
Lena 39.16788707 0.99666985 1.30826441 0.00825880 0.99785790
Peppers 39.04715772 0.99621930 1.45020294 0.00942305 0.99842121
Barbara 39.17016370 0.98975923 1.31314341 0.00916486 0.99846046
Boat 39.08809440 0.96543779 1.43398072 0.00762411 0.99881913
Mandrill 39.15882182 0.99425752 1.31775029 0.00783808 0.99860516
Airplane 39.15136430 0.94956322 1.33884726 0.00535757 0.99759740
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recovering the patient’s medical image has been described in
Section 4.2 step by step. Test cover images and their cor-
responding watermarked images in Figure 7 are almost
identical, and results of criterions such as SSIM, NCC, and
MAE for these images prove their similarity. Because of close
similarity, the watermarked image is reusable on the receiver
side completely. Since LSBs of the cover image are used for
embedding into, high quality of the patient’s medical image
is preserved.

5.4. Computational Complexity Analysis. As already men-
tioned, computational complexity is an important factor for
IoT based healthcare system. One of the most important
features of the proposed method is a low computational
overhead which leads to less time and energy consumption.
'e cover image generation and data embedding stages of
the proposed method are compared to cover image gen-
eration and data embedding of other state-of-the-art tech-
niques in Figures 9 and 10, respectively. Cover image
preparation is considerably faster in the proposed method

comparing to other schemes, because of taking advantage of
IWT instead of calculating several equations in other state-
of-the-art techniques. Using various algebraic equations for
generating a cover image from the original image is more
time consuming and complex than IWT. 'e data em-
bedding stage of the proposedmethod is done by embedding
secret data directly into LSBs of cover image pixels which
does not require any calculation; therefore it is faster in
comparison to other state-of-the-art schemes.

5.5. Security Analysis. One of the main goals of this paper is
to address security challenges. For this purpose, several
security levels are designed and included in the proposed
method. In summary, the following steps are taken to ensure
the proposed method meets security requirements:

(1) Choosing the order of pixels for embedding is based
on a chaotic sequence (CS) which is impossible to
regenerate without knowing the agreed key between
the sender and the receiver.

(2) Secret data (EHR) is first encrypted and then em-
bedded into the cover image.

(3) A fragile watermark is calculated and encrypted and
then embedded into the cover image in order to
detect any tampering or altering.

(4) Both encrypted EHR and the watermark are em-
bedded into the transformed layer of the original
image using IWT which brings noticeably more
resistance against different attacks.

'e proposed scheme has been tested against various
signal processing and geometric attacks and BER (%) results
are presented in Table 8 for payload of 432,538 bits and
1,297,613 bits for grayscale and color images, respectively.
Moreover, obtained security analysis results are compared to
[10] in Figure 11. It is evident from Figure 11 that the proposed

Table 7: Comparing the proposed method to the other state-of-
the-art schemes.

Cover image Method Capacity PSNR (dB)

Lena
[36] 196,608 46.3661
[10] 327,680 43.8838

Proposed 432,538 45.4157

Mandrill
[36] 196,608 46.3725
[10] 327,680 43.9171

Proposed 432,538 45.3794

Chest

[37] 10,882 48.4208
[38] 36,060 48.9464

[39] (GA scheme) 38,700 49.0119
[39] (PSO scheme) 38,390 49.0047

[36] 196,608 46.3685
[10] 327,680 43.8909

Proposed 432,538 45.3998
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Figure 8: PSNR comparison.
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Figure 9: Required time comparison for CIG.

Table 6: PSNR, SSIM, NCC, and NAE criterions comparison.

Cover image
[10] payload: 327,680 bits 'e proposed method payload: 432,538 bits

PSNR SSIM NCC NAE PSNR SSIM NCC NAE
Lena 43.8838 0.97572 1 0.0100 45.4157 0.98529 1 0.0037
Mandrill 43.9171 0.98761 1 0.0098 45.3794 0.99539 1 0.0037
Peppers 43.8796 0.97559 1 0.0104 45.4005 0.98616 1 0.0038
Chest 43.8909 0.96547 1 0.0088 45.3998 0.97885 1 0.0035
Average 43.8935 0.97964 1 0.0100 45.3985 0.98894 1 0.0037
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method, because of taking advantage of IWT, has impressive
resistance against various attacks. Tamper detection analysis is
also included in Table 8 to demonstrate the functionality of the
fragile watermark.'e results prove that the fragile watermark
can detect any kind of tampering and altering. All security tests
have been done for both grayscale and color images.

In Table 9, the proposed method is compared to other
state-of-the-art schemes in terms of the main features.

5.6.HistogramAnalysis. Histogram analysis is performed on
watermarked images by adversaries with the intension to
find a clue about what has been embedded. Histogram
analysis is done by comparing the histograms of the cover
image and watermarked image with each other. To with-
stand this attack, histograms of the cover image and
watermarked image must be similar to each other closely. In
Figure 12 histograms of various cover images (12(a), 12(c),

Table 8: BER results after performing various attacks for payload of 432,538 and 1,297,613 bits.

Attack Lena (grayscale) Mandrill (grayscale) Lena (color) Mandrill (color) Tampering
Salt and pepper (0.1) 0.055 0.085 0.104 0.089 Detected
Gaussian noise (0.02) 0.277 0.165 4.893 2.592 Detected
Median filter 0.328 0.256 0.202 0.245 Detected
Low pass filtering 0.035 0.008 0.214 0.610 Detected
Sharping 0.059 0.236 0.199 0.233 Detected
Histogram equalization 0.041 0.128 0.084 0.215 Detected
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Figure 11: BER comparison for lena.
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Figure 10: Required time for DE.

Table 9: Comparison of the main features of the proposed method and the other state-of-the-art schemes.

Method Imperceptibility Capacity Computational cost Tamper detection
[40] Low Medium Medium No
[39] Low Low High No
[36] High Low Low Yes
[10] High High Low Yes
[9] High High Low No
Proposed High High Low Yes
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12(e), and 12(g)) and corresponding watermarked images
(12(b), 12(d), 12(f ), and 12(h)) are presented for a payload of
432,538 bits. It is evident from Figure 12 that the proposed
method can resist this attack since the histograms are nearly
the same.

6. Conclusion

In this paper, considering security and IoT requirements, a
secure, reversible, lightweight watermarking method with
the capability of tamper detection has been introduced for
IoT based healthcare systems. Usually, the capacity of re-
versible techniques is less than irreversible ones. 'us, we
tried to establish a trade-off between capacity and preserving
image quality to introduce a high capacity reversible scheme.
In the proposed method for preparing a cover image, IWT
was employed which is a fast and lossless transform with low
computational complexity. EHR firstly is encrypted by a
chaotic sequence and then embedded into LSBs of IWT
subbands coefficients. A fragile watermark is calculated and
embedded for tamper detection capability. Comprehensive
investigations and analyses that have been made to the
experimental results demonstrate high performance in terms
of imperceptibility and image quality. 'e proposed method
reduces the computational complexity significantly in
comparison to the other state-of-the-art techniques by
taking advantage of IWT. Security analyses in Section 5.5
prove that the proposed method is noticeably resistant
against various signal processing attacks and the tamper
detection feature is working properly.

Data Availability

All of the image samples and underlying data that support
the results of our study are given in the paper.
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Recently, Internet of $ings and cloud computing are known to be emerged technologies in digital evolution. $e first one is a
large network used to interconnect embedded devices, while the second one refers to the possibility of offering infrastructure that
can be used from anywhere and anytime. Due to their ability to provide remote services, IoT and cloud computing are actually
integrated in various areas especially in the healthcare domain. However, the user private data such as health data must be secured
by enhancing the authentication methods. Recently, Sharma and Kalra projected an authentication scheme for distant healthcare
service-based cloud-IoT. $en, authors demonstrated that the proposed scheme is secure against various attacks. However, we
prove in this paper that Sharma and Kalra’s protocol is prone to password guessing and smart card stolen attacks. Besides, we show
that it has some security issues. For that reason, we propose an efficient and secured authentication scheme for remote healthcare
systems in cloud-IoT. $en, we prove informally that our projected authentication scheme is secure against multiple attacks.
Furthermore, the experimental tests done using Scyther tool show that our proposed scheme can withstand against known attacks
as it ensures security requirements.

1. Introduction

$e Internet of $ings (IoT) and cloud computing are
revolutionizing many industries such as health and trans-
portation. $e IoT is a large network that interconnects
objects, computers, and human individuals. $ese devices
are able to sense, process, and communicate data from one
end to another one. In addition, cloud computing is a system
that allows the customers to access computing resources via
the network. $e cloud computing provider ensures the
protection of a given number of servers that can be used
according to the customer needs. Indeed, IoT’s growth has
been particularly dynamic and has truly revolutionized
human personal and professional daily activities. Some of
the IoT areas include agricultural [1–4], industrial [5], ed-
ucation [6], healthcare [7–9], and environmental fields
[10–13].

Remote patient monitoring relies on computer systems
that retrieve health information from individuals in one
location and communicate it digitally to health professionals
in another location for assessment and advice, as shown in
Figure 1. With this kind of service, healthcare provider can
continue processing patient’s medical data even if the patient
stays at home or care facility and reduces the patient
readmission rates.

$e question of health is systematically at the heart of the
human race’s concern, even though there are technological
advancements in health treatment. Recently, healthcare has
taken on great significance, as witnessed by the most recent
coronavirus epidemic. Indeed, in areas where the epidemic is
spreading, it is increasingly wise to monitor people remotely
using healthmonitoring technology. A variety of monitoring
platforms which allow collecting a large volume of health-
care data at the site of treatment, such as patient’s vital signs,
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patient’s weight, heart rate, blood pressures, blood glucose,
blood O2 levels, and electrocardiographs, can be used to
monitor the patient’s health.

Because of the performance and computing limitations
of IoT equipment in handling the massive volume of col-
lected data, it may be appropriate to employ a cloud service
to overcome such challenges. Nevertheless, this approach
will require warranty of confidentiality, integrity, and se-
curity of exchanged data. Subsequently, data are only ac-
cessible by authorized entities.

$e commonly used solution to assure the confidenti-
ality of data is using such authentication protocols. Hence,
Sharma and Kalra [14] proposed a trivial authentication
protocol for cloud-IoT-based healthcare system. Formerly,
they demonstrated that their proposed protocol is efficient,
trivial, and secured against various attacks including DoS
attack, man in the middle attack, offline password guessing
attack, user impersonation attack, replay attack, and parallel
session attack. Authors also use AVISPA tool to evaluate
their protocol formally. In this research work, we demon-
strated that Sharma and Kalra’s scheme poses security
vulnerabilities, in particular vulnerable to password guessing
attacks. Moreover, some private values described in the
protocol are not very secured; it can be obtained basically by
any attacker. With the aim to improve the security of cloud-
IoT-based healthcare, we propose a new efficient and se-
cured authentication protocol. After proving theoretically
that our protocol can resist against various attack, we have
done simulation tests under Scyther tool. $e obtained
results confirm that our scheme can deal against famous
attacks, and it guarantees security requirements.

$e remaining part of the paper is organized as follows.
Related works have been debated in Section 2. Section 3 is
reserved for reviewing Sharma and Kalra’s protocol. In
Section 4, weaknesses of Sharma and Kalra’s protocol are
discussed. Our proposed efficient and secured authentica-
tion scheme is presented in Section 5. In Section 6, informal
and formal analyses are detailed. Section 7 provides the
performance and comparative analysis. In Section 8, we
conclude our paper.

2. Related Works

Due to the quick growth and development of various new
technologies, personal security, the system for controlling
access and the procedures for checking the authenticity of
data are gaining significance everyday, particularly since the
birth of the IoT. As a consequence, in this section, we discuss
some authentication protocols that have been previously
presented in literature.

Watro et al. [15] proposed a secured authentication
scheme based on RSA for WSNs. Wong et al. [16] proposed
authentication scheme that is funded on one way hash
functions. $is protocol was considered to be secure against
many possible attacks, including replay attack, man-in-the-
middle attack, forgery attack, and key impersonation attack.
Nonetheless, this protocol is proved prone to insider attack
and man-in-the-middle attack. As result, Das et al. [17]
planned an enhance protocol for gaining more security.
Moreover, Xu et al. [18] and Song [19] proposed inde-
pendently two authentication protocols in 2009 and 2010,
respectively. $e two proposed protocols are both based on
RSA cryptography.

Based on elliptic curve cryptography (ECC), Xu et al. [20]
proposedmutual authentication and key convention scheme as
a solution of computational problem. $en, he demonstrated
that the proposed protocol guarantees confidentiality by using
a dynamic identity. Hence, Yan et al. [21] proposed a user
authentication system based on biometric detection. However,
this protocol cannot resist against replay attacks and is not able
to guarantee user anonymity. Furthermore, Mishra et al.
proved that Yan’s protocol is vulnerable against offline pass-
word guessing attacks. Based on those issues, Mishra et al. [22]
suggested a new reinforced biometric authentication protocol
that uses random digits. Afterword, Tan [23] proposed three-
factor mutual authentication protocol.

Yoon and Kim [24] presented user authentication
protocol based on a biometric parameter to enhance security
of wireless sensors’ networks. $e proposed scheme is
demonstrated secure against some attacks such as DoS attack
and sensor impersonation attack.
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Figure 1: Internet of $ing and healthcare system.
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In 2012, He et al. [25] proposed an authentication
protocol, which is efficient for actual medical applications
that are based on sensor network. Nevertheless, the scheme
is prone to forgery attack and password guessing attack. In
addition, it is not capable to offer forward privacy service. In
2014, Mishra et al. [26] rely on chaotic map computation for
presenting an authentication and key exchanging protocol
for healthcare information organisms. However, this scheme
is vulnerable to against password guessing attack.

In 2015, Jiang et al. [27] proved that the protocol pro-
posed by Chen et al. [28] is not secured against password
guessing attack. Consequently, with the goal to resolve this
issue, Jiang et al. projected a different authentication scheme.
Nonetheless, the planned solution is still vulnerable to
password guessing and user impersonation attack.

In 2019, Azrour et al. [29] demonstrated that Ye et al.’s
[30] protocol is not secured and it has some security issues.
In the same year, Cheng et al. [31], based on elliptical curve
cryptography and biometrics, proposed a public node
identity authentication scheme for numerous categories of
devices. In 2020, Azrour et al. [32] proposed a new au-
thentication protocol for IoT devices. $en, authors proved
formally and informally that their protocol is efficient and
can resist against several attacks.

3. Evaluation of Sharma and Kalra’s Protocol

In the present section, we present a brief review of three
main phases of Sharma and Kalra’s scheme, namely, reg-
istration, login, and authentication phases. Used notations
and their significations are described in Table 1.

3.1. Registration Phase

Step 1: user Ui selects her/his identity I d, password pw,
and arbitrary number R. He/she computes
MPS � h(pw

����R) and sends 〈I d,MPS〉to the server
via secured channel.
Step 2: server checks received Id. If it exists in database,
the server requests a new Id. In other case, the server
computes � H(MPS‖Id), b � A (Id‖K),
c � H(K)⊕H(MPS‖b), and d � b⊕H(MPS‖a). After-
wards, server sends back to user a, c, and d.
Step 3: user saves 〈a, c, d, R〉 in it smart card.

3.2. Login Phase. Sharma and Kalra’s scheme login phase
contains three steps:

Step 1: user Ui inserts her/his identity I d and password
pw in the smart device.
Step 2: the smart device calculates MPS � h(pw

����
R)based on input pw and stored R.
Step 3: the smart device computes a′ � H(MPS ‖Id)

and compares its value with stored a. In this case, it
equals the login phase which is a success.

3.3. Authentication Phase. In this phase, the user Ui, the
sensor, and the gateway node have to authenticate each other
mutually and produce the session key.$e steps of this phase
are

Step 1: the smart device calculates b � d⊕H(MPS‖a)

and H(K) � c⊕H(MPS ‖b). It generates timestamp T1
and computes V1 � Id⊕H(H(K)

����T1). $en, it chooses
random Ni and computes V2 � N⊕H(b

���� T1) and
V3 � H (V1

����V2
���� Ni ‖T1). Next, it transfers this mes-

sage to gateway node (GN) 〈V1, V2, V3, T1, IdSN〉.
Step 2: after receiving user’s massage, the GN verifies
the timestamp. $en, it calculates MIDSN � Id SN
⊕H(H(K

����z2)). It generates random numberNj, which
is used for computing V4 � H (XGN−SN

���� T1
����T2)⊕Nj

and V5 � H (IdSN
����V4

����T1
����T2

����Nj). $e GN then
communicates this message 〈V1,V2,V3,T1,T2, MIDSN,

V4,V5〉 to the SN.
Step 3: upon receiving GN message, the SN verifies the
timestamp. $en, it calculates IdSN′ � MIdSN⊕H (H

(K
����T2)), XGN−SN′ � (IdSN), and Nj′ � V4 ⊕H(XGN−SN′����T1
����T2). Formerly, it checks V5′ � H (IdSN

����V4
����T1

����

T2
����Nj′). If it is correct, the GN is authenticated. Next,

SN computes Id′ � V1⊕H(H(K
����T1)), b′ � H(Id‖K),

and Ni′ � V2⊕H(b′
����T1). $en, it checks the validity of

V3′ � H (V1
����V2

����Ni′
����T1). If it is ok, the user was au-

thenticated. $erefore, the SN computes its parameters
V6, V7, V8, and V9 that will be sent to GN. V6 � Nj′

⊕H(b′
����T3), V7 � Ni′⊕H (XGN−SN′

�������
T3), V8 � H(V6

����

b′
����T3), and V9 � H(V7

�������
XGN−SN′

����T3).
Step 4: once the GN receives SN response, it verifies the
timestamp. $en, it checks the correctness of

V9′ � H(V7

�������
XGN−SN′

���� T3). It computes ′ � V7⊕H

(XGN−SN′
�������
T3), Sk � H(Ni′⊕Nj), and V10 � H(Sk

Table 1: Notations and their significations.

Symbol Signification
Ui User (medical professional)
Idi User’s Ui identity
pw User’s Ui password
SNi $e sensor node
GN Gateway node
Idsn Identity of sensor node
CS Cloud server
Xs Secret key of CS
KCS−SNi Shared session key between CS and SNi

T1, T2, T3, T4 $e current time
A,B,C,D High entropy random numbers
h Hash function
⊕ XOR operator
|| Concatenation operator
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���� V6
����V8

���� T3
����T4). Next, the GN sends to the user this

message: 〈V6, V8, V10, T3, T4〉.
Step 5: in this step, the user verifies the validity of
timestamp. $en, he/she checks the authenticity of
V8′ � H(V6

����b′
����T3) and calculates Nj′ � V6⊕H(b′

����T3)

and Sk � H(Ni⊕Nj′). Finally, the user checks the
correctness of V10′ � H(Sk

����V6
����V8

���� T3
����T4).

4. Weaknesses of Sharma and Kalra’s Protocol

In this section, we demonstrate that user authentication
scheme for cloud-IoT-based healthcare services suggested by
Sharma and Kalra is defenceless against offline password
guessing attacks, and it has some security issues.

4.1. User Password Guessing Attack. Sharma and Kalra
proved that their protocol can resist against offline password
guessing attack even if the smart card is stolen. In opposition
to this, we can prove her that an adversary can guess user’s
password. To do that, he/she has to steal the user’s smart card
and then recover the value of R1 and ai. Afterword, the
adversary runs the dictionary attack to guess the correct
password. As it is clear in Figure 2, adversary selects a
guessed password from passwords dictionary. $en, he/she
computes the value of MPS″←h(pw

����R1) and the value of
h(MPS″

����Idi); if the second value equals ai, the guessed
password is correct. Otherwise, the adversary selects another
password until discovering the correct one.

4.2. Impersonation Attack. Sharma and Kalra demonstrated
that their proposed protocol can resist against numerous
attacks including impersonation attack. However, in this
section, we demonstrate that the user impersonation attack
is still operative in Sharma and Kalra’s authentication
scheme. Accept that an adversary has obtained the contents
of a smartcard. He/she can execute the pervious attack to get
user’s parameters (login and password); then, he/she makes
a forged authentication request.

$e pirate inserts stolen smart card. Next, he/she enters
the deduced ID′ and Pw′. Subsequent, the smart device
computes the values of MPS′ � h(Pw′‖R) and a′ � H(MPS′
‖Id′). $en, it verifies if a′�? a. $e equality will be true
because the guessed parameters are verified in the previous
attack. Afterward, the smart device will execute the au-
thentication phase. It computes b′ � d⊕H(MPS′‖a′) and
H(K) � c⊕H(MPS′‖ b′). It generates timestamp T1 and
computes V1 � Id⊕H(H(K)

����T1). $en, it chooses random
Ni and computes V2 � N⊕H(b

����T1) and V3 � H(V1
���� V2����Ni ‖T1). Next, it transfers this message to gateway node

(GN) <〈V1, V2, V3, T1, IdSN〉.
$e remainder of the protocol will run normally. $e

gateway node and sensor node will authenticate the pirate as
the valid user and then share with them the session key
successfully. $erefore, the pirate can execute user imper-
sonation attack successfully if he has stolen the smart card
contents.

4.3. Other Security Issues. Authentication phase is an es-
sential and main phase in all authentication protocols. In-
deed, it is a step that assures verification of user identity,
allowing authorization and constructing session keys. In
healthcare field, it is a key for establishing a secured con-
nection with the remote server and for protecting patient
private data. $erefore, it must receive much importance. In
our cryptanalysis of Sharma and Kalra authentication
protocol for cloud-IoT-based healthcare service, we have
observed that there are double serious mistakes. Initially, the
sensor node utilizes value of K which is the secret master key
of gateway node (GN). Normally, the secret master key of
gateway node is a private key. Accordingly, it must be a
secret and should not be known to anyone. Otherwise, all
systems are at risk and all secret messages will be discovered
by any attacker. Secondly, authors propose that the secret
shared between the gateway node and sensor node (SNi) is
XGN−SNi

which is computed as XGN−SNi
� h(IdSNi

). However,
the value of IdSNi

is clearly (not encrypted or hashed) in the
first message sent by user (Ui) to gateway node (GN).
Consequently, if an adversary intercepts this message, he can
get easily IdSNi

. $en, he is able to compute XGN−SNi
.

5. Our Proposed Scheme

In this section, we present our new efficient and secured
authentication protocol for remote healthcare systems in
cloud-IoT. $e proposed scheme entails five phases, in-
cluding system setup phase, new sensor registration phase,
user registration phase, login and authentication phase, and
password changing phase.

5.1. System Setup Phase. In this phase, the superadmin
chooses secret key of cloud server Xs and one way hash
function h. Finally, the server publishes h and saves its
private key secretly.

5.2. New Sensor Registration Phase. To implement a newly
connected sensor node (SNi) in an already functioning
healthcare system, the cloud server has to randomly select
both specific Idsn and KCS−SNi as the identification and
unique key of the added sensor, respectively. $e gateway
subsequently uploads Idsn and SK � h(Idsn

����KCS−SNi) data to

Algorithm1 offline_PW_Guessing

Begin
input : Idi, R1, ai, DPW (Password_dictionary)

output : PW

for pw′ in DPW do
MPS″ ← h (pw′||R1)
if ai = h (MPS″||Idi) then

return pw′

end if
end for
end.

Figure 2: Algorithm for guessing password offline.

4 Security and Communication Networks



the sensor memory before running it. In addition, it saves
Idsn and HSK � SK⊕h(Xs

����IdSN) in its local database for
eventual future utilization.

5.3.User RegistrationPhase. In order to create a count in the
cloud server, a medical professional has to perform regis-
tration steps with the cloud server. $e details of this phase
are illustrated in Figure 3.

Step 1: the medical professional selects freely appro-
priate identity Idi and suitable password pwi. After-
word, he picks arbitrarily two numbers a and b. Next,
he calculates MID � h(Idi

����a) and MPW � h(Idi|i|b).
$e two last values are transferred to the cloud server
using a secured canal.
Step 2: the cloud server CS picks c randomly and
computes V � h(MID

����Xs)⊕h(MPW‖c). Next, the CS
saves MID and c in local database and transmits V to
medical professional.
Step 3: the medical professional memorizes that in-
formation (V, a, b,MID) in a smart card.

5.4. Login and Authentication Phase. Once medical profes-
sional has accomplished successfully the registration pro-
cess, he can connect to any sensor node. For doing that, the
medical professional must accomplish the login phase by
inserting his smart card. Subsequently, the authentication
phase is executed. After successful login and authentication,
the medical professional is allowed to interact with medical
sensor nodes in real time. $e steps of login and authen-
tication phase are described below and are depicted in
Figure 4.

Step_Auth1:U⟶ CS : V1,MI D,A, IdSN,T1􏼈 􏼉

Firstly, medical professional user types his/her
Idi and pwi, and the smart card verifies user’s identity
by checking MID�

?
h(Idi

����a). If it is not OK, the process
stops. Otherwise, the smart card picks randomly an
integer A. $en, it computes x � V⊕h(h(Idi|pwi|b)‖c)

and V1 � h(x‖ A). Subsequently, it sends to the cloud
server this message V1,MID, A, IdSN, T1􏼈 􏼉.
Step_Auth2:CS⟶ SN : V2,B,MI D,T2􏼈 􏼉

After receiving user’s communication, the cloud server
checks the timestamp T2 − T1 ≤T. $en, it computes
w1 � h(MID

����Xs) and verifies if V1�
?
h(w1

����A). In the
case it is validate, the cloud server generates randomly
an integer B. Hence, it calculates w2 � HSK⊕h(Idsn����Xs), HID � h(MID

����IdSN), and V2 � h(HID
����w2

����

T2
����B) Finally, the cloud server forwards this message to

the sensor node V2,B,MI D,T2􏼈 􏼉.
Step_Auth3: SN⟶ CS: V3,C,HI D, IdSN,T3􏼈 􏼉

Once the sensor node SN obtains the message sent by
CS. First of all, it checks the authenticity of timestamp
T3 − T2 ≤ΔT. Next, it calculates the value of HID′ �

h(MID
����IdSN). $en, it checks whether V2�

?
h(HID′

�����

SK‖T2
����B) is valid or not. If it is OK, the sensor node SN

chooses random integer C and computes
V3 � h(|MID||IdSN||SK|T3‖C) which is sent back to the
cloud server with other values V3,C,HI D, IdSN,T3􏼈 􏼉.
Step_Auth4: CS⟶ U: V4,D, IdSN,T4􏼈 􏼉

When sensor’s response is reaching to the cloud server,
this last one verifies the validity of timestamp T4 − T3 ≤
ΔT. Subsequently, it checks if V3�

?
h(MID

����w2
����T3

����C) is
correct or not. In the case that it is reasonable, and the
cloud server picks randomly an integer D. At that
moment, it computes V4 � h(|w1||MID||IdSN||T4|‖D)

and the session key SKey � h(w1
����MID‖IdSN). After that,

the cloud server sends back the response to the medical
professional user V4,D, IdSN,T4􏼈 􏼉}.
Step_Auth5:
After reception of cloud server reply, the medical
professional user checks the correctness of the time-
stamp T5 − T4 ≤ΔT. Hence, it authenticates the cloud
server’s message by checking if V4�

?
h(|x|||MID||

IdSN
����T4

����D) is true or false. In the case that it is OK, the
medical professional user generates the session key
SKey � h(x||MID||IdSN).

5.5. Password Changing Phase. Naturally, our proposed
authentication protocol gives to the medical professional
user the possibility to alter his/her password spontaneously.
$is operation can be completed in a public channel. $e
steps of this phase are illustrated in Figure 5. Besides, they
are detailed in the following.

Step_Chang1: U⟶ CS : Mu􏼈 􏼉

In this step, medical professional user U types in it login
and password (Idi and pwi) . Afterwards, he/she verifies
MID�

?
h(Idi

����a). If it is all right, the user selects freely
his/her new password pw∗i and chooses two arbitrary
numbers a∗and b∗. Next, he/she computes MID∗ �

h(Idi‖a∗) andMPW∗ � h(Idi||pw∗i |b∗|). Finally, he/she
encrypts the message Mu � ESK(MPW||MPW∗||
MID||MID∗||V) which will be sent to the cloud server.
Step_Chang2:⟶U : Ms􏼈 􏼉

After receiving user’s request the server decrypts the
received message Mu

′ � DSK(MPW||MPW∗||MID
||MID∗||V). $en, it checks whether V�

?
h(MID

����
Xs)⊕h(MPW‖c) is correct or not. If it is OK, the server
selects randomly c∗. $en, it replaces MID and c by
MID∗ and c∗, respectively. Next, it computesV∗
� h(MID∗

����Xs)⊕h(MPW∗‖c∗) and Ms � ESK(V∗). Fi-
nally, the server sends back to the user the message Ms.
Step_Chang3
Once the server response was received by the user, this
last one decrypts the message Ms

′ � DSK(V∗) and re-
places V, a, b, andMID by V∗, a∗, b∗ andMID∗
respectively.
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6. Informal and Formal Analyses

In this section, we will analyze the security of our proposed
protocol against numerous security attacks. As well as, we
present its security properties, includingmutual authentication,
data integrity, user anonymity, session key exchanging, and
forward secrecy (Table 2).$e security of our proposed scheme
is proved by both informal and formal analysis.

6.1. Informal Analyses

6.1.1. Session Key Exchanging. In our proposed protocol, the
session key is generated by the user and cloud server as
SKey � h(x||MID||IdSN), where x � V⊕h(h(|Idi||pwi||b)‖c)

� h(MID
����Xs). $anks to the reason that Xs and MID are

secret, and the session key cannot be known at the end of
login and authentication phase except for the medical
professional user and the cloud server. As a result, we can say
that the proposed scheme guarantees session key secrecy.

6.1.2. Mutual Authentication. In a public unsecured chan-
nel, each entity has authenticated each other before au-
thentic communication takes place. So, owing to the
advantages of mutual authentication in a network envi-
ronment, our planned protocol reassures mutual authenti-
cation. Hence, the cloud server authenticates both the
medical professional user and the sensor node. To verify
users authenticity in Step 2, the server checks the correctness
of receivedV1. For checking the sensor identity, in Step 4, the
cloud server verifies the exactness of V3�

?
h(MID

����w2
����T3

����C).
Additionally, the medical professional user is able to au-
thenticate the cloud server identity in Step 5, through ex-
amination of the legitimacy of V4�

?
h(|x||MID||IdSN

����T4
����D).

Hereafter, in Step 3, the sensor node also authenticates cloud
servers’ message by checking the accuracy of
V2�

?
h(HID′

����SK‖T2
����B).

6.1.3. Data Integrity. It is very essential, while forwarding
information between the various IoT terminals, to ensure
that the data are correct and belong to the authenticated

sender. Besides, it is very indispensable to ensure that the
data have not been falsified by the authorities during the
transfer by invoking fraudulent acts or forgery attacks. In the
proposed protocol, if we suppose that an attacker captures
V1, V2, V3, or V4. $en, he tries to alter their values.
However, the receivers will detect this modification using the
timestamp. In addition, the modification timestamps will be
identified since the timestamps are embedded into V1, V2,
V3, and V4.

6.1.4. DoS Attack. Our proposed authentication protocol
can resist against DoS attack. Accordingly, the user is able to
know if her/his message has passed the authentication phase
or not, especially, after getting server’s response which can
be validated or rejected message. With goals to verify the
freshness of received message, our protocol uses timestamps.
Furthermore, arbitrary numbers are produced in every stage
and in every session. Besides, since the duplicated messages
are unacceptable, the attacker is not able to perform the DoS
attack. $us, our suggested method can resist against DoS
attack.

6.1.5. No Verification Table. According to the proposed
protocol, the confidential information of each user, in-
cluding the password, is not stored by the cloud server or the
sensors. In case an attacker succeeds in the hacking cloud
server or node, he/she would not be actually capable of
obtaining the password checking data. $erefore, the hacker
will not be able to retrieve any authenticating details.

6.1.6. Off-Line Password Guessing Attack. Assume that an
attacker has got the smart card. $en, he/she extracts all
stored parameters in it. If he/she wants to guess the pass-
word, he/she cannot, since the only value that contains
password is V � h(MID

����Xs)⊕h(MPW‖c). $erefore, the
attacker has to know the value of Xs and Idi. However, Idi is
encrypted using one-way hash function, and Xs is server’s
private key. Consequently, we can conclude that our pro-
posed scheme is secure against offline password guessing
attack.

Select randomly c
Computes

V = h (MID|| Xs)
Stores (MID, c) in database

Smart card ← (V, a, b, c, HID)

h (MPW||c)

Choose two random numbers a and b
Calculate 

Ui

Selects Idi and pwi

MID = h (Idi ||a)

MID, MPW

V

MPW = h (Idi ||pwi||b)

CS

Figure 3: Registration phase.
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6.1.7. Replay Attack. Assume that an adversary replays the
old message to the server. In our proposed protocol, the
cloud server discovers that this message is not fresh.
Originally, the cloud server checks the validity of timestamp
T2 − T1 ≤ΔT; in the case that it is noted valid, the session
stops. $e same thing happens after receiving sensor node’s
message T4 − T3 ≤ΔT. $e sensor node and user use T3 −

T2 ≤ΔT and T5 − T4 ≤ΔT, respectively, to check the new-
ness of cloud server’s message. Consequently, our proposed
protocol can withstand against replay attack.

6.1.8. Insider Attack. Our proposed scheme can resist
against privileged insider attack. Assume that a malicious or

pirate has an access the registration data {MID,c }. Even if we
have those data, the attacker can neither guess the password
nor initiate any kind of counterfeit attack. Furthermore, he/
she must fight the secrecy of one way hash function if he/she
wants to have just the user Id. On the contrary, for initiating
impersonation attack, the attacker must have access to cloud
server’s secret key. Consequently, our proposed protocol can
resist against privileged insider attack.

6.1.9. Perfect Forward Secrecy. In our proposed protocol, the
session key SKey is computed as SKey � h(w1||MID||IdSN),
where w1 � h(MID

����Xs). $e session key contains server’s
secret key Xs and usersMID that depend on user’s encrypted

Check T3 − T2 ≤ ∆T
Compute HID′ = h (MID || IdSN)
Verify

Select randomly C
Compute

x = V

Verify the validity of user Idi

Choose random number A
Compute

Ui

Input Idi and pwi

MID = h (Idi ||a)?

Verify if MID existed in database 
Check T2 – T1 ≤ ∆T
Compute W1 = h(MID||Xs)

w2 = HSK

Select randomly B
Compute

h (IdSN || Xs)
HID = h (MID || IdSN)
V2 = h (HID || w2 || T2 || B)

Check V1 = h (w1 ||A)?

V2 = h (HID′||SK ||t2 ||b)?

V3 = h (MID||IdSN||SK ||T3 ||C)

Check T4 − T3 ≤ ∆T
Verify

Select randomly D
Compute

V3 = h (MID||w2 ||T3 ||C)?

V4 = h (w1||MID||IdSN||T4 ||D)
Skey = h (w1||MID||IdSN)

V1, MID, A, IdSN ,T1

h (h(Idi ||pwi||b)||c))
V1 = h(x||A)

CS SNi

V2, B, MID, T2

V3, C, HID, IdSN ,T3

Check T4 − T3 ≤ ∆T
Verify

Compute session key
V4 = h (x||MID||IdSN ||T4 ||D)?

Skey = h (x||MID||IdSN)

V4 , D, IdSN,T4

Figure 4: Login and authentication phase.
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Idi. In other words, the session key SKey depends on secure
parameters which are not accessible to the attacker. Con-
sequently, our proposal assures perfect forward secrecy.

7. Formal Analyses

7.1. Security Examination Using Scyther. In this section, we
initially clarify the usefulness of Scyther tool [36], which was
useful for formal security examination of our proposed
scheme. Formerly, we showed gained outcomes by using this
tool. Absolutely, it is software for automatically checking of
security protocols. It is based on a reverse analysis method.
$e requests correspond to the knowledge of the partici-
pants (source and destination) and also to the wishes of a
possible hacker. Symmetric and asymmetric encryption,
hash functions, and encryption keys are also embedded in
Scyther.

Our planned protocol is then written in the security
protocol description language (SPDL). $is specification
allows us to specify different roles of themedical professional
user, the cloud server, and the sensor node. In each role,
event sequences are embedded including sending, receiving,
declarations, and complaints. According to Figure 6, which

details the obtained results, we can notice that our protocol is
secure against many attacks. Besides, it meets the necessary
security-related fundamentals.

7.2. Security Verification Using Random Oracle Model.
Actually, the random oracle model is used for formal se-
curity analysis. In this analysis, we verify that a given attacker
is not in measure to recover important secret values in-
cluding Id,Pw, V1Idi, and session key SKey. In our study, the
similar procedure presented in [37–39] is adopted. $e
random oracle is detailed in the following.

Reveal: it produces the input of a hash function; let λ be
absolutely from a specified hash output ψ, where ψ � f(λ).

Formula 1. Let us suppose that an attacker has stool user’s
smart device; in addition, he has the knowledge about the
transactions V1 − V4, T1 − T4, IdSN,MID􏼈 􏼉 that has been
transmitted over an untrusted network. While, h is the hash
function that is understood as a random oracle, and the
introduced protocol is secured against the attacker to re-
trieve the Id, Pw, V1, and the session key SKey of legitimate
user U.

Table 2: Security feature’s comparison.

Kumar et al. [33] He et al [34] Amin et al [35] Sharma and Kalra [14] Ours
Mutual authentication ✓ ✓ ✓ ✓ ✓
Data integrity ✓ ✓ ✓ ✓ ✓
No verification table 7 7 ✓ ✓ ✓
Session key exchanging ✓ ✓ ✓ ✓ ✓
DoS attack ✓ ✓ ✓ ✓ ✓
Perfect forward secrecy 7 7 7 ✓ ✓
Off-line password guessing attack 7 7 7 7 ✓
Replay attack 7 7 7 ✓ ✓
Insider attack 7 7 7 ✓ ✓
✓: secured against attack. 7: not secured against attack.

Select randomly c∗

Replace MID, c by MID∗, c∗
Computes V∗= h (MID∗||Xs)

Checks MID = h(Idi||a)

MID∗ = h(Idi||a∗)
MPW∗ = h(Idi ||pwi ||b∗)
Mu = ESK (MPW ||MPW∗

 ||MID ||MID∗
 ||V)

Ms = ESK (V∗)

Mu = DSK (MPW ||MPW∗
 ||MID ||MID∗

 ||V)

Mu

′

Ms = DSK (V∗)′

Replace V, a, b, and MID by V∗, a∗, b∗, and MID∗

Chooses new pwi
Selects randomly a∗ and b∗

∗

∗

?

Checks V = h(MID||Xs) h(MPW||c)

h(MPW∗||c∗)

?

Computes

U CS

Inputs Idi and pwi

Ms

Figure 5: Password changing phase.
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Proof. Suppose that the attacker A has obtained user’s
parameters Id and Pw by using smart card data V, a, b,{

MID} and the intercepted messages V1 − V4, T1 − T4, IdSN,􏼈

MID}, and the tentative algorithm Tent1hashA,RPMAP defines the
possibility of achievement Ach1 for Exp1hashA,RPMAP by means
of the following specified function:

Ach1 � Pb · Tent 1hashA,RPMAP � 1 − 1􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (1)

Pb[E] denotes the probability for a given event E. In this
experiment, we define the advantageous condition as
FAv1(t1, rq1) � MaxA Ach1{ }, where Max is determined
based on totally adversaries taking the execution time t1 and
rq1 is the total maximum requests transmitted to the reveal
oracle. Our presented protocol is secure against the ad-
versary to discover Id,Pw, andV1 if FAv1(t1, rq1)≤ ε for a
small value of ε> 0. $e trial model Tent 1hashA,RPMAP indicates
that if the hacker is able to compute the inverse of the hash
function, it can recover user’s parameters Id,Pw, andV1.
Nevertheless, it is impossible to determine the reverse of this
one-way hash function in polynomial period, such that
FAv1(t1, rq1)≤ ε for a small value of ε> 0. Accordingly, we
can say that our proposed scheme is safe from the attacker
for obtaining Id,Pw, V1, and SKey. □

Formula 2. If we suppose that the hash function behaves as
random oracle and the attacker have intercepted themessage
forwarded on unsecured channel V1 − V4, T1 − T4,􏼈

IdSN,MID}, the attacker may not be able to calculate user’s
session key SKey.

Proof. If an attacker that intercepts the transferred message
V1 − V4, T1 − T4, IdSN,MID􏼈 􏼉 tries to generate user’s session
key SKey, the probability of achievement Ach1 in this cal-
culation is defined by the tentative algorithm Tent2hashA,RPMAP
as

Ach2 � Pb · Tent 2hashA,RPMAP � 1 − 1􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (2)

Pb[E]denotes the probability for a given event E. In this
experiment, we define the advantageous function as
FAv2(t2, rq2) � MaxA Ach2{ }, where Max is determined
based on totally adversaries taking the execution time t1 and
rq1 is the total maximum requests transmitted to the reveal
oracle. Our presented protocol is secure against the ad-
versary to discover SKey if FAv2(t2, rq2)≤ ε for a small value
of ε> 0. $e trial model Tent2hashA,RPMAP indicates that if the
hacker is able to compute the inverse of the hash function, it
can recover user’s parameters Id, Pw, andV1. Nevertheless, it
is impossible to determine the reverse of this one-way hash
function in legal period, such that FAv2(t2, rq2)≤ ε for a
small value of ε> 0. Accordingly, we can close that our
proposed scheme is safe from the attacker for computing
SKey (Algorithm 1 and 2 ). □

8. Performance and Comparative Analysis

$is section details the results of the performance analysis of
our protocol. In the first place, we display the performance of
our proposed protocol in point of view of the ability to resist
against security attacks. Secondly, our protocol is compared

Figure 6: Experimental test results.
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to other related ones according to the computational
complexity. Hence, the results of the first comparison are
illustrated in Table 2. As it is very clear, we can realize that
our protocol can resist against various attacks, and it is able
to guarantee several security requirements including perfect
forward secrecy, session key exchange, and mutual
authentication.

As we have mentioned above, the calculation charges of
our proposed scheme is compared to other correlated
protocols specifically Alzahrani et al. [40], Li et al. [41],
Azrour et al. [32], and Sharma and Kalra [14]. In this cal-
culation, very weedy procedures such as string concatena-
tion operation and XoR procedure are ignored. $e sign Th

personifies the time charge of one way hash operation,

whereas TED characterizes the time complexity of symmetric
key operations and Tpm denotes the computational charge of
elliptic curve point multiplication.

In our protocol, the medical professional user calculates
6Th and the cloud server computes 8Th, while the sensors
node calculates 3Th. Consequently, the whole calculation
complexity of our scheme is only 17Th. As displayed in
Table 3, one can remark that our scheme is based only on
one-way hash functions which do not consume much time if
it is compared to the symmetric key operations. In case we
compare the number of time that Th uses, we will find that
our protocol uses only 17. Hence, we confirm that our
proposed protocol is appropriate for remote healthcare
applications based one cloud-IoT.

Begin
(1) Intercept the transmitted values V1,V4,MI D,A, IdSN,T1,T4􏼈 􏼉

(2) Call reveal oracle on V4 for getting value of (x‖MI D‖IdSN‖T4‖D)􏼈 􏼉 as (x‖MID‖IdSN‖T4‖D)) ←reveal1 (V4)

(3) Call reveal oracle on V1 for getting value of (x‖A){ } as (x‖A)← reveal1 (V1)

(4) Calculate x’� V⊕h((h(Idi

����pwi

����b)‖c))

(5) If (x’�? x), then
(6) Extract the parameters V, a, b,MI D{ } from the mobile device.
(7) Calculate h(h(Idi

����pwi

����b)‖c) � V⊕x
(8) Call reveal oracle on input h(h(Idi

����pwi‖b)‖c to discover {h(Idi‖pwi‖b)‖c} as (h(Idi‖pwi‖b)‖c ← reveal1(h(h(Idi‖pwi‖b)‖c).
(9) Call reveal oracle on input h(Idi‖pwi‖b) to discover (Idi‖pwi‖b)􏼈 􏼉 as (Idi‖pwi‖b) ← reveal1 (h(Idi‖pwi‖b).
(10) Ten, compute MID’� h(Idi

����a)

(11) If (MID′<i>�? </i>MID), then
Accept Idi

′, pwi
′, and a′ as valid identity, password, and random number.

Return (true)
(12) Else

Return (false)
(13) End if

End.

ALGORITHM 1: Tent 1hashA,RPMAP.

Begin
(14) Intercept the transmitted values V1,V4,MI D,A, IdSN,T1􏼈 􏼉

(15) Call reveal oracle on V4 for getting value of (x‖MID‖IdSN‖T4‖D)􏼈 􏼉 as (x‖MID‖IdSN‖T4‖D) ←reveal1 (V4)

(16) Call reveal oracle on V1 for getting value of (x‖A){ } as (x‖A)← reveal1 (V1)

(17) Calculate w1 � h(MID
����Xs)

(18) Generate the session key Skey′ � h(w1‖MID‖IdSN)

(19) Compute V4′ � (x‖MID‖IdSN‖T4‖D)

(20) If (V4′�
? V4), then

Accept Skey′ � h(w1‖MID‖IdSN) as effective user’s session key.
Return (true)

(21) Else
Return (false)

(22) End if
End.

ALGORITHM 2: Tent2hashA,RPMAP.
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9. Conclusions

Modern technologies are currently having a great impact on
the healthcare world. $us, healthcare professionals can
have access to patient confidential data online, which
mandates strong authentication protocols for home patient
monitoring. So, it is necessary to consider a lightweight
authentication scheme to guarantee secure communication
between the healthcare system-based cloud-IoT. In the
present study, we firstly demonstrated that the protocol
proposed by Sharma and Kalra is vulnerable and exposes
some security issues. $en, we have proposed our authen-
tication protocol to mitigate the prior work vulnerable is-
sues. Afterwards, we have demonstrated informally that our
protocol can resist against various attacks and can provide
security requirement. In addition, the simulation done
under Scyther tools confirms that our protocol is formally
secured and meets security fundamentals.

Data Availability

Experimental results, obtained using Scyther tool, are
available and will be shared with authors at https://sites.-
Google.com/umi.ac.ma/azrour.
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*e adoption of Internet of*ings (IoT) technology across many applications, such as autonomous systems, communication, and
healthcare, is driving the market’s growth at a positive rate. *e emergence of advanced data analytics techniques such as
blockchain for connected IoTdevices has the potential to reduce the cost and increase in cloud platform adoption. Blockchain is a
key technology for real-time IoT applications providing trust in distributed robotic systems running on embedded hardware
without the need for certification authorities. *ere are many challenges in blockchain IoT applications such as the power
consumption and the execution time. *ese specific constraints have to be carefully considered besides other constraints such as
number of nodes and data security. In this paper, a novel approach is discussed based on hybrid HW/SW architecture and
designed for Proof of Work (PoW) consensus which is the most used consensus mechanism in blockchain. *e proposed
architecture is validated using the Ethereum blockchain with the Keccak 256 and the field-programmable gate array (FPGA)
ZedBoard development kit. *is implementation shows improvement in execution time of 338% and minimizing power
consumption of 255% compared to the use of Nvidia Maxwell GPUs.

1. Introduction

*e global IoT market is expected to reach a value of USD
1,386.06 billion by 2026 from USD 761.4 billion in 2020 at a
CAGR of 10.53%, during the period 2021–2026 [1].

*e IoT technology is connecting various devices such as
mobile phones, sensors, and household appliances together
for collecting and sharing data for the next industrial rev-
olution of intelligent connectivity. *e fourth industrial
revolution (Industry 4.0) interconnects smart digital tech-
nology with real worlds to create smart manufacturing and
supply chain management [1]. In the current context, the
emergence of Industry 4.0 and the adoption of IoT devices
require manufacturers to implement innovative ways to
advance production with intelligent connectivity that uses

more robotics and avoids industrial accidents and machines’
downtime failure. *erefore, industries, hospitals, supply
chains, governments, banks, and logistics need to be con-
nected using Distributed Ledger Technologies (DLT) such as
blockchain technology to react quickly for a more connected
world. *is will enable more secured process dealing with
big data analysis generated by IoT devices.

Blockchain is mainly dealing with data storage and
management and a distribution technology that is trans-
parent and secure and operates regardless of a central
control body [2].

Unlike traditional methods, blockchain allows peer-to-
peer transfer of digital assets without the need for an in-
termediary. *is technology was inspired by Bitcoin [3]
cryptography and then has emerged, evolved, and spread in
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several applications including finance [4], health [5], ad-
ministration [6], industry [7], agriculture [8], and smart
cities [9]. It affects also other sectors such as the transfer of
goods (supply chain), digital media transfer (sale of works of
art), remote service delivery (travel and tourism), distributed
intelligence (graduation), electricity generation and distri-
bution, startup fundraising, electronic voting, identity
management, crowdfunding (increasing startup funds), and
crowd-operation (remote voting).

*e first blockchain success notified with Bitcoin, was
followed by other blockchains such as Ethereum [10],
Hyperledger Fabric [11], Azur, Grid+, IOTA [12], and Tezos
[13, 14].

Representing the new generation of blockchain, Ether-
eum can play a major role of a public blockchain like Bitcoin,
or a private blockchain such as Hyperledger Fabric. It is also
the basis of other blockchains which are specific frameworks
for applications, such as the Azur. For example, the
blockchain proposed by Microsoft, which was optimized to
take advantage of the characteristics of the cloud. Another
example is the Grid + blockchain which is used in energy
management applications.

To preserve the security of the blockchain, a specific
algorithm, known as consensus, is used. It allows a new block
to be added to the blockchain without compromising the
integrity of data stored in the distributed ledger.

Moreover, some blockchains are defined with intelligent
contracts and software platforms to play the role of links in
the blockchain. However, all these blockchains are using
consensus to preserve their security. In this context, several
types of consensus are proposed in the literature such as the
Proof of Work (PoW), the Proof of Stake (PoS), the Proof of
Authority (PoA), the PBFT, and the Ripple and the Raft [14].
*ese consensus algorithms have different complexity levels.
One of the most complex and energy-intensive consensuses
is PoW which was used in several blockchains such as
Bitcoin, Ethereum, and IoTA [15]. As an example, the
mining process time is approximately 10 minutes for Bitcoin
[16] and 15 seconds for Ethereum using Nvidia RTX 3080
GPU [17]. Regardless of the number of miners, it still takes
about 10 minutes to mine one Bitcoin. At 600 seconds (10
minutes), all else being equal it will take 72,000GW (or 72
terawatts) of power to mine a Bitcoin using the average
power usage provided by ASIC miners [16].

*e use of blockchain, particularly the mining part,
requires significant computing resources. In this paper, a
feasibility study of implementing the blockchain on an
embedded system and particularly on field-programmable
gate array FPGA is presented taking into consideration all
the resource requirements to validate this approach.

An embedded architecture is proposed to implement the
PoW consensus, especially on FPGA-based architecture.
*is optimized architecture should accelerate the classical
PoW process and consequently minimize the energy con-
sumption.*is proposed architecture is chosen according to
a comparison between different software (SW), hardware
(HW), and mixed architectures.

More precisely, the contribution of this paper is as
follows.

*emain contribution of this paper consists of two parts.
First, an embedded architecture is proposed to implement
the PoW consensus algorithm on FPGA. *is part is called
the off-chain system block. And, the second part is dedicated
to the design of an off-chain/on-chain system. *e PoW
implementation and particularly the hash algorithm were
off-chain (on FPGA). *e node smart contract, transactions,
and blocks where on-chain (they are implemented on the
Raspberry Pi 3 platform).

*e remainder of this paper is as follows. In Section 2, we
describe the basic notions of the blockchain, particularly its
different consensus followed by a study on embedded
technologies and mixed HW/SW architectures [18]. In
Section 3, a description of the PoW used in the blockchain
Ethereumwill be dissected.*e profiling of this function will
allow to describe the embedded architecture to be chosen.
Section 4 is reserved for the choice of the architecture and
the different parts of our system containing the consensus
implementation. *e last part will be reserved for the results
obtained and the comparison between SW on GPU and
HW-implemented architecture from execution time and
energy consumption point of view. Finally, in Section 5, we
conclude and give potential perspectives.

2. Background

2.1. Blockchain Overview. In this section, we give an over-
view of the blockchain technology and its different classes
and main components.

2.2. Security-Based Blockchain Classification. From the se-
curity point of view, blockchain can be classified as public,
consortium, and private.

2.3. Public Blockchain. *e blockchain is said to be public
because it is open to everyone. *us, it is assimilated to a
marketplace, where anyone can open a store to offer any
products and services. In this case, there are no restrictions
on the comings and goings of visitors who are free to visit the
different stores to make purchases.

Consequently, a public blockchain has several charac-
teristics, such as a decentralized network which is open to all
actors without any restriction, data can be consulted by all
without any restriction, and data can be consulted by all
without any restriction, but it is indelible, forgery-proof and
cannot be modified afterwards. In this class of blockchain, the
use of the PoW consensus makes the blockchain’s transac-
tions impossible to falsify and very easy to manipulate.

*ere are many examples of public blockchains: Bitcoin,
Ethereum, Ripple [14], Litecoin [19], and Dash.

2.4. Consortium Blockchain. It consists of a permitted
blockchain which is partially decentralized and differs from
public blockchains because its network is only accessible to a
limited number of users.

New members must be validated by the nodes and al-
ready existing members in the consortium, and the
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accessibility of the data depends on the access rights granted
to each node. It can be compared to a corporate marketplace
(here, the “consortium”) for which only consortium
members would be allowed to open a store to offer products
and services. However, the consortium may grant some
exemptions to open additional stores. *e comings and
goings in this marketplace are normally restricted by the
rules defined by the consortium.

It should be noted that the vast majority of existing
consortium blockchains operate under the Proof of Au-
thority (PoA) system. As examples of public blockchains, we
can cite Ripple [20], Funds DLT, etc.

2.5. Private Blockchain. In contrast to public blockchains,
private blockchains (of which permitted blockchains are a
special case) are like distributed databases.

*eir characteristics are as follows:

(i) *e network is accessible to a limited number of
users. New entrants must be validated by a central
decision-making body.

(ii) *e accessibility of the data depends on the access
rights of each node. *is is defined by the central
decision-making body.

(iii) On a private blockchain, the consensus is based on
the trust placed in all the validator nodes.

A private blockchain can be compared to a marketplace
where all members authorized to launch a store, or to sell
products and services, are only members of this same
structure.

As a result, the cases of use are very frequent. As for
distributed databases, they are useful for sharing confidential
or important data within an organization or within the
different entities of a group.

*ere are many examples of private blockchains. We can
cite Hyperledger Fabric, Grid+, Azur, Ethereum (both
private and public blockchains), etc.

2.6. Consensus Algorithms. It consists of the transition from
centralized systems where the administrator or the central
system can validate or invalidate transactions such as the
banking system and database management systems.

In this kind of systems, the administrator is the valid or
invalid manager. In decentralized systems such as block-
chains, the absence of an administrator requires another
protocol for verification and validation. *e intermediary
functions are moved to the periphery participating pair in
the infrastructure of the chain. Since the peers do not
necessarily know each other, it is a decentralized system.

*e consensus algorithm consists of firstly setting up a
process to validate, verify, and confirm transactions, then
recording the transactions in a large distributed directory,
creating a block record (a chain of blocks), and finally
implementing a consensus protocol.

*us, validation, verification, consensus, and immutable
recording lead to trust and security of the blockchain.

Several types of consensus are used in the blockchain
including PoW [21], PoS [21], PoA [21], PBFT [21], Ripple
[20], and DAC [21]. In this paper, we will describe only the
PoW algorithm that will be implemented in HW (FPGA
platform). In the next part, we will describe the state-of-the-
art of embedded systems.

3. Overview of Embedded
Architectures’ Solutions

*e evolution of electronics and microelectronics has made
it possible to minimize the size of transistors to increase the
number of electronic components integrated on the same
chip. *e main component is the microprocessor. Micro-
processors consist of one or more central processing units
(CPUs), as well as other modules required for their oper-
ation such as memory controllers, cache memory, and I/O
controllers.

However, in some systems, the integrated circuit con-
tains not only themicroprocessor but also other components
such as microcontrollers and GPUs. Such a system is called
System on Chip (SoC). *ese SoCs are based on the min-
imization of space and power consumption, while pre-
serving the necessary performance for the constraints of the
appropriate applications.

For example, a typical modern SoC contains the CPU,
the GPU, the communication modules (Wi-Fi, Bluetooth,
etc.), a module for localization, as well as other subsystems
and coprocessors providing various functions such as device
security [9].

*ese SoCs are used in applied computer systems
generally called embedded systems. Although there is no
formal definition of the latter, they are generally information
systems designed for well-defined tasks [22] and are inte-
grated in other products [23].

*e use of embedded systems has also touched the
blockchain technology. *us, e-health, agriculture, light and
heavy industry, e-learning, and augmented reality [24] ap-
plications are often based on SoCs to set up systems that
meet their different needs.

*us, we find different architectures that are in adequacy
with the different needs. We can find single processor
systems whose performance is enhanced by HW accelerators
(IPs) [24], or massively parallel architectures that take ad-
vantage of the large number of processors operating in
perfect parallelism [25].

If the use of embedded systems has touched several
domains, its use in the blockchain domain has remained
rather limited, especially for FPGAs’ technology. In fact,
despite its various internal resources such as embedded
high-speed memory, parallel computing blocks, and flexible
architecture, which are suitable for computationally com-
plex applications, it is still limited to the use of the PoW
consensus.

Such idea is rarely discussed in the literature. We
mention particularly in the work presented in [18], where
the authors presented the possibility of implementing an
embedded robotics application managed by blockchain.
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In the work by Chaari [26], an embedded system based
on a Raspberry Pi 3 platform was used. One of the problems
encountered in this work is essentially that the Raspberry is
unable to run all the PoW consensus software functions due
to its limited capabilities.

In this paper, the main target is to propose an embedded
architecture suitable for blockchain applications and able to
support the implementation of the PoW consensus. Hence,
we will show the feasibility as well as the gain realized by using
such architecture adopted at Ethereum PoW on FPGAs.

3.1. Ethereum Blockchain Components. In this section, we
are interested in blockchain components, especially Ether-
eum blockchain and its different components.

*e blockchain is based on specific terminology repre-
senting important concepts. Among the frameworks of the
blockchain, there are the following.

3.1.1. Transactions. *ese are the exchanges of data between
different users. Each transaction is signed by the sender’s
private key. *anks to this signature, the security of the
transactions is guaranteed. *erefore, any modification of
these transactions during transmission can be avoided.

3.1.2. Blocks. A block is a record in the blockchain which
contains the confirmed transactions. *us, each open
transaction will be added to a block. After a period, for a new
block containing transactions to be added to the blockchain,
it must be validated by a selected person called a minor. *is
validation operation is called mining.

3.1.3.6e Block Chains. Each block in the blockchain is linked
to the previous block. *is link is done by inserting the hash
specific to the previous block.*erefore, the hash of each block
includes not only its own hash but also the hash of the previous
block. Figure 1 illustrates what has been described.*is way we
can protect the blockchain from any form of corruption.

3.1.4. Smart Contracts. A smart contract is a software “in-
stalled” on a blockchain solution. It is the most important
link in the blockchain. It runs automatically as soon as the
various preprogrammed constraints are checked. Even
though it is not a legal document, the intelligent contract
automates the execution of a contractual commitment.

A consensus algorithm is a process through which all the
nodes of the blockchain network achieve a common agree-
ment about the actual state of the distributed ledger [26]. A
well-designed consensus protocol can ensure the fault tol-
erance, authenticity, and security of a blockchain system.

3.1.5. Ethereum Consensus Algorithm. *e Ethereum con-
sensus is based on the Ethash algorithm, also known as the
Dagger Hashimoto algorithm. *e simplified diagram [28]
described in Figure 2 represents this algorithm structure and
particularly the main one [29].

*e profiling of the Ethash algorithm shows that the
most used and consuming part is the Keccak 256 part.
*erefore, we will implement this part in HW.

4. From SW to HW Architecture

We notice that the implementation of new technologies
(IoT, identification, recognition, virtual reality, etc.) is no
longer carried out on traditional platforms (PCs, servers,
GPUs, etc.) but on embedded systems that can be either
generic or well-tailored to the specific requirements of these
emerging applications.

To set up a customized solution, it is important to use a
mixed SW/HW design allowing adequate mixture of pro-
grammability and computing power.

Unlike the development of computer-based software and
systems, which is very resource-intensive, the imple-
mentation of a System-on-Chip is based on a specific
methodology to meet the limitations imposed by the target
platforms. In this section, we will characterize the meth-
odology used to realize the design flow of system-on-chip.

*e development can be carried out according to several
models. *e V model presents the development cycle of a
system.

*is approach is based on two axes:

An axis of specification and design: this axis has as a
parameter realization time
An axis of realization and integration: its parameters
are the systems and components

Starting from a defined need, the first stage, which is the
specification stage, consists of defining the system to be
generically realized and then specifying the performances to
be respected. *en, the design stage must be implemented.
As for the specification, the design is based on two parts: a
first generic followed by a second one which is detailed and
during which the system is subdivided into different blocks.
*is conceptual approach leaves room for the realization of
the components of our system.

Once the system realization part is completed, a battery of
tests is necessary before obtaining our finished product.We start

Previous hash
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Random nounce

Transactions’ hash

Previous hash

Timestamp

Random nounce

Transactions’ hash

Previous hash

Timestamp

Random nounce

Transactions’ hash

List of transactions List of transactions List of transactions

Figure 1: Blockchain illustration.
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with unit tests to verify the functioning of the previously defined
blocks. *en, an experiment of integration of these different
blocks is carried out. After that, a performance verification is set
up to meet the specification presented in the first part.*en, the
system integration is done for validation. Finally, an operational
test is carried out to verify compliance with the expected
specification. *is being completed, our product is finalized. It
thus meets the need defined previously [21, 30].

5. Embedded System Fields of Application

*e use of embedded systems emerges in several fields such
as agriculture, industry 4.0, smart cities, and e-health. To

design efficient embedded architectures for blockchain ap-
plications, we need to profile the consensus algorithm to
design an architecture on the FPGA platform. It is possible
to have as a result a monoprocessor or a multiprocessor
architecture. Different tasks are subdivided on processors
during program execution.

In other systems, it is possible to have a monop-
rocessor architecture with coprocessors (also named IPs).
*ese coprocessors are designed using a HW language
such as VHDL, Verilog, System Verilog, and System C.

Such an approach was used for example in the study by
Frikha et al. [31], where the authors implemented an
adaptive multimedia multiconstraints’ system based on
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Figure 2: Flow diagram of the Ethash algorithm used by Ethereum with a DAG size of 2.37GB of late 2018 [27].
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dynamic reconfiguration on FPGAs with augmented reality
as a case study. In the work by Boutekkouk [32], the author
presented the design of an intelligent embedded system.*is
system can be used in many artificial intelligence-based
systems such as expert systems, neural networks, and other
sophisticated artificial intelligence (AI) models to guarantee
some important characteristics such as self-learning, self-
optimising, and self-adaptation.

Among the embedded systems’ application fields, we can
also mention smart cities [33], smart agriculture [34], and
e-health [35]. All these fields based on IoT use embedded
systems mainly for their adaptability in designing systems
with low energy consumption.

In this paper, we choose a monoprocessor system
coupled with hardware accelerators that executes the most
complex part of the application. Using the same approach
proposed in the study by Frikha et al. [31], we profiled the
consensus algorithm proposed by Ethereum. *anks to this
profiling, we will implement the best architecture to mini-
mize the resources and improve the SW execution time.

*is will allow us to choose the best possible architecture.
We propose to implement an embedded architecture for the
Ethereum hash algorithm. *is algorithm named Ethash is a
SHA 3. *e implemented part is the Keccak 256 algorithm.

To the best of our knowledge, this blockchained ap-
proach has not been previously implemented. Additionally,
the key idea of the work is to address the problem of im-
portant energy consumption of public blockchains.

6. The Proposed Consensus
Embedded Architecture

Since the PoW consensus algorithm is the most time-con-
suming and energy-intensive part of the blockchain process,
the aim of this paper is to reduce its execution time.

*is proposed approach is based on a mixed on-chain and
off-chain implementation. Only one part of the implementa-
tion (on-chain part) is connected to the blockchain. *e other
part (off-chain part) is connected directly to the on-chain part,
and it is responsible for giving the consensus result.

More precisely, the PoW consensus and, more specifi-
cally, the part of the Keccak 256 algorithm on FPGA will do
the off-chain encryption.

Inspired by Baklouti and Abid [25], we have set up this
system to implement the PoW consensus and more spe-
cifically the part of the Keccak 256 algorithm on FPGA to do
the off-chain encryption.

Keccak 256 is a part of Ethash which is the consensus of
the PoW repetition.

Figure 3 represents the Keccak deployment architecture.
In this section, we are going to compare the software

implementation and the hardware implementation of the
Keccak hash algorithm. After profiling, Keccak is the more
complex, energy consuming, time consuming, and repeated
function.

As input of the Keccak system, we have the proposed
new block, the head of the most recent block, and finally the
nonce value. *e hash and the combination of different
blocks give a hash number. If this number is less than the

target value, then we solved the PoW, else we must incre-
ment with a new nonce value and try the whole process
again.

*e mining difficulty was determined by comparing the
hash number and the target value. As mentioned in the work
by Chaari [26], the implementation of the blockchain
Ethereum node on a resource-constrained platform such as
the Raspberry PI3 shows that the implementation of PoW
leads to the platform crash.

As a first contribution, we present here the study we
carried out in order to divide our node on two parts: a node
without PoW that works on-chain: it runs on the ARM
processors of the Raspberry Pi 3, and an off-chain verifi-
cation part implemented on FPGAs.

In the following section, we will describe the obtained
results and the implemented system.

7. Experimental Results

7.1. Initial System. After writing our genesis file and running
the init command on the Raspberry Pi 3, the initialization of
our blockchain was successful. *en, we were able to execute
the node and access the JavaScript console where we per-
formed some basic ether transfer transaction between the
predefined accounts which were successfully submitted. But
the moment the mining is being started, the Raspberry Pi 3
would overheat and stopped functioning. For that, we ex-
ecuted another node from the same blockchain on a com-
puter that was able to mine the transactions and synchronize
the results with the node running on the Raspberry Pi 3 as
illustrated in Figure 4. *erefore, using Proof of Work, a
Raspberry Pi3 can only synchronize the mined blocks but
not mine new ones. *at is why we decided to implement
consensus system off-chain.

Head of the most
recent block

Proposed new 
block Nounce

Mining difficulty Hash number

Target value

Is hash < target value?

PoW solved

Combine and hash

Determines

Compare No

Yes

Increments and
try again

Figure 3: Keccak implementation algorithm.
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7.2. Keccak FPGA Implementation

7.2.1. Code Profiling Result. By taking the code implemented
in the Java language related to the Ethereum node, we
managed to isolate the part corresponding to the PoW
consensus. *is code has also been profiled to obtain the
result of Figure 3. *e result of this profiling is described in
Figure 5.

Several loops are present: the relative loop to the nonce is
repetitive and independent of any other input. We can
consequently implement any VHDL system and create
several generators of nonce values.

7.2.2. VHDL Keccak Implementation. Due to the health
crisis and the impossibility to have more performant plat-
forms, we choose to use the available ones. Henceforth, we
use the Raspberry Pi 3. For the ZedBoard, we can explain it
to its outperformance compared to the Virtex 5ML 507 one.
*e implementation of the Keccak code in VHDL has been
done to create an ASIC allowing the working off-chain to do
the hash and to set up the PoW consensus. We used the
Xilinx ZedBoard FPGA as a prototyping platform to realize
the Keccak [29]. *is board is an evaluation and a devel-
opment board based on the Xilinx Zynq 7000.

Combining a dual Cortex-A9 Processing System (PS)
with 85,000 Series-7 Programmable Logic (PL) cells, the
Zynq-7000 AP SoC can be targeted for broad use in many
applications. *e ZedBoard’s robust mix of on-board pe-
ripherals and expansion capabilities make it an ideal plat-
form for both novice and experienced designers [29].

To improve this system, we have added 4 independent
IPs to generate the nonce values. As an example, in [0.10000]
interval, we are able to allocate to the IPs 1, 2, 3, and 4,
respectively, the intervals [0.249], [250.499], [500.749], and
[750.1000].

Figure 6 represents the proposed architecture of Keccak
RTL implementation architecture. It contains different in-
puts and outputs but also the logic gates, Fifo, Padder bloc,
Hash bloc, and different RTL registers.

7.3. Simulation Results and Comparison

7.3.1. Simulation Results. After the simulation results of
the Keccak RTL implementation, the VHDL code simu-
lation is proposed in Figure 7. *e value of nonce to obtain
the hash value is indicated in the figure by the arrow. Note
that the nonce value used to obtain the proper hash is
239327.

Node1

Synchronize

Node2: Miner

Send transaction

Figure 4: Private Ethereum blockchain using PoW consensus.

Figure 5: SW profiling result.
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7.3.2. SW and HW Comparison. After implementing the
code, we tried to compare the SW version of the code
implemented in Java running on Raspberry PI 3 and the two
architectures. *e HW1 architecture represents the
complete implementation on the Keccak code presented in
Figure 3. HW2 consists of using 4 nonce-generating IPs
working in parallel in order to parallelize the code and to
minimize the execution time.

We notice that the HW1 gain compared to the SW is
approximately 5.25x. *e HW2 gain compared to the SW is
approximately 7.55x. *e energy consumption on the
Raspberry PI 3 is 3.7W; however, in the HW version, we
note that the HW1 requires 1.2W, while the second requires
1.7W.

*e difference in consumption despite the use of the
same platform (ZedBoard) for the HW1 and HW2 is due to
the duplication of the IPs of nonce generators.

Table 1 illustrates the obtained result of HW/SW
comparison.

*e system obtained after this implementation is de-
scribed in the figure. We can find there a description of the
classical architecture of Ethereum followed by the on-chain/
off-chain architecture that has been adopted.

Figure 8 presents the proposed part in the paper with an
on-chain architecture implemented on Raspberry Pi3,
whereas the offchain one is set up on FPGA.

Figure 9 represents a comparison between the classical
blockchain architecture and the proposed architecture.
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Figure 7: KECCAK simulation result.

Table 1: HW/SW comparison.

SW HW1 HW2
Execution time (ms) 21 3.98 2.78
Energy consumption (W) 3.7 1.2 1.7
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8. Conclusion

In this paper, we have highlighted the HW implementation of
the PoW consensus. *is consensus is used in the Ethereum
blockchain. We were able to demonstrate that, to successfully
implement this consensus on low-resource platforms, it is
possible to use an on-chain system to successfully transfer and
receive data and an off-chain system to implement the

consensus and send the result to the on-chain node. *is
system, despite its complexity, allows a gain of at least 5 times
compared to a pure SW system in execution time, while
minimizing energy consumption. It can also be improved and
accelerated by playing on the different blocks of the consensus.
Indeed, we have added 4 IPs of nonce generators, but we could
improve the result even more by adding more Keccak 256 and
or 512 IPs to have a more efficient and faster system.
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Figure 8: Mixed architecture for PoW algorithm implementation.
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In a wireless sensor network (WSN), node localization is a key requirement for many applications.)e concept of mobile anchor-
based localization is not a new concept; however, the localization of mobile anchor nodes gains much attention with the ad-
vancement in the Internet of)ings (IoT) and electronic industry. In this paper, we present a range-free localization algorithm for
sensors in a three-dimensional (3D) wireless sensor networks based on flying anchors. )e nature of the algorithm is also suitable
for vehicle localization as we are using the setup much similar to vehicle-to-infrastructure- (V2I-) based positioning algorithm. A
multilayer C-shaped trajectory is chosen for the random walk of mobile anchor nodes equipped with a Global Positioning System
(GPS) and broadcasts its location information over the sensing space. )e mobile anchor nodes keep transmitting the beacon
along with their position information to unknown nodes and select three further anchor nodes to form a triangle. )e distance is
then computed by the link quality induction against each anchor node that uses the centroid-based formula to compute the
localization error. )e simulation shows that the average localization error of our proposed system is 1.4m with a standard
deviation of 1.21m. )e geometrical computation of localization eliminated the use of extra hardware that avoids any direct
communication between the sensors and is applicable for all types of network topologies.

1. Introduction

)e advancement in electronic systems and wireless com-
munication makes wireless sensor networks (WSNs) a great
asset for the Internet of )ings (IoT). )is development
provides a way to design a low-power, low-cost, and tiny
sensor module, with the ability to process data, sense
physical structure, and provide communication within the
networks [1–4]. A sensor node consists of a processor,
sensing hardware, a transceiver, and a power supply. A node
always has limited energy, limited computational power, and
memory; thus, a large distributed WSN is required to ac-
complish a specific task [5]. In WSNs, a lot of sensor nodes
operated on a battery are deployed over a sensing region. All
of these sensors are used to collect data from other nodes and

measure the ecological conditions such as sound, temper-
ature, and vibration. )e process data is then forwarded to
the base station depending on the system requirements
[6, 7].

In the past few decades, the use of IoT became more
popular, which allows the user to transfer information from
many applications. WSNs also gain much popularity in
many applications because of their cost-effective nature.
Such applications include military applications [8, 9], civil
process monitoring [10, 11], habitat environment moni-
toring [12–14], health applications [15], home automation
[16, 17], and vehicular networks [18]. Hence, WSNs provide
a new way for proactive computing by getting real-time data
from the physical environment. Depending on the system
structure and application requirement sensor position is
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required to be known. For this purpose, a sensor node must
contain a positioning device [3]. But this is not possible in
some scenarios, so a localization system should be able to
self-localize and provide an accurate solution without the
use of any extra hardware. Localization is a challenging issue
for many applications especially for mobile-based WSNs
where path planning is the main concern. An extensive
research work has been placed for static and 2D based
systems, but none of the algorithms provides an accurate
solution for mobile-based WSNs. One de facto solution is
the Global Positioning System (GPS), but due to its strict
requirement of the line of sight scenario, GPS is not a perfect
solution [19]. Furthermore, GPS is not always available and
also not working in indoor environment. Furthermore, the
cost of GPS receiver is very high, and it consumes more
power than a tiny sensor module. Moreover, a mobile node
always keeps changing its position so equipping a posi-
tioning device does not make it feasible to accomplish its
task in a given time span.

A wireless sensor network has four basic components
including (1) localized or distributed nodes; (2) a wire/
wireless interconnected network; (3) an information cluster
located in a central point; and (4) a set of application systems
to process correlation data. Doubtlessly, the main compu-
tation is mostly done within the network, because of the
large amount of data, algorithms, and techniques imple-
mented within the system. Most of the sensor network
applications require measuring the position of the sensor
nodes so every system requires an algorithm which is free
from extra hardware and communication cost. Furthermore,
a localization system should be able to self-localize and
calibrate in case of any environmental changes. A lot ofWSN
localization algorithms are proposed in the literature under
range-based and range-free localization categories [1]. It is to
be noted that range-based solutions provide high accuracy
which use the distance information from the neighbor
nodes. A simple example of such a system is triangulation
that uses three further nodes to form a triangle. In a range-
free system, the information of absolute distance is not
available; instead, the node position is determined through
radio connectivity information. Range-free approaches
mostly used anchor node deployment for geometrical po-
sitioning of the sensor nodes which also provide a low-cost
solution. Doubtlessly, each algorithm has its own merits and
demerits; its main target is to estimate the node position with
accuracy and high efficiency. )e flow diagram of the range-
based and range-free localization technique is presented in
Figure 1 taken from [20].

)e range-based method on the other side used extra
hardware that not only increased the cost but also increased
the communication and computation overhead. Distance
measurement approaches which include time of arrival
(ToA) [21], angle of arrival (AoA) [22], time difference of
arrival (TDoA) [23], and received signal strength (RSSI) [24]
are the best examples of range-based localization algorithms.
A brief comparison between range-based and range-free
localization algorithms is presented in Table 1.

In the literature, most of the authors have discussed 3D-
based static network localization. However, only a few ideas

are available which address the localization of sensor nodes
in mobile environment. )erefore, there is a significant need
for some automated process to help discover, identify, and
locate the mobile nodes within an indoor facility after initial
deployment. )is motivates us to propose a new localization
algorithm consisting of static sensor nodes and flying anchor
nodes which helps to locate the position of the sensor nodes
even in a changing environment. )e self-calibration factor
and the use of LQI values make our system more robust and
efficient.)e rest of the paper is organized as follows. Section
2 discusses the state of the artwork done inWSN localization
along with the problem statement and detailed algorithm
description. Section 3 presents the simulation results,
computational complexity, and lower bound of the proposed
localization algorithm. Section 4 concludes the paper with
possible future work.

2. Materials and Methods

2.1. RelatedWork. )e localization of mobile ad hoc system
is very problematic and challenging because it is almost
impossible to install an infrastructure with a tiny sensor
module especially in a dense environment. Various ad hoc
applications also require deploying some anchor nodes with
a known position. )e aim of this work is to design a lo-
calization algorithm based on a mobile anchor node flying
on a C-shaped path. To do so, a mobile anchor node always
requires some sort of trajectories which is basically not our
main consideration for this research. However, a fixed
random walk will be considered for simulation purposes.
Path planning may be either static or dynamic. In static
based path-planning schemes, the execution is taken place
before the real process whereas in mobile sensor always
follows the predefined path in the entire localization algo-
rithm. In a dynamic path-planning localization, trajectories
are not fixed and predefined but particularly drawn
according to the environmental conditions.

In a static based path-planning algorithm, the well-
known trajectories are SCAN, DOUBLE SCAN, and HIL-
BERT proposed in [25] and provide the high network
coverage. A series of straight lines are proposed in SCAN
and DOUBLE SCAN algorithms on which a mobile node is
moved in the entire network. In a HILBERT algorithm, a
curve is divided into 2D space and trajectories which are a
mixture of vertical and horizontal path. )e HILBERT al-
gorithm identifies more beacons during the random walk as
compared to SCAN and DOUBLE SCAN trajectories. In
another work, two trajectories based on CIRCLE and
S-CURVE are proposed [26]. A mobile anchor node is
traveling on a circle to cover the entire network. )e dis-
advantage of this scheme is that if the node is not lying in the
circle, it may not be localized, and this leads to the network
coverage problem. S-CURVE is much similar to SCAN
algorithm due to its fixed trajectory and random walk. )e
structure of S shape also makes it very similar to SCAN
algorithm. Furthermore, the authors in S-CURVE algorithm
also try to reduce the problem of collinearity during the
localization process. In another algorithm, five different
trajectories were proposed in [27]. )e trajectories
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LAYERED-SCAN and LAYEREDCURVE divided the 3D
region into different layers. )e mobile node travels in the
form of SCAN and DOUBLE SCAN format but within the
different layered. A variety of other path-planning algo-
rithms were proposed based on dynamic trajectories for the
real distribution of WSNs. An undirected graph is generated
in [28] based on the artificial intelligence scheme Breadth-
First (BRF) algorithm that transforms mobile walk into the
form of spanning tree structure. )e movement of the node
is dynamic and the mobile node has several different walks
that even increase the computation of localization algorithm.
)e detailed summary of the literature review is presented in
Table 2.

2.2. Problem Statement and Assumptions. Let us consider
that a set of nodes are deployed on a sensing region where
some nodes are static, which are going to localize with the
help of mobile anchor nodes. Mobile nodes are the anchor
nodes whose position is known with the help of GPS system.

In brief, a localization process inWSNs will be accomplished
in several steps including the computation of distance, re-
construction of sampling distance matrix in presence of
noise, and finally computing the localization error using
some triangulation techniques.

In a proposed algorithm, we assume that the nodes are
deployed on a nonoverlapped network. Let us assume that N
number of sensor nodes are deployed on a 3D space and M
number of mobile anchor nodes are moving in a C-shaped

Table 1: Comparison between range-based and range-free localization algorithm.

Algorithm types Measurement methods Localization error Hardware cost

Range-based
AOA High High
TDoA High High
RSSI Medium Low

Range-free
Hop-based techniques Medium Medium

Single neighbor Low Low
Multineighbor Low Low

Table 2: Summary of literature review.

Algorithm Accuracy Node density Traveling speed Energy
[8] Average Average N/A Low
[14] Low Average High High
[25] Average High High High
[26] Low High Low High
[27] Average High Average Low
[28] High Average Average High
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Figure 1: A flow diagram of localization algorithms.
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trajectory. )e reason to choose C-CURVE trajectory is that
most of the network topologies are in this form so we do not
fall into a network coverage problem [29]. )e nodes have
the same communication range as shown in Figure 2.

)e system environment includes a fewer number of
flying anchor nodes and a number of static sensor nodes
deployed randomly. )e flying anchor nodes continuously
transmit a beacon with location information to unknown
nodes in a network to estimate its location. )e mobile
anchor nodes are moving along a path that is assumed to be
predefined. Assuming the uniform distribution of unknown
nodes, that is, R� (N, M),

N � Ni xi, yi, zi( 􏼁, ∀Ni ∈ R􏼈 􏼉, (1)

where xi, yi, zi are the coordinates of the unknown nodes.
Similarly, j number of mobile anchor nodes are deploying on
a fixed path and transmitting beacons continuously while on
a random walk. )e received signal strength (RSSI) is
measured at each anchor node. )e RSSI helps to determine
the distance of each node from the anchor nodes and store
the distance value in a matrix. )e trilateration or trian-
gulation method is then used to form a triangle that helps to
measure the localization error by using the centroid formula.
We assume that the mobile anchor nodes have enough
power in the entire computation of localization error.
Furthermore, the communication is in the form of spherical
measurement that transforms the 3D computation in 2D
form and hence makes the system very easy in computation.

M � Mj xi, yi, zi( 􏼁 , ∀Mj ∈ R, Mj⟶ ⇀􏽮 􏽯, (2)

where ⇀ denotes the path for mobile anchor node. All the
mobile anchor nodes are transferring some beacons in the
form of signals. )is signal basically includes the localization
mobile anchor node. As the computation is in the form of
spherical coordinates, so the distance between two unknown
nodes is computed by

Dxi,yi,zi
� Ni xi, yi, zi( 􏼁 − N0. (3)

Let a node have three beacons from mobile anchor node
at a particular location. )en the distance between N1 and
N0 is 1.)erefore, RSSI also might go down in several points
so the exact distance is computed by adding the error factor
η; we have

Di � (x, y, z)| ri − ηi( 􏼁
2 ≤ (x − 􏽢x)

2
+ (y − 􏽢y)

2
+ (z − 􏽢z)

2
,

(4)

where 􏽢x, 􏽢y, 􏽢z are the estimated position of the sensor node.
)e distance between mobile anchor node and unknown
node is computed by the Euclidean distance formula
through equation (5). )is is further illustrated in Figure 3.

􏽘
N

i�1
d(M, N) �

����������

Mi − N( 􏼁i
2

􏽱

. (5)

)e computation of received signal strength is crucial
part of the localization process. We use the RSSI data given

in GitHub repository [30]. )e RSSI is calculated by the
following formula [27]:

RSSIi,j � PT − PLi,j
+ ℵi,j, (6)

where PT dBm and PL are a transmission power of device
used in measurement phase and pathloss, respectively.
Moreover,ℵ represents the noise factor. Equation (3) shows
that most power loss occurs at higher frequencies. )is
means antenna with specified gains; there will be the highest
energy transfer in case of lower frequencies. Due to various
signal path factors, the loss in the wireless communication
path is different from equation (6). By merging the con-
stants, adding losses, and using logarithmic power values, we
have

d � d0 · 10 P0− PL+ Eφ( 􏼁/10η
, (7)

Unknown sensor node
Mobile anchor node
Random walk

Figure 2: Sensor node deployment and network structure.

N (xi, yi, zi)

M (xi, yi, zi)

Figure 3: Distance measurement between mobile anchor and
sensor node.
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where d0 is a reference distance corresponding to a reference
transmission power P0. )e pathloss from the signal
transmission is derived from [31]; we have

PLi,j
� l0 − 10n log10

di,j

d0
􏼠 􏼡, (8)

where l0 (dB) is the reference pathloss value at d0 � 1 (m).
(1) (m). N is the pathloss exponent value for showing the
environment characteristic. di,j is the distance between
nodes i and j in the 3D modeling system.

di,j �

����������������������������

xi − xj􏼐 􏼑
2

+ yi − yj􏼐 􏼑
2

+ zi − zj􏼐 􏼑
2

􏽲

. (9)

)e LQI measures the error in the incoming modulation
of successfully received packets. It is accessible via the
Mgmtlqi command, whose response gives the LQI values of
all neighbors in table form [31]. Similar to RSSI, the LQI has
the value range from {0. . .255} in which a higher value
indicates higher link quality and vice versa. Also similar to
RSSI, implementations can differ between manufacturers.
Some manufacturers only make use of 7 bits, that is,
{0. . .127}. Whereas RSSI provides raw signal strength
without caring about link quality, LQI is essentially a
measure of data throughput, and its values correlate very
well with practical tests of data throughput [31], of which the
received signal strength is but one factor. Without incor-
porating all factors that affect data throughput, for example,
interference, noise, and radio characteristics, it is not pos-
sible to derive LQI theoretically. However, it is also rea-
sonable to assume that in nonextreme environments, LQI
should behave as a function of distance similar to RSSI. )e
following terms and definitions are used throughout the
explanation of the algorithm.

Definition 1. A mobile anchor node is a node that travels
over a trajectory with a known coordinate. )e coordinates
are determined by GPS or some positioning device.

Definition 2. An unknown node is a node whose position is
not known and needed to compute by using the anchor node
mobility.

Definition 3. A trajectory is a path used for static path
planning in the entire network.

)e localization scheme requires some basic
assumptions.

(1) GPS is attached to all the flying anchors so that the
system can identify its real location all the time

(2) In a particular environment, it is also possible that
the positioning device provides some inaccuracies

(3) Anchor node is battery operated however
equipped with sufficient energy to accomplish the
task

(4) Antenna type of anchor is always an isotropic ra-
diator so that it cannot consume much energy

2.3. Proposed Localization Algorithm Based on C-CURVE
Trajectory. Assume that the deployment region is in the
form of a square and a node is deployed randomly over the
sensing region. As the scheme is for range-free algorithms so
a region is divided into several networks, that is,
Nω � (Nω1, Nω2, . . . , Nωn), in which the networks are not
overlapped like a well-known scheme of a point in trian-
gulation (APIT) [32] in which all the nodes are adjacent on
overlapped triangles. )e overlapped triangles can increase
the computation cost as well as energy. )e volume of lo-
calization is (1000 × 1000 × 1000)m, that is,
Vm � (Vm1, Vm2, . . . , Vmn). )e distance between the
networks is not necessarily computed because the mobile
anchor node is moving along the path which is free from the
square division. )e vertex of the interested region is in the
form of minimum and maximum coordinates. )e initial
coordinates of mobile anchor node are computed by the
following formula:

(X, Y, Z) �
xmax − xmin( 􏼁, ymax − ymin( 􏼁, zmax − zmin( 􏼁

2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
.

(10)

)e node calculating the initial coordinates of mobile
anchor node will act as a reference anchor node. )is node
always initiates the process in the entire processing of the
algorithm. It is also possible that a reference anchor node
does not respond due to low battery or node failure. In this
case, a control can transfer to the next mobile anchor and
select the other three anchor nodes to form a triangulation.
)is is the beauty of our proposed scheme that the control is
transferred to the next level by calibration.

Definition 4. A node initiating the process of localization is
said to be a reference anchor node. It may be a static or
mobile node.

)e entire algorithm can be completed in the following
steps.

Step 1.A mobile reference anchor node travels on a
static C-CURVE path and broadcasts a beacon node to
all other sensor nodes in a communication region. )e
beacon node contains the ID and coordinates of mobile
anchor node.

τ(t) � 􏽘 RAN D xri(t), yri(t), zri(t)( 􏼁 ∈ R, (11)

where r denotes the communication radius and t is a
time factor that denotes the dynamic nature of mobile
anchor node in a particular time. τ is a function that
models the trajectory with a random location
“RAND.”
Step 2. A mobile anchor node then starts estimating
distance by sampling RSSI versus distance. At the end
of each RSSI measurement, multiple values of RSSI are
received because an unknown node keeps sending the
RSSI signal until a mobile anchor node is in its com-
munication range. A function of RSSI is formed here
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that is recorded in a matrix form. Here, we introduce a
method of link quality induction that is similar to RSSI,
but only the successive RSSI introduced by IEEE
802.15.4. )e linked quality induction is the highest
value of RSSI recorded in the matrix; we have

Dest � ε(RSSI) � 􏽘

3

i�0
Mi, (12)

where Dest and ε are an estimated distance and
mapping function for interpolation of linked quality
induction value. In a net phase of RSSI computation,
the volume computation is the main problem. At the
reference mobile node, we recorded the node coor-
dinates as x0, y0, z0 in a square form. Initially, a
mobile anchor node is moving from initial coordi-
nates to half of the C-CURVE. According to the
nature of the curve, a mobile anchor is moving on a
positive radius, that is, (1/2R). Here, a mobile node is
needed to make a move to the second half of the
curve. )is is a tricky part as a mobile node is needed
to know the exact position of the trajectory. In the
second half of the C-CURVE, the curve side is also
changed and given the value of (−

�
3

√
/2). )e radius

is negative that shows the length of the trajectory in a
3D plane. )e random walk length is then computed
by

L �
1
2

R +
−

�
3

√

2
, (13)

where L is a localization region. We noticed that the
localization region has a problem of network cov-
erage. To overcome this problem, it is possible to
change the trajectory in a deep form. For this, we add
some constant value on the curve depth that falls over
the bounded region. Another solution is to deploy
enough anchor nodes on the boundary of the entire
network. )is also reduces the coverage problem
while localizing all the static nodes in a 3D space.
Step 3. A matrix of all lined quality induction and RSSI
values is generated. Now, we need to overcome the
interpolation error that is due to having some extra
RSSI values from one anchor node towards the sensor
node. )e compact variations are again generated by
mapping the LQI’s values from the above matrix.

ε: RSSI⟶ � 􏽘
N

i�1
NiLQI

i
. (14)

Step 4. In the next step, we find the maximum of LQI’s
values from the LQI matrix; we have

ε: LQIimax􏼂 􏼃 � max 􏽘
N

i�1
LQI⎛⎝ ⎞⎠, i ∈ [1, N]. (15)

To compute the sensor node position, we need all four
beacon points. Once we have all four beacon points,

two cross sections are constructed. )e triangulation is
being considered on the circular cross section with their
corresponding LQI values.
Step 5. )e last step is to implement the centroid-based
formula on the matrix of LQI to compute the estimated
position of the form

ε: LQIimax􏼂 􏼃⟶ E � 􏽘
N

i�1

����������������������������

xi − 􏽢xi( 􏼁
2

+ yi − 􏽢yi( 􏼁
2

+ zi − 􏽢zi( 􏼁
2

􏽱

,

(16)

where E is a localization error. )e pseudocode of our
proposed technique is given in Figure 4.

3. Results and Discussion

3.1. Simulation Setup. In this section, we can provide a
detailed overview of the proposed algorithm. )e simu-
lation runs in Matlab and considers an area of (1000 ×

1000 × 1000)m in 3D space.)e RSSI dataset is being taken
from pspachos GitHub [32]. )e GitHub data is being
emulated in the NEST simulator first to rectify the RSSI
signals. After refining the data, we have used these for
simulation purposes. )e number of mobile anchor nodes
was fixed to 5 over 150 unknown sensor nodes. )e sim-
ulation was run 2000 times to record an initial value of the
localization error. )e 2000 iterations produce 2000 × 5
numbers of anchor nodes. )e simulation runs randomly,
and the ratio of the localization is determined by the ratio
of the number of localizable nodes to the total number of
unknown sensor nodes. )e localizable nodes are those
nodes which are in the sensing range of the mobile anchor
nodes. )e unlocalized nodes will fall outside the area of
network coverage.)is can highlight the coverage degree of
the path. Hence, the overall degree of a localized node is
computed by

ERation �
z(⟶ N)

Ni

, (17)

where z is a number of localized nodes from N sensor nodes
and Ni is a total number of unknown nodes. )e simulation
is for 3D area that approximately covers the volume in a
cubic meter. Furthermore, the accuracy will be determined
by the ratio of localization error and communication radius,
that is, λ � E/r. )e accuracy of any localization algorithm
can be measured using the standard deviation of unknown
nodes. If the standard deviation of the localization error is
smaller than the mean error values, which means that the
data elements in the form of coordinates are scattered over a
3D space, this shows that the deployment of sensor node is
very crucial in localization scenarios. Furthermore, in case of
a mobile-based network, the design of trajectory is very
important. Hence, the trajectories are always in a way that
covers the entire localization network.)emean localization
error is computed by the average and the standard deviation
is computed by
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μE �
1
z

􏽘

z

i�1
λ, (18)

σE �
1
z

􏽘

z

i�1
(λ − μ)

2
. (19)

In our proposed algorithm of C-CURVE, the localizable
points are determined on the basis of the number of suc-
cessive LQI values. )e successive LQIs are the counter-
measure upon all the RSSI values. )erefore, the number of
successive LQIs is the best approach to find the number of
localized nodes. )e path in our proposed scheme is in the
form of a dual curve that almost covers the entire region of
the network. However, some nodes at the edge of the graph
might not listen to the mobile anchor call, which may
produce some errors in the localization process. We found
that the nodes closed to the paths are giving very nominal
errors and due to having a curvy shape, most of the nodes are
in the neighbor of the mobile path. )is reflects the higher
accuracy of the proposed system. Nodes within the sensing
region also send multiple RSSI values until a mobile anchor
is in the domain of the sensing region. However, most of the
RSSI fail due to low battery and multipath effect. )is is
another reason for obtaining an LQI value instead of RSSI.
As mentioned earlier, this work is based on simulation only,
so we use the GitHub database for RSSI and consider the
higher RSSI as an LQI from a node to mobile anchor. )e
following parameters are used for the initial simulation
shown in Table 3.

3.2. Localization Error. In a 3D environment, each node has
a localization cost and error; hence, in case of 3D system, we
are interested in recording the average localization error.)e
mean localization error is recorded as 1.4m, which is far
better than SCAN, DOUBLE SCAN, and HILBERT

algorithm. )e mobile anchor node, true location of sensor,
and estimated position are shown in Figure 5.

Considering that a node N1 is close to the mobile anchor
node at a certain period of time, the following RSSI were
recorded. )e LQI is then measured using the IEEE Mgmt
request command as shown in Table 4.

)e average localization error is computed along the
entire axis with different communication radius. )e
number of mobile anchor nodes was fixed to check the
authenticity of the algorithm for different radius. It is to be
observed that the number of localization points is not de-
creasing but the weaker RSSI can affect the error for higher
communication radius as shown in Figure 6 and the graph
plot is shown in Figure 7. RSSI and LQI values represent the
power level gain after loss in cable and at antenna.)e higher
RSSI values basically represent the stronger signal which is
always required to form a triangulation between several
sensor nodes. If the signal is weaker, the node cannot
communicate with other nodes efficiently. Hence, it can be
through a value that is beyond the boundary of the con-
sidered triangle. All the studies related to RSSI-based lo-
calization have difficulties to establish a link between signal
strength and distance. In real deployment, it is challenging to
map RSSI to the distance, and obtaining a fading function
reflects that RSSI is affected by pathloss, shadowing, and
fading, which also affect communication radius.

Step1

Step2

Step3

Step4

Step5

Algorithm 1 proposed algorithm
communication radiusData: Beacons transmitted by mobile anchor nodes in

Result: Localization coordinates of unkown nodes (xi, yi, zi), i ∈ [1, N] initializatiom
While mobile anchor node random walk on C Curve shape, M →i = 1 to N do

.

Keep searching for beacons

While mobile beacons ≠ 4 do
Keep sensing radio frequencies in passive mode

,M → ID, (xi, yi, zi)∈
τ →: f(RAND) ∈M(xi, yi, zi) d = RSSI → ∑Mi

Adding the noise factor on each distance.
L = 0.5(radius) + (–0.9) after manipulation

: RSSI → = sumNi, LQI from i = 1 : N
Compute the maximum of LQI values
Choose four beacon points to maintain a cross section area 

Apply quadlateration on 4 non-collinear points
Form a triangulation using four beacon points.
Store all LQI values along with noise factor in a matrix. (M,N) → 1 : N

while LQI matrix → 1 : N do le =∑ (xi – xi)2 + (yi – yi)2 + (zi – zi)2 ^ ^ ^ (M, N) = 1 : N 
Calculate arithmetic mean of estimated coordinates

Figure 4: C-CURVE-based proposed algorithm.

Table 3: Simulation parameters.

Parameter Range
Area (1000×1000×1000)m
Mobile anchor speed 8m/sec
Number of mobile anchor nodes 5
Number of unknown nodes 150
Communication radius (100–150)m
Path loss exponent 2–5
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3.3. Computation of Node Mobility and Network Coverage.
)e node mobility is always measured by the initial position
and the relative change in the location of mobile anchor

nodes. With the concept of speed and velocity, the mobility
of the mobile anchor node is measured along with the
specific time.)e addition of time variation subtracting with
the average distance to the initial point is known as mobile
node mobility; we have

Mi �
1

T − Δ
. (20)

)e total sum of distance upon time is multiplied to
initial mobility factor to compute the final movement of
mobile anchor node.

Mf � 􏽙
M

i�1
􏽐

T−Δt

t�0
Di(t + Δt) − Di(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, (21)

Di(t) �
1

n − 1
􏼒 􏼓 􏽙

M

i�1
􏽘

T−Δt

t�0
Di(t + Δt) − Di(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − 􏽘 D(N, M),

(22)

where T is a periodic motion for each mobile anchor and Δt
is a change in time for each mobile node so that there should
not be any collision between the nodes. Hence, the final
mobility is measured by equations (5) and (22). We have

Di(t) �
1

n − 1
􏼒 􏼓 􏽙

M

i�1
􏽘 Mi. (23)

)e probability density function (PDF) can be used to
define the accuracy of the C-CURVE method. To compute
the PDF, the Rayleigh fading is considered to measure the
localization error. )e form of the Rayleigh is shown in
Figure 8. In presence of Rayleigh fading with obstructions
and reflection, the error might be affected because of
multipath fading [33]. Another factor of time constant is
associated with variations along with the mobile node
movement in seconds or even in minutes. )e effect of the
carrier also plays an important role with fc � 900MHz or
approximately 1.9GHz for the mobile node. )e effect of
localization error is further shown in Figure 9.

Table 4: Sample LQI measurement.

Node RSSI in upward
direction

RSSI in downward
direction

Successive
LQI

N1 0.967319090984647 0.253562174262323 Mgmt LQI
request

N2 −0.958798243408558 0.284087888577925 Mgmt LQI
request

N3 0.524669344883845 −0.851306101551702 Mgmt LQI
request

N4 −0.478708185913592 −0.877974072931153 Mgmt LQI
request
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From Figure 9, we observed that the localization error is
gradually increased in the presence of fading. )e amount of
data elements spreading along the region is very nominal.
And it is possible to retain the correct error by using the
framework like extended Kalman filtering and fuzzy logic
[34]. )e network lifetime and coverage in our proposed
system are well described.

3.4. Comparison with Existing Techniques. To authenticate
our proposed solution, we have compared our localization
algorithm with the state-of-the-art localization techniques
based on mobile anchor-based localization. )e well-known
methods SCAN, DOUBLE SCAN, and HILBERT are being
compared with our C-CURVE localization algorithm. SCAN
trajectories are very simple to compute with the path on
some straight lines with parallel distribution along y-axis.
However, in a round movement, the mobile anchor node
lost enough energy in a given radius R. )e distance in a
SCAN is computed by the following formula:

D �
L

R
+ 1􏼒 􏼓 × L +

L

R
􏼒 􏼓 × R �

L

R
+ 2􏼒 􏼓, (24)

whereas for the DOUBLE SCAN and HILBERT algorithm,
the distance is computed by the following relationships:

D � 2
L − R

2R
+ 1􏼒 􏼓􏼔 􏼕 × L +

L − R

2R
􏼒 􏼓 × 2R, (25)

D � 4n
× R �

L

R
􏼒 􏼓

2
× R �

L
2

R
. (26)

)e SCAN, DOUBLE SCAN, and HILBERT are simu-
lated on the area of (450 × 450)m, whereas we simulate our
idea for (1000 × 1000 × 1000)m 3d space. Hence, the
suitability of our proposed system is far better than other
techniques. We observed that the localization error is still
more than 1.2m for a small region. SCAN and DOUBLE
SCAN have almost the same localization error with a dif-
ference of 0.02%, whereas in HILBERT, this percentage is
increased to 3.5%. )e only reason for this variation is a
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small variation in anchor node density and a very small
region of 30m. Furthermore, there are a lot of turns in the
HILBERTalgorithm that increase the complexity, whereas in
our proposed system, there is a very slight movement of
mobile anchor along its trajectory, which helps to save
enough energy and hence computation cost. )e compar-
ison analysis is shown in Figure 10(a) along with the CDF for
small distance as shown in Figure 10(b).

We observe that the CDF for DOUBLE SCANwas better
than that for SCAN and HILBERTalgorithm. However, after
5m, it starts gaining worse localization error due to not
having enough beacon on the trajectory part. It was observed
that the localization error of SCAN, DOUBLE SCAN, and

HILBERT becomes too worse in case of high resolution.
Even just for a 60m distance, the error becomes (2.4, 3.9, 8.7)
m, respectively. )e C-CURVE algorithm is not affected
because of having enough network coverage path on the
network. )at is why our system gives a highly precise lo-
calization solution for mobile anchor-based localization
system. By increasing such distance only up to ∼70m, the
error goes high as shown in Figure 11 along with CDF for the
particular distance.

)e proposed algorithm has been compared with some
other techniques based on mobile anchor flying over a
random path. )e mobile beacon assisted localization
scheme presented in [35], used a movement strategy of
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mobile beacons, and used a fixed trajectory rather than a
random walk over the network region. )e number of
messages broadcast by a beacon node and the path length is
used as the main parameter in this scheme. So, if we in-
creased the number of anchor nodes, the number of
transmitted messages also increased. For 25 anchor nodes, a
movement length of ∼602m has been covered. In our
proposed algorithm, the path is a C-shaped random curve
which minimizes the length of random walk for an anchor
node which helps to minimize the computation cost and
node battery lasts for a longer period. In case of increase in
number of anchor nodes in MBAL scheme shown very good
performance and decreases 93.3% of transmitted becaons

messages and 95.3% of movement length (trajectory).
However, the network coverage is a limitation of this
scheme. With a 50% of anchor node density and a fixed
distance of 70m, we observed that, over the selected region,
the error of MBAL is still very high as compared to our
proposed algorithm as shown in Figure 12. )e only reason
behind this is that the MBAL only focused on a number of
broadcast messages in the presence of fewer flying anchors.
)e proposed scheme has also been compared with the
recent techniques proposed in [36], which form a clustering
head as compared to triangles in a region. )e bounded
clusters are always equipped with anchor nodes over the
deployed region. In case the region is very huge, the outer
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anchor nodes failed to localize the inner most nodes.
)erefore, our technique is far better than the clustering
mechanism as shown in Figure 13.

4. Conclusions and Future Work

In this work, our focus was to localize the sensor nodes with
the help of mobile anchor nodes. To do so, we have proposed
a mobile anchor-based localization algorithm that follows
the C-shaped trajectories in a 3D-based network and
computed the localization error. )e mobile anchor node
keeps sending the beacons and obtains RSSI values against
each node. )e successive LQI value of a node can help to
identify the average signal strength, which helps to accu-
rately measure the distance. )e distance matrix is then
formed for triangulation computation, which accurately
measures the node position. )e simulation result shows
that the C-CURVE algorithm shows much efficiency even in
case of multipath fading. Our proposed algorithm also
provides high accuracy even in presence of noise, due to the
use of successive LQI values.

For future work, we are still working on localization
error computation in presence of noise. In the second phase
of the study, we are computing the complexity of the al-
gorithm and measuring the noise factor in presence of
Gaussian and intelligent noise. )e noise factor is then
eliminated by using extended Kalman filtering. We also
compute the lower bound error to sum up this study.

Data Availability

)e RSSI dataset is being taken from pspachos GitHub.
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