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At present, with the rapid growth of China’s comprehensive national power, China wants to accelerate the construction of world-
class universities and world-class disciplines to match it. Therefore, the education and management of university teachers is
crucial, and the current research results at home and abroad in this area are remarkable. In this paper, we will start from the
innovative application of university teachers’ management system and use the Oracle and SQL Server database processors
commonly used in big data processing to process data. It is concluded that China’s teaching force is gradually balanced; the
comprehensive quality of the teaching force is improving; the academic atmosphere is more open; the fields and perspectives
of academic research are richer; the distribution of teachers at all levels in China is more balanced; the comprehensive quality
of our teachers is improving; the system of education and scientific research in China’s universities is improving; and the
ecological management system of universities is improving. In addition, in view of the current situation of education and
management of teachers in China’s colleges and universities, according to the results of big data analysis, we also propose (1)
to improve the academic level and establish a strict institutional threshold for the college teaching profession; (2) to effectively
implement the policy of freedom and equality in academic academia and improve the appointment and evaluation system of
teachers and principals in higher education institutions; (3) to insist on implementing the principle of academic fairness and
optimizing the teacher evaluation system; (4) to innovate and implement the incentive mechanism for teachers in colleges and
universities according to the talent training characteristics of teachers’ academic career ability; and (5) to establish the access
system of college teachers’ career development and promote academic career development and other suggestions of big data
management for college teachers.

1. Introduction

World-class universities all have another very important and
prominent business feature, that is, of course a relatively
high-level professional technical faculty they have, but how
to maintain a high-level faculty is a problem worth thinking
about. In this regard, some universities in western developed
countries have more mature experience in the management
of university teachers, which is worth learning [1]. In
China’s university management, there are some deficiencies
and defects among teachers’ recruitment, assessment, pro-
motion, and evaluation. Many unnecessary disputes and so
on all originate from the lack of a perfect management sys-
tem. College teachers are a highly specialized and academic
group, and the academic activities of teachers determine

the popularity of colleges and universities. The core of uni-
versity is high-quality academic activities. In China, the
boundary between academic and administrative power is
often unclear. Administrative power often interferes exces-
sively with academic power, and academic power is not exer-
cised effectively. This has seriously affected the personal
academic creativity cultivation and personal academic moti-
vation of some university teachers and researchers and has
restricted the level of our universities’ own research and
innovation development capability and continuous healthy
forward development. Higher education in the United States
began in 1776, and after more than 200 years of develop-
ment, it has borrowed the advanced management concepts
of many countries’ higher education institutions. After the
Second World War, the quality of higher education in the
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United Kingdom and the United States gradually came to
the forefront of the entire world, forming a system of univer-
sity faculty management that is politically, economically,
and culturally compatible with that of Germany and the
United States. The reasons for the growth of a group of
American universities from small colleges to influential uni-
versities in the academic world are many, of which the estab-
lishment and implementation of a scientific university
faculty management system is an important part [2]. There-
fore, building an excellent faculty and giving it a virtuous
cycle is a topic worth exploring. With the intensive develop-
ment of information technology in the era of globalization,
how to make efforts to adapt the school faculty management
and its institutional system to the conceptual approach and
development philosophy of the world’s information technol-
ogy advanced society and to build a highly qualified and
well-structured university faculty system has increasingly
become the most important practical content of today’s
research and exploration of higher education development.
As an institution clearly different from other institutions in
society, the management function of university is to provide
services for teachers and professors so that they can carry
out scientific research, teaching, and social service work
more conveniently and effectively. Therefore, this paper
attempts to analyze the concept and practice of university
faculty management system in China and find out its char-
acteristics in order to provide reference for the construction
of university faculty management system in China.

Big data management system not only can store a large
amount of data and form a massive data storage network
system but also can analyze and process data extremely fast.
A big data management system is a system that makes rea-
sonable use of computers and network media to analyze
and process various data [3]. It is gradually applied to all
aspects of life with fast and convenient information process-
ing, bringing great convenience to people’s lives, updating
their traditional data management concepts, providing a
more novel and convenient way to store and process com-
plex data, and greatly improving their work efficiency.

Therefore, the use of big data and management systems
for our teachers’ information management education train-
ing and school management can be very effective and rapid
to help keep pace with the changing times of teaching, to
improve the level of modern management practice ability
level and research level of school teachers, to promote our
country’s multilevel higher education and high-level devel-
opment of modernization of the research university teaching
force, and to improve with the community and service satis-
faction of people from all walks of life, further contributing
to the improvement of the level of theoretical and scientific
research abilities of our university teachers in the future,
cultivating the comprehensive professional quality of our
students’ talents, and contributing to the high-quality devel-
opment of China.

2. Research Background

In the management and education of teachers, foreign coun-
tries started earlier. The American scholar Burton Clark in

his book “The System of Higher Education: A Cross-
National Study of Academic Organizations” focuses on the
academic characteristics of colleges and universities and
the rules of academic management of college organizations.
Moltudal et al. point out the feasibility of faculty participa-
tion in academic management, which is conducive to moti-
vating faculty members and can stimulate the spirit of
ownership [4]. Dodo-Balu believes that teachers’ own quali-
ties and professionalism can participate in the management
of the school and make it develop in a good and healthy
direction, which is unattainable by other people [5]. Birn-
baum (R), in his book “Models of University Operation,”
presents the view of the organizational model of university
operation, the view of the organizational sector of university
operation, and the values of equality and fair authority for
the members of the school which should be the first priority
for all direct participants in the decision-making bodies of
the university; this is because the fish than the external
members; it is more concerned with the development of
the university itself [6]. Therefore, this fair view of authority
and a strong sense of responsibility make the universities run
in a healthy and orderly way. As mentioned in the book,
shared governance is both a concept and a form of manage-
ment. Tzafilkou et al. have successively pointed out that the
tenure system severely restricts and hinders the recruitment
of teachers and the free internal mobility of state workforce
in the country’s universities, undermines the normal educa-
tional model of the society in which students are educated
for continuous personal career development, exacerbates
the bureaucracy that contributes to the education of some
universities, and is not conducive to the creative expression
of teachers outside the system [7]. There are both internal
and external reasons for tenure system reform. After the
1970s, a system of tenure evaluation began to emerge as a
way to promote effective development of the teaching pro-
fession, a formative evaluation that treats teachers in a
developmental manner and compensates for ineffective per-
formance [8]. A rational model would be for institutional
leaders to review tenure or other alternatives to tenure and
then rationally choose the appropriate institutional hiring
policy. This posttenure review of the tenure system evalua-
tion process ensures the accuracy of peer evaluation and is
appropriate for performance evaluation. A major research
objective of this peer review approach is also to assess the
academic performance of faculty work, to promote the
healthy development of young faculty levels, and to require
a necessary aspect of progress in the tenure-track faculty.

The domestic study started late but progressed fast
enough to keep up with the rapid development of higher
education in China. By comparing the academic manage-
ment of universities in China and the United States,
Barros-del Río et al. pointed out that the academic manage-
ment of universities is closely related to government depart-
ments and society and put forward the idea of academic
management innovation by combining the operation of aca-
demic management and different cultural backgrounds [9].
They pointed out that, as far as the internal relationship of
universities is concerned, teachers are the core of university
academic management. Han Yanlun and Liu Huanyang
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pointed out in the article “Reflections on the Ethical Con-
struction of Academic Management System of Universities”
that the important role of ethical construction in academic
management system of universities includes bottom-line
ethics, responsibility ethics, transaction ethics and credit
ethics, cooperation ethics and sharing ethics, value ethics,
and identity ethics which constitute the connotation and
characteristics of the ethics of academic management system
of universities [10]. The establishment of academic manage-
ment system in colleges and universities needs to be based
on ethics and morality, improves the system construction
related to academic ethics in colleges and universities, and
strengthens the status and role of institutional ethics. In
addition, Tan Yuanxi and Liao Xiangyang, in their article
“Analysis of Faculty Management Policies in Chinese Uni-
versities,” introduced these five basic stages of the develop-
ment of the new policy of faculty salary management in
Chinese universities implemented in China for more than
60 years: the foundation and adjustment period, the tortuous
and turbulent period, the recovery and development period,
the reform initiation period, and the reform deepening
period [11]. Two kinds of thinking are proposed: the identity
of state university teachers is “state cadres,” which does not
reflect the special characteristics of university teachers, and
also tends to lead to “officialdom,” which allows teachers to
be not very precise, and schools encourage teachers to
“work,” which is not conducive to the development of aca-
demics and teaching. The formulation of university teachers’
policies should fully reflect the “academic characteristics.” In
addition, the macroscopic openness of the implementation
of university teachers’ policies is not sufficiently grasped,
the implementation guarantee is not enough, and the overall
scientific understanding of the construction of the evalua-
tion index system is not enough, which affects and restricts
the assessment of the scientificity, feasibility level, and eco-
nomic effectiveness of the policies. The author Geng Yiqun
has written in the introduction of an article entitled “The
Dilemma and the Way Out of the Tenured Professor System
in American Universities” that since the late 1990s of the
20th century in the United States, social institutions such
as the United States and domestic academics have raised
many critical views and strong questions about the reform
of the tenured university professor system in China, and
some domestic universities have tried to replace the tenured
professor system in the United States with a fixed contract. It
is believed that China’s tenure-track university professorship
system is inefficient and prone to lazy thinking of teachers,
which is not conducive to attracting outstanding talents to
the academic career [12]. In this article, the author of “The
Dilemma of the Tenured Professorship,” J. Liu, points out
that although the tenured professorship has been questioned
since the 1990s, hindering faculty innovation in academia,
and many other shortcomings, professors are concerned
about the diversity of schools and are less susceptible to
changes that would promote school reform in a more effec-
tive way [13]. The authors point out that the life of the uni-
versity lies in debate, that only the outspokenness of
professors makes the school face its own shortcomings and
deficiencies, and that all the professorial system needs to be

protected by the freedom to express opinions rather than
punish, so the tenure system serves to protect professors
and thus academic freedom. In 1913, the American Associa-
tion of University Professors was officially proclaimed in
Johns Hopkins University. In 1915, Dewey became the first
President of the United States and issued a Statement of
Principles. In 1925, Dewey, in consultation with the Ameri-
can Association of Colleges and Universities, issued the last
of Dewey’s official statements on academic freedom and ten-
ure, making a distinction between tenure and nontenure.
Tenure is a necessary measure for academic freedom, eco-
nomic security, students, and society.

3. Basic Theory and Research Methods

3.1. Basic Theories

3.1.1. Big Data Ecomanagement System. The big data man-
agement systems utilized today not only can store a large
amount of data and form a large number of data storage net-
work systems but also can analyze and process data
extremely quickly [14]. Big data management systems are
all about analyzing and processing a wide variety of data
with the rational use of media such as computers and net-
works. It is becoming more and more popular in all aspects
of life with fast and convenient digital information transmis-
sion and processing, bringing a great degree of information
convenience to people’s future study and life, updating peo-
ple’s traditional view of data management, providing a more
innovative and convenient way to store and process a variety
of data, and greatly improving people’s work efficiency. Big
data management system mainly has four characteristics,
such as large storage volume, rapid information processing,
real and effective data results, and many types of data, as
shown in Figure 1.

Big data management system can go through its own
powerful information processing system to store a large
amount of information. Because of its powerful system oper-
ation and processing function, it can process information
and data very quickly, and unlike manual work, it is difficult
for big data management system to falsify and make mis-
takes on data, thus ensuring the authenticity and correctness
of data processing. Therefore, the use of big data manage-
ment systems for ecosystem management not only improves
efficiency but also instantly identifies problems in the work
and finds areas for improvement in teacher management
that do not match the requirements of the times [15].

3.1.2. Teacher Education and Management. The manage-
ment responsibilities of Chinese university teachers are
closely related to the academic level of teachers. The organi-
zation of higher education teachers is generally different
from the general disciplinary organization of higher educa-
tion schools, which is a professional and technical organiza-
tion mainly composed of academic staff related to various
majors and so on. The characteristics of modern university
organization based on the viewpoint of the subject status
of modern academic profession can be reflected in at least
the following characteristics: the division of labor in
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disciplines is the common organizational basis of all aca-
demic professions, the loose combination of disciplines is
the common organizational structure characteristic of all
academic professions, and the dual management authority
model is the main dual organizational and management
structure characteristic of modern academic professions.
From the perspective of the development of contemporary
academic professional norms, university teachers and their
management should have several basic normative features
such as modern academic standards in a more strict and sys-
tematic way, autonomy of academic process, freedom of aca-
demic activities, recognition of academic achievements, and
recognition of personal reputation. Both the management of
teachers and the reform of institutional structure are very
important components and parts of the administrative man-
agement and reform work of Chinese university teachers.
The system should be institutionally prescriptive and can
be closely related to the practice of the teacher’s knowledge
concept in the corresponding field [16]. Therefore, an
important first step in the system design and innovation of
university teachers’ administration is to establish a modern
human-oriented system of teachers’ science, i.e., to establish
a “humanistic” concept system and to practice the “academic
standard” education concept, and then to guide the whole
process of system reform and innovation of university
teachers’ internal management. The further establishment,
exploration, and implementation of the innovative system
of teacher classification management in colleges and univer-
sities must be based on the actual basic situation of the
reform of the teaching force in our country, and we must
also learn extensively from the international advanced
reform experience of international teachers’ separation man-
agement innovation. Therefore, after the innovation of the
reform basis to be on the overall principle of dynamic
reform and opening up closely, fairness, democracy, compe-
tition, and interests, step by step, the theoretical innovation
of the new system of university teachers’ classification man-
agement in China must also adhere to the principle of people-

oriented, autonomy and freedom, scientific management, and
so on [17].

In order to better strengthen the modernization of the
quality of the university teaching force, as well as to cooper-
ate with the further smooth and effective implementation of
China’s education policy “science and education to develop
the country, talent to strengthen the country” program, uni-
versities in China have implemented a relatively strict and
unified high school teacher qualification appointment
methods and teaching and management assessment system.
There is a strict process for teacher appointment, and the qual-
ified candidates are finally incorporated into the teaching sys-
tem, as shown in Figure 2, with a total of 8 steps, which
basically ensures the basic level of China’s teaching force.

In teacher appraisal, before appraising teachers, schools
usually organize a meeting to promote the appraisal process
and print and distribute teacher appraisal methods to indi-
vidual teachers. After receiving the appraisal method,
teachers should summarize the teachers’ thoughts, attitudes,
and responsibilities in their work, fill in information such as
research achievements and awards in their work, and submit
a report of their work to the management. The department
will evaluate the teachers according to their individual situa-
tion and submit them to the school and the school division
for review. The school and the academic department will
grade and evaluate the teachers’ individual work and politi-
cal thought. The final overall grade of the teacher will be
derived and reported to the school for acceptance. The
assessment mainly includes teachers’ ideology and moral
character, knowledge, business ability, and performance.

Although China’s teacher appraisal standards are rela-
tively backward, these serve the cause of higher education
in China for more than 40 years; after continuous historical
evolution, these are also basically adapted to the basic
national conditions of China and have made indelible con-
tributions to China’s higher education. China’s higher edu-
cation teacher appraisal process is shown in Figure 3, a
total of six links.

Large storage
capacity Many data typesReal dataFast processing

Big data management
system

Figure 1: Features of big data management system.

Schools and other
institutions in need

 of teachers 

Education
administration

Application Issue recruitment
announcements 

Organize unified
examination 

Announcement of
the list of approved

 and assessment 

Those who meet
the requirements 

Review applicant
materials 

Sign an
appointment 

contract 

Figure 2: Flow chart of teacher appointment.
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3.1.3. Main Formula. To efficiently use big data to educate
and manage teachers in colleges and universities, we should
make comprehensive use of various analysis methods to
quantify the specific indicators of teachers, specifically see
the advantages and shortcomings of teachers, and better
manage and educate the teachers’ team, so this paper intro-
duces the comprehensive evaluation index of teachers to
measure the comprehensive quality of teachers. The higher
the index value, the higher the teacher’s evaluation and abil-
ity, as shown in Figure 4.

Teacher comprehensive evaluation index = a compre-
hensive index of teaching quality and quantity + b compre-
hensive evaluation index of students + c comprehensive
index of quality and quantity of published papers + d com-
prehensive coefficient of teachers’ professional ethics + e
peer evaluation index.

Where a + b + c + d + e = 1.

3.2. Research Methodology

3.2.1. Oracle Big Data Analysis Study. Oracle Database Man-
agement System is a relational database management system
developed by the German company Oracle Software (Oracle
in Chinese). It may also be another database product that
Microsoft will design with the idea of distributed database
as its biggest core feature. It will also be one of the most
popular distributed C/S server architecture solutions or dis-
tributed B/S database architecture solutions currently used
by Microsoft worldwide. Oracle database has a wide range
of design aspects, such as banking, telecommunications,
mobile, aviation, insurance, and e-commerce. Meanwhile,
Oracle’s product is free, and we can download the installation
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Figure 3: Flow chart of higher education teacher assessment in China.
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Figure 4: Comprehensive evaluation index of teachers.
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package from the official website, but its service is charged.
Compared with SQL Server database, the state of “doubt” is
one of the most obvious and attractive performance advan-
tages of Oracle database parallel server model, which can
achieve any one subquery decomposition into any number
of subqueries and then execute subroutines on two different
server CPU processors, greatly improving the performance
of multiprocessing systems, which should be a data trend with
a great potential competitive advantage that is growing rapidly
in the coming years. Oracle database also has many other sig-
nificant advantages such as complete data storage manage-
ment storage capacity, large data storage capacity, long
persistence time, can be shared to ensure reliability, complete
related products, complete distributed management capabili-
ties, and easy to operate [18].

In this paper, we use Oracle big data analysis to study
and analyze the data of university teachers’ management
education system and lay the foundation of big data process-
ing for the innovative application of big data ecological man-
agement system in this paper.

3.2.2. SQL Server Data Analysis Research. On the basis of
today’s mainstream Windows and other operating system
platforms, SQL Server database as a new generation of data-
base and analysis of the processing platform software is rap-
idly being widely used by various enterprise customers that
are widely accepted. Unlike other current database platforms
such as FoxPro and smaller databases such as Access data-
base, SQL Server has a complete set of powerful and easy-
to-use database management and service processing func-
tions. There are engines that support development, standard
database languages such as SQL, and extended feature func-
tionality (such as replication, OLAP, and analytics). It is also

significantly ahead of the rest of the market in terms of other
key features that only large database software can have to
[19], such as stored procedures and triggers.

Microsoft SQL Server 2010 is based on Microsoft SQL
Server 7.0, greatly extended to increase database perfor-
mance, reliability, quality management, and ease of use.
Microsoft SQL Server 2010 database edition is a high-
performance enterprise relational database management sys-
tem with high reliability, ease of use, and other characteristics.

Therefore, in this paper, SQL Server 2010 is selected for
big data analysis to analyze the innovative application of
teacher education management system.

4. Results and Discussion

4.1. Research Results. In this study, based on collecting data
from multiple departments such as the Ministry of Educa-
tion and the National Bureau of Statistics and finding rele-
vant statistical yearbooks as reference, the results of this
study were obtained by using Oracle and SQL Server to
dynamically process relevant data and analyze changes in
some data for up to 20 years and 6 years, respectively.

As shown in Figure 5, in the 20 years from 2000 to 2020,
the ratio of male to female teachers and the ratio of master to
doctor in China’s colleges and universities showed a decreas-
ing trend year by year, although the teachers with under-
graduate degree and below were not considered, but it is
enough to show the trend that the ratio of male to female
teachers in China’s colleges and universities is gradually bal-
anced and the teachers’ education is gradually improved,
which further shows that the comprehensive quality of
teachers is continuously improved.
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Figure 5: Changes of gender ratio and master’s degree ratio of teachers in colleges and universities in China.
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As shown in Figure 6, in the 20 years from 2000 to 2020,
foreign teachers and minority teachers in China show a
trend of increasing year by year. It not only shows that the
increasing level of development in China attracts more for-
eign teachers and other high-level talents but also shows
the determination of poverty alleviation identified in China
and the practical implementation of minority development
policies. More importantly, exchanges with foreign scholars
are more common and the academic atmosphere is more
open; ethnic minority scholars also enrich the fields and per-
spectives of academic research.

As shown in Figure 7, the total proportion of all types of
teachers in one institution in China is high. Other research
institutions have the lowest proportion of all types of
teachers. Whether it is a bachelor’s degree or independent
colleges, senior high schools, or other research institutions,
the structure of teachers’ titles shows a relatively normal dis-
tribution structure with a middle and low on both sides [20].
The distribution of teachers at all levels in China is more bal-
anced. In addition, the structure of teachers in China shows
a distribution of the highest percentage of undergraduate
and the second highest percentage of senior high school,
followed by independent colleges and fewer other research
institutions. It basically adapts to the rapid growth of
China’s development.

As shown in Figure 8, the comprehensive evaluation
index of teachers in China’s higher education institutions
shows a trend of increasing year by year. Comprehensive
evaluation index ofteachers = acomprehensive index of
teaching quality andquantity + bcomprehensive evaluation
index ofstudents + ccomprehensive index of quality and
quantity of publishedpapers + dcomprehensive coefficient
of teachers’ professionalethics + epeer evaluation index
(a + b + c + d + e = 1). It can be seen that the comprehensive

quality of teachers in China has been improving, the sys-
tem of education and scientific research in China’s colleges
and universities has been improving, and the ecological
management system of colleges and universities has been
improving.

4.2. Suggestions for Innovative Applications of Teacher
Education and Management Systems

4.2.1. Raising Academic Standards and Establishing a Career
Entry Qualification System. Teachers in higher education
continue to engage in the academic profession of teaching
first of all requires that students have undergone long-term
solid training in theoretical knowledge and technical profes-
sional quality of this academic discipline and have a fairly
certain high level of theoretical academic quality foundation
and potential academic research development growth poten-
tial. Therefore, an improved system of access and qualifica-
tions for the education profession should be established to
fully ensure the comprehensive overall quality of our teach-
ing population.

(1) Improve the qualification standards for practitioners
in accordance with the law and strengthen the qual-
ification legislation for access to the education
profession. The revision of the professional qualifica-
tion standards for teachers in colleges and universi-
ties should focus on clarifying their corresponding
academic conditions and professional ethical and
moral conduct requirements, highlighting in the
assessment that they have the basis of disciplinary
professional competence and the ability to teach
and research in their disciplines, improving the
accreditation standards for the admission of relevant
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Figure 6: Changes in the proportion of foreign and minority teachers.
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academic professionals, and ensuring the overall
quality of knowledge of the general group of teachers
in colleges and universities. At the same time, three
different levels of professional qualification stan-
dards have been formulated and promulgated
according to the needs of different historical regions,
different academic types of colleges and universities,
and different levels of ability development of stu-
dents trained by teachers of different national aca-
demic career ladders in China. The construction of
the higher education teacher qualification system is
an important strategic component of the work to
establish a national professional qualification system
with national legal norms, and the implementation
of the school teacher qualification system certifica-

tion is an important part of the work to implement
the principle of unified state management of educa-
tion in accordance with the law. The deficiencies of
the current legislative system of access and qualifica-
tion system for the professional development of
teachers in higher education, etc., developed and fur-
ther improved should be amended in a timely man-
ner, and the independent legal status of the academic
professional qualification system of higher education
itself should be guaranteed through national legisla-
tive means

(2) Study and establish a multilevel, time-sensitive,
and highly operable assessment standard system of
relevant professional qualification levels and establish

0

50000

100000

150000

200000

250000

300000

350000

400000

Full senior teachers
(Professors)

Associate Senior Faculty
(Associate professor)

Intermediate teachers
(Lecturers)

Junior faculty (Assistant
professor)

Structure of faculty titles in general higher education institutions (Institutions) in china 

Senior high school

Other research institutions

First-year undergraduate

Independent college

Figure 7: Structure of teachers’ titles in general higher education institutions (agencies) in China.

0

5

10

15

20

25

2014 2016 2018 2020

Comprehensive teacher evaluation index

Comprehensive teacher evaluation index

Figure 8: Changes in the comprehensive teacher evaluation index.

8 Journal of Sensors



RE
TR
AC
TE
D

provincial professional qualification identification
and implementation certification agencies. Based on
the actual need situation of meeting the needs of indi-
vidual lifelong development of academic career and
the value concept of pursuing comprehensive lifelong
development education of academic career, a set of
academic professional qualification and certification
career standard system with multilevel and time-
effectiveness is established. Therefore, it is recom-
mended to gradually establish academic career and
certification professional standards covering several
minimum levels above the college teaching career
and use these minimum levels as the core qualifica-
tion standards for evaluating academic career talents.
At the same time, a system of regular and certified
assessment and evaluation of teaching qualifications
at all levels should be established, and examinations
should be set for students at each level according to
the level of teaching qualifications valid once (e.g.,
every five years). In the study validity period, you
must pass the corresponding course examination of
the corresponding next level of education qualifica-
tion training and certification level standard by
obtaining a certificate of experience and study results
of teaching continuing learning education and train-
ing of a certain scale and passing the corresponding
course examination of the corresponding next level
of education qualification training and certification
level as required, in order to successfully obtain the
education continuing training teaching practice qual-
ification. In this way, the level of development
between the dual standards of qualification and certi-
fication can be interpenetrated and integrated to
guide teachers and the community to encourage in-
service teachers to carry out continuing in-service
learning, to indicate the right direction for the in-
service professional and technical development and
upgrading of China’s teachers, in an effort to effec-
tively ensure the improvement of the overall quality
of teachers nationwide. The establishment of institu-
tions for the implementation of various types of pro-
fessional qualification systems accreditation is a
crucial legal guarantee for the effective and smooth
implementation of the qualification system for
teachers in higher education. For example, establish
a number of professional organizations for the orga-
nization and implementation of professional qualifi-
cations within university education and a number
of specialized organizations for the accreditation and
implementation of external professional qualifications
for university teachers—that is, several specialized
accreditation committee units or accreditation bodies
can be established within university teachers to jointly
implement the work related to the accreditation of the
university teaching qualification system, through the
establishment of the development of perfect standards,
fair, transparent, feasible, and fair procedures of the
school teaching qualification examination and certifi-
cation system to ensure the effective and smooth

implementation of the whole process of work
related to the certification of the university teaching
qualification system; supervisory and inspection
agencies of the primary and secondary school
teacher qualification training and certification work
should be set up, respectively, within the universities
to ensure the scientific fairness, objectivity, and sci-
entific justice of the relevant qualification examina-
tion and certification results

4.2.2. Follow Academic Freedom and Equality and Improve
Teacher Appointment System. Teacher appointment system
management is one of the several major administrative links
stipulated in the formulation of the basic system of teacher
recruitment management in colleges and universities.
Researchers in colleges and universities should adhere to
the basic characteristics of the academic career ability of col-
lege teachers, adhere to the employment principles of follow-
ing academic evaluation and free flow and peaceful flow, etc.,
and optimize and improve the work system of appointing
college teachers to positions.

(1) Establish a system of career “admission period” and
improve the job management system. Academic
career is a special profession with its own special
requirements. The construction of teachers in col-
leges and universities is a process of “selection” and
“optimization,” and a reasonable “admission period”
should be set. For example, “fixed-term” appoint-
ments and “open-ended” appointments should be
used as the institutional design. The setting of “entry
period” of university teachers should pay attention
to the following points: first, to establish a reasonable
“entry period”; second, to provide professional
development and equal competition opportunities
for the “entry” group; third, to implement peer aca-
demic review and “developmental evaluation” in
the “admission” stage; and fourth, to have corre-
sponding regulations for the “appointment period”
to protect the legitimate rights and interests of uni-
versity teachers. The purpose of post management
is to optimize the structure of university teachers,
promote reasonable flow of academic career, and
promote academic prosperity and development.
According to the overall planning of the university
and disciplines, the strategy of classifying posts and
management is appropriately implemented so that
teachers’ duties are clear, each has its own role, and
academic performance is maximized and most effec-
tive. By establishing a number of mobile professional
staff centers and academic mobile research positions
at the university, we can actively promote the social
freedom and mobility of various academic profes-
sional groups, strengthen exchanges between Chi-
nese and foreign academic workers, improve the
academic level of society, and maintain the overall
academic vitality of the university

(2) The system of appointing university teachers in flex-
ible, effective, and diversified forms is standardized
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and perfected. Firstly, the flexible and efficient and
diverse types of appointment system for teachers’
posts and employment positions are established for
various types of colleges and universities of different
professional types of schools in China. In the overall
design work of the appointment system, three differ-
ent levels of assessment and evaluation standards
and two types of appointment should be used at
the same time. In order to fully promote the develop-
ment of diversified academic heterogeneous research
and professional diversified research of teachers’
work in higher education institutions and to pro-
mote the diversified characteristic academic develop-
ment of various types of university research, various
types of academic career ladders responding to the
characteristics of diversified development of teachers’
career in China should be created by adopting some
different flexible cooperation methods. Secondly, an
effective labor contract system that effectively guar-
antees the equal development of academic interests
of faculty members should be established to improve
academic productivity. According to some character-
istics that exist in the academic career characteristics
of higher education itself, the signing of employment
staff contracts by university teachers should also take
two forms of signing collective contract statutes and
labor contract, respectively, to clarify the division of
rights and obligations of each school staff and the
various rights of the individual teachers employed,
to gradually promote the realization of real equality
of status between the rights and obligations of the
two cooperating parties, and to ensure the signing
of labor dispatch contracts. In addition, the dismissal
mechanism for teachers will be made clear. In addi-
tion, the effective optimization of teachers’ departure
and dismissal mechanism is also an important basic
guarantee to promote the standardized and effective
implementation of university teachers’ title appoint-
ment and evaluation system, such as improving the
appointment declaration system for new teachers,
improving the evaluation mechanism for new
teachers, broadening the channels for teachers’
departure, and strengthening the guidance of public
opinion

4.2.3. Adhere to the Principle of Academic Fairness and
Optimize the Teacher Assessment and Evaluation System.
The evaluation system of teachers in higher education
should take the promotion of teachers’ academic career
development and teachers’ self-realization as the ultimate
goal of evaluation. Therefore, in order to promote the develop-
ment of teachers and academic career, it is necessary to adhere
to the principles of academic fairness and freedom to optimize
the evaluation system of teachers in colleges and universities.

(1) Scientifically establish the evaluation system of edu-
cational assessment to promote the overall develop-
ment of their academic careers. Teachers in colleges
and universities must engage in academic work of

higher education mainly according to the law, and
the principle of academic evaluation freedom is its
fundamental internal operation logic. The scientific
establishment of the evaluation system standards of
teachers’ titles must all take into account the specific
characteristics of academic career personnel training
in colleges and universities and follow the evaluation
principle of free and standardized educational aca-
demic work. On the one hand, it creates a scientific,
harmonious, and fair environment atmosphere for
academic education evaluation of university teachers
and reflects social humanistic care. The system con-
struction of teachers’ title evaluation should pay
attention to respecting the overall regular process
of academic level growth and change of the teaching
team and individual differences of the teaching team,
respecting the historical professional achievement
experience formed by contemporary college teachers
themselves as high-quality intellectuals, scholar tal-
ents, and lifelong educators, and paying attention
to the historical natural life, academic life value,
and personal spiritual life of teacher titles. On the
other hand, we should gradually change the tradi-
tional evaluation index concept and adopt the com-
prehensive developmental evaluation index system
method. It should be highly appraised and recog-
nized the value of teachers’ academic achievements
and their creation, boldly advocated and encouraged
the innovative practice and academic creation of
teachers’ academic achievements in colleges and uni-
versities, and paid attention to the development and
progress of teachers’ academic potential and educa-
tion in the future. But at the same time, attention
should be paid to the policy principles and relative
flexibility of talent evaluation work. To enable
high-level creative talents to develop fully and freely,
and to truly and effectively implement the “teacher-
centered” philosophy. Establish an evaluation and
assessment system of university professors’ profes-
sional titles with the evaluation of professors’ aca-
demic and professional reputation as the leading
index. The lofty academic reputation of scholars
themselves should be based on the general cultural
recognition of the whole academic circle. The objec-
tive recognition of others’ academic achievement
level and innovation degree of others’ academic
value is the general value and affirmation of scholars’
achievements of their academic professionals. There-
fore, it is necessary to give full and effective play to
the overall role of members of the social academic
community and adhere to the principle of “academic
leadership, professors conduct academic research”.
For example, gradually and comprehensively estab-
lish the evaluation expert reputation assessment con-
straint evaluation mechanism, and strengthen the
standardization construction of China’s evaluation
and consulting expert reputation system, etc. The
relative transparency of the evaluation decision-
making process is increased to ensure the rationality
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of the professors and experts’ support to the evalua-
tion suggestions; and set up sound cooperation
mechanism with external experts cross deliberations,
to improve and enrich the relevant academic stan-
dard policy and implement the professor anony-
mous public evaluation at regular intervals, interest
withdrawal system, expert system, rotation bearer
public voting system, etc., and effectively guarantee
the public evaluation activities of science professor
impartiality

(2) Actively establish a multidisciplinary academic
position evaluation standard system for high-level
teachers. The main work of university teachers
mainly involves teaching, scientific research, public
welfare service, and other important academic
affairs. The results of academic ability evaluation
are two important objective indexes used to measure
the effect of professional construction and improve-
ment of teaching and scientific research development
of a college faculty. Therefore, it is particularly neces-
sary to establish a more diversified and scientific eval-
uation system of high-level academic level, respect
the individual differences of knowledge of the major-
ity of college teachers, and fully evaluate the reason-
able individual demand level that satisfies the
development of each high-quality teacher. The first
point is to require a reasonable and systematic pro-
fessional classification of teachers and students in
colleges and universities, to formulate and introduce
the standards of subject evaluation of corresponding
disciplines, and to develop a scientific subject evalua-
tion system. Secondly, it features a comprehensive
evaluation in all aspects and from multiple perspec-
tives. This includes faculty self-evaluation, student
evaluation, evaluation by peers and other academic
groups, etc., and results in a final evaluation. Finally,
the scientific fairness and accuracy of the evaluation
information are ensured through the feedback results
of the professional information from the students’
multiple perspectives. Third, in the selection of eval-
uation using the also need to adhere to in the process
of implementation of qualitative assessment and
evaluation of quantitative evaluation, the combina-
tion of individual comprehensive evaluation com-
bined with annual team comprehensive evaluation
system, the appointment process evaluation, the
comprehensive evaluation of the combination of ter-
mination of employment after continue to use a com-
bination of evaluation work of the four principles.
Fourth, in the concrete implementation process, the
diversification of evaluation criteria, evaluation con-
tent, and evaluation methods should be emphasized
to provide development support for teachers at dif-
ferent stages of academic career development. Fifthly,
diversified and independent academic evaluation
institutions should be established to ensure the inde-
pendence of academic evaluation, so as to realize sci-
entific and fair evaluation

4.2.4. Innovate the Incentive Mechanism for University
Teachers Based on the Characteristics of Academic Profession.
The design of incentive mechanism is one of the three impor-
tant practice contents in the practice of performance manage-
ment of college teachers in China. University researchers
should be able to innovate various incentive mechanisms for
university teachers’ work according to some intrinsic spiritual
motivation characteristics of teachers’ academic career pur-
suit, so as to promote the innovation and promotion of
high-level academic ethics of Chinese university teachers’
work and healthy professional development of university
teachers.

(1) It is necessary to strengthen the internal cultural
motivation of cultivating academic professional cul-
ture and create a long-term incentive mechanism
that condenses the wisdom of academic groups. As
another special academic profession, competition,
reputation, and group honor also constitute an
important internal and external incentive mecha-
nism of academic professional behavior. According
to the analysis of the working group investigating
the internal distribution of income in colleges and
universities, the first consideration should be given
not to merit pay and salary and welfare benefits,
but to the characteristics of the work and the local
academic atmosphere. The innovation of the
research university teachers’ incentive mechanism
research should be more based on the research of
the internal incentive characteristics of professional
managers’ behavior itself, adhering to the internal
material incentive to give priority to with the inter-
nal mental factors incentive pay equal attention to;
the combination of both material and spiritual prin-
ciples to incentive is given priority to insist on the
principle of school internal factor incentive com-
bined with external factor incentives in colleges and
universities. Based on the principle of the combina-
tion of internal factors and external factors, this
paper insists on the combination of school positive
incentive methods and internal negative incentive
methods and gives priority to external positive
incentive methods, so as to guide and stimulate
young teachers’ subjective enthusiasm and indepen-
dent creativity in innovation to the maximum extent
and promote high-level academic innovation. The
group honor incentive system can be used to guide
the standardized, healthy, and benign development
of relevant academic organizations, promote the
overall common technical progress of Chinese uni-
versity teachers’ profession, and effectively improve
the incentive effect of academic career. It effectively
overcomes certain limitations of academic organiza-
tions and their own conditions for young teachers’
academic thinking innovation research and knowl-
edge creation talent cultivation, enhances the overall
cohesion among young college teachers, and
strengthens the role of disciplinary synergy radiation
effect within the academic professional group; also
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due to the introduction of perfecting the system of
competitive merit selection mechanism and quality
supervision and inspection mechanism, it effectively
makes up for the principal in a great extent in the
sense of the quality of teaching after the end of the
term of office assessment results of a certain lack.
By implementing the employment system and
arrangements such as the total number of quotas, it
can effectively promote the overall fairness of the
internal selection or appointment mechanism of
researchers in the short term, promote the orderly
competition of talents among the internal organiza-
tions of the university, and encourage the orderly
mutual cross-collaboration of human resources
among the teams of teachers in each university.
Therefore, management methods such as combining
individual academic award programs with collective
honor award programs inside and outside the uni-
versity should be considered in order to gradually
adapt to the needs of work characteristics and talent
demand development trends in the academic career
activities of university teachers in the coming years

(2) Pay attention to the creation of the cultural atmo-
sphere of colleges and universities with the spirit of
academic service supremacy and the academic
humanistic power to promote the innovation of aca-
demic career. As a national academic organization,
the university research association has relatively
strong and unique university cultural characteristics.
The cultural characteristics of the way teachers work
in colleges and universities are also mainly reflected
in their academic dimension. Therefore, strengthen-
ing the academic cultural literacy of teachers and
creating a good upward social academic cultural
atmosphere system in colleges and universities and
an innovative environment for the development of
humanistic scientific research in schools can be more
effective and motivating for our college teachers.
Firstly, we should actively discard some old aca-
demic culture systems that are not conducive to the
development and improvement of young teachers’
academic career ability. We should discard the tradi-
tional incentive mechanism of our teachers’ tradi-
tional concept and culture that “seniorization of
government and academia” can independently nur-
ture college teachers and establish a scientific incen-
tive mechanism that is really suitable for the actual
needs of academic professional development of col-
lege teachers and matches the needs of self-
sustainable development, correctly and reasonably.
The reform of the negative academic moral incentive
tendency based on the existing academic value stan-
dard of antimonetarism, materialism, and academic
utilitarianism enriches the theoretical content and
application of academic social incentive theory; the
reform of the administrative system effectively con-
trols and eliminates the tendency of academic moral
“relationship” and abuse of academic status power

and other “rent-seeking” phenomena. The reform
has effectively controlled the elimination of academic
ethics “relationship” tendency and abuse of aca-
demic status and power and other “rent-seeking”
phenomena to ensure the fairness of academic ethics
in society. Secondly, we should make efforts to estab-
lish and develop a set of academic culture that is
conducive to the comprehensive personal develop-
ment of students and the pursuit of self-sustainable
development of college teachers and fully play the
role of research results in guiding and inspiring the
front-line college teachers, for example, to create an
academic culture environment similar to “open, fair,
democratic and innovative”, to establish a long-term
incentive mechanism for teaching and research that
encourages teachers’ innovation and obsession with
innovative academic ideas, to carry out new forms
of academic culture activities such as “academic
salon” essay writing, to enrich the daily academic life
of university teachers and students in China, and to
provide a more favorable environment for young
teachers’ professional growth and personal develop-
ment. We also respect the general regularity of the
growth of individual academic quality and pay atten-
tion to the individual differences in the development
of academic talents and encourage the heteroge-
neous and diversified innovative development of
our academic talents group

4.2.5. Create a System for the Development of University
Teachers and Promote Academic Career Development. The
teacher continuous development evaluation system is also
one of the two main core content items of the teacher-
training management application system research. The
reform of the system of continuous development of teachers
in colleges and universities should be aimed at effectively
promoting the comprehensive development of contempo-
rary college teachers’ academic careers into success and their
personal self-development ability as an important goal.

(1) To gradually form a flexible and diverse effective
higher education professional literacy development
planning system and promote the development of
Chinese teachers’ professional quality toward legali-
zation. The basic composition system of higher edu-
cation teachers’ talents is extremely complex and
large, and the development status of each type of
individual university teachers’ main professional
fields is significantly different in degree. Therefore,
each university in different teaching type back-
grounds should also have a system of policies for
the development of high-level teacher professional-
ism of different degrees. For example, an open, flex-
ible, diverse, and efficient mentor training mentor
system, a flexible and diversified system of
university-enterprise cooperative talent development
programs, academic norms, a system of lifelong edu-
cation development planning, and the construction
of an academic sabbatical system should be
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established. At the same time, according to the actual
characteristics of various types of college teachers
in different historical academic career stages of
development, we provide free professional training,
further training, academic experience exchange sem-
inars, and other training opportunities for college
teachers at all levels with corresponding levels to
meet the development orientation and actual aca-
demic position development planning needs of each
college teacher’s own education profession. The pro-
cess of legalization of the development of higher edu-
cation teachers’ positions is an important legal sign of
the results of the construction of the professional
path of higher education teachers. The main guide-
lines that should be followed through administrative
legislation for ensuring the in-depth implementation
of the strategy of professional development of highly
qualified teachers are the relevant mandatory legal
norms and government normative laws. At present,
China has repeatedly formulated other relevant man-
agement policies, institutional designs, and reform
measures to guarantee the healthy development of
university teachers, but most of them have not been
able to rise to the overall height of the administrative
legal system, and in the process of implementing the
laws, they often fail to fully play the role of guarantee
that they should play due to certain practical reasons.
Therefore, it is necessary to further develop a more
specific and effective system of relevant legal provi-
sions or to add some relevant institutional provisions
to the existing relevant legal norms as soon as possi-
ble, so as to truly ensure the further smooth imple-
mentation of the construction of the system of
guaranteeing the professional development of
teachers in China

(2) Accelerate the construction of a new framework sys-
tem for institutional development of teachers under
the core goal of promoting the development of aca-
demic talents’ professional specialties. Teachers in
higher education are to engage in a variety of aca-
demic careers, and their educational careers and
their development should undergo a relatively life-
long and continuous evolutionary process. Only by
being more grounded in the scientific and intrinsic
value of the laws of the academic profession can
the institutional system of higher education teachers
ensure the development of a virtuous professional
system that is truly conducive to promoting the
growth of highly qualified teachers and realizing
the value of contemporary teachers’ subjects. For
example, the design and establishment of the institu-
tional framework should give full consideration to
the maximum possible effective protection of the
legitimate academic professional freedom of all uni-
versity teachers themselves and truly promote the
development and progress of China’s university
teachers as a whole; therefore, the top-level design
construction and final implementation process of

the relevant institutional framework should effec-
tively follow the mainstream value orientation of
the academic professional rights of university
teachers. The basic establishment of this professional
qualification system framework should also further
improve the basic professional competence quality
and undergraduate teaching and research ability of
the university teachers group in our city. In conclu-
sion, the policy system of university teachers’
management development should also take the pro-
motion of academic career development’s and pro-
fessional education development reform as an
important goal to help young teachers better realize
academic self-actualization. In the context of inter-
nationalization, popularization, and marketization
of higher education, the administrative management
of university teachers is facing many serious prob-
lems and challenges in the new situation, which nat-
urally requires us to strengthen the forward-looking
research on the innovation and development of
reform mechanisms and related systems for the
management and development of teachers. The edi-
tor of this paper also makes a preliminary systematic
discussion on the policy innovation ideas on the
evaluation system of teacher administration under
the new situation from the perspective of the practi-
cality of education academic professional talent
training, in order to help improve the adaptability
of the current policy formulation of teacher adminis-
tration assessment in colleges and universities. The
reform of higher education teachers’ administration
and its institutional structure will be a long-term
task for higher education, which requires further
exploration by colleges and universities to gradually
accelerate the establishment of a modernized higher
education teachers’ management system with dis-
tinctive Chinese working characteristics according
to the current national requirements and in line with
the trend of the times, in order to promote the overall
health and long-term sustainable and healthy devel-
opment of China’s general higher education

5. Conclusion

In this study on the innovative application of teacher educa-
tion and management system, data processing is carried out
using Oracle and SQL Server database processors commonly
used for big data processing. It is concluded that China’s
teacher team is gradually balanced and the comprehensive
quality of the teacher team is improving; the academic atmo-
sphere is more open; the fields and perspectives of academic
research are richer; the distribution of teachers at all levels in
China is more balanced; the comprehensive quality of our
teachers is improving; the system of education and scientific
research in our universities is improving; and the ecological
management system of universities is improving.

In addition, according to the results of big data analysis,
the following suggestions are also put forward for the
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current situation of teacher education and management in
China’s colleges and universities.

(1) Improve academic level and establish a professional
access qualification system

Teachers in higher education continue to engage in the
academic profession of teaching firstly need that students
have undergone long-term solid theoretical knowledge of
this academic discipline and technical professional practice
training and have a fairly certain high foundation of human-
istic academic quality and potential academic professional
development potential. Therefore, a system of access and
qualifications for teachers in the education profession should
be established and improved to fully ensure the overall pro-
fessional quality of the professional teacher force. Improve
qualification standards and strengthen legislation on profes-
sional access and qualifications. Establish and improve a
multilevel and more timely national system of professional
qualifications and certification standards, and set up profes-
sional qualification implementation agencies.

(2) Follow academic freedom and equality, and improve
the teacher appointment system

Teacher appointment system management is one of the
several major administrative links stipulated in the formula-
tion of the basic system of teacher recruitment management
in colleges and universities. The academic journal of colleges
and universities should be able to adhere to the actual char-
acteristics of the nature of our academic profession, adhere
to the basic academic freedom and equality and other prin-
ciples of employment, and optimize the system for the
appointment of college teachers’ titles. The nature of aca-
demic profession is a legal profession of extremely special
nature in China, with many requirements of its relative spe-
cialness. Establish a sound and flexible employment system
for college teachers.

(3) Always insist on implementing the principle of aca-
demic fairness and optimizing the assessment and
evaluation method system of college teachers

The evaluation system of university teachers should take
the promotion of teachers’ academic career development
and teachers’ self-fulfillment as the ultimate goal of evalua-
tion. Therefore, in order to promote the development of
teachers and academic careers, it is necessary to optimize
the evaluation system of college teachers by adhering to
the principles of academic fairness and freedom. Establish
an evaluation system to promote academic career develop-
ment. Establish a multidisciplinary teacher academic evalua-
tion system.

(4) To innovate and design the incentive mechanism
of college teachers according to the own charac-
teristics of academic career group in colleges and
universities

The design of incentive mechanism is one of the three
important practical content links of performance manage-

ment practice of college teachers in China. University
researchers should innovate and construct scientific incen-
tive mechanism for university teachers’ research according
to the inherent subjective motivation characteristics of
teachers’ academic occupational characteristics, so as to pro-
mote the innovative transformation of high-level academic
value of Chinese university teachers’ research and promote
the development of professional innovation. Reinforce the
scientific internal motivation incentives for academic profes-
sionals and create an incentive mechanism for academic
group innovation. Create a good cultural atmosphere where
academic values are paramount and value the historical and
humanistic environmental motivation for the flourishing of
academic career in China.

(5) Establish a development system for university
teachers and promote academic career development

The teacher professional development evaluation system
should be one of the three main research content systems for
the development of university teachers’ academic manage-
ment information system. The research system of profes-
sional development of university teachers’ disciplines
should also be constructed with the aim of actively promot-
ing the construction of professional development of the aca-
demic career of contemporary university teachers and the
realization of self-development innovations. Formation of a
system of flexible and diverse changes in the professionalism
development of teachers’ students legitimizes the develop-
ment of professional competence of our teachers’ students.
The system of standards for professional development of
Chinese teachers with the highest goal requirement of pro-
fessionalization of the academic career of teachers should
be constructed.
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Dance, as a unique form of expression, is usually accompanied by music and presented to the audience visually, improving
people’s cultural and spiritual lives while also strengthening their creative energy. And dance choreography is usually created
by a few skilled choreographers, either individually or together, with a high level of expertise and complexity. With the
introduction of motion capture technology and artificial intelligence, computers can now do autonomous choreography based
on music, and science and technology are changing the way artists produce art today. Computer music choreography must
solve two fundamental issues: how to create realistic and creative dance moves without relying on motion capture and manual
creation and how to improve music and dance synchronization utilizing appropriate music and movement elements and
matching algorithms. This article employs a hybrid density network to generate dances that fit the target music in three steps,
action generation, action screening, and feature matching, to address the aforementioned two concerns.

1. Introduction

Color role synthesis techniques are used extensively in the
creation and postretouching of virtual characters in com-
puter games, advertisements, and film productions in recent
years. Virtual character action drawing techniques are a cru-
cial part of computer graphics because they allow virtual
characters to mimic the actions of real humans. They are
an extremely active research area. The invention and wide-
spread usage of motion capture technology has secured the
authenticity and safety of the action, but it is still merely a
duplicate of the data. In games, animation, virtual reality,
and a variety of other applications, people have a strong
desire to engage with virtual characters who seem like
humans. What kinds of creative activities, such as dancing,
await the dance movements of virtual characters, particu-
larly user-made dance animation, in which the animator
must manually alter the position and rotation of each bone

in the model in a critical position frame? Completing this
job not only takes time, but it also necessitates a high level
of talent on the part of the animator, restricting the scope
of virtual character dance animation [1]. As a result, a suc-
cessful dance synthesis algorithm technique can be applied
to a variety of sectors, such as music-assisted dance instruc-
tion, video game character movement generation, human
behavior research, and virtual reality [2]. Based on the fore-
going, this paper proposes a novel solution as follows: an
automatic music choreography algorithm that uses dance
data, a deep learning algorithm to train the training model,
and a combination of filtering conditions to generate the
training model automatically and intelligently to meet the
expected dance movements and arrange the dance based
on the matching of music and action clips. The algorithm
can be modified to include unique and original dance
motions, effectively replacing the traditional choreography
algorithm and offering real value [3]. The algorithm is
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primarily designed for 3D computer animation characters
and video game roles. Animation synthesis, virtual reality,
dance instruction, and other fields of interest are also
important.

2. Related Concept Elaboration

2.1. Research Background. In recent years, China’s economic
development has accelerated, and residents’ disposable
income has increased year after year, propelling the rapid
growth of tourism in tourist destinations. However, prob-
lems such as irregular tourism industry operation and low
tourist satisfaction in tourist destinations remain fundamen-
tally unsolved. So the direction and focus of future tourism
research will be on how to establish a good tourism environ-
ment, maintain sustainable tourism development, deliver
positive economic advantages, improve tourist travel experi-
ences, and enrich the cultural life of tourist destination resi-
dents [4].

2.2. Expressions. Dance, as a unique form of expression, is
typically accompanied by music and presented to the audi-
ence in a visual manner, enriching people’s cultural and spir-
itual life while also encouraging their creative urge.
Professional choreographers work alone or in teams to
develop dance choreography that is both professional and
complex. With the introduction of motion capture technol-
ogy and artificial intelligence, computers can now do auton-
omous choreography based on music, and science and
technology are changing the way artists produce art today.
First is how to generate realistic dance movements without
using motion capture; second is how to use appropriate
music and movement features and then match algorithms
to improve the synchronization of music and dance [5]. In
three processes, motion creation, motion screening, and fea-
ture matching, a hybrid density network is used to generate
dances that fit the target song. The dances generated in this
research have improved in terms of movement coherence
and realism when compared to previous investigations. Sub-
jective user ratings suggest that the choreographic outcomes
in this study match the music to a higher extent, based on
the hybrid density network action generation algorithm
[6]. This paper covers the steps for developing the music
action dataset, the action classification premise, and the fea-
ture representation of the training data. The action genera-
tion model used in this paper’s model structure, as well as
parameter selections in the model training and prediction
technique, is then discussed [7]. The parameter management
approach and the coherence-based action filtering algorithm
are described in detail when using the model for action gen-
eration, and tests are built to evaluate the algorithm and pro-
vide the experimental findings. Musical and movement
components are included into the choreography. A multi-
level music and movement feature matching method is
developed to choreograph the generated dance motions
based on the qualities of the target music. The whole music
feature extraction system, including the BPM and matching
algorithms, is first shown. The rhythm and intensity feature
extraction technique, data segmentation and feature match-

ing algorithm, and movement connection algorithm are then
described as part of the dance synthesis method [8]. The
appropriate experiments are then designed to verify the cho-
reography results, and the experiment assessment criteria
are introduced, as well as the experimental outcomes.

2.3. Research Model. Instead of relying on the user’s manual
production and motion capture data, the motion generation
problem must be solved in order to design an effective com-
puter choreography algorithm that ensures that the choreog-
raphy is realistic and novel enough. This chapter
implements the motion generating technique based on a
hybrid density network [9]. To begin, we generate the
music-action dataset, categorize the data, and use features
to characterize the training data. This chapter builds the
action generation model from the sequence generation
model outlined in Chapter 2, finishes the model’s training
and action generation, and performs parameter control dur-
ing the action creation process [10].This chapter chooses
generated movement sequences based on coherence and
gives a candidate movement library for the next choreogra-
phy in order to ensure the quality of the generated move-
ments and make them appropriate for further choreography.

In this paper, the BPMs of the corresponding music for
each type of dance in the dataset are extracted, and the mean
and the most values are shown in Table 1. From Table 1, the
average BPM of street dance is 150.83; the average BPM of
folk dance is 120.62. The maximum values of BPM for street
dance and folk dance were 176.17 and 142.39, respectively,
and the minimum values were 100.64 and 86.45, respec-
tively. The skewness of BPM for both street dance and folk
dance is less than 0, indicating that the distribution of these
two indices is left-skewed, and the kurtosis of both is less
than 3. The concomitant probability value of JB-statistic
for all variables is 0.0000, which indicates that the original
hypothesis of “the series obeys normal distribution” is
rejected at 1% significance level for all variables of JB-test;
therefore, the serial variables of BPM for street dance and
folk dance do not obey normal distribution. It can be found
that for both dance styles, the mean value of BPM for street
dance is larger, and the mean value for folk dance is the
smallest. Looking at the dance movements of each type, it
can be found that the overall speed of street dance move-
ments is faster than that of folk dance. In other words, the
faster dance should have a larger mean value of BPM, which
is consistent with the BPM of different dance speeds and
with the intuitive audiovisual perception. However, the
BPM range is not concentrated, and the feature value alone
is not sufficient to describe the overall characteristics of the
music.

2.4. Objectives and Algorithm Performance. The goals of this
study are to develop a neural network-based, music-driven,
and computer-automated choreography that improves the
novelty and coherence of the generated dance movements,
improves the harmony between the generated movements
and the music, and allows users to control the generated
dance results according to their preferences. The study
focuses on datasets of architectural music movement.
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Although there are some publicly available motion datasets,
the majority of them are sports data, such as running and
playing ball. Dance movement data that is accompanied by
music is rare. Action and music data are particularly essen-
tial types of training in deep learning-based studies on the
association between music and dance movements [11]. As
a result, the VMD action file and WAV music file retrieved
from the network and its supporting files with built-in
music-dance movement dataset of 192 segments, 1057344
frames, and approximately 587 frames are used in this
research. A new strategy is proposed in the generation pro-
cess of actions, parameter control algorithm, and its applica-
tion of consistency-based action filtering algorithm, with the
goal of improving the authenticity and consistency of cre-
ated actions and ensuring the consistency of action quality.
The iliac bone position assesses the coherence of the action
based on the rate of velocity change of each joint in neigh-
boring frames during action production, and the average
output of a Gaussian model utilizing a hybrid density net-
work is employed as the skeleton during action filtering
[12]. When compared to other control methods, the averag-
ing method produces more realistic movements. The gener-
ated raw action data was substantially more consistent than
the on-screen action data. Suggestions include integrating
overall feature matching with local feature matching to cre-
ate a multilevel music and activity feature matching algo-
rithm [13], as shown in Table 1 and Figure 1.

This paper argues that the more notes a piece of music con-
tains in an average bar, namely, themore frequent note changes,
the richer the musicality of the music, and the more varied the
corresponding dance movements should be. Based on this idea,
this paper calculates the average duration of notes (frames) of
the whole piece. The total number of frames of music signal is
denoted as the total number of changing notes [14]. The specific
steps of the algorithm are as follows: X (n) is obtained by CQT
transformation of music signal X (r ○), which represents the
frequency amplitude of music signal in each semitone of each
frame. The frequency amplitude of the KTH semitone of music
signal in f frame is represented. The stability test of each asset
price is carried out by ADF unit root test.

When the target music is entered, the overall character-
istics are extracted first to determine the dance style and
dance speed most likely corresponding to the target music,
such as BPM and the comparison table of the average dura-
tion of changing notes and the values listed in Table 2, and
then, the corresponding movement generation model is
selected to generate movements [15].

This paper believes that the overall speed of music
should be positively correlated with the speed of movement,
and the speed of movement can be measured by the speed of
obvious local body parts (arms, legs, etc.) in addition to the
overall movement of the whole body [16].

In addition, as can be seen from the above, the shorter
the average duration of changing notes is, it means that the
notes are changing, as shown in Table 2 and Figure 2.

3. Empirical Analysis

There are two approaches to music segmentation: one is that
music structure is composed of several repeated patterns,
and music can be segmented by extracting repeated patterns;
another approach is to take a fixed rhythmic length of the
segment as a musical segment [16]. For the first idea, the
pattern of repetition may be represented by the repetition
of the same passage by different instruments, so the method
of structural analysis should depend on the order of the
notes and should not be influenced by the timbre of the
instrument or the voice. But this idea is difficult in prac-
tice [17].

This is because the timbre of each musical instrument
has a basic feature, which is always composed of the keynote
and its overtone (the frequency is an integer multiple of the
fundamental frequency) [18]. When different musical
instruments play the same note, although it is basically the
same, the energy distribution of overtone is different, so it
is difficult to directly extract the accurate repetition pattern
in the frequency domain. Second, not all musical melodies
have strict repeating patterns, and even if they do, they
may be far away from each other [19]. Therefore, the length
difference of music fragments after segmentation may be
great, which is not conducive to the matching of subsequent
action segments. For the second idea, it is actually more in
line with the reality. For example, in dance teaching, music
and movement are often segmented with several eight-beat
rhythm lengths. The length of music fragments obtained
by this segmentation method is more uniform, which is con-
venient for matching and choreography of subsequent music
and movements. According to this idea, when music is seg-
mented, the metronomic period is firstly extracted, the met-
ronomic length of music Tmaz is estimated, and music is
segmented according to several lengths [20].

On the other hand, it is generally believed that for the
music with faster rhythm and speed, the corresponding cho-
reography movement changes more quickly, and the dura-
tion of music sections is also shorter in the process of
choreography and dance teaching. We already know the
speed marker of BPM songs; BPM is inversely proportional
to the length of BPM songs [21], as shown in Table 3 and
Figure 3.

3.1. Matching Analysis. The outputs of each synthesized
dance style are pleasing to users, demonstrating that the
music choreography algorithm described in this research is
effective. Both types of dancing have mean values of

Table 1: Descriptive statistical test of BPM sequences of street dance and folk dance.

Variables Mean value Maximum value Minimum value Standard deviation Skewness JB statistic Probability

Street dance 150.83 176.17 100.64 0.2656 -0.6143 583.1392 0.0000

Folk dance 120.62 142.39 86.45 0.2171 -0.3720 266.8481 0.0000
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coherence, authenticity, and degree of matching with music
that are higher than the score, showing that consumers are
satisfied with the synthesized outcomes. The three indexes
of street dance have the greatest ratings, as seen in the obser-
vation graph. The rhythm of street dance style movements is
evident, and the amplitude of the movements is larger,
whereas the amplitude of folk dance movements is often
tiny, and it might be difficult for users to distinguish between
a little movement and jitter data, affecting perception [22].
The poor synthesis findings of otaku dance compared to

street dancing are due to the greater diversity of otaku dance
actions and lower concentration of actions, which makes it
difficult to train and learn the action generation model in
the action dataset developed in Chapter 3 of this research.
Only one of the 42 users who took part in the scoring mis-
judged the styles of street dance and otaku dance, and the
rest of the users’ assessments were correct, as indicated by
the optimal lag order test and cointegration test following
the follow-up visit.

From the test results of maximum lag order 4, it can be
seen that LR, FPE, AIC, SC, and HQ show that the optimal
lag order is 3. According to the majority principle, 3 is cho-
sen as the optimal lag order, and the VAR(3) model is estab-
lished [23], as shown in Tables 4 and 5 and Figure 4.

As can be seen from Table 4, the original hypothesis of
“no cointegration vector” cannot be rejected at the 10% level
for either the trace statistic or the maximum eigenroot statis-
tic, so the London Brent crude oil futures and gold future
price series are not cointegrated [24].

From the JJ cointegration test, it can be seen that there is
no cointegration relationship, so the VEC model cannot be
established, so the VAR model should be established after
smoothing the variables differentially. Since the difference
variables dlgf and dllco are both smoothed, a VAR model
can be established. The model is dlgfðtÞ = 0:000178 −
0:113479dlgfðt − 1Þ − 0:091914dlgfðt − 2Þ − 0:004051dllcoðt
− 1Þ + 0:005440dllcoðt − 2Þ + ε1t:

700

600

500

400

300

200

100

Mean value
Standard deviation
Maximum value

Skewness
Minimum value
JB statistic

0

−100
Street dance Folk dance

Figure 1: Descriptive statistical test of BPM sequences of street dance and folk dance.

Table 2: BPM and variation note sequential ADF unit root tests.

Variable
No intercept and no trend With intercept With intercept and trend

T-statistic P values T-statistic P values T-statistic P values

2.037026 0.9905 1.558638 0.5038 1.186690 0.9122

0.311912 0.7758 1.796122 0.3829 1.619738 0.7854

57.51557 0.0001 57.57892 0.0001 57.59223 0.0000

75.32716 0.0001 75.32366 0.0001 75.32531 0.0001
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Figure 2: BPM and variation note sequential ADF unit root tests.
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4. User Study

A multilevel choreography algorithm based on music and
movement characteristics is proposed in this chapter, with
the goal of improving the ensemble of music and choreo-
graphic motions. Music overall feature extraction and match-
ing, local rhythm and intensity feature extraction and
matching, and intermediate frame interpolation processes
make up the algorithm. Based on the visual effect of the syn-
thesized dance, the choreographic outcomes are visually
assessed in order to analyze the algorithm’s effectiveness and
the effect of the synthesized dance. Experiment 6 is utilized
to test if the hierarchical music and action feature matching
method is effective; the dance synthesis impact is studied to
see if the music and action feature matching algorithm based
on rhythm and intensity features is effective [25].

Visual effects in qualitative studies can verify the algo-
rithm’s performance, but this indicator alone does not pro-
vide a complete quantitative evaluation of the trial
outcomes. In the field of computer-assisted music choreog-
raphy, it is difficult to scientifically and quantitatively ana-
lyze the choreographic effect, and there is no uniform
objective and quantitative evaluation index, so subjective
evaluation criteria are frequently used to examine the exper-
imental results [26]. In this paper, 35 graduate students were
invited to conduct a user experience study using a manual
user rating method. In order to ensure that the users have
certain aesthetic cognition of music and dance and sufficient
musical sense and to ensure the reliability of the rating, a
user ability test experiment was designed during the ques-
tionnaire survey. In the user ability test experiment, two
musical dances from the training dataset were presented to
the participating testers: one with music that matched the
dance and the other with the same music that matched the
other unmatched dance. The participants were asked to
select the mismatched dance segments, and only those who
selected the correct ones had enough musical sense to per-
ceive the rhythm of the music and the movements and to
judge the degree of matching the music and the movements.
A novel framework for automatic music choreography is
provided in this research in order to generate dance motions
that are both novel and coherent and match the target
music, as well as to ensure that the choreography system
has appropriate robustness and generalization capacity.
The framework is divided into four sections: model training
and movement creation, choreography and synthesis, and
dance visualization utilizing 3D character animation are
the most critical steps, with model training and movement
generation and choreography based on music and move-
ment features being the most important [27], as shown in
Figure 5.

In this study, we present a parameter management
approach and a coherence-based motion filtering strategy
to increase the authenticity and coherence of the generated
motions. According to the experimental results, the mean
value technique boosts the realism of the manufactured
actions, and the coherence of the filtered action data is con-
siderably improved when compared to the generated origi-
nal action data. With the purpose of strengthening music
and action unity and coherence, this work proposes a multi-
level music and action feature matching method that com-
bines overall feature matching with local feature matching.
To match dancing movements, overall music features are
used first, followed by rhythm and intensity characteristics
to match local music-movement fragment features. When
a control based on overall music characteristics is added to
the final synthesis result, the speed and other qualities of
each movement fragment are more consistent, and the entire
choreography is more aesthetic [28]. In this paper, we look
at the complete process of computer music choreography
and propose a computer music choreography framework
that provides a fresh solution to the problem. The frame-
work includes a movement dataset construction module
and a model training module.

The framework is made up of four modules: movement
dataset building, model training and movement generation,
dance choreography and synthesis, and 3D character anima-
tion visualization, all of which ensure the authenticity,
uniqueness, and compatibility with the music of the dance
fragments. Compared with the traditional algorithm, the
synthesized choreographies are more novel and diverse,
and the choreography system in this paper has stronger sta-
bility and generalization ability than the music-movement
mapping model obtained by machine learning algorithm
only. In addition, the user’s requirements can be reflected
in the choreography results, which makes the proposed cho-
reography system more practical.

Although the algorithm proposed in this paper can
obtain better computer music choreography effect and
ensure the novelty and consistency of the choreographed
movements as well as the conformity with the target music,
the research on the direction of feature extraction, feature
matching, and dance evaluation of music and movements
is not sufficient. The shortcomings of this paper and the
directions of subsequent work are mainly as follows: the
existing research has less research on action high-level fea-
tures, and the screening algorithm based on action features
proposed in this paper mainly uses action bottom-level fea-
tures. In future research, we can try to analyze the high-
level features of the action; when measuring the match
between local music and action, only the rhythm and inten-
sity features of both are considered. In future studies, we can

Table 3: Comparison of choreographic changes of different dance styles.

Dance style Music and dance matching Coherence Authenticity Accuracy of style judgment

Street dance 4.39 4.18 4.15 97%

Folk dance 4.29 4.06 4.05 96%
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try to include other more abstract features common to music
and movement, such as emotion and style; there is not
enough research on methods to evaluate the effect of music
choreography. In the existing studies, the effect of dance syn-
thesis is often measured by visual effects, such as subjective
ratings by professionals on snapshots of dance movements
and synthesized dance videos. A common objective quanti-
tative index for the assessment of the effect of music chore-
ography has not yet been proposed, and further research is
needed.

The goal of combining feature matching is to reduce the
influence of the target song’s overall qualities on choreogra-
phy while also improving the quality, consistency, and har-
mony of music and movement. First, the target music’s
overall note density and beat per minute (BPM) of note den-
sity are extracted using a constant Q-transform for initial
matching with features like movement speed, and then, local
music and movement fragment data are matched using

rhythm and intensity. The multilevel feature matching algo-
rithm is used to construct more thematic dances by synthe-
sizing dance movement fragment sequences with more
uniform features such as pace. A new solution is proposed
by combining the hybrid density network-based motion cre-
ation algorithm with the multilevel music motion feature
matching algorithm user control. A computer music chore-
ography framework is designed to present a fresh notion
for solving the challenge of computer music choreography.
The framework, which includes a movement dataset con-
struction module, a model training and movement genera-
tion module, a dance choreography and synthesis module,
and a 3D character animation visualization module, can
ensure the authenticity, novelty, and musical harmony of
dance clips at the same time. Only action mapping is based
on the projection model, which offers great stability and gen-
eralization ability when compared to music produced by
deep neural networks. In addition, in the choreography
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Figure 3: Comparison of choreographic changes of different dance styles.

Table 4: Optimal lag order test.

Lag LogL LR FPE AIC SC HQ

0 2496.306 NA 0.001263 -0.998521 -0.995912 -0.997607

1 34872.66 64713.82 2.97e-09 -13.95783 -13.95000 -13.95509

2 34909.9 74.41330 2.93e-09 -13.97114 -13.95809 -13.96657

3 34931.41 42.96391∗ 2.91e-09∗ -13.97815∗ -13.95989∗ -13.97175∗

4 34934.62 6.403435 2.91e-09 -13.97783 -13.95435 -13.96960

Table 5: JJ cointegration test.

Original hypothesis Trace statistic (probability) Maximum characteristic root statistic (probability)

No covariance vector
8.424707 5.976167

(0.4212) (0.6163)

There is at most one cointegrating vector
2.448539 2.448539

(0.1176) (0.1176)
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module, the user can control the movement speed and dance
space of the local skeleton so that it can still dance with auto-
matic computer choreography; in order to control the chore-
ography results according to preference, this framework is
more useful.

In order to improve the authenticity and diversity of
computer-automated music choreography, this chapter pro-
poses a motion generation algorithm based on a hybrid
secret method degree network. First, it introduces that the
construction of the music motion dataset is done by manual
labeling based on the classification, and the motion data is
preprocessed to obtain the feature representation of the
model training data. Then, the action building is completed,
and the generative model is trained to compare the effect of
action generation under different training time. Then, three
parameter control methods are introduced for the actions
in the generation process, and the generated original actions
are filtered based on the action consistency to ensure the
consistency and authenticity of the validation data. The
algorithm can generate sufficiently realistic and diversified
dance moves, according to the findings of the experiments.
The average method produces the most stable movements;
as training time goes on, the human skeletal structure of
the generated movements becomes more realistic, and the
relative relationship between joints becomes more stable;
the consistency-based movement filtering algorithm also
achieves the expected effect, and the movement generation
algorithm introduced in this chapter produces the best
results for subsequent music and movement feasibilities, as
shown in Figure 6.

The system can be divided into three phases: model
training, motion generation, and music arrangement. The
system uses prebuilt datasets to train the motion generation
models, obtains motion generation models of different styles
and speeds, and stores the models with optimal results.
Before music choreography, the system uses various action

generation models to generate a certain number of action
clips and builds various candidate action databases through
coherence filtering. Users can choreograph music directly
on this basis or generate their own candidate movements
and then choreograph music. It is a flowchart for the use
of model training, a flowchart for the use of action genera-
tion and screening, and a flowchart for music choreography
based on a multilevel music and action feature matching
algorithm. In addition, the system introduces user control
in the steps of the overall music feature matching algorithm,
provides a user control interface, and gives two optional
methods: one is to use the system default parameters for
action matching, and the other is for the user to set the local
bone velocity threshold and spatial threshold of the action
segment and then perform action matching. In other words,
the system can adjust the matching results of music and
movements according to the user’s requirements for dance
characteristics, thus adjusting the choreography results for
targeted control according to the user’s preferences. If the
user wants the final choreography to have distinct move-
ment characteristics of local body parts (arms, legs, etc.),
he can set a higher bone speed threshold and order to match
movement segments with bone speed greater than the
threshold, as shown in Figure 7.

The feature extraction and matching algorithm of the
music and action of the previous festival has obtained multi-
ple action segments with the matching result of the target
music, and the connectivity constraints are satisfied between
adjacent segments. Based on this, this section will analyze
the adjacent power responses to produce transition connec-
tion segments, solve the action mutation problem, and splice
the action segments into a series of complete actions to com-
plete the final dance arrangement. The action mutation dis-
cussed in this section pertains to the mutation generated by
the action segment pony and its nearby actions; the segment
is known as the action at the connection, and the fixed dis-
tance will cause incoherence of the immediately connected
actions, impacting the dance’s visual appearance. The inter-
mediate frame interpolation algorithm is utilized in this sec-
tion to interpolate K frames and action segments at the
conclusion of action segment m based on the interpolation
weights and to perform interpolation between the interme-
diate actions of n to generate the final interpolated action.
This algorithm’s interpolation action allows for a natural
link of two action segments. Simultaneously, some of the
properties of the prior action segment that ended the action
are kept. The interpolated motions maintain movement con-
tinuity, but there may be unrealistic movements, such as foot
sliding, and the K value should not be too high to prevent
the interpolated movements from continuing too long and
damaging the appearance.

We present a multilevel choreography algorithm based
on music and action features in this research, with the goal
of enhancing the harmony of efficient actions in music and
choreography. The method includes steps for music and
movement feature extraction and matching, local rhythm
and intensity feature extraction, matching, and intermediate
frame interpolation in order to assess the algorithm’s effec-
tiveness and the effect of the synthesized dance.
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The problem of computerized music choreography has
been studied by previous authors and the corresponding
computerized automatic sound system; music choreography
system has been proposed. The systems can be broadly
divided into two categories: one is based on Shirati (2006)
[1] represented by traditional people designed by engineers
of music and movement features and feature matching algo-

rithms to select the target music from the constructed move-
ment database, and the movement database usually consists
of motion capture data; the other is based on Alemi (2017)
[2] based on machine learning algorithms, directly con-
structing music dance mapping models, and generally, the
mapping relationship between music and movement fea-
tures is obtained through model training, so that the dance

Action
classification

Overall music
feature matching

Input target
musicContinuity filter

Generate action
sequences

Action
generation model

Data
conversion

Action data
classification

Action
articulation

Figure 5: Framework of automatic music choreography system.
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Figure 6: Motion generation algorithm of method degree network based on mixed secret.
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movements corresponding to the target music can be calcu-
lated, and the following figure shows the framework of the
music choreography system, as shown in Figure 8.

In this paper, a new framework for automatic music cho-
reography systems is investigated to address the shortcom-
ings of previous work in order to make the generated
dance movements both novel and coherent and to analyze
and match them with the target music while ensuring that
the choreography system has sufficient generalization capa-
bility. The framework mainly includes early dataset con-
struction, model training, and training. The framework is
divided into four parts: movement generation, choreogra-
phy, synthesis, and dance visualization using 3D character
animation; the core steps are model training and movement
generation, as well as dance arrangement based on music
and movement features.

Downscaling technical actions, Gaussian processes, Hid-
den Markov Models, and other machine learning-based
motion generating algorithms have all been used in dance
studies. Identify potential connections between musical and
dance movement characteristics. High-dimensional proper-
ties of motions can be mapped to a low-dimensional space
that can be utilized to capture potential correlations behind
joint rotations in motion capture data using dimensionality
reduction techniques. The approach, however, necessitates
preparation and processing procedures such as sequence
alignment and set data length, and the timeliness of the

motion data cannot be immediately examined for modeling,
limiting its use to real dance movement data. Gaussian latent
variable model process postvariation model can effectively
summarize the changes in human cloud power, but it is
not suitable for real-time model generation because of the
large computational and memory resources required to
overcome the limitations of these two previous models have
been mentioned, but their ability to capture data changes is
limited.

Music-driven dance generation should not only consider
cross-modal sequence-to-sequence mapping but also
emphasize the complexity of music-to-dance mapping. The
relationship between music and dance movements is arbi-
trary, influenced by the performer’s style and expertise and
personality traits. In addition, the mapping relationship
between music and dance changes from short-term synchro-
nization of posture and rhythm to long-term synchroniza-
tion, and the formation of dance patterns presents a
complex hierarchy of temporal structures. From this per-
spective, the neural network has better expressive power
than the HMM model. The patterns were learned using
LSTM-1, and dance sequences were generated. They used
six hours of contemporary dance data captured by Microsoft
Kinect to train the model. The trained network can extract
dance style (the expression of the dancer’s movements), syn-
tax (the language of the piece or choreography), and seman-
tics (the general theme of the dance piece). However, the

Original initial clip

Articulated action clips

Action clip H

Ending action

Interpolation action

Transition action

Action clip N

Figure 7: The system adjusts music and actions according to the user’s requirements for dance characteristics.

Contextual units

Oc Ot

h
Music
features

Hidden
layers

Historical
movement Output action

Figure 8: Music choreography system framework.
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algorithm does not provide any control over the process and
results generated how to do it, and the whole process does
not have any musical accompaniment. The structure of the
conditional Boltzmann machine constrained Boltzmann
machine (FCRBM) is suitable for controlling the properties
of the generated data and allows generating operations in
real time. Alemi (2017) suggests that the GrooveNet does
not depend on the classification or segmentation of the
audio signal FCRBM model can learn continuous cross-
modal mapping from audio information to action data in
an unsupervised manner. With only 23 minutes of music,
FCRBM is trained using a small dataset of dance move-
ments, and the resulting model can be independent, generat-
ing basic dance movements based on audio, and you can also
learn and generate movements based on training songs.
However, this does not have obvious limitations in the poor
performance of unheard music and is not very practical and
should propose a music-oriented dance synthesis method
based on the LSTM model and autoencoder model. The
model takes sound features as input and outputs the final
dance composition by extracting the mapping between
sound and motion features.

5. Main Results of the Paper

(1) This work improves the realism and coherence of the
generated motions by introducing a parameter con-
trol algorithm and a coherence-based movement fil-
tering mechanism to the movement generating
process. According to the results of the experiments,
the mean value technique improves the realism of
manufactured actions and improves the coherence
of the filtered action data when compared to the gen-
erated original action data

(2) This work presents a multilevel music and action
feature matching method that combines overall fea-
ture matching with local feature matching in order
to increase music and action unity and coherence.
After the dancing motions were matched based on
overall music characteristics, the local music move-
ment fragments were matched based on rhythm
and intensity. According to the trial results, adding
a control based on overall music characteristics
makes the pace and other features of each movement
fragment in the final synthesis result more consistent
and the overall choreography more aesthetic

(3) This study examines the entire process of computer
music choreography in detail and suggests a com-
puter music choreography framework as a novel
solution to the challenge. The framework is made
up of four modules: movement dataset construction,
model training and movement generation, dance
choreography and synthesis, and 3D character ani-
mation visualization, all of which can ensure the
authenticity, novelty, and musical compatibility of
dance fragments at the same time. Compared with
traditional algorithms, the synthesized choreography

is more novel and diverse, and the choreography sys-
tem in this paper has stronger stability and generali-
zation ability than the music-movement mapping
model obtained by machine learning algorithms
only. In addition, the user’s requirements can be
reflected in the choreography results, which makes
the choreography system proposed in this paper
more practical

6. Problems and Future Prospects

Although the algorithm proposed in this paper can obtain
better computer music choreography effect and ensure the
novelty and consistency of the choreographed movements
and the compatibility with the target music, the research
on the direction of feature extraction, feature matching,
and dance evaluation of music and movements is not suffi-
cient. The shortcomings of this paper and the subsequent
future research directions are mainly as follows:

(1) There is less research on action high-level features in
the existing studies, and the action feature-based
screening algorithm proposed in this paper mainly
utilizes action bottom-level features. In the future
research, we can try to analyze the high-level features
of the action

(2) In this paper, when considering the matching degree
of local music and action, only the rhythm and
intensity features of both are considered. In future
studies, attempts can be made to include other more
abstract common features of music and movement,
such as emotion and style

(3) This paper does not adequately examine the
methods for assessing the effects of music choreogra-
phy. At present, when assessing the effect of dance
synthesis in existing studies, it is often measured
through intuitive visual effects; for example, when
assessing the effect of dance synthesis in currently
available studies, it is often measured through intui-
tive visual effects, if professionals are invited to sub-
jectively set music to snapshots of dance movements,
synthetic dance videos, etc. The industry has not yet
proposed general objective quantitative indicators to
evaluate the effect of music choreography, and future
research is needed
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Teacher professional education development is actually another type of development that crosses over into a category of teacher
training development that encompasses two other types of teacher training—one of which is formal and the other is informal
teacher training. The other approach to teacher professional development is quite different from the professional development
of professional education. The focus of the professional development of teachers is a dynamic process of development in which
teachers take the initiative, actively, and consciously pursue the direction of professional development of teachers. Therefore,
how to observe and study the direction of teachers’ professional development from the perspective of teachers is an urgent
problem that needs to be studied and solved. The professional development of teachers should be combined with their own
social and teaching lives. In addition, information technology should be integrated into teachers’ daily teaching life, so that it
can be used as a tool to support teachers’ professional development. Information technology has gradually become a tool and a
means that teachers cannot do without in their teaching lives, so it is important to study and think about it from various
aspects, such as the teaching process and teachers’ growth experiences, and to continuously study teachers’ professional
development. Therefore, it is necessary to study how information technology can be used well by teachers and used by teachers
to become a useful tool in teachers’ educational and teaching work from various aspects. This paper first argues that the main
goal of teachers’ professional development is to gradually grow into expert teachers, while the main content of teachers’
professional development is to understand practical knowledge, and the specific tool used by teachers in teaching is the
application of social software support that can support teachers’ professional development (Romanowski and Alkhateeb, 2022).
This paper envisages that information technology can be integrated into the entire teaching environment and the teaching
process of teachers, as a tool and a means to make the content of teachers’ teaching more concise and clear. Through the use
of information technology and other tools, teachers can gradually identify what they need to improve and add to their teaching
process, lay the foundation for their future development, and pave the way to become better teachers with a clearer plan for
their future development.

1. Introduction

On April 6, 2017, four national departments, including the
Ministry of Education and the National Development and
Reform Commission, released a new plan, the “Plan for
Universal Access to High School Education (2017-2020)”
(hereinafter referred to as “the Plan”). The Plan proposes that
by 2020, our country will achieve universal access to senior
secondary education; it proposes that by 2020, all provinces
in the country will have a gross enrollment rate of more than
90 percent in senior secondary education. And through the

unified planning and layout of educational resources, we can
effectively promote the quality and balanced development of
regional education, thus giving a strong impetus to the mod-
ernization of regional education. Hardware support is in place,
and the software must also follow. The important goal of edu-
cation reform and development is to improve the quality of
education is a strategic goal to achieve now and in the very
long term. To improve the quality of education, in the national
education development, “Thirteenth Five-Year Plan” outline
has been highlighted [1, 2]. This is an important deployment
made by the party at the strategic height of building a
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moderately prosperous society in all aspects. The rise and fall
of the country’s fortunes are tied to education; education is a
major plan, teacher-oriented. This saying has been passed
down since ancient times, so we can see that only with good
teachers, students will receive a good education; only with
good teachers, schools can do a good education to the satisfac-
tion of the people; only with good teachers, in order to better
promote the development of students. And can greatly
improve the quality of education is the fundamental to the
good development of teachers’ own professional. That is, to
improve the quality of education must improve the level of
professional development of the teaching force. Since the pro-
fessional development of teachers was proposed in the 1960s,
people have become more and more concerned about the
quality of teachers themselves and after years of theoretical
research and practice to explore the professional development
of teachers themselves [3]. In the 1980s, teacher professional
development has become an important issue of common con-
cern for educational researchers in many countries around the
world, and it has gradually become a more important research
hotspot worldwide. In China, it has also been clearly proposed
to strengthen the construction of the teaching force, and in the
“National Medium and Long-term Education Reform and
Development Plan (2010-2020),” it is clearly proposed to
gradually strengthen the construction of the domestic teaching
force, which includes the construction of a high-quality teach-
ing force, constantly improving the teachers’ development.
This includes building a high-quality teaching force, improv-
ing the professionalism of teachers, gradually improving the
status and treatment of teachers, and improving the manage-
ment system of teachers. It is also clearly stated in the outline
that the qualifications of teachers should bemore strictly man-
aged, the moral character of teachers should be improved, the
professional competence of teachers should be improved, the
structure of teachers should be more reasonable, and the
teaching staff should be energetically specialized with high
quality. We also continue to improve the training system of
teacher education, do a good job of teacher education training
planning, and constantly optimize the teachers and improve
the professional level and teaching ability of teachers in the
team structure [4]. Along with the upgrading of the teaching
force in the traditional sense, the professional development
of teachers has not been able to keep up with the development
requirements of the new situation. In the original teaching
environment, it was easy for teachers to neglect their own
values and to ignore the deeper aspects of their professional
development, such as the meaning of self-actualization, which
could cause teachers to lose themselves in passive develop-
ment, while neglecting the role of teachers’ professional devel-
opment in promoting themselves was not conducive to long-
term sustainable professional development [5]. In the current
educational environment, this situation has been changed—a
new view of professional development that emphasizes the
importance of teachers themselves in the process of profes-
sional development and their own personal development
and the realization of their own values has been gradually
introduced to people. This emphasis on the self-worth of
teachers is a manifestation of the “teacher,” and it is believed
that teachers’ active participation in teaching activities is an

essential condition for their professional development [6].
Teacher-centered professional development, on the other
hand, focuses on teacher development to provide quality in
education and teaching, and on the other hand, it is the basis
for the overall development of students. Teacher-centered
professional development emphasizes the improvement of
teachers’ internal structures and the realization of their own
self-worth. This requires not only the teachers’ own efforts
but also the support of the relevant teaching departments.
Since school is not only a place for teachers to teach and edu-
cate but also a place for teachers to achieve professional growth
and happiness, schools need to build a set of effective manage-
ment models to help teachers feel the value and meaning of
professional development and educational work in their edu-
cational practice, experience the creativity of education in their
daily work, and gain achievement and happiness in their own
development. Only when teachers find their own professional
development path and become more and more interested in
education, can we effectively promote the promotion of
teachers’ titles and the selection and development of backbone
and cultivate teachers’ ability to teach in high-quality class-
rooms, thus improving the construction of school teachers
and the quality of school operation, and promoting the sus-
tainable development of schools [7].

In the context of the new era, China’s basic education
development goal from “basic balance” to “quality balance,”
regional teaching and research to lead and drive the profes-
sional development of teachers in the region, which is of great
educational significance to improve the overall level of the
teaching force and improve the efficient development of local
education. The traditional regional teaching and research
focus on subject teaching and research, relying on experience,
the research perspective is not macro, the research process is
not transparent enough, a single perspective leads to the
inability to form a systematic teaching research and is respon-
sible for teaching and research management and guidance of
the teaching, and research office is subordinate to the educa-
tion administration, its management with certain administra-
tive responsibilities, teaching and research managers in the
exercise of power is quite strong administrative color.

It is the consensus of the government, society, experts, and
scholars that teacher education must be innovative [8]. The
need to improve the professionalism of teachers in the future,
the need to further adopt a science education strategy, and
the future trend of teacher development are strategic require-
ments for the professional development of the teaching profes-
sion. In recent years, many scholars have made a lot of
thoughts and researches on the professionalization of the
teaching profession, the improvement of teachers’ professional-
ism and the improvement of teachers’ quality, and the struc-
tural knowledge of teachers’ teaching. We can see that the
development of professionalization of the teaching profession
is the trend, and the problem we are facing now is how to
improve the professionalization of teachers. In the 21st century,
China has gradually entered the world of the Internet, and the
importance of information technology can be imagined, and it
is obvious that it is the main trend of the development of the
world and the development of the country and society [9].
The level of informationization has gradually become an
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important indicator to measure the level of modernization of a
country and its comprehensive national power. One of the
major strategic measures to promote the integration of national
economic construction and information society development
in China is to actively promote the development of information
society in China as a whole, to continuously improve the
overall scientific and technological information literacy of our
people, and to gradually cultivate high-quality information
technology construction personnel, which is also a basic strat-
egy for the development of information society construction
as a modern country. The teacher education informatization
project is also a major basic force to promote the development
and progress of China’s education informatization, from which
we can find that the teacher education informatization project
is actually not only both a major component of China’s educa-
tion informatization project but also the mainstay of the devel-
opment of China’s teacher education informatization project
[10]. The current campus informatization construction has
begun to cause the thought, education, concept, content, and
methods of teachers and students in all schools. As you can
imagine, if you want to achieve the continuous development
of information technology in schools, training students’ level
of information technology, the establishment of a high-quality
information technology teacher team is urgent and of the
utmost importance. In the current situation, there are major
problems in the process of training teachers, mainly in teacher
training colleges, such as the weakness of information infra-
structure and information technology resources. It can be seen
that modern information technology and educational technol-
ogy are not fully popular in school teaching and education,
and they are not widely used in teacher education, which is dif-
ficult to adapt to the development of modern teaching.

The development of teaching and research requires inno-
vation to ensure the professional development of teachers to
keep pace with the times. The in-depth application of informa-
tion technology in the field of education has brought about a
great impact on the transformation of education and teaching,
and regional teaching and research supported by information
technology is a new requirement for reform and development
and will be the new norm for teaching and research in the new
era [11]. Especially in the special period of the nationwide out-
break of the epidemic at the beginning of 2020, teaching and
research supported by information technology brings conve-
nience and effectiveness to the teaching and learning work of
primary and secondary schools in that period. According to
the author’s literature survey, although there are few studies
on the integration of information technology and regional
teaching and research and certain research results have been
achieved, there is still a need for further research on the spe-
cific strategies of macromanagement, operational guidance,
and microimplementation of regional teaching and research
supported by information technology. The purpose of this
study is to explore new mechanisms and models for regional
teaching and research, to improve efficiency and effectiveness,
to drive the professional development of teachers and the
upgrading of the teaching force in the region, and to promote
the quality improvement and connotation development of
regional education. Information technology is an important
opportunity to promote the development of teaching and

research and enhance the professional level of teachers. Infor-
mation technology has entered the whole process of teachers’
teaching and research and has begun to play an important
role, especially in the special time of “school closure” at the
beginning of 2020, when information technology-supported
teaching and research plays an important role in the normal
operation of education and teaching work [12]. How to face
the new opportunities and challenges of teachers’ teaching
and research in the new era and situation requires researchers
to continuously strengthen the exploration of new models and
new paths for the integration of regional teaching and research
with information technology. It is worth paying attention to
the fact that in the research process, neither purely “only tech-
nology” nor isolated “do teaching and research.” In the future,
while technology is constantly changing, how to maintain
innovative thinking to promote the integration of information
technology and regional teaching and research development
and application and how tomake the effective implementation
of regional teaching and research under the support of infor-
mation technology and sustainable implementation, still need
more and more in-depth theoretical and practical research.

2. Review of Domestic and
International Literature

Due to the urgent needs of the current national education
development and reform, the content of the new curriculum
reform has become more and more extensive [13]. The mod-
ern computer technology is also a relatively new educational
technology tool, which is gradually entering the society and
school education, and has started to be one of the main tools
for teachers to teach in the classroom and a major means to
assist students to learn knowledge independently. In the
course of the development of education, modern education
technology, especially information technology, is being used
more and more widely in the modern education process, and
it is necessary to adapt to the development of education in
the modern education process. It is necessary to create a solid
foundation for the realization and change of the teaching
methods of modern education technology. Since the 20th cen-
tury, the development of teacher professionalism has become
an important basis for improving the quality of education
and teaching, and many countries have made the improve-
ment of teachers’ professionalism and the strengthening of
the teacher education team an important breakthrough direc-
tion for improving education and teaching [14]. The British
educationalists have put forward six requirements for the stan-
dard of teacher professionalism. The educator Stenhouse put
forward the famous three ways of teachers’ professional self-
development. The teacher’s own continuous learning to
observe and analyze other teachers’ teaching experiences,
and finally, the testing of existing theories in the teaching pro-
cess. The concept of teacher professionalism was explicitly
introduced in American education, and it was believed that
the basis for improving the quality of teaching was to establish
the status of professionalism in teaching and to measure this
professionalism clearly and establish clear criteria for measur-
ing it. The emergence of professional development schools in
the United States in the 20th century is considered to have
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provided a great innovation in the direction of professional
training and development for teachers. In recent years, some
experts and educational scholars in China have also conducted
systematic research on theoretical and practical aspects of
classroom professional development. Professor Gu Lengjia
has developed the “Action Education Research” program,
which focuses on research on learning content, school-based
teaching and research, school-based training, and lesson
examples. Professor Ye Lan believes that teachers’ profession-
alism should be improved from the following aspects: improv-
ing teachers’ professional philosophy, improving teachers’
professional knowledge structure, and improving teachers’
professional competence structure. The Textbook Institute of
the Capital Normal University, on the other hand, has drawn
on some international examples of teacher education reform,
especially the practice of teacher professional development
schools in the United States, to explore a new approach to
teacher professional development and set up a teacher educa-
tion development school in Beijing [15]. The above content of
this dissertation, therefore, systematically discusses the incor-
poration of information technology into teacher education
and explores the impact of information education on the in-
depth development planning of teacher education.

3. Research Methodology

3.1. Research Methodology. Firstly, through literature review
and synthesis, we gain an in-depth understanding of the
current situation of regional teaching and research under the
support of information technology [16]. On the basis of iden-
tifying the research subjects, we analyze the current situation
of the research subjects through questionnaires, in-depth
interviews, and fieldwork, summarize experiences, analyze
problems, draw on advanced experiences and practices, and
propose improvement strategies for regional teaching and
research under the support of information technology on this
basis. The specific technical route is shown in Figure 1.

3.2. Research Content. This study takes District X as the main
research object to understand the current implementation sit-
uation of regional teaching and research supported by infor-
mation technology in District X, summarizes experiences,
analyzes problems, and investigates improvement strategies
for the integration application of information technology
and regional teaching and research in the region under the
guidance of relevant pedagogical and management theories
and for different dimensions of research and analysis [17].
This paper will analyze and explore the following three parts.

Firstly, through the study of a large amount of literature to
understand the current situation of research on regional teach-
ing and research supported by information technology, we will
analyze the impact on teachers’ professional development
from the perspective of “teaching,” and the impact on teaching
quality from the perspective of “learning” [18]. The first level
is to analyze the impact on teachers’ professional development
from the perspective of “teaching” and the second level is to
analyze the impact on teaching quality improvement from
the perspective of “learning” and to summarize the theoretical
methods of integrating information technology into regional

teaching and research through theoretical research on infor-
mation technology and regional teaching and research.

Second, through an in-depth investigation of the “Internet
+teaching and research platform” in District X, field surveys
and interviews with educational administration departments,
business guidance departments, and schools and teachers in
District X, we understand the practice of integrating informa-
tion technology and regional teaching and research in District
X and analyze its experiences and problems, dissect its types,
forms, and activities. We analyzed their experiences and prob-
lems; analyzed their types, forms, and activities; and con-
structed an effective mechanism for regional teaching and
research supported by information technology [19].

Finally, we will comprehensively study and analyze the
actual cases of integration of information technology and
regional teaching and research, explore the effective methods
of integration of information technology and regional teach-
ing and research, extract the success factors, summarize the
experiences and reflect on the problems, and provide some
improvement plans or strategies for this study on the basis
of case analysis and theoretical guidance.

3.3. Research Methods

3.3.1. Literature Research Method. Through the content analy-
sis, measurement analysis, and reading of relevant literature,
we analyze the current situation of research on regional teach-
ing and research in basic education and the role and impact of
information technology in it, find the theoretical basis, orga-
nize the relevant activity data, and grasp the theoretical and
practical situation more comprehensively, so as to clarify the
feasibility and necessity of the research and determine the
focus and direction of the research.
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Figure 1: Specific technical route.
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3.3.2. Research Method. In this study, a questionnaire survey
will be conducted among teachers in the field of basic educa-
tion in District X. Field interviews will also be conducted
with administrators, business instructors, school administra-
tors, and teachers in the field of basic education in District X
to systematically understand the situation of teachers in the
region with regard to regional teaching and research and the
role and influence of information technology on regional
teaching and research, so as to provide a clear data basis
and reference for the subsequent study.

3.3.3. Case Study Method. This study will be conducted on
existing practice cases to provide a final reference strategy
for the model and strategy of combining regional teaching
and research with information technology.

4. Results and Discussion

Educational teaching research is a feasible path to improve
teaching and learning and an effective way to promote
teachers’ growth. Educational teaching research has an impor-
tant position in the educational work as it plays the role of reg-
ulation, standardization, promotion, and enhancement [20].
Under the wave of the new round of technological reform
and industrial revolution, education forms, education conno-
tations, and education modes are facing changes with the
brand of the new era, and educational research work should
keep up with the times, grasp opportunities, and follow the
trend based on the new situation and new tasks. Therefore,
in the context of the new era, to carry out regional teaching
and research with the support of information technology, to
promote the overall professional development of regional
teachers, and to promote the improvement of teaching stan-
dards in the region are a revolution that is bound to occur in
line with the torrent of the times [21]. Based on the profound
understanding of the above issues, District X has started to
carry out a practical project of regional teaching and research
supported by information technology since 2018.

The author conducted formal and informal interviews
with administrators of the administrative department of
the X District Bureau of Education and Sports, teaching
and research administrators, IT administrators, and some
school principals, teaching and research leaders, and some
teachers at different levels in the district in order to study
the practice in X District in depth, and the specific contents
of the interviews were divided into administrative adminis-
trators, teaching and research personnel, and teachers
according to the different interviewees. The specific content
of the interviews was divided into three categories according
to the interviewees: administrative staff, teaching and
research staff, and teachers, mainly focusing on the concep-
tual thinking, institutional construction, measures, and
experience of the project’s implementation, and learning
about the problems, difficulties, and development directions
in the implementation process. In order to gain a deeper
understanding of the specifics of the implementation of
regional teaching and research in the district, the author
conducted a questionnaire survey, which focused on the
actual situation, teachers’ expectations, and difficulties in

carrying out IT-supported regional teaching and research
in the district [22].

When conducting the survey and interviews, based on the
principle of diversity, and on the basis of active communica-
tion and discussion with the managers of the District Bureau
of Education and Sports, seven schools were identified as inter-
viewees, which included four types of schools: elementary
schools, junior high schools, nine-year systems, and high
schools, and the schools were located in three different regions,
including town centers, rural areas, and remote villages. In the
interviews, we learned about the development of teaching and
research in District X, the origin and development of regional
teaching and research with the support of information tech-
nology, and the current situation (Figures 2 and 3). During
the survey, 400 questionnaires were distributed to teachers in
the district, and 396 valid questionnaires were collected [23].

4.1. Planning Concept of Regional Teaching and Research in
District X with the Support of Information Technology. It is
a systematic project to carry out practical work from a
district-wide perspective, which requires planning and guar-
antee at the macrolevel, as well as good guidance and overall
promotion at the mesolevel, and application practice at the
microlevel. In operation, different objects at different levels
need to work together and pay; in content, it is necessary
to consider both the overall work and the actual needs of
individuals; in time, it is necessary to have both long-term
development plans and short-term implementation initia-
tives; therefore, the X District Bureau of Education and
Sports conceived and planned specific and feasible develop-
ment goals, development ideas, and development stages.

4.2. Set the Development Goals of Regional Teaching and
Research Supported by Information Technology. On the basis
of definite development ideas, District X also set clear goals
for the development of this work. Only under the guidance of
the goals can the development direction and specific steps be
more clearly defined [24]. The development goals are as follows:

(1) Under the guidance of the administrative depart-
ment of education management, take organizational
guarantee as the core, fund guarantee as the basis,
and establish and improve the work implementation
mechanism as the key to ensure the effective devel-
opment of the work

(2) Take the lead of the teaching and research business
guidance department to establish the “Internet +
Teaching and research platform,” with project con-
struction as the first step and activity development as
the guarantee, establish the business guidance mecha-
nism to ensure the effective development of work

(3) With application practice as the guiding ideology
and network learning space as the platform, build
research and study communities of different disci-
plines and projects, deepen application effects, estab-
lish long-term mechanism, and ensure the normal
development of work. The ultimate goal of regional
teaching and research supported by information
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technology is to effectively bring professional devel-
opment and ability improvement of teachers and
promote balanced development under the joint pro-
motion of administrative guidance, business guid-
ance, and application practice [25]

4.3. Determine the Development Ideas of Regional Teaching
and Research Supported by Information Technology. In tradi-
tional areas of the existing research on the basis of how to
apply information technology, how to better the information
technology in the research into the area, giving play to the
role of its application, makes a combination of both good
benefit and needs to have a clear development ideas, there-
fore the development of the area under the information
technology to support the research idea, on the basis of
many research after the X area. According to the actual situ-
ation of education in this area, the development ideas of six
specific operations at three levels are determined, as shown
in Figure 4 [26].

4.4. Formulate the Development Stages of Regional Teaching
and Research Supported by Information Technology. In order
to better complete the work tasks and systematically carry
out the work, the Education and Sports Bureau of District
X formulated specific development stages according to the
development ideas and goals of the work [27].

(1) The early exploration stage X area from the bureau
set up a working group, the literature, collect data,
to discuss work significance, background, and feasi-
bility of writing development planning and imple-
mentation plan, to teach department lead, establish
the platform based on the research of information
technology, training, learning, and using the two
joint as the pilot development under the information
technology support intercollegiate research, sum up
experience. Based on the above work, the prelimi-
nary exploration of regional teaching and research
supported by information technology is completed,
making practical preparations for the subsequent
implementation stage

(2) Implementation and application stage

On the basis of the work carried out in the pilot schools,
the implementation will be gradually promoted to the whole
district. The teaching department organizes teaching and
research staff, famous teachers, and backbone teachers as
the core force of business guidance and carries out multiple
projects and activities for in-depth research and timely sum-
mary and sharing by combining online and offline mixed
methods [28].

(3) Deepening the popularization stage

On the basis of the existing work, further deepen and
summarize, in the level of education administration,
strengthen the administrative leadership, do a good job of
job security. At the level of business guidance, overall planning
and guidance should be given according to the feedback from
pilot projects and popular implementation and in combina-
tion with projects and activities with more practical benefits.
In the application practice level, further explore the practical
experience, reflect on the deficiency, and improve the strategy
and summarize the long-term mechanism of sustainable
application [29].

(4) Innovative development stage

On the basis of the expected results, a scientific and com-
prehensive summary is carried out to further explore the
depth of practice, consider the combination of new technol-
ogy and new teaching and research theories, and constantly
seek new development breakthroughs to improve the theo-
retical significance and practical benefits of the work.

4.5. Practical Measures of Regional Teaching and Research in
Area X Supported by Information Technology. In order to
ensure the smooth development of this work, the Education
and Sports Bureau of District X insists on doing a good job
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in administrative guidance, establishing and improving the
work guarantee system and improving management efficiency.

4.5.1. Operation and Promotion Mechanism Optimize
Business Guidance and Promote Collaborative Development

(1) The Teaching Department Has Established a Regional
Teaching and Research Platform of “Study cloud +Workshop”.
X area of teaching according to the research department
learned that teachers’ needs and their own management and
guidance, and technology companies have developed has the
multifunction such as management, guidance, and application
of “Internet +” research platform, the platform to build the
two levels of four dimensions of the system platform, the first
level from the education management level, and build the
application system of two dimensions. In the form of “research
cloud,” the whole process of teaching and research manage-
ment system and the business guidance system combining
school-based teaching and research with regional teaching
and research are set up. The second level is from the level of
teachers [30]. In the form of “workshops,” a platform for
teaching and research activities is set up and a digital resource
system is cobuilt and shared. The “Internet +” teaching and
research platform in ZONE X has a clear structure and com-
prehensive functions, providing strong information support
from the process management of teaching and research activ-
ities, interschool business guidance, regional research and
training management, teachers’ teaching activities, teaching
and research activities, exchange and discussion, and results
display, etc. (Figure 5). It provides a service platform for
teachers to carry out teaching and research activities within
the region, across schools and across disciplines, build and
share resources, exchange, and discuss, so as to comprehen-
sively improve the level of regional teaching and research.

(2) Create a New Teaching and Research Workshop System of
“Regional+Central School+Famous Teachers”. With the help
of information technology, District X has created a new
teaching and research system of “regional+central school
+famous teachers.” First of all, relying on the main school
of the joint school as the central school, we have built the
“regional+central school+branch” form of mutual aid and
collaborative teaching and research under the information

technology environment, changing the traditional offline
teaching and research activities, the central school based on
information technology, synchronous teaching and research
activities within the joint school under the network environ-
ment, using synchronous classroom, video conference, project
workshops, and other rich forms of teaching and research
activities. In addition to effectively preserving resources for
teaching and research activities, the center also avoids teachers’
inability to participate in activities due to long distances and
time conflicts, which effectively broadens teachers’ participa-
tion. In addition, regional teaching and research workshops,
school-based workshops, and master teacher workshops have
been constructed, respectively, in which regional teaching and
research workshops are created by the regional subject teaching
and researcher, assisted by regional subject master teachers as
administrators, and initiated by the teaching and research office
in a task-driven manner in the region for full exchange of sub-
ject teachers and full participation in teaching and research
activities. School-based workshops are created by the school’s
teaching and research staff, assisted by the school’s subject
teachers or grade level leaders as administrators, and led by
the school’s teaching and research office in a task-driven man-
ner for the whole school’s teachers to participate in collective
teaching and research activities. Master Teacher Workshop is
a teaching and research activity created freely by regional mas-
ter teachers to give full play to the advantages of master
teachers’ resources and promote the sharing of high-quality
educational resources in the region (Figure 6).

(3) Establishing a Regular Mechanism to Deepen Application
Guidance and Lead Effective Growth. In the process of
teachers’ application practice in District X, in order to form
a normal application status quo, District X has carried out a
number of specific projects in pilot schools to deepen the
application, so that the regional teaching and research sup-
ported by information technology can achieve its develop-
ment goals.

(4) Popularization of Online Learning Spaces. Each teacher in
District X has established his or her own online learning space,
where teachers’ teaching resources and expertise can be stored
and aggregated. Teachers can store all the resources needed for
teaching, including courseware, audio and video, lesson plans,
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Figure 4: Ideas of teacher education development supported by information technology.
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and other data effectively, which effectively reflects the whole
process of lesson preparation and effectively stores lesson prep-
aration materials. It is also possible to use the recording func-
tion in the space to record the whole process of teachers’
lessons, to make self-criticism and reflection after the lessons,
and to communicate with other teachers on the online learning
space, effectively generating, recording and sharing teachers’
practical materials before, during and after the lessons.

(5) Building Various Teacher Training Communities. In the
process of teachers’ application, District X has built several
teacher training communities on its “Internet+” teaching
and research platform, including the training communities
based on project workshops and the training communities
based on online master teacher workshops.

According to the survey, teachers have generally gained
more from the research on promoting teachers’ professional
development in the context of information technology.
According to our sample survey, 27.2% of the teachers
thought they were “very rewarding,” 54.6% thought they
were “more rewarding,” 13.9% thought they were “slightly
rewarding,” and 13.9% thought they were “not rewarding.”
In addition, 88.7% of the teachers thought that the school-
led education model was the most beneficial education
model, and 68.3% thought that the group-based education
model was the most beneficial education model. It is evident
that the school’s activities are effective and generally wel-
comed and affirmed by the teachers (Figure 7).

4.6. Individual Teaching and Research Model Featuring
Autonomy. As mentioned above, about 1/3 of the teachers
considered the individual teaching and research model fea-
turing autonomy to be the most beneficial one.

4.6.1. Improving Teachers’ Theoretical Literacy. The school
subscribes to websites such as high school capital, middle
school subject network and golden sun resource network
for teaching and research groups and lesson planning
groups, creating a strong atmosphere for scientific research
and learning, and advocating teachers to write reading expe-
riences and carry out online exchange activities with the rec-
ommended reading by the research textbook office and
teachers’ independent reading methods, so that the theoret-

ical knowledge learned online is internalized to improve
teachers’ professionalism.

4.6.2. Enriched the Teaching Practice of Teachers. We have
experienced the system of teachers’ postteaching reflection,
requiring teachers to share on the Internet to write post-
teaching notes and conduct self-reflection, reflecting on
whether they have really achieved the transformation of
teachers’ roles, i.e., whether they have transformed from
knowledge imparters into collaborators of students’ learning,
and facilitators reflecting on whether their teaching process
has become an interactive process of codevelopment of stu-
dent interaction.

4.6.3. Improve the Ability to Teach and Research Schools
Adhere to Research-Led Strategies. The teachers are guided
to establish the awareness of scientific research on problems
and issues of teaching and research growth and results. The
teachers are organized to carry out lesson studies around
subject teaching competitions, daily teaching, etc., and to
reflect and summarize carefully, so that the daily teaching
work and teaching and research work and scientific research
work are closely integrated to improve the teachers’ teaching
level and scientific research ability, and good results have
been obtained so far.

4.7. Group-Based Teaching and ResearchMode. In group-based
teaching evaluation, from the survey results, about 2/3 of
teachers think that the group-based teaching mode is the most
beneficial teaching mode, and its main effects are reflected in
the following aspects. In addition to the regular class teacher
meetings held at the beginning and the end of the period, the
Student Affairs Office also holds regular monthly class teacher
meetings, class teacher forums, class teacher festivals, themed
class meeting exchange activities, class teacher-apprentice pair-
ing, organizing classroom teachers go out to study, subscribe
learning materials for teachers, carry out teaching work reflec-
tion classroom teacher work case writing and evaluation, etc.,
to create a variety of learning and communication channels
for young classroom teachers to guide their rapid growth to
enhance the classroommanagement ability of young classroom

Research
cloud

Teaching
and 

research 
Management

system

Teaching
and 

research 
activity
system

Business
guidance 

system

Workshops

Digital
resource
system

Figure 5: “Internet”+teaching and research activities.
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teachers to make classroom teachers clear in the classroom
management of what to manage research to help classroom
teachers improve their ability to learn how to manage research.

4.8. Evaluation of the Effectiveness of the School-Led Overall
School-Based Teaching and Research Model. This is one of
the most recognized teaching and research models, nearly
90% of teachers believe that the school-led overall teaching
and research model is the most useful teaching and research
model in this practical research, regular meetings are held to
study the deployment of school-based teaching and research
work, and a series of programs are developed to guide the

development of school-based research work, it is new teach-
ing model to promote the development of teacher education
to take the following major measures.

4.8.1. Hold Teaching Routine Research, Consolidate the
Teaching Routine of Teachers. Since the implementation of
the project, the school has adhered to the guidelines of routine
out of efficiency, continued to deepen the teaching routine
activities, through strengthening lesson preparation, lessons,
grinding, listening, speaking, evaluating lessons and other
aspects, forming a harmonious, positive, and progressive
school culture.
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Whole school-based
education model

Self-directed
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Figure 7: Framework of school-based teaching and research model.
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4.8.2. Offering Report Lectures to Enhance Teachers’ Teaching
Concepts. We have actively conducted a series of training for
teachers, carried out a series of report lectures to lead teachers
in theory and guide them in practice, and offered a series of
lectures and training that are close to the actual development
of the school and conducive to the growth of teachers.

4.8.3. Conducting Teacher Skill Competitions to Improve
Teachers’ Teaching Abilities. Through interschool exchanges,
we continue to improve the quality of classroom teaching,
achieve complementary educational advantages and realize
the goal of putting resources from outside the school to my
use. The school builds a platform for teachers to interact
and exchange ideas, invites young teachers from different
schools to work together to teach classroom demonstrations,
and conducts seminars after the lessons to improve teachers’
teaching abilities.

4.8.4. Organizing Interschool Exchanges and Learning to
Expand Teachers’ Careers. Actively carry out interschool
teaching discussion and exchange activities, and strive to
expand channels, learn from all, increase the opportunities
to cut and exchange with other schools, improve teachers’
professional quality as much as possible, take their advanta-
geous experiences in time management, goal management,
information management, etc., and take the strengths of
others to make up for their weaknesses.

4.8.5. Selecting Outstanding Teachers to Study Offsite to
Improve Their Teaching Strategies. In order to carry out effec-
tive teaching and research, from the perspective of effectively
improving teachers’ professionalism, the squatting learning
guidance is specially incorporated into teaching and research
activities, and key teachers are sent to foreign schools to listen
to lecture experience for learning, so that teachers can discover
the problems that exist in their own teaching process manage-
ment. What is more, it can guide and supervise the implemen-
tation of these processes, so that the teachers can benefit
greatly and really promote their professional growth.

4.8.6. Holding Teachers’ Forums to Improve Teachers’ Teaching
Quality. Every year, the teachers’ forum is held to share teach-
ing experience by the school’s famous teachers, backbone
teachers to manage the real, so that teachers can improve their
teaching level in the exchange and collision to promote the
improvement of teaching level.

4.8.7. Establish Different Levels of Teacher Training Model to
Promote the Development of Teachers. In view of the weak-
ness of teachers’ teachers using a dual mentorship system
to guide teachers to personal development planning, guiding
teachers to grow as soon as possible under the leadership of
goals and task-driven (Figure 8).

In summary, since the practical research was conducted
in our school, relying solely on technology, information
technology initially established your need-based research,
built many professional platforms for teachers to grow and
develop faster and used information technology to more
standardize teachers’ teaching and research activities to pro-
mote their professional development.

5. Conclusion

In the context of the rapid development of information tech-
nology, the full use of information technology solidly carried
out a variety of teaching content for teachers to build a very
large number of growth platform, teacher education develop-
ment is very fast, highlighted by the teachers’ view of teaching,
curriculum, student view has changed significantly, followed
by some new changes in the teaching curriculum: the informa-
tion carried by these multimedia not only increases the knowl-
edge information and richness, so that the teacher’s classroom
teaching, including not only text and voice but also graphics,
images, animation, video, and other multimedia knowledge,
so that the teacher’s classroom is no longer a boring. And a
new type of teacher-student relationship in the classroom to
form the mainstream classroom, teachers often work with
students to focus on life and research problems and compre-
hend knowledge to promote the direction of student learning
change. Multimedia technology also transforms abstract
knowledge into vivid images of concrete and intuitive content
making it easy for students to grasp and gain knowledge more
efficiently. Teachers in our school gradually have a clearer and
more detailed plan for their educational and teaching develop-
ment in the context of information technology.
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The labeled datasets used to support the findings of this
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In this review, we summarized the state-of-the-art progress on the ethanol performance of NiO by means of morphology, doping,
loading noble metal particles, and forming heterojunctions. We first introduced the effect of modulating NiO morphology on
ethanol performance that has been reported in recent years. The morphology with large specific surface area and high porosity
was considered to be the one that can bring high gas response. Then, we discussed the enhanced effect of the doping of metal
cations and noble metal particle loading on the ethanol-sensitive properties of NiO. Doping ions increased the ground-state
resistance and increased the oxygen defect concentration of NiO. The effects of noble metal particles on the performance of
NiO included chemical sensitization and electronic sensitization. Finally, the related contents of NiO forming complexes with
metal oxides and bimetallic oxides were discussed. In this section, the specific improvement mechanism was discussed first,
and then, the related work of researchers in recent years was summarized. At the same time, we presented a reasonable
outlook for NiO-based ethanol sensors, imagining future directions.

1. Introduction

Volatile organic compounds (VOCs) often appear in our
lives, such as the smell of gasoline, paint, and nail polish.
These VOC gases degrade air quality and even destroy the
ozone layer. At the same time, these gases threaten human
body [1–3]. For example, ethanol exists in laboratories, med-
ical industries, and industrial production. When exposed to
high concentrations of ethanol, humans are prone to adverse
symptoms such as skin irritation and headache [4–6]. In
order to prevent problems before they occur, it is essential
to develop ethanol sensors to monitor ethanol concentra-
tion. In addition, ethanol sensors also play an important role
in detecting drunk driving [7]. Currently, gas detection tech-
nology includes gas chromatography [8], quartz crystal
microbalance [9], and TDLAS detection technology [10].
However, real-time monitoring of ethanol is achieved by
chemiresistive sensors with the advantages of easy prepara-
tion, low cost, and portability [11, 12].

Metal oxide semiconductors (MOS) have special electrical
conductivity, good stability, and high gas response [13–15].
ZnO [16–18], SnO2 [19–21], NiO [22, 23], WO3 [24–26],

In2O3 [27–29], etc. are widely used in ethanol gas sensors.
For instance, Jiang et al. [16] synthesized an ethanol sensor
of mesoporous ZnO nanospheres, which had abundant pore
structures and large specific surface area. From the ethanol
gas sensing test results, it could be seen that the ZnO sensors
achieved a response of 58.4 to 100ppm ethanol at 250°C. Fur-
thermore, this sensor could detect ppb levels of ethanol, get-
ting a response of 1.17 at 500ppb ethanol. For the MOS gas
sensor, the resistance is used as the measured physical signal
to detect the gas. When the MOS is in the air, oxygen mole-
cules adsorb on the surface of the MOS and take electrons
out. After the electrons are extracted, the carriers (electrons)
of the n-type semiconductor decrease to form an electron
depletion layer (EDL), while the carriers (holes) of the p-type
semiconductor increase to form a hole accumulation layer
(HAL). When the material comes into contact with the reduc-
ing ethanol molecules, the electrons captured by oxygen are
released back into the sensitive material. The carriers of the
n-type semiconductor increase, so the resistance becomes
larger; the carriers of the p-type semiconductor decrease, so
the resistance becomes smaller [30–32]. In addition to single
metal oxides, bimetallic metal oxides have also been used as
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gas sensing materials in recent years [33], including NiCo2O4
[34], ZnCo2O4 [35], and LaFeO3 [36]. Even though MOS pos-
sess the above advantages, high operating temperature and
low selectivity are still their bottlenecks as gas sensors [37].
Among them, we often say that there is no selectivity, which
means that pure MOS has only a weak gas response to the
gas. It is not easy to distinguish it after mixing with other gases.
Therefore, if the selectivity is not outstanding, it is considered
to be nonselective. Scholars have done a lot of research to over-
come these shortcomings, including doping, compounding
with other materials, morphology manipulation, and UV acti-
vation [38–40]. For example, extensive experiments showed
that the loading of Pd particles was important for the H2 selec-
tivity. Because H2 adsorbs on Pd to form PdHx, which not only
increased the electrical resistance but also caused the volume
expansion of the Pd host. The volume expansion of Pd enabled
rapid and highly selective detection of H2. Polyaniline had
high selectivity to NH3 due to its carbon structure and special
protonation/deprotonation process [41, 42]. At the same time,
these modification methods can also reduce the temperature
of theMOS-based gas sensors, hoping that it canmake sensors
work at low temperature or even room temperature. For
example, ultraviolet light gives the sensor an external energy
from the outside, and the energy required for the reaction is
not necessarily obtained from the temperature. At the same
time, the UV makes the sensitive material generate photogen-
erated carriers for the gas sensing reaction, which further
reduces the temperature and increases the response [43].
The morphology manipulation is often used, such as the hier-
archical structures. These hierarchical structures have a large
number of pore structures that provide efficient gas diffusion
paths, which can enhance gas response and significantly
reduce operating temperature [44].

The p-type semiconductor NiO has strong oxidizing
properties, excellent catalytic activity, and good electrical
conductivity, so it has attracted attention in gas sensors
[45, 46]. So far, more than 1,000 reports on NiO materials
used in gas sensors have been published, and these reports
are mainly concentrated in the past five years. For example,
Li et al.’s team [47] fabricated ultrathin Ni(OH)2 nanosheets
directly on the substrate without using additional surfac-
tants. The obtained NiO nanosheets had a porous structure,
which was favorable for the diffusion of gas molecules. At
the same time, the nanosheets provided a large surface area
and crystal planes with an affinity for acetone gas. Due to
these advantages, the NiO nanosheet sensor had a response
value as high as 60% when detecting 100 ppb acetone gas.
In addition, the NiO nanosheets exhibited a low LOD of
0.8 ppb for acetone with good stability. However, according
to reports, the response of pristine NiO to ethanol was low,
so the researchers modified NiO using various methods.
These modifications include morphology control, doping,
loading of noble metal particles, and formation of compos-
ites with n-type semiconductors. According to the survey,
there have been many reports on the detection of ethanol
by NiO sensors in recent years. However, the rare review
on the detection of ethanol by NiO is summarized in the
existing reports. Therefore, a review article is needed to sys-
tematically introduce the research basis of NiO ethanol sen-

sors, which will help scholars to quickly clarify their ideas
and understand the entire research field. In addition,
scholars can discover unresolved questions and think about
new research directions from this review.

In this review, we will describe the influence of different
modification methods on the ethanol sensitivity of NiO and
summarize the development level of NiO for ethanol detec-
tion in recent years in a tabular form. We first introduced
the effect of modified NiO morphology on ethanol perfor-
mance that has been reported in recent years. The morphol-
ogy with large specific surface area and high porosity was
considered to be the structure that could bring high gas
response. Then, we discussed the enhanced effect of the dop-
ing of metal cations and noble metal particle loading on the
ethanol-sensitive properties of NiO. Doping ions increased
the ground-state resistance and the oxygen defect concentra-
tion of NiO. The effects of noble metal particles on the per-
formance of NiO included chemical sensitization and
electronic sensitization. Finally, the related contents of NiO
forming composites with metal oxides and bimetallic oxides
were discussed. In this section, the specific improvement
mechanism was discussed first, and then, the related work
of researchers in recent years was summarized. At the same
time, we presented a reasonable outlook for NiO-based eth-
anol sensors, imagining future directions.

2. Morphology

The gas response goes hand in hand with the specific surface
area and porosity of the material [48, 49]. Therefore,
researchers’ research on topography is based on high specific
surface area and porosity. During the study of the morphol-
ogy, the researchers found that the grain size of the material
is an important factor. When the grain size is equal to or less
than twice the Debye length (2λD), the conductance is
highly influenced by each grain. So the gas response is
strongly influenced by the grain size. When the grain size
is larger than 2λD, the relationship between the gas response
and grain size gradually weakens, and the response becomes
independent. But in this case, the conductivity is affected by
the Schottky barrier at the grain boundaries [50]. However,
compared with studies on grains, recent reports on NiO
morphologies have focused on obtaining large specific sur-
face areas and high porosity, such as NiO nanosheets
[51–53] and NiO nanoflowers [54–58]. Next, the progress
of NiO nanomaterials with different morphologies in etha-
nol sensing will be introduced.

The 2D structure of nanosheets has remarkably high spe-
cific surface area and abundant gas channels, while the spatial
confinement endows 2D sensitive materials with unique prop-
erties [59–61]. The more target gas molecules attached to the
metal oxides surface, the greater the resistance change of the
material, that is, the higher the gas response [62]. Besides, the
flexibility of 2D metal oxides enables for high compatible inte-
gration with flexible substrates, which can be applied in the
field of flexible wearable sensors. Therefore, nanosheets with
satisfactory sensitive properties are favored by scholars in resis-
tive sensors. Many reports on metal oxide nanosheets have
pointed out that fabricating porous surfaces on nanosheets
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could effectively improve their gas sensing properties [63]. Su
et al. [53] prepared a new and unique crescent-shaped NiO
nanosheet. During the calcination process, the water and gas
from the NiO nanosheets were get rid of, resulting in a porous
structure (as shown in Figures 1(a) and 1(b)). The steady
crescent-shaped structure alleviated the accumulation of nano-
particles, and the mesopores uniformly distributed on the
nanosheets improved the gas diffusion channel, making etha-
nol molecules easier to diffuse into NiO. The gas sensors based
on crescent NiO nanosheets could rapidly detect 100ppm eth-
anol at 130°C (response time and recovery time was 5 s and
20 s, respectively), with a response as high as 68.1%. At the
same time, the LOD showed a low value of 200ppb by calcula-
tion. The authors believed that the excellent ethanol sensitivity
gave the credit to its steady porosity structure with tiny particle
size and abundant reaction sites. Cao et al. [52] prepared a lotus
root-like NiO nanosheet (as shown in Figures 1(c) and 1(d)).
The average pore diameter of this lotus root structure was 15-
50nm. The specific surface area of lotus root NiO was
156.485m2/g, which was 13 times that of ordinary NiO. Due
to this unique morphology, lotus root NiO had a response of
1.51 to 80ppm ethanol at 300°C.

The hierarchically nanoflowers structured are assembled
from nanoneedles and nanosheets. This hierarchical structure
is beneficial for gas adsorption and electron transport, which
improves the surface reaction efficiency. At the same time,
the 3D structure increases the number of its adsorption sites.
This novel flower-like structure has been demonstrated to have
excellent functions in photoluminescence and photocatalysis
[64–66]. Zhang and Zeng [55] investigated the sensitivity of
nanoflower gas sensors assembled by nanoneedles and nano-
sheets to ethanol (Figures 2(a) and 2(b)). Both of them showed
excellent gas response to ethanol. Due to the larger specific sur-
face area of nanosheets, which could attractmore gasmolecules

to react, the nanoflower sensors based on nanosheets obtained
a larger gas response (the gas response of nanoneedles was 25
and nanosheets was 55). In particular, the authors mentioned
that the nanoneedle-based NiO flowers could detect ethanol
faster due to the lower potential energy and higher conductivity
of the nanoneedles (the response/recovery time of nanoneedles
was 1.7/2.2 s and nanosheets was 4.8/7 s). Nanoflowers
composed of nanoneedles and nanosheets had their unique
advantages, which meant that different morphologies can be
synthesized according to specific needs in the future. If the sen-
sor needed a higher response, the nanosheet flower might be a
good choice; if the sensor needed to detect the target gas
quickly, then the nanoneedle flower was an effective way. In
addition to nanoflowers assembled from nanoneedles and
nanosheets, Carbone and Tagliatesta [56] reported a granular
flower assembled from particles. This granular flower was an
aggregate of particles with a diameter of 10nm (Figure 2(c)),
whose surface had a great quantity of electrons that favor
surface reactions. At the same time, the sturdy interparticle
distance provided a stable surface for gas adsorption. NiO
nanoparticles had charge/hole accumulation in short dimen-
sions, which containedmore accumulation of defects and traps.
Therefore, these several factors led to the excellent ethanol
sensing performance. The NiO granular flower sensor had a
35% response to 150ppm ethanol at 200°C with a response/
recovery time of 3/6 s.

It is worth noting that a lot of research have found that the
hollow structure will bring a higher specific surface area and
more adsorption active sites [67–69]. The interior of the
hollow structure can also serve as a microreaction chamber,
providing a place for gas molecules to react with sensitive
materials, and a short distance for carrier transport. For the
hollow structure of NiO, NiO hollow nanofibers [70] and
hollow spheres [71–75] have been reported, and they have

(a) (b)

(c) (d)

Figure 1: (a) SEM of crescent-shaped NiO nanoplates (reprinted/adapted by [53]). (b) HRTEM of crescent-shaped NiO nanoplates
(reprinted/adapted by [53]). (c and d) SEM of NiO lotus root slice (reprinted/adapted by [52]).
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obtained excellent performance in gas sensing with large spe-
cific surface area. In recent years, only NiO hollow spheres
have been reported for ethanol gas sensing. Chu et al.’s team
[73] used the Kirkendall effect to prepare NiO hollow nano-
spheres. At 240°C, the NiO hollow sphere-based sensor
obtained a response of 3.1 to 800ppm ethanol. The authors
exhibited that the hollow nanostructures had enhanced sur-
face activity, while the hollow shell layer enabled rapid diffu-
sion of ethanol molecules and easy penetration into the
interior of sensor. These properties made the hollow structure
a new route to realize highly sensitive NiO ethanol sensors.

The exposed surfaces of semiconductor nanomaterials are
also of interest to scholars, because different exposed surfaces
lead to different surface atomic structures and properties. It
has been confirmed by numerous experiments that NiO with
exposed {111} facets had excellent sensitive characteristics,
which owned to the 3-coordinated unsaturated Ni atoms of
the {111} facets. Due to the lack of oxygen and great reducibil-
ity, the 3-coordinated Ni atoms can adsorb O2, bring free elec-
trons, and promote the chemical reaction between oxygen
species and ethanol gas [76, 77]. Furthermore, the {111} planes
of NiO have a greater number of unsaturated O atoms and a
higher surface energy than the usually exposed {220} planes,
which is beneficial for sensitive performance [78, 79]. Liu
et al. [77] prepared NiO foam structures with exposed {111}
and {220} planes, and NiO with exposed {111} planes had
fewer surface single-bond H groups and had higher 3-
coordinated Ni atomic density. In addition, NiO with exposed
{111} planes had a high Ni3+/Ni2+ ratio, which was favorable
for electron transport. Combining with these advantages, the
NiO gas sensor with an exposed {111} surface could detect eth-
anol as low as 20ppm (response value was 1.57).

In conclusion, the morphology has a significant impact
on the ethanol-sensitive performance of NiO. The morphol-
ogy with large specific surface area and high porosity facili-
tates the adsorption and transport of gas molecules. The

special advantages of the hollow structure are beneficial to
the detection of ethanol gas by NiO. Meanwhile, there are
a still few reports on NiO with exposed {111} facets. There-
fore, the synthesis of porous hollow nanofibers and hollow
spheres, as well as NiO sensors with exposed {111} planes,
can be considered in future topography work. Table 1 sum-
marizes gas performance of NiO in different morphology.
However, the effect of morphology adjustment on gas
response is still weak and needs to be combined with other
modification methods.

3. Cation Doping

Doping is an essential way to enhance performance. Whether
it is adding metal elements to alloys to improve their mechan-
ical properties or adding donor and acceptor elements to
dielectric ceramics to improve dielectric properties, doping is
very effective [80, 81]. Doping ions are divided into high-
valence ions and low-valence ions, that is, the donor ions
and acceptor ions mentioned above. In improving the ethanol
sensing performance of NiO, ions with a higher valence state
than Ni2+ are often introduced. It was found that the introduc-
tion of high-valence cations always enhanced the response by
changing the ground-state resistance of NiO. As the high-
valence ions replace the Ni2+ sites, those generate electrons
to compensate for the substitution. At the same time, the extra
electrons provided by the high-valence ions recombine with
the holes in the NiO valence band. These two factors cause
the hole concentration decrease in NiO and the ground-state
resistance increase, resulting in an enhanced response to the
target gas [82–84]. Furthermore, doping induces lattice distor-
tion and introduces more oxygen vacancy defects. When
detecting ethanol, ethanol molecules are easily trapped by oxy-
gen vacancy defects, allowing more target molecules to react
with NiO, resulting in a larger gas response [85–87]. Shailja
et al. [88] introduced Ga3+ into NiO. The introduction of

(a) (b)

(c)

Figure 2: SEM of NiO nanoflower assembled from (a) nanoneedles (reprinted/adapted by [55]), (b) nanosheets (reprinted/adapted by [55]),
and (c) nanoparticles [56] (open access).

4 Journal of Sensors



Ga3+ transformed the structure of NiO from rod to a particle
(Figures 3(a) and 3(b)). The BET test showed that thismorpho-
logical transformation gave Ga-NiO a higher specific surface
area (135.72m2/g). The intensity of the photoluminescence
peaks of pure NiO was lower than that of Ga-NiO
(Figure 3(c)), which meant that the introduction of Ga brought
more defects to NiO. The sensor was tested for its ethanol-
sensitive properties, and it was found that Ga-NiO had lower

operating temperature and higher gas response (300°C for pure
NiO and 250°C for Ga-NiO, respectively) (Figure 3(d)). When
the Ga doping level was 3%, the gas response to 50ppm ethanol
at 250°C was 25, and the response/recovery time was 8/13 s. In
addition, Ga-NiO could detect ethanol down to 10ppm.

Mahmood et al. [89] studied the gas sensing performance
of mesoporous Al-doped NiO ultralong nanowires to ethanol.
Al3+ made NiO nanowires generate many pores, which

Table 1: Gas performance of NiO in different morphology.

Material Morphology Conc. (ppm) Operating temp (°C) Response Response/recovery time (s/s) LOD (ppm) References

NiO Nanosheets 100 130 68.1% 5/20 0.2 [53]

NiO Nanosheets 80 300 1.51 -/- — [52]

NiO Nanosheets 50 240 11.15 4/7 1 [51]

NiO Nanoflower 200 300 25 1.7/2.2 — [55]

NiO Nanoflower 200 300 55 4.8/7 — [55]

NiO Nanoflower 150 200 35 3/6 2.6 [56]

NiO Nanoflower 100 190 46 -/- — [58]

NiO Hollow sphere 800 240 3.1 -/- — [73]
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Figure 3: The SEM of (a) pure NiO and (b) Ga-NiO. (c) PL spectra of pure and Ga-doped NiO. (d) Gas response of pure NiO and Ga-NiO
at various temperatures (reprinted/adapted by [88]).
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brought a larger specific surface area. Owing to the smaller
atomic radius of Al3+ (0.54Å for Al3+ and 0.69Å for Ni2+),
Al3+ was easily substituted by Ni2+, resulting in a greatly
increased Ni3+/Ni2+ ratio (Figures 4(a) and 4(b)). Larger
Ni3+/Ni2+ meant higher electronic performance, leading to bet-
ter gas sensing performance. At 228°C, the sensitivity efficiency
of 3.2 at% Al-NiO to 100ppm ethanol showed 14.01, which
was higher than that of undoped NiO (Figures 4(c) and 4(d)).
Meanwhile, 3.2 at% Al-NiO enabled rapid detection of ethanol
(response/recovery time of 73/76 s). For the enhanced sensitive
performance, the authors believed that it was related to the
changes in pores, oxygen species content, and carrier concen-
tration brought about by the incorporation of Al3+.

Besides doping high-valence ions, Chen et al. [90] also
introduced Li+ and Zn2+ into NiO. The study found that
the incorporation of low-valence ions Li+ and equivalent
ions Zn2+ accelerated the detection of ethanol molecules by
NiO. The response times of Li-NiO and Zn-NiO were 11 s
and 17 s, respectively, while the response time of pure NiO
was 33 s. However, Zn2+ hardly improved the response to

ethanol, and Li+ even degraded the sensitivity of NiO. The
authors believed that the Li+ extracted electrons from the
valence band after forming the Li-O bond, leading the orig-
inal resistance to decrease. Zn2+ in the same valence state
hardly influenced the hole concentration, but the radius of
Zn2+ was quite different from that of Ni2+, so more defects
were induced, which led to a slight improvement in the
response of Zn2+ to ethanol.

The ethanol gas sensing performance of NiO will be
worsened by doping low-valence Li+ alone. But there was a
study reported that the gas sensing performance of NiO
may be ameliorated by adding high-valence ions at the same
time as adding low-valence ions. Chang et al. [91] reported
the simultaneous incorporation of Sc3+ and Li+ into NiO
nanoflowers. In addition to resulting in higher specific sur-
face area, codoping could stabilize metastable surface oxygen
vacancies (OV) in metal oxides due to Li+ active sites, so Sc
and Li codoping increased the OV ratio. Besides, Li+ could
make the bonding strength of surface oxygen weak, thereby
promoting the surface redox reaction. When the doping
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Figure 4: XPS spectra for Ni-2p3/2 of (a) pristine NiO and (b) 3.2 at% Al-doped NiO. (c) Gas response of pure NiO and Al-NiO at
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(reprinted/adapted by [89]).
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amount was 2 at.% Sc and 5 at.% Li, the sensitivity to
100 ppm ethanol at 200°C was 118.4, which was 105 times
higher than that of pristine NiO. Meanwhile, the response
time and recovery time of the Sc/Li-NiO sensor were 86 s
and 31 s. The LOD was as low as 10 ppb. According to defect
characterization and first-principle calculations, the codop-
ing of Sc3+ and Li+ significantly increased the stable OV
and Ni3+, which greatly promoted the adsorption of ethanol
molecules, resulting in an excellent gas response.

In this section, we discussed the mechanism by which
cation doping enhances the performance of NiO gas sensors.
NiO is mainly doped with high-valence cations, and the
changes in hole concentration and defect concentration

caused by high-valence cations make NiO have better etha-
nol sensing performance. In particular, low-valence cations
do not seem to be a method to enhance the sensitive perfor-
mance of NiO. However, by doping with high-valence ions
and low-valence ions, the unique properties of low-valence
ions can be exerted, while high-valence ions improve the
sensitivity. In the future, for the development of doping
methods, we can pay more attention to high-valence/low-
valence codoping. Table 2 exhibits gas performance of NiO
doping by metal cation. However, the amount of ion doping
is less controllable, and whether the ions successfully enter
the lattice is difficult to control, while doping noble metal
particles is relatively easy to control.

Table 2: Gas performance of doping NiO.

Material Conc. (ppm) Operating temp (°C) Response Response/recovery time (s/s) LOD (ppb) References

Ga-NiO 50 250 25 8/13 — [88]

Al-NiO 100 228 14 73/76 — [89]

Sc/Li-NiO 100 200 118.4 86/31 100 [91]

Fe-NiO 50 240 3.9 7/8 200 [92]

Mg-NiO 100 325 10.4 13/19 — [93]
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Figure 5: (a) The SEM of Au-NiO. (b) Gas response of NiO and Au-NiO at various temperatures. (c and d) The energy band diagram of
Au-NiO before and after contact (reprinted/adapted by [95]).
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4. Precious Metal Particle Loading

Precious metal particle loading is a common way to improve
sensitive properties. The improved performance of precious
metal particles can be attributed to two reasons. First is chem-
ical sensitization. Chemical sensitization exploits the catalytic
properties of precious metal particles. Noble metal particles
can catalyze O2 molecules to capture electrons from the
valence band of NiO and dissociated into ionic species, result-
ing in more holes in the valence band [94]. A lower baseline
resistance can result in a larger change in resistance, meaning
better sensitivity. This results in a higher sensing response to
ethanol gas. Second is electron sensitization. Electron sensiti-

zation utilizes a change in the Fermi level. After the precious
metal particles are in contact with NiO, the Fermi levels of
the two are not at the same level. To reach electronic equilib-
rium, the Fermi level of NiO will shift, creating additional
depletion layers and reducing the HAL thickness [68].

Enhanced sensitive properties are usually caused by a com-
bination of the two. For example, Majhi et al. [95] utilized the
electronic and chemical sensitization effects of Au to obtain
an Au-NiO gas sensor with excellent gas sensing performance.
Au particles were encapsulated inside NiO to form a core-shell
structure (Figure 5(a)). The optimal operating temperature of
Au-NiO was 200°C, which was 100°C lower than that of NiO
(Figure 5(b)). Au-NiO obtained a 2.54 response to 100ppm

Table 3: Gas performance of NiO functional by precious metal particles.

Material Conc. (ppm) Operating temp (°C) Response Response/recovery time (s/s) References

Au-NiO 100 200 2.54 250/420 [95]

Au-NiO 1000 325 442% -/- [97]

Pt-NiO 100 200 20.85 -/- [96]

(a) (b)

(c) (d)

(e)

Figure 6: (a) TEM of NiO-ZnO. (b) HAADF-STEM image of NiO-ZnO. Elemental mapping images of (c) Ni, (d) O, and (e) Zn (reprinted/
adapted by [108]).
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ethanol at 200°C, and the response time and recovery time were
250 s and 420 s. Compared with pristine NiO, Au-NiO had a
larger response and more rapid response/recovery speed. Since
the Fermi levels of Au and NiO were not at the same level, Au
and NiO contacted to form a Schottky junction (Figures 5(c)
and 5(d)). At the same time, additional HAL was formed near
the Au-NiO interface, which increased the quantity of holes in
Au-NiO, resulting in a larger resistance. Fu et al. [96] synthe-
sized Pt-NiO nanotubes by electrospinning, and the NiO nano-
tubes functionalized by Pt were dendriform. Due to the
activation and catalytic effect of Pt on NiO, the response of
0.7% Pt-NiO nanotubes at 100ppm ethanol and 200°C was
20.85, while pure NiO got 2.06 under the equal environment.
Park et al. [97] studied the sensing performance of pristine
NiO and Au-modified NiO for ethanol. The responses of
NiO and Au-NiO sensors to 1000ppm ethanol at 325°C were
273% and 442%, respectively. The author attributed the
enhanced sensitive performance to the additional depletion
layer and Schottky barrier formed by the Au particles, high cat-
alytic activity, and smaller diameter of Au-NiO.

Although the chemical catalysis and electronic catalysis
of precious metal particles bring excellent ethanol sensing
properties to NiO, there are few reports on the modification
of NiO by those in recent years. The main reason is that pre-
cious metal particles are expensive. Considering the cost, it is
difficult to apply them to actual production. Table 3 is gas
performance of NiO functional by precious metal particles
in recent years. The Schottky barrier generated by the com-
bination of noble metal particles and NiO is similar to PN
heterojunctions, so scholars are keen to form heterojunc-
tions to improve the ethanol-sensitive properties of NiO.

5. Composites

NiO, p-type semiconductor, is often combined with n-type
semiconductors to form a PN heterojunction. The Fermi
level of the p-type semiconductor is lower than that of the
n-type semiconductor. When the two are in contact, elec-
trons move to the p-type semiconductor and holes move to
the n-type semiconductor, resulting in band bending. An

EDL is then formed in the hetero area and strongly inhibits
the conduction channel. When the heterojunction contacts
the target gas, electron release greatly reduces the potential
barrier at the heterojunction, causing a bigger change in
resistivity and a higher sensitivity [46, 98, 99].

5.1. Metal Oxides. In recent years, NiO has been reported to
recombine with n-type semiconductors such as ZnO [63,
100–110], SnO2 [67, 111–118], WO3 [119–121], Fe2O3
[122–124], and In2O3 [125, 126].

The n-type semiconductor ZnO has received attention due
to its low cost and fast response speed, which can detect a vari-
ety of gases [17, 18, 127]. Among the recent reports, NiO- and
ZnO-combined sensors have the most detection of ethanol.
Bai et al. [108] used electrospinning and atomic layer deposi-
tion (ALD) to design a NiO/ZnO core-shell nanotube (CSNT),
in which NiO was the core and ZnO was the shell (Figure 6).
There were many pores and some hollow structures in such
nanotubes, which helped gas molecules to be fixed in the pore
channels. NiO/ZnO CSNTs obtained a gas response of 16 for
the detection of 100ppm ethanol at 325°C, and it was much
bigger than that of pristine ZnO (8.8) and pure NiO (2.5). In
addition, NiO/ZnO had a shorter response time (13 s) but a
longer recovery time (498 s). The nice gas sensing perfor-
mance thanked to the shell thickness of NiO/ZnO close to
the Debye length (λD). In this case, a fully electron-depleted
state was established and the most effective resistance modula-
tion occurred, causing the highest gas sensing performance of
NiO/ZnO. When the shell of the core-shell structure was
thicker, the resistance modulation through the shell would
be significantly reduced, owing to the depletion of some elec-
tron in the thick shell, thus resulting in a reduced gas response.
Liang et al.’s team [63] sputter-deposited NiO onto porous
ZnO nanosheets. NiO was uniformly attached to ZnO, and
the addition of NiO narrowed the pore size on ZnO nano-
sheets (Figure 7). Due to the different work functions, a
built-in electric field was formed at the NiO/ZnO heterojunc-
tion interface, which also induced band bending. The forma-
tion of the built-in electric field leads to a higher barrier
height and a higher initial resistance. After exposure to ethanol

(a) (b)

(c)

Figure 7: SEM of NiO/ZnO with different sputtering times [63] (open access).
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gas, electrons were released, reducing the barrier height of the
depletion layer. Besides, NiO/ZnO had a distinctive porous
nanosheet structure, which provided abundant surface active
sites and a lot of gas diffusion channels for ethanol molecules.

There have been many reports that SnO2 is easily
composited with other materials to form heterostructures,
which is a perfect sensitive material and is often used in etha-
nol gas sensors [13, 15, 128]. Jayababu et al. [111] composited
NiO with SnO2 to form an ethanol sensor. NiO had a semi-
shielding effect on SnO2 nanoparticles by HRTEM; that is,
NiO partially covered SnO2 (as shown in Figures 8(a) and
8(b)). Due to the PN heterostructure and catalytic activity
brought by NiO, the NiO/SnO2 sensors exhibited excellent
sensing performance for ethanol. At RT, NiO/SnO2 achieved

a response as high as 140 for ethanol, much higher than
SnO2 and NiO (seen in Figure 8(c)). Beyond that, NiO/SnO2
showed fast response and recovery speed, with response and
recovery times of 23 s and 13 s, respectively (as shown in
Figures 8(d)–8(f)). Zhang et al.’s group [115] synthesized a
novel NiO/SnO2 vertical nanotube composite film, which con-
sisted of 20nm diameter NiO nanosheets attached to one-
dimensional SnO2 nanotubes (Figures 9(a) and 9(b)). When
the molar ratio of Ni2+/Sn4+ was 5%, NiO/SnO2 had high
adsorbed oxygen. At 250°C, it had the highest gas response
to ethanol (123.7 for 1000ppm ethanol, as shown in
Figure 9(c)). Figure 9(d) is the gas response curve for five
gases. NiO/SnO2 has high selectivity for ethanol, which was
beneficial to realize the efficient detection of ethanol. Since
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SnO2 nanotubes could transport electrons quickly, NiO/SnO2
could rapidly detect ethanol compounds within 10 s. After the
heterojunction of SnO2 and NiO was formed, the band bend-
ing led to the narrowing of the electron transport channel,
which increased the ground-state resistance. The higher
ground-state resistance was beneficial in enhancing the gas
sensing performance, so the respond value of NiO/SnO2 was
higher than NiO.

α-Fe2O3, a n-type semiconductor, has been demonstrated
as an ethanol sensor due to its low cost, high stability, and envi-
ronmental friendliness [129–131]. Tan et al. [124] employed
microwave-assisted liquid-phase synthesis to support Fe2O3
on NiO nanosheets. Owing to the enhanced sensitivity of the
heterojunction pair of Fe2O3 and NiO, the 1.5% Fe2O3/NiO
sensor got a high response of 170.7 and an ultrafast response/
recovery speed (0.5/14.6 s) to 100ppm ethanol. In2O3 has
received attention in gas sensors because of its stable electrical
conductivity, good chemical stability, and low cost [28, 132].
Yan et al. [125] successfully synthesized In2O3/NiO composites
through electrospinning technology and ion exchange reaction.
The NiO nanosheets were arranged in one dimension, and the
In2O3 nanoparticles were uniformly attached to them. During
the detection of ethanol, the charge carriers of In2O3/NiO were
conducted through the continuous NiO. The formation of the

PN junction created a thicker hole depletion layer under In2O3.
Therefore, a small change in carrier concentration resulted in a
larger gas response. WO3 is favored in ethanol gas sensors
because of its special physicochemical and electrical properties
[133, 134]. Juang and Wang’s team [120] found that the com-
posite of porous NiO spheres and WO3 nanoplates had a
response of 155% to ethanol, which was 1.4 times that of pure
WO3 nanoplates. The enhanced ethanol sensitivity was attrib-
uted to the formation of the PN heterojunction. Table 4 shows
gas performance of NiO/metal oxide-based composites.

5.2. Bimetallic Oxides. Apart from the above single metal
oxides, bimetallic oxides have also been used to improve NiO
materials. LaFeO3 has been studied in gas sensors owing to its
high electrical conductivity and good redox properties [136,
137]. Hao et al.’s team [138] modified NiO nanosheets onto
porous LaFeO3 microspheres and studied their ethanol sensing
properties. Figures 10(a) and 10(b) are the SEM images of
LaFeO3 andNiO/LaFeO3. The surface of LaFeO3 had abundant
pore structure, and NiO nanosheets were uniformly distributed
on the LaFeO3 microspheres. This morphology effectively
increased the contact area between the composite and ethanol.
Figure 10(c) is the gas response of NiO/LaFeO3 and LaFeO3
under different temperatures at 10ppm ethanol. The optimum
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Figure 9: (a) SEM of NiO/SnO2. (b) Enlarged image of (a) where the white arrow points. (c) Gas response of NiO/SnO2 under different
temperatures. (d) Gas response of NiO/SnO2 under different gases (reprinted/adapted by [115]).
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operating temperature of NiO/LaFeO3 was 240°C, while
LaFeO3 was 260°C. It meant that NiO/LaFeO3 could lower
the operating temperature, which was beneficial for low tem-
perature sensing. The response recovery curves of 10ppm eth-
anol at 240°C are shown in Figure 10(d). BothNiO/LaFeO3 and
LaFeO3 had good reproducibility, and the response of NiO/
LaFeO3 was much higher than that of LaFeO3. In addition,
NiO/LaFeO3 had fast response and recovery speed (response
time and recovery time were 2 s and 9 s, respectively). The
response of NiO/LaFeO3 also increased with increasing ethanol
concentration and was consistently higher than that of pristine
LaFeO3 (Figure 10(e)). The NiO/LaFeO3-based sensors
detected five different gases, as shown in Figure 10(f). The
NiO/LaFeO3 sensors exhibited a good selectivity to ethanol,
which provided a new way to fabricate high-performance eth-
anol sensors. The enhanced sensing performance was ascribed
to the special structure, the catalytic performance of NiO, and
the electronic modulation of the Fermi level.

Haq et al. [139] used a hydrothermal method to decorate
NiO nanoparticles on ZnSnO3 fibers (Figure 11(a)). The gas
responses of all samples at different temperatures were volca-
nic shape (Figure 11(b)). It was worth noting that NiO/
ZnSnO3 obtained the highest response at 160°C, while NiO
obtained the highest response at 200°C. It meant that NiO/
ZnSnO3 obtained the highest response at 160°C. The ZnSnO3
composite could detect ethanol at lower temperatures. As in

Figure 11(c), ethanol, acetone, toluene, xylene, and benzene
were detected. The NiO/ZnSnO3 sensors possessed a much
higher response to ethanol than other gases, with better selec-
tivity. Figure 11(d) is the gas response of NiO/ZnSnO3, NiO,
and ZnSnO3 to different ethanol concentrations at 160°C. As
the ethanol concentration increased, the gas response also
increased gradually. And NiO/ZnSnO3 obtained the best etha-
nol sensing performance. The response of NiO/ZnSnO3 to
20ppm ethanol gas at 160°C was 23.95. The enhanced sensitiv-
ity was attributed to the more oxygen content of ZnSnO3 after
NiO decoration. At the same time, ZnSnO3 was an n-type
semiconductor. The modulation effect brought by the PN het-
erojunction also made the resistance change of NiO/ZnSnO3
larger, resulting in a higher gas response. Table 5 shows gas
performance of NiO/bimetallic oxide-based composites.

In this section, we discussed the reported composites of
NiO combined with MOS such as ZnO, SnO2, Fe2O3,
In2O3, WO3, and bimetallic oxides LaFeO3 and ZnSnO3 in
ethanol sensing. The combination of NiO with these oxides
mainly relies on the electronic modulation brought about
by the formation of PN heterojunctions. Although NiO
composites have been reported, most of them are about
oxides. For the future, other potential gas sensing materials,
such as conducting polymers, MXene, and carbon-based
materials, can also be compounded with NiO to improve
the sensitive properties.

Table 4: Gas performance of NiO/metal oxide-based composites.

Material Conc. (ppm) Operating temp (°C) Response Response/recovery time (s/s) LOD (ppm) References

NiO/SnO2 100 160 13.4 -/- — [112]

NiO/SnO2 100 RT 140 23/13 1 [111]

NiO/SnO2 100 160 23.87 57/66 — [113]

NiO/SnO2 50 300 9 -/- 5 [114]

NiO/SnO2 1000 250 123.7 10/58 — [115]

NiO/SnO2 1000 150 84.7 5/15 — [116]

NiO/SnO2 100 260 153 -/- 5 [117]

NiO/SnO2 1000 320 576.5 9/34 — [118]

NiO/SnO2 100 75 248 -/- — [67]

NiO/ZnO 100 260 61 -/- — [101]

NiO/ZnO 100 200 11.3 4/78 — [63]

NiO/ZnO 100 350 54 -/- — [102]

NiO/ZnO 200 300 33 -/- — [103]

NiO/ZnO 250 RT 32.48% 2.7/3.6 — [105]

NiO/ZnO 500 400 37.5 2.1/4.1 — [106]

NiO/ZnO 100 325 16 13/498 — [108]

NiO/ZnO 20 200 49 4/28 3 [110]

NiO/WO3 100 300 58.2 -/- — [119]

NiO/WO3 200 175 155% 19/20 — [120]

NiO/WO3 200 320 10 -/- — [121]

NiO/Fe2O3 100 255 170.7 0.5/14.6 0.2 [124]

NiO/In2O3 100 280 4.61 -/27 — [125]

NiO/In2O3 5 350 9.76 -/23 2 [126]

NiO/Co2O3 100 250 4.26 -/- 0.073 [135]
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Figure 10: (a) SEM of LaFeO3. (b) SEM of NiO/LaFeO3. (c) Gas response of NiO/LaFeO3 and LaFeO3 under different temperatures at
10 ppm ethanol. (d) Response and recovery curves of NiO/LaFeO3 and LaFeO3 at 10 ppm ethanol. (e) Dynamic response curves of NiO/
LaFeO3 and LaFeO3 to different ethanol concentrations at 240°C. (f) Gas response of NiO/LaFeO3 under 10 ppm different gases
(reprinted/adapted by [138]).
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6. Outlook

Although there have been many reports on the ethanol-
sensitive performance of NiO in recent years, reports on the
in-depth study of the selective mechanism of ethanol are still
rare. Most of the literature addresses the fact that there is selec-
tivity but does not discuss the ultimate mechanism of selectiv-
ity. Highly selective gas sensors are necessary in complex gas

environments, where they need to accurately identify target
gases among interfering gases. The study of the mechanism
of selectivity is helpful for the further development of highly
selective gas sensors. In future work, researchers can further
study the mechanism of ethanol selectivity to facilitate the effi-
cient detection of ethanol in environments with interfering
gases. At the same time, molecular imprinting technology is
expected to be applied to improve selectivity. Molecular
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Figure 11: (a) SEM of NiO/ZnSnO3. (b) Gas response of NiO/ZnSnO3, NiO, and ZnSnO3 under different temperatures at 20 ppm ethanol.
(c) Gas response of NiO/ZnSnO3 and ZnSnO3 under 20 ppm different gases. (d) Gas response of NiO/ZnSnO3, NiO, and ZnSnO3 to
different ethanol concentrations at 160°C (reprinted/adapted by [139]).

Table 5: Gas performance of NiO/bimetallic oxide-based composites.

Material Conc. (ppm) Operating temp (°C) Response Response/recovery time (s/s) LOD (ppm) References

NiO/LaFeO3 10 240 — 2/9 — [138]

NiO/ZnSnO3 20 160 23.95 -/- [139]
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imprinting is a lock-and-key technology that enables specific
identification of specific gases. Combining molecular imprint-
ing technology with resistive sensors is believed to further
address the selectivity challenges of gas sensors.

7. Conclusion

In conclusion, this review presented an overview of NiO-based
ethanol gas sensors. We first introduced the effect of modified
NiO morphology on ethanol performance that has been
reported in recent years. The morphology with large specific
surface area and high porosity was considered to be the struc-
ture that can bring high gas response. Then, we discussed the
enhanced effect of the doping of metal cations and precious
metal particle loading on the ethanol-sensitive properties of
NiO. Doping ions increased the ground-state resistance and
increased the oxygen defect concentration of NiO. The effects
of precious metal particles on the performance of NiO
included chemical sensitization and electronic sensitization.
Finally, the related contents of NiO forming composites with
metal oxides and bimetallic oxides were discussed. In this
section, the specific improvement mechanism was discussed
first, and then, the related work of researchers in recent years
was summarized.
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With the wide application of computer technology, communication technology, network technology, and multimedia technology
in modern education, teaching methods tend to be diversified and scientific. Based on the DM (data mining) algorithm, this paper
implements a sports achievement management system. Through this system, the efficiency of inputting and counting students’
achievements can be improved, and teachers can be freed from the complicated achievement management. Aiming at the
problem that SVM (Support Vector Machine) is slow in training large sample sets in DM classification, a DM classification
algorithm based on improved SVM, PSO_SVM, is proposed, which applies the density of adjacent samples to the design of
membership function to reduce the influence of noise points on classification. The results show that the training time of this
algorithm is increased by 54.26 s and 55.69 s compared with SVM and K-means, respectively, and the accuracy is increased by
35.62%. The results obtained by the DM algorithm will be helpful for teachers to diagnose teaching problems and construct
PET (physical education teaching) model for college students with characteristics.

1. Introduction

The continuous improvement of the quality of software and
hardware in schools has promoted the continuous improve-
ment and optimization of the teaching system. Based on the
superiority of data, the communication between various sub-
jects has gradually deepened, which has promoted the scien-
tificity and rationality of school education. To a certain
extent, the course results truly reflect the ability and quality
of students in a certain specialty, such as music, mathemat-
ics, art, and physical education [1]. Previously, data informa-
tion was only used for routine data recording and statistical
classification, but now DM (data mining) technology is not
only used for daily student information statistics, teaching
task recording, and data storage but also used for data man-
agement. With the optimization and update of information
processing technology and big data technology, educators
place their hopes on the intelligent mining algorithm [2],

and DM has gradually become an effective tool for academic
performance management and learning effect analysis in
universities.

Nowadays, the computer network has become very pop-
ular in universities. Using DM technology to set up a univer-
sity sports achievement management system can provide
administrators, teachers, and students with sufficient infor-
mation and quick query means, complete teachers’ scoring
work, and make statistics, analysis, and processing of data
[3, 4]. Wang et al. used graduates’ achievements as feature
data, reduced the dimension of feature data by principal
component analysis, and classified them by the Bayesian
near k-nearest neighbor algorithm, namely, career direction
prediction [5]. Cai et al. put forward an improved algorithm
[6] after researching and analyzing ID3 algorithm and min-
ing and analyzing the data stored in the educational admin-
istration system, so as to find out the relationship between
curriculum settings and provide some data basis for the uni-
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versity’s achievement statistics decision-making. Moon et al.,
based on the Hadoop big data platform, mined the application
information of information-based campus and recommended
campus information for corresponding characteristic learning
[7]. Nolen et al. used rough theory to excavate and analyze the
correlation between the improvement of students’ perfor-
mance and the leading factors of active learning [8].

There are abundant teaching resources in our school,
and a large amount of data can be used for reference. How-
ever, in practical application, the utilization rate of data is
low, and most of the data resources are idle in the database,
so they do not play their due value. In view of this, this paper
studies the application of DM technology in students’ multi-
attribute training, with a view to effectively mine the poten-
tial rules and associations in the data related to students’
training by applying proper DM technology, aiming at cor-
rectly understanding the characteristics of college students’
physical education represented by Chengdu Institute of
Physical Education, revealing the laws and trends of college
students’ physical education learning and providing refer-
ence for the research and implementation of college stu-
dents’ physical education learning in physical education
institutes.

2. Related Work

2.1. Research on the Teaching Mode of Physical Education.
Sports achievement is mainly a measure of whether there is
a gap between students’ physical fitness and expected goals
and the means to measure this gap. It can only show the
results of students’ physical exercise but cannot reflect the
causes of such results. Therefore, teachers have the responsi-
bility to explain to students the significance of the test results
and the reasons for the results and guide students to take
appropriate exercise process to improve the test results [9].

Ding et al. used different data prediction methods, estab-
lished prediction models, and made the best use of correla-
tion analysis results and students’ real achievement data to
predict students’ achievements in the courses currently
taught by teachers [10]. Thaise et al. put forward a thousand
preassumptions, intervened the students’ samples, and eval-
uated the advantages and disadvantages of the intervention
measures according to the actual teaching achievements
and self-defined evaluation indicators of the intervention
objects [11]. Khosravi et al. deeply understand the signifi-
cance of modular teaching to the development of society
and people by understanding the concept, basic characteris-
tics and process of modular teaching [12]. According to the
teaching requirements of various schools, Hu et al. divided
the teaching content into several modules, combined with
students’ interests and employment requirements, and ratio-
nally matched the module courses [13]. The new “modular”
physical education teaching structure model proposed by Li
et al. is a new teaching model, which is an innovation of
physical education teaching theory and plays an important
role in enriching physical education teaching theory [14].

2.2. Research on DM. DM is a multidisciplinary field that
integrates database technology, machine learning, informa-

tion retrieval, artificial intelligence, and other latest
technologies.

Luo et al. applied the improved genetic algorithm to data
hiding and publishing, which can better protect the privacy
of original data from leaking [15]. Li et al. applied multiob-
jective particle swarm optimization to multiclassification
[16]. Ru et al. studied the hybrid algorithm of swarm intelli-
gence algorithm and clustering algorithm. Aiming at the
shortcomings of existing clustering algorithms and particle
swarm optimization algorithms, it is meaningful to improve
the particle swarm optimization algorithm to optimize the
clustering model and apply it to real life data mining [17].
Stamatescu et al. put forward new methods and technologies
for the development of online education at home and
abroad, and made positive contributions to the development
of modern education [18].

Wang et al. adopted the classification method of DT
(decision tree) [19], applied DM technology to students’
achievement information, and constructed the DT model
of professional ability, which helped teachers to gain a more
accurate and efficient insight into the existing problems in
the teaching process, and achieved the effect of optimizing
teaching quality by using achievement information.

3. Research Method

3.1. Construction of PET Mode for College Students. In the
process of PET (physical education teaching) reform, many
PE educators and PET workers have done a lot of explora-
tion and research on PET and achieved certain results. How-
ever, most teaching models teach students from the
perspectives of sports techniques and learning interests,
which is one-sided, ignoring the improvement of students’
physical quality, and it is difficult to promote students’ all-
round and healthy development [20]. To construct a new
modular PET structure model centered on strengthening
students’ physique, in order to improve students’ interest
in learning, enhance their physical fitness, eliminate the
problems that have plagued sports workers for many years,
and promote it in a large area to achieve the purpose of com-
prehensively improving the national physique and health.

Under the situation that the physical health of college stu-
dents in China is declining day by day, how to give full play to
the function of physical education, improve the effect of PET,
and develop students’ physical fitness in an all-round way is
the top priority of contemporary college physical education
research. The construction of modular teaching structure
model is based on physiology and psychology, follows the
law of physical quality development, and conforms to the psy-
chological characteristics of students. The construction of the
model improves the procedural and standardized degree of
PET, which is convenient for PE teachers to design teaching.
This method has strong operability, flexible methods, rich
training means and good training effect, which can stimulate
students’ interest in learning and improve their physical qual-
ity. With the goal of promoting students’ sports participation
and social adaptability, based on the characteristics of stu-
dents’ physical and mental development, we design and orga-
nize the teaching content of physical education courses, divide
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the modules according to the structure of students’ physical
quality, and practice in combination with various sports
events to achieve the teaching goal.

As students’ period is a period of rapid psychological and
physical growth, physical education plays a vital role in the
development of students’ psychological and physical quality.
Because physical education class is different from other
indoor courses, it needs a lot of physical strength, and some
students’ physical abilities are weak. In addition, it is neces-
sary to comprehensively consider the processing of all kinds
of data information required by DM analysis subsystem.
Compared with the traditional way of counting students’
achievements by office software in teaching, big data tech-
nology pays more attention to the integration of channel
data such as teaching sensors and teaching management
platform. At the same time, through deep mining and anal-
ysis of the data in the database, the accurate statistical anal-
ysis results can be obtained, which can provide data support
for the formulation of coaches’ training plan, the monitoring
of training quality and the adjustment of on-the-spot tactics.

In the process of PET, students’ gender, age, and person-
ality characteristics should also be considered. Students
show different psychological characteristics at different ages.
Through the influence of physical education curriculum on
students’ will quality, emotion, cognition, personality, and
psychological characteristics, students can keep a good emo-
tional state in physical education curriculum and control
their emotions reasonably. From students with strong social
adaptability to students with weak social adaptability, they
should get corresponding physical exercises and enjoy the
corresponding care of teachers, so that students can be fully
developed.

When the system conducts DM analysis, it is necessary
to analyze whether the teaching effect of teachers is related
to their age, educational background, professional title, etc.,
which requires the system to have complete file data of par-
ticipating teachers, but the above information of teachers is
not needed when collecting evaluation information. It is easy
to assess the grades, but how to analyze the students’ grades
and extract the required hidden information is also very
important [21]. In all aspects, students need constant exer-
cise in order to improve their physical quality and ability.
However, teachers’ neglect of PET ultimately leads to stu-
dents’ physical and mental health failing to develop better
in sports.

In order to improve the quality of PET and make PE
teachers get rid of the busy data statistics management, this
paper designs a sports achievementmanagement system based
on DM technology, as shown in Figure 1.

It can be seen that users are divided into three types: phys-
ical education teachers, students, and system administrators.
Firstly, it is the system presentation layer for human-
computer interaction, including test project management,
score management, score statistical analysis, and expansion
project. Secondly, the business logic layer, as the core compo-
nent of the system, contains the relevant business logic of all
items in the presentation layer and completes the logic judg-
ment and processing. Finally, the data access layer is con-
nected with the database and documents.

With regard to the data of students’ evaluation of teach-
ing, further analysis and research on the data of students’
evaluation of teaching by using the increasingly mature
DM technology can help the teaching management depart-
ments and teachers to solve teaching problems in a targeted
way. Excavate the potential correlation between the evalua-
tion attributes in the data of teaching evaluation, find out
the related factors that affect the quality of classroom teach-
ing and the correlation between them, and put forward
trend, operable and beneficial suggestions, and measures
for improving the teaching level and strengthening the
teaching management.

In the traditional PET evaluation, the evaluation of stu-
dents is mainly based on students’ sports achievements,
and the evaluation of PE teachers is mainly based on per-
sonal subjective impressions, so the evaluation is incomplete
and objective. At present, college PET evaluation mainly
evaluates students and PE teachers by summative evaluation,
which cannot reflect the situation of students and PE
teachers at all stages of teaching. Manual evaluation is not
only time-consuming and laborious, but also prone to
errors, while intelligent evaluation is not only convenient
and quick, but also accurate. Therefore, the means of college
PET evaluation should be changed from traditional manual
collection, statistics, and analysis to intelligent technology
to collect, process, and analyze a large amount of evaluation
data.

Based on the above methods and principles of functional
module division, Figure 2 shows the overall functional mod-
ule structure of the system. It can be seen from the figure
that the sports performance management system includes
five functional modules: sports test type management, test
item management, performance management, performance
analysis, and system management.

The data in the score management system will gradually
increase with the use, and the storage will be realized by the
database. At the same time, reading the requests and opera-
tions of the system will be the focus of the system develop-
ment. The main technical difficulty of this process is entity
identification. Accurate entity identification can reduce the
redundancy of integrated data and prepare high-quality data
for system DM. The flowchart is shown in Figure 3.

To complete the management of students’ sports
achievements, it is necessary to query, enter, delete, and
export the achievements.

Teacher

Test project 
management

Business logic

Related data

Student

Achievement
management 

Statistical
analysis

Information data

Analysis data

Administrators

Extension project

Business logic

Extended project
data

Figure 1: Overall system architecture.
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(1) Select the score information table in the system, and
insert the required new data table in the table to
record the student’s student ID and the correspond-
ing score

(2) Compare the data in the database, and judge whether
the input information exists or not; if it exists,
prompt the user that the input is unnecessary; if
not, complete the input of the information

(3) According to the return value in the database, judge
whether the entry is successful or not. If the system
displays true, the entry is successful [17]

The generation of DT is divided into two stages: learning
and testing. In the DT learning stage, top-down recursion is
adopted. The DT algorithm is divided into two steps: the
first is tree generation. At the beginning, all the data are at
the root node, and then, recursively divide the data until leaf
nodes are generated. The second is tree pruning, which is to
remove some data that may be noise or abnormal. After
receiving the data information, the application server divides
the information into two paths for transmission: one path is
safely sent to teachers, students, and other types of cus-
tomers through the firewall; one channel is directly received
by the platform administrator to facilitate the management
of PET information, maintain the safety of teaching data,
and control the access qualification of users.

3.2. Analysis of College Students’ Physical Education Learning
Effect Based on DM

3.2.1. Data Acquisition. The collected contents include
teaching data (including teacher data, student data, teaching
situation data, equipment status data, and classroom status
data) and information on personnel, scientific research, pat-
ents, papers, awards, and loans, which are distributed in
many information points in the campus and involve all
aspects of campus life. Based on the association rules gener-
ated by the Apriori algorithm, this paper analyzes the ele-
ments related to students’ learning effect, that is, the
favorable factors and unfavorable factors that form the cur-

rent learning effect, and helps teachers to scientifically opti-
mize PET.

The importance of DM technology is gradually emerg-
ing. On the one hand, DM technology can discover the hid-
den laws of a large amount of data and the potential
relationships among different data. On the other hand, DM
can also make scientific predictions on the future develop-
ment of things and then exert the greatest value of data. In
the education industry, most of the research is aimed at stu-
dents’ achievement, and scholars explore the internal rela-
tionship between educational data and students’
achievement through DM technology [18]. Promote the
transformation of education mode, and gradually change
the traditional teaching management mode into personal-
ized teaching system.

The problem that DM has to deal with is to find out
valuable hidden events in a huge database, analyze them,
obtain meaningful information, and summarize useful struc-
tures. It has been found that in general or with a high prob-
ability, the smaller the tree, the stronger the prediction
ability of the tree. To construct DT as small as possible,
the key lies in choosing appropriate logical judgment or
attribute. In the actual evaluation activities, the indicators
should be flexible and adjustable. Then, preprocess the data
to implement the selected DM algorithm. Finally, the results
of DM are analyzed.

Data collection is the part with the largest number of
participants in the whole system operation. Here, the roles
of users are mainly divided into two categories: teachers
and students, and the goal is to achieve complete and accu-
rate collection of large-scale evaluation data. The steps of
data acquisition are shown in Figure 4.

Through the application of DM technology, an effective
PET evaluation system is established, the teaching evaluation
is analyzed, and the shortcomings of PET are found, so as to
change the teaching plan and improve the teaching quality.
In PET evaluation, students grade the completion level of
PE teachers’ teaching tasks, evaluate the teaching effect of
PE teachers, and put forward teaching opinions. In the stage
of knowledge expression and evaluation, the useful informa-
tion and association rule expression obtained in DM stage
are mainly displayed to users or provided to related applica-
tions in the form of new knowledge.

Coefficient of variation refers to the coordination degree
of experts. The smaller the coefficient of variation, the higher
the coordination degree. If the coefficient of variation is
greater than 0.25, it is considered that the degree of coordi-
nation is not high [19, 20]. The calculation formula is

V j =
Sj
Mj

,

Mj =
1
n
〠
n

i=1
X,

Sj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n − 1〠
n

i=1
Xi −Mj

À Á
,

s
ð1Þ

Management
system

Test type
management

Test project
management

Achievement
management 

Performance
analysis 

System
management

Figure 2: Overall functional structure of the system.
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where V j represents the coefficient of variation, Sj repre-
sents the standard deviation, andMj represents the arithmetic
mean.

The research of sports achievement management system
based on DM university is aimed at improving the work effi-
ciency and accuracy of physical education teachers in uni-
versity, liberating them from tedious and boring work, and
then improving their management level and teaching qual-
ity. Under the condition of setting test types, new test items
can be added under each test type, and these test items can
be modified or deleted. Similar to the test type score setting,
each test item also has a certain score weight, so the system
needs to set the score weight of each test item. The system
can comprehensively analyze students’ physique according
to their achievements, including historical sports achieve-
ments, and provide valuable suggestions for improving their
physique.

The users of the system are teachers, students, and sys-
tem administrators. Among them, the operations that
teachers can perform include test type management, test
project management, grade management, grade statistical
analysis, etc., while students can only participate in grade
management. System administrators can perform all opera-
tions and have the maximum operating authority. The ulti-
mate goal is to discover the potential problems in data flow
in advance. These problems are various, including data flow
and data processing.

The zero-level diagram of the system reflects the overall
flow of data. Although it can see the specific business, it can-
not clearly show the internal processing process. Therefore,
the zero-layer data flow graph still needs to be decomposed.
From the developer’s point of view, this makes it possible to
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Figure 3: Flowchart of achievement management.
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Figure 4: The process of data acquisition.
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change the business requirements, without modifying all the
codes, only by adjusting the business logic, thus improving
the development efficiency of the program and reducing
the development cost.

3.2.2. DM Analysis. Among DM algorithms, the tree model
is a very common algorithm, which can deal with both clas-
sification and regression problems. In most cases, it is used
to deal with classification problems. DT algorithm learns
from data and classifies and predicts input variables and out-
put variables with different values in different situations. In
the process of DT formation, the main components are fea-
ture selection, DT generation, and pruning. In the whole
process, firstly, a feature is selected in the training set as
the classification standard of the current node; then, accord-
ing to the evaluation criteria, child nodes are generated from
top to bottom until they are inseparable. Finally, pruning is
carried out to reduce the scale of tree structure, in order to
prevent DT from overfitting [21].

The ID3 algorithm uses the information gain of attri-
butes as the criterion of node selection and considers that
attributes with high information gain are good attributes.
Both ID3 and C4.5 algorithms use the concept of informa-
tion entropy, and the C4.5 algorithm uses information gain
rate instead of information gain as the standard for deter-
mining test attributes. The branch nodes generated in this
way are generated by different attributes, and each branch
represents a subset of samples.

The DT algorithm can obtain DT with less instability by
segmentation technology. Let S set have s sample data and s
class attributes with different values: Ciði = 1, 2,⋯,mÞ.

Assuming that the number of samples in class Ci is sj,
the total information entropy for this sample is

I s1, s2,⋯,smð Þ = −Pi log2 Pið Þ: ð2Þ

The probability that the sample belongs to Ci is
expressed as Pi or si/s.

Then, it is required that the calculated entropy value
should be smaller. So for a subset f that has been given
now, calculate its expected value as

I f1j, f2j,⋯,f mj

� �
= −〠

n

j=1
Pi log2 Pij

À Á
: ð3Þ

Now suppose that the coordination degree of a decision-
making system such as S = ðU , C ∪D,V , f Þ; then, X⟶D
can be expressed as CONðX⟶DÞ; then, the decision-
making coordination degree is

CON X⟶Dð Þ = X ∪Dj j
Xj j , ð4Þ

where jXj = INDðXÞ represents the cardinal number of
INDðXÞ ⊆U ×U . And jX ∪Dj/jXj indicates the possibility
of randomly taking out two rules with the same antecedents
and successors in the decision-making system.

However, when calculating the gain of attribute informa-
tion with the ID3 algorithm, logarithmic operation is used,
so the computational complexity is reduced, so the original
ID3 algorithm is improved accordingly.

The specific algorithm flow is as follows:

(1) Compare the coordination degree of all attribute
decisions

(2) Calculate the information gain of attributes with
similar decision coordination degree

(3) Select the attribute with the highest degree of coordi-
nation as the split node

(4) Recursive call is used until the conditional attribute
is null, and finally DT is generated

SVM (Support Vector Machine) is a supervised machine
learning algorithm; that is, it is necessary to train the train-
ing samples to obtain the optimal classification hyperplane
and then classify according to the training results.

Assuming that there are k neighbor samples in the
neighbor sample subset Xi of the sample, the neighbor sam-
ple density function is as follows:

zi = 〠
k

i≠j

1
dij + a

, dij ≤ e1, i = 1, 2,⋯, numX: ð5Þ

Among them, a is a small penalty constant in order to
process samples with the same value.

Let Xi = fXi, i = 1, 2,⋯,mg be the data sample set, where
the data sample Xi has the same dimension, all of which are
d-dimensional vectors. The result of clustering is to find a
reasonable partition D = fD1,D2,⋯,Dkg, and make the par-
tition satisfy the following relationship:

X ∪
k

i=1
Di,

Di ≠∅  i = 1, 2,⋯,kð Þ,
Di ∩Dj =∅  i, j = 1, 2,⋯,k, i ≠ jð Þ:

ð6Þ

The PSO (particle swarm optimization) algorithm is
widely used in practice because of its advantages of fast con-
vergence, simplicity, and high precision. The PSO algorithm
is applied to the simplified support vector of SVM to obtain
a new algorithm—PSO_SVM. The number of support vec-
tors obtained by training SVM is the dimension of particles,
and each particle has its position and velocity. The position
represents the membership degree of the sample, and the
velocity changes the membership value.

The location of each particle is composed of the cluster
centers of k classes. Because the data sample is a d-dimen-
sional vector, the dimension that determines the location
and velocity of the particle is k × d. The calculation steps of
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individual fitness value are as follows:

Zr =
1
nr

〠
∀xi∈Cr

xi, ð7Þ

where nr is the number of samples in cluster r.
The training sample set is processed and PSO_SVM is

trained to get the support vector set, and the average classi-
fication error of the test set is used as the fitness value of par-
ticles. The fitness function is defined as

Fitness = 1
M

〠
M

i=1
f i − yið Þ2, ð8Þ

whereM is the number of samples in the test set, f i is the
predicted value, and yi is the actual value. From the above
formula, the smaller the particle fitness value, the better.

The flow of the PSO_SVM algorithm is shown in
Figure 5.

(1) Calculate the distance between two kinds of samples
and their class centers

(2) Obtain a fuzzy candidate support vector set

(3) Train PSO_SVM for the subset of support vectors
selected by each particle to obtain a decision
function

(4) Update the particle swarm optimization algorithm to
obtain a set of new membership values

(5) Judge whether the loop stop condition is met, ending
when the adaptive value is no longer changed, and
output the result; otherwise, go to step 2

(6) The output result is used to train PSO_SVM, and the
decision function of reduced support vector is
obtained, and the decision function is used for
classification

4. Result Analysis

Data analysis and mining are the core of the system. It is
divided into two parts: one part is to make a preliminary
analysis of the evaluation data by using the traditional statis-
tical calculation method and give a quantitative result in the
form of a specific score for each teacher’s evaluation result.
The other part is to apply DM technology to mine and ana-
lyze the collected evaluation data, discover useful knowledge
hidden in the data, and extract it for schools and related
teachers to learn from. Combined with the teaching data
and information of the school, advanced network informa-
tion technology is introduced and applied to school educa-
tion management, teaching evaluation, paperless
examination, teaching records, students’ inductive learning,
and teachers’ teaching technology analysis.

The DT algorithm can dig out the potential relationship
between physical measurement data and students’ daily
behavior habits. The association rule is to mine the associa-

tion among factors in the physical measurement data. Based
on the data information obtained after data preprocessing,
the attribute of “cardiopulmonary function” in college stu-
dents’ physical fitness assessment table has two different
values. Calculate the information profit rate of each attribute
according to the formula. The calculation results are shown
in Table 1.

When generating DT, the DM algorithm did not take
into account the problems of data missing and noise in the
actual process, so it needs pruning after generating DT.
Pruning mainly simplifies the DT model by controlling the
size of the tree, so as to avoid overfitting phenomenon to
some extent. After the repeated branches are removed, the
stability and readability of DT model are greatly improved.

The ID3 algorithm is improved and demonstrated by the
degree of decision coordination, and the training sample set
is tested by two different methods. Each method carries out
20 experiments on each group of data, and the average value
of all experimental data is obtained by calculation, thus
ensuring the universality of the experimental data. The
experimental data are shown in Figures 6 and 7.

According to the above two charts, although the accu-
racy of the algorithm will decrease with the increase in data
in the sample set, the improved algorithm is better than the
original ID3 algorithm in both time and accuracy.

Endurance is divided into aerobic endurance and anaer-
obic endurance. In the process of physical education curric-
ulum design, the training of endurance quality should be
reasonably arranged according to the characteristics of each
event. In the process of PET, different special teaching con-
tents are different, and the intensity of stimulation to stu-
dents, the development of students’ physical quality, and
the development of muscle groups are also different. In the
process of PET, the modules corresponding to special teach-
ing contents should be scientifically divided, and students’
physical quality should be rationally developed through spe-
cial exercises.

Iterate the
particles

Y

N

Initialization
parameters

Output optimal
individual

End of
iteration?

Sample the
particles

Select the
optimal solution

Adjust the
parameters of PSO

Get a new
cluster center

Figure 5: PSO_SVM algorithm flow.
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Through testing the evaluation index of students’ speed
quality (100m), it is found (Table 2): before and after the
experiment, the average test scores of 1000m in the control
group and the experimental group are the same, both of
which are 7.6 s. After the experiment, the score of the exper-
imental group increased to 7:2 ± 0:6 s, which was signifi-

cantly different from that of the same group before the
experiment. The score of the control group decreased by
0.4 s and increased to 7:1 ± 0:7 s. There were significant dif-
ferences in the test results before and after the experiment.

During the entrance test, students’ mastery of 100m
running skills is not reasonable enough, and their achieve-
ments are affected to some extent. To some extent, students’
100m running skills are positively transferred, and their
skills are developed, which is conducive to the improvement
of their achievements. In addition, the special basketball
practice has promoted the development of students’ physical
quality to a certain extent, especially their reaction speed and
moving speed, thus further promoting the development of
students’ speed quality.

With the increasing workload and difficulty of physical
education teachers, teachers need to carefully analyze the
characteristics of sports events, rationally plan teaching con-
tents, scientifically design teaching actions, constantly
absorb advanced teaching ideas, blaze new trails, and strive
to improve their comprehensive quality; At the same time,
physical education teachers are required to have high profes-
sionalism, selfless dedication and improve their professional
ethics.

With evolutionary algebra MaxT = 40, the relationship
between evolutionary algebra of new algorithm PSO_SVM
and K-means algorithm and optimal fitness and interclass
dispersion sum is compared. Figure 8 shows the analysis of
the standard data set Iris.

It can be seen that the optimal fitness value of the new
algorithm PSO_SVM rises stepwise and reaches the optimal
fitness when the evolution algebra is about 20. While the K
-means algorithm has a high optimal fitness value in the first
few generations of evolutionary algebra, but the fitness
changes slowly in the later evolutionary algebra.

Compared with the traditional K-means algorithm, the
improved PSO_SVM algorithm can achieve smaller inter-
class dispersion sum, can achieve the optimal fitness value
in less evolutionary algebra, and has higher accuracy of clus-
tering results, but the stability of the algorithm needs to be
further improved.

Three two kinds of data sets in the UCI database are
used in this experiment. For the convenience of comparison,
the parameter selection methods of the three algorithms are
consistent with (1), and the training time, classification time,
and classification accuracy are verified by 10 times and 50%
cross-validation for the three data sets. The classification
results of our algorithm and the other two algorithms are
shown in Figures 9 and 10.

It can be seen that the training time and classification
time of this algorithm are obviously improved. Compared

Table 1: Physical fitness data calculation results.

Calculation project Diet Work and rest Habit Importance of physical education

Subset expected information value 0.9332 0.9022 0.8871 0.9654

Information gain value 0.0041 0.0369 0.0805 0.0071

Split information value 0.8869 0.7748 0.9216 0.9975

Information gain rate 0.0054 0.0412 0.0884 0.0077
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with SVM and K-means, the training time of this algorithm
is increased by 54.26 s and 55.69 s, respectively, and the
accuracy rate is increased by 35.62%. It can be seen that
the training speed is improved by reducing the number of
training samples by preselecting candidate support vectors,
and the classification speed is improved by using PSO to
reduce support vectors.

Some data sets can achieve the best classification effect
with fewer support vectors, and the accuracy of data set 4
has lost 0.08% relatively. This may be due to the fact that
the support vector set obtained by training PSO_SVM in
data sets is already sparse, and there is no need for reduction.
However, on the whole, the algorithm in this paper improves
the training speed and classification speed while ensuring
the same classification accuracy.

Appropriate exercise load means that the exercise load of
teaching content in PET process should be within the range
suitable for strengthening students’ physique. The determi-
nation of physical education curriculum load intensity needs
to be determined according to the teaching objectives, teach-
ing contents, teaching objects, teaching environment and
other factors. The new modular PET structure mode is
aimed at students’ individual differences, and set up different
difficulty training methods to ensure that all students get full
exercise; according to students’ interests and hobbies, elec-
tive courses of different sports events are set up, and targeted
modular design is carried out to fully arouse students’ inter-
est in learning. By effectively recording the teaching methods
of physical education teachers and combining with students’
academic achievements, this paper analyzes the relationship
between them.

5. Conclusion

With the help of DM technology, in-depth research on
sports industry data is not only of high scientific research
value, but also of great social significance, which can greatly
promote the development of sports informatization. In this

Table 2: Experimental results of students’ 100-meter running.

Group
Experimental

stage
Mean time

(s)
Change value

(s)

Experimental
group

Before
experiment

7:6 ± 0:5
0.7

After the
experiment

7:2 ± 0:6

Control group

Before
experiment

7:6 ± 0:4
0.4

After the
experiment

7:1 ± 0:7
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Figure 8: The relationship between evolution and individual
optimal fitness.
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College students are a special group of society, having received university education and being at the forefront of new ideas and
technologies in society. The basic psychological characteristics common to modern college students and the unique role
psychological characteristics of ordinary students are the two major group factors. The basic psychological factors include
cognition, personality, and social adaptive behavior. Hierarchical analysis (AHP) is a scientific method for assessing and
identifying problems, correlating quantitative treatment of problems with qualitative analysis, and is well suited for
semistructured or unstructured decision-making problems. This paper preliminarily studies the structure of College Students’
psychological quality under the background of localization and the construction method of College Students’ psychological
quality evaluation model based on analytic hierarchy process. It is proposed to introduce the hierarchical analysis method into
the behavioral assessment model of college students’ psychological disorders as the entry point. A model was built to help
college ideological and political educators determine whether college students have psychological disorders and disorders
provide important insights. The results showed that the split-half reliability of this constructed method was 0.782, and the
retest reliability was 0. The standard deviation of the coefficients among all the test subjects was 0.842, indicating that there is
a positive correlation between the coefficients. The standard deviation of the coefficients between all test subjects was 0.842,
indicating good confidence. Therefore, the model can objectively assess the psychological state of college students and realize
the quantitative safety psychological assessment of college students, which is useful for reference in the implementation of
teaching decisions.

1. Introduction

College students are the hope of social development, and
their healthy growth is directly related to the future political,
economic, and technological development of the country [1].
The research on the evaluation of school mental health edu-
cation curriculum will directly affect how to establish the cur-
riculum objectives of school mental health education [2], as
well as a series of theoretical research and practical issues
such as how to write school mental health curriculum mate-
rials, how to implement school mental health curriculum,
and how to implement school mental health curriculum
[3]. Their social environment and physiological age deter-
mine that the four years of college are a critical period in their
life development. During this special period, college students

often face many common psychological problems, such as
emotional instability and self-awareness bias [4]. With the
increasing prominence of the problem of psychological dis-
orders among college students, it has many negative effects
on students themselves, their families, schools, and society
[5]. If it is not effectively addressed in time, it will affect the
fairness of education, the healthy growth of college students,
and the stability of universities and society [6].

The AHP algorithm is a hierarchical, structured, qualita-
tive, and quantitative decision-making method [7]. It
enables the combination of qualitative and quantitative,
expresses people’s subjective judgments in quantitative form,
and uses hierarchical structure and judgment matrix as a
processing tool to systematically provide decision makers
with decision results [8]. A key step in hierarchical analysis
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is the construction of a decision matrix and the calculation
of ranking weights for each comparison element in the deci-
sion matrix [9]. However, one of the biggest drawbacks of
psychometric tests is that subjects must be truthful about
their thoughts [10]. In fact, many students are reluctant to
reveal their inner world to others, leading to inaccurate
results [11]. Therefore, the study of the theory and methods
of decision analysis is not only of theoretical importance for
the development of management science, but also of practi-
cal importance for solving many complex decision problems.
In particular, a quantifiable and practical measurement tool
that can be used to measure psychological quality is impor-
tant [12]. Cultivating college students into builders and suc-
cessors of the socialist cause with Chinese characteristics
requires the widest sharing and fastest development of col-
lege students’ psychological quality assessment and deeper
information mining in all aspects [13]. College students will
inevitably face various psychological conflicts and contradic-
tions. Without timely and effective guidance and interven-
tion, they can lead to serious psychological disorders and
tend to passivity and laziness [14]. Some students can be
screened by psychological tests, but others cannot be judged.
The optimal treatment period is delayed because psycholo-
gists must wait until they detect abnormal behavior before
they can be sent to a psychotherapy center [15]. Therefore,
it is necessary to analyze the collected information through
a scientific system of early warning indicators and risk
assessment models to understand the psychological state of
students in time to prevent problems before they occur.

The innovation points of this paper are as follows:

(1) It has studied the comprehensive quality assessment
of college students, analyzed the current situation of
comprehensive quality assessment of college stu-
dents, and made a useful reference for constructing
a new assessment system

(2) The psychological assessment of college students is
taken as a separate task, so that the school can
understand the psychological problems of college
students more intuitively and have an objective point
of view in the continuous use and improvement. Stu-
dents’ comprehensive situational awareness in all
aspects can be observed

(3) Using the hierarchical analysis method, the corre-
sponding index weights are set and a more detailed
evaluation index system is constructed, taking into
account the needs of college students at different
levels of society

The research framework of this paper contains five
major parts, which are arranged as follows:

The first part of this paper introduces the background
and significance of the research and then introduces the
main work of this paper. The second part introduces the
work related to the construction of the psychological quality
assessment model for college students and the application of
AHP to psychological quality assessment. The third part of
the paper introduces the method of constructing the hierar-

chical model and the overall design method of the psycho-
logical quality assessment model, so that the readers of this
paper can have a more comprehensive understanding of
the construction method of the AHP-based psychological
quality assessment model for college students. The fourth
part is the core of the thesis, from the theoretical analysis
of AHP applied to psychological quality assessment and
the group decision AHP analysis, to complete the descrip-
tion of AHP and its improvement analysis of psychological
quality assessment. The last part of the thesis is a summary
of the full work.

2. Related Work

2.1. Construction of Evaluation Model of College Students’
Psychological Quality. The evaluation of school mental
health education programs plays a very important role in
the implementation and operation of school mental health
education programs, but there are various misunderstand-
ings and difficulties in the theoretical research and practical
operation process. At this stage, there are more research
results on school mental health, but they are mostly focused
on educational curriculum, psychological counseling, and
psychological crisis intervention programs. Few mental
health education activities are available. So this paper
addresses this situation and conducts a more comprehensive
and in-depth theoretical research and practical discussion on
the construction of the student psychological quality assess-
ment model.

Yin defines psychological quality as “a complex whole
that includes cognitive ability, needs, interests, motivation,
emotions, will, personality and other non-intellectual factors
in an organic way, with the development of human self-
awareness as the core and the positive and social develop-
ment as the unified value-oriented” [16]. Wang and Park
believe that in the evaluation of mental health education cur-
riculum, the goal oriented evaluation is not desirable, and
the process oriented evaluation should be adopted [17].
Wang et al. theoretically analyzed psychological quality
assessment and suggested that students’ psychological qual-
ities include positive attitudes toward life, positive self-con-
cept, dedication and responsibility, caring and cooperation,
intelligence and creativity, practice and survival, frustration
tolerance, and perseverance [18]. Zala et al. developed a
manual of behavioral medicine scales, such as the Anxiety
Self-Assessment Scale and the Depression Self-Assessment
Scale, and used the result scores of the scale questionnaire
method as a basis for judgment to evaluate the psychological
quality of the subjects [19]. Zala et al. suggested that psycho-
logical quality assessment could be a breakthrough in the
localization movement of Chinese psychology, and that the
study of psychological quality of college students could be
a unique growth point in the localization of Chinese psy-
chology [19]. The study of psychological quality of college
students can be a unique growth point in the process of
localization of Chinese psychology [20].

Therefore, it is important to devote to counseling stu-
dents with psychological disorders or illnesses to improve
their psychological tolerance, social adaptability, and
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frustration tolerance, so that they can continuously adjust
themselves to society, but at the same time, there is no atten-
tion to their creative ability, which to some extent curbs their
thinking and ability to transform society.

2.2. Application of AHP in Psychological Quality Evaluation.
University students are a special social group; compared
with the general group, they are more youthful and ener-
getic, with clearer life goals and higher ideal ambitions.
Through the exploration and research of mental health stan-
dards, we found that many scholars in China previously
used a variety of evaluation standards when conducting
mental health research due to the lack of unified mental
health standards for college students. Moreover, most of
them refer to the mental health standards of ordinary people
in the process of research, which leads to great variability of
research results. Therefore, we should use AHP to construct
the framework of the evaluation index system of college stu-
dents’ mental health education, assign weights to indicators
at all levels, and derive the basic model of the evaluation
index system of college students’ mental health education,
in an attempt to provide a realistic reference for colleges
and universities to carry out the work of college students’
mental health education.

Ding and Yu proposed that the evaluation system of psy-
chological education courses includes the measurement and
evaluation of psychological functions, analysis of activity
results, product analysis, and analysis of introspective mate-
rials [21]. Roncaglia made a rigorous mathematical deriva-
tion of the method of finding the weighted comprehensive
ranking vector under group leapfrog [22]. Power et al. pro-
posed a statistical test method to test the consistency of judg-
ment matrix. The key is to design “Statistics” and make
assumptions about the distribution of “Statistics” [23]. Vik-
torenko introduced the method of using data envelopment
analysis to obtain the weight ranking of judgment matrix
in AHP, discussed its feasibility, and verified the wide appli-
cability of the model through an example [24]. Pu solved the
weights by geometric mean method and proposed a new
consistency test method with a critical value indicator, but
the method is only suitable for specific weight solving
methods and has poor applicability [25].

Applying AHP, the relevant factors and their interrela-
tionships were screened, the relative importance between
the decision schemes was determined by two-by-two com-
parison, the judgment matrix was constructed, the impor-
tance ranking weight coefficients among the factors were
solved hierarchically, and the stochastic consistency index
of the judgment matrix was calculated, by which the evalua-
tion model of psychological disorder-induced behavior of
college students was constructed.

3. Construction Method of Evaluation Model of
College Students’ Psychological Quality
Based on AHP

3.1. Method for Construct Hierarchical Model. The hierarchi-
cal model of psychological measurement refers to the use of
scientific psychological test scales to collect information on

the evaluation of school mental health education programs,
to measure students’mental health, and to diagnose whether
the level of students’ psychological development has
improved and increased and what problems still exist [26].
The core aspect of constructing a two-by-two comparative
judgment matrix type AHP and a good judgment matrix
directly affects the objectivity of the ranking [27]. Due to
the different types of information carried by the set indica-
tors, each indicator subsystem and specific indicator items
play different degrees in the process of describing a social
phenomenon or social condition. Therefore, the comprehen-
sive index value is not equal to the simple sum of the subin-
dicators, but a weighted summation relationship is as
follows:

S = 〠
n

i=1
wif i Iið Þ, i = 1, 2,⋯, n: ð1Þ

f iðIiÞ denotes some measure of Ii. wi is the weight value
of each index.

Therefore, in the process of practical application of AHP,
it is necessary to conduct a special study on the construction
of psychometric hierarchical model in the construction of
judgment matrix. The principle of application of object-
oriented technology is to simulate human habits of thought
as much as possible, to get as close as possible to the
methods and processes of human understanding and prob-
lem solving. The systematic procedure of the hierarchical
model is shown in Figure 1.

First, when applying AHP to solve problems, it is impor-
tant to analyze the relationship between the various factors
involved, to understand and analyze the problem under
study and the specific environment in which it is located.
It is mainly used to complete the self-assessment of the psy-
chological quality of the students according to their actual
situation through various self-assessment scales in the sys-
tem, as well as the possibility of dialogue with the teacher
in the form of messages [28]. There is a certain association
between factors in the step hierarchy model. Multiple levels
are formed by factors according to a certain relationship,
the next level of factors is a refinement of the previous level
of factors, and the previous level of factors serves as a guide-
line to govern the next level of related factors. When AHP
decision-making evaluates a complex system or problem,
what one needs to determine is the goal, the factors affecting
the goal, the alternatives, etc. Among them, determining the
individual factors affecting the goal is the key to decision
evaluation. The absolute value is compared with the speci-
fied threshold, and the part less than or equal to the thresh-
old is 0. The part greater than the threshold is the difference
with the specified threshold, which is the soft threshold
denoising. The calculation formula is as the following equa-
tion:

ωλ =
sign ωð Þ½ � ωj j − λð Þ, λj j ≥ λ,
0, ωj j < λ:

(
ð2Þ
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Independent variable analysis can finally obtain inde-
pendent components by analyzing the high-order character-
istics of signals. Suppose a mixed signal XðkÞ is composed of
m dimensional observation signal vector:

x kð Þ = x1 kð Þ, x2 kð Þ,⋯, xm kð Þ½ �T : ð3Þ

Solving the relative weight of each level index subsystem
or index item according to the judgment matrix is mathe-
matically the problem of calculating the maximum eigen-
value of the judgment matrix and its corresponding
eigenvector. Take the judgment matrix H as an example,
that is,

HW = λW, ð4Þ

where H is the judgment matrix and W is the feature
vector.

Second, the problem is split and summarized to make
the analysis process organized and hierarchical. The crite-
rion layer contains each criterion that affects the goal of
decision evaluation, and there are generally two relation-
ships between the criteria: independence, in which the same
layer is independent of each other and does not affect each
other, and dominance, in which the factors in the upper
layer dominate the relevant factors in the lower layer [29].
The credibility of the judgment matrix given by the experts

using hierarchical analysis varies due to their different
knowledge levels, structures, and degree of understanding
of things. Assuming that there are k experts, the expert
weights are obtained using the following equation:

pi =
1

1 + ∂CRi
i = 1, 2, L, kð Þ: ð5Þ

In addition to the basic student management system
functions, a student psychological early warning function
has been added, with the help of a scientific early warning
indicator system and a risk assessment model, through data
analysis of the collected information. It provides timely feed-
back on students’ study, thought, and psychological status in
each semester during their school years, and improves reli-
able data for student work to prevent problems before they
occur. Therefore, the database of this system is constructed
as shown in Figure 2 below.

There are many interrelated and interacting factors
within a complex system or problem [30]. These factors
are intricate and not completely independent of each other,
but with some simplification, the influencing factors of the
model objectives can form a hierarchical structure that sim-
plifies the decision-making in the analysis of a complex sys-
tem or problem.

Finally, a hierarchical model is constructed through close
collaboration between operation researchers, decision

Begin

User login

Was it successful?

No

Yes

AHP algoritham generates test
paper

User submission

Results of examination
paper

End

Group module

Figure 1: Block diagram of hierarchical model program.
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makers in talent assessment, and human resource practi-
tioners. Among them, cognitive and personality factors are
implicit in nature and are eventually expressed through the
outward expressions of people’s words, expressions, and
behaviors in various activities and are observed, recognized,
and understood. Through the statistical and generalization
of these index elements, the structure, hierarchy, function,
and contact of the evaluation system are examined compre-
hensively, and theories from management, psychology, and
talent science are used to verify and justify, and necessary
modifications and additions are made.

3.2. Overall Design Method of Psychological Evaluation
Model. AHP is suitable for decision problems with more
complex structures and multiple decision criteria that are
not easily quantifiable. However, AHP also suffers from the
objective fact that it cannot overcome the cross-
correlations that usually exist between decision layers and
between evaluation indicators. Decision makers are usually
unable to quantify the specific weighting between some spe-
cial factors, and the criterion level usually has a multilayer
structure with a large number of influencing factors, so that
decision makers cannot comprehensively and objectively
determine the degree of influence of subfactors relative to
the upper-level factors. Therefore, only a scientific and rea-
sonable construction of a set of psychological quality assess-
ment model can accurately reflect the requirements of the
party and the state on the quality of college students and
can play the role of correct guidance, inspection, control,
and motivation.

First of all, various relevant information of students is
fed back to the thinking counselor or class teacher who is
responsible for managing that student in time, and at the
same time, various information records are analyzed, and
reports and graphs are issued. However, in the AHP assess-
ment process, the decision maker also needs to determine
the weight value of the guideline level-associated factors rel-
ative to the target level factors. Finally, the assembled results
are transformed into 1~9 scales according to the inverse

transformation.

F xð Þ = 1
x + 1 , x ∈ 0, 1, 2:::7, 8f g,

F xð Þ = −x + 1, x ∈ −2,−3,−4,⋯,−7,−8f g:

8<
: ð6Þ

Constructing the judgment matrix is a key step in apply-
ing AHP. The information basis of AHP is mainly the judg-
ments given by people about the mutual importance of each
element at each level, and these judgments are expressed
numerically and written in the form of a matrix, i.e., judg-
ment matrix. If the mean values of two matrices are equal,
it is necessary to compare their variances:

σ2s = 〠
k

l=1

Psl − Psð Þ
k − 1ð Þ , σ2t = 〠

k

l=1

Ptl − Ptð Þ
k − 1ð Þ : ð7Þ

After completing the calculation of the weight vector of
an element of a layer under the criterion relative to an ele-
ment of the previous layer, the last is for the synthetic weight
of each element relative to the total target layer, and let the
ranking weight vector of the k − 1 elements of the K − 1th
layer relative to the target layer be the following:

ω k‐1ð Þ = ω
k−1ð Þ
1 , ω k−1ð Þ

2 ,⋯, ω k−1ð Þ
k−1

� �
: ð8Þ

The basic idea of the matrix method is to use a certain
scale to represent the results of comparing two factors with
each other, so as to construct a two-comparison judgment
matrix. The decision problem is analyzed in detail, and all
the influencing factors are derived, and then, they are
grouped into different levels according to the different attri-
butes of each influencing factor, forming an orderly progres-
sive evaluation model layer by layer. The basic process is
shown in Figure 3.

Secondly, the system uses B/S approach to implement
some relevant functions and applications of psychometric
analysis and early warning system. Mathematical

Business exploraton

Information
exploraton

Determine the
subject domain

Determine the
relationship

Determine the
model

Determine the
attributes

Determine the
entity

Figure 2: The flow chart of database construction of the system.
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transformation is generally used to transform the judgment
matrix into a consistency matrix, but no consideration is
given to maintaining the original judgment information of
the decision maker in the improved model, which is crucial
for the adjustment of the judgment matrix. Geometric aver-
aging is performed on each row vector of the judgment
matrix, and then, normalization is performed. Firstly, the
product operation is performed on the elements of each
row of the judgment, i.e.,

Mi =
Yn
j=1

aij

 !
1
n
, ð9Þ

in which i = 1, 2,⋯, n. And then, normalizing

ωl =
Ml

∑n
l=iMl

, i = 1, 2,⋯, n: ð10Þ

The modeling principle of diversified data collection is
adopted, through multiple levels such as theoretical orienta-
tion, professional orientation, and personal orientation,
while the Student Contingent Psychological Qualities Ques-
tionnaire is administered to different groups such as educa-
tional scholars, college teachers, student workers, personnel
managers, and senior college students. The elements in the
upper level have a dominant effect on all or some elements
in the adjacent lower level, i.e., all or some elements in the

lower level are a subdivision of an element in the upper level,
so that an ordered recursive assessment model can be con-
structed. Its output can be tabulated:

y = f 〠
n

j=1
wjuj − θ

 !
= f 〠

n

j=0
wjuj

 !
, ð11Þ

where uj is the j input of sensor.
Finally, the relational database system was used to estab-

lish a database to store basic information, such as depart-
ments, counselors, class teachers, and students, as well as
information of each assessment system and related assess-
ments. The questionnaire was administered to different
types of college students at the same time by using a self-
assessment scale, and then, the structure of college students’
actual psychological quality was constructed based on the
collected information, and the actual differences between
undergraduates and masters students were compared inter-
nally. It is a feed-forward network in which the input and
output of each neuron are discrete values, and the output
of each neuron is determined according to the threshold
function after weighting and summing its input. Based on
the developmental age of college students’ psychological
quality and the inspiration of “nearest developmental zone”
theory, the actual psychological quality structure of college
students is compared with the contingent psychological
quality structure.

Server

Tomcat

Servelet API Edit processor

Database

Send a browse
request to the server

Return to the page
to respond

Client

Page display JSP

Figure 3: System structure realization flow chart.
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4. AHP of Psychological Evaluation and Its
Improvement Analysis

4.1. Theoretical Analysis of Applying AHP to Psychological
Quality Evaluation. AHP can quantify some qualitative
problems that are difficult to quantify on the basis of strict
mathematical operations and synthesize some quantitative
and qualitative mixed problems into a unified whole for
comprehensive analysis. The values of the elements in the
judgment matrix reflect the decision maker’s subjective per-
ception and evaluation of the relative importance of each
factor based on the objective reality. The basic idea of AHP
is “decomposition before synthesis,” which can be clearly
seen from the steps of its use. AHP can be applied to this
type of system or problem to better show its advantages,
and it can also be used to analyze and evaluate more com-
plex systems or problems. The eigenvectors and the maxi-
mum eigenroots of the judgment matrix are calculated
using the eigenvalue method in order to calculate the maxi-
mum eigenroots for the total objective, taking the parameter
values of 10 and 20, corresponding to the eigenvectors and
eigenvalue pairs as shown in Figures 4 and 5 below.

Firstly, the factors involved in the problem are classified,
and all factors are divided into target layer, criterion layer,
and solution layer (also called measure layer in some litera-
ture) to find out the interrelationships and construct an
ordered recursive hierarchy. The eigenvectors corresponding
to the largest characteristic roots of the judgment matrix are
solved first and then normalized to obtain the relative
weights of the indicators in this layer corresponding to the
indicators in the previous layer. A variety of extensions can
also be applied, for example, data types, addition of new
functions, aggregation functions, operators, procedural lan-
guages, and indexing methods. The judgment matrix con-
structed by the consistent matrix method is a comparison
that represents the relative importance of all factors in this
level against a factor in the previous level. Based on a factor
of the previous level, it has a dominant relationship with the
factors of the next level, and the relative importance of the
factors of the next level is compared between two and two,
and a certain score is assigned to it. So far, the decision
maker can easily check whether the judgment matrix has
order consistency and improves the judgment matrix that
does not have order consistency. Among the three factors
that can have an impact on the total target, bandwidth, time
delay, and movement speed, bandwidth is the most impor-
tant one among them, followed by the requirement for
movement speed, and finally, time delay. The comparison
of the weights of bandwidth, time delay, and movement
speed under different scheme numbers is shown in
Figure 6 below.

Secondly, the relative importance of each decision option
under different criteria and total criteria is calculated by the
decision maker’s comparative judgment of the importance
of each factor. Through expert analysis of the ratio of the
influence of each two indicators on the target layer, the pro-
cessing of data, and the recognition of each indicator, the
judgment matrix is obtained, and then, the standardized
(corresponding to the maximum eigenvalue) eigenvector of

the matrix is calculated to find out the weight of each indica-
tor on the target, and the consistency test is performed. The
weight coefficients of each indicator must be scientifically
and reasonably specified according to the actual situation,
so as to ensure the correct evaluation results are obtained.
When it is used for two-class model classification, it is equiv-
alent to using a hyperplane in a high-dimensional sample
space, separating the two classes of samples.

Finally, the superiority ranking of the decision alterna-
tives is derived. The server side generates the tree by receiv-
ing and analyzing the various query requests transmitted by
the client, then performs data retrieval on it, and formats the
results for output, and finally returns the results to the client.
The experts quantify the importance of each index in this
level relative to a certain index in a higher level by compar-
ing them two by two according to the 9-scaled method in
AHP, determine their corresponding importance, rank them
and obtain the relative weights, and establish a judgment
matrix. If the input patterns are linearly separable sets, the
algorithm must converge if there exists a hyperplane that
can separate them. If the input patterns are linearly indistin-
guishable sets, the single-layer perceptron cannot perform
the correct classification.

4.2. Group Decision AHP Analysis. Group decision AHP is a
scientific evaluation method that integrates the group deci-
sion method with AHP. This is a key step in AHP. After
establishing the recursive hierarchy, the juxtaposition and
subordination of the elements are determined, and the deci-
sion maker can then make a judgment for the two-
comparison relationship of the elements. The group decision
AHP breaks through the limitations of traditional evalua-
tion, so that students are no longer isolated from evaluation
but are provided with an opportunity to learn, so that they
can judge their own progress and whether their psychologi-
cal quality has been improved and developed. There is a cor-
relation between students’ psychological quality and social
work, i.e., whether students take up social work or not have
a certain influence on psychological quality. The comparison
of the degrees of freedom and the Levin’s variance of the
mean difference under different characteristic values is
shown in Figure 7 below.

First, multiple experts are invited to evaluate an assess-
ment task at the same time to minimize the role of individ-
ual subjectivity, reduce the bias in the assessment results,
and make the assessment results more accurate. The method
of obtaining relative weight vectors using least squares is
highly adaptable, and the computational effort is effectively
reduced. There are many ways to divide a scale into two
halves (e.g., by the difficulty of the question, by the parity
of the question number, and by the content of the question),
so the same scale will have different half confidence values.
In this study, 100 test questions were divided into two halves
according to the content of the questions and the data are
shown in Table 1.

Usually there is only one element, and below the target
layer is the criterion layer, which is a collection of factors
that affect the target. Usually there are multiple levels of cri-
terion layers, which means that sublevels can be established
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between the criterion layers, and the sublevels are subordi-
nated to one of the elements in the main level. Simulation
data are generated through external simulation, then manual
statistical calculations are performed, and the results of sta-
tistical analysis of the simulation data are compared and
analyzed in the system. The consistency test is performed
on the maximum eigenvalues of the judgment matrix, and
if the consistency requirement is satisfied, then only the
eigenvectors corresponding to the maximum eigenvalues
need to be normalized, which are the final ranking weights.
It is considered that there is a significant difference in the
psychological quality of the investigated students who are
working as social workers or not, which further indicates
that whether students are working as social workers or not
have a more significant effect on their psychological quality,
and the Levin variance under different eigenvalues is shown
specifically in Figure 8.

Second, the implementation of the group decision
AHP requires a combination of the algorithm’s own pro-
cess and an auxiliary assessment and evaluation system.
Because of the variety of split-half methods in split-half
reliability and the less stable results obtained, it is rela-
tively more accurate to use the α coefficient as an estimate
of the internal consistency of the scale. The results are
shown in Table 2 below.

The split-half reliability of this construction method is
0.782, the test-retest reliability is 0 813, and the standard
deviation of α coefficient between all test objects is 0 842,
which shows that this method has good reliability.

The smaller the calculation consistency index CI and CI,
the greater the consistency, and vice versa. In the testing, we
test the basic operations such as adding, modifying, and
deleting in the system so as to ensure that the system can
operate correctly. The use of 1-9 scales as the result of
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two-by-two factor comparison is also another reason for the
deviation of the judgment matrix from consistency, and as
the matrix order increases, the more difficult it is for the
established judgment matrix to converge to complete consis-
tency. Thus, when analyzing the order consistency test
method of the judgment matrix, the judgment matrix of 1-
9 scales is transformed into 0-1 matrix according to certain
rules, thus simplifying the test method.

Finally, the data saved in the database needs to be
assigned to the assessment model corresponding to the
assessment task during the calculation of the method; other-
wise, the calculation cannot be performed. The selection of
the appropriate kernel function is the key factor, and it is
necessary to apply the verified kernel function instead of
the inner product according to the characteristics of the
solution problem. The kernel function operation will trans-
form the dot product operation of the high-dimensional fea-
ture space to the original space of low-dimensional features.
After completing the assembly of the expert data, the upper
half of the assembled matrix is converted into the full matrix,
and the hierarchical single ranking and the hierarchical total
ranking are performed by finding the maximum eigenvalue
and the corresponding eigenvector for the full matrix to
obtain the ranking results of the final solution.
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Table 1: Split-half reliability with 100 topics.

The first part The second part

Split-half reliability value 0.562 0.498

Kehlenbach 0.44 0.38

Alpha coefficient 7.263 8.452
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5. Conclusions

Modern society belongs to the era of information, and the
rapid development of information technology and its pop-
ular application in all walks of life and all fields have
brought radical changes to human society. Higher educa-
tion has changed from elite education to mass education,
and the student source of colleges and universities has
become diversified and multilevel, and the problem of psy-
chological disorders among college students has become
more and more prominent. The traditional structure of
psychological quality is only limited to a static form and
is studied in isolation outside its “bio-ecological” environ-
ment. AHP can be used not only quantitatively but also
qualitatively, combining quantitative and qualitative
approaches to decision-making processes. Also, AHP can
be refined in its classification, specifically in the psycholog-
ical evaluation of security of a certain category of staff
with commonality, and adjust parts of the evaluation
model for the commonality and characteristics of a special
group. The article proposes the construction method of
the AHP-based psychological quality assessment model
for college students, using AHP to decompose the complex
target system into multilayer indicators. And by applying
the theory of AHP to psychological quality assessment,
the group decision AHP is studied to find the index
weights of each layer, which is used to judge the relative
rationality of the index system. The AHP-based psycholog-
ical quality assessment model of college students can help
to evaluate students’ safety psychological state quickly and

efficiently and can find out the safety psychological “short-
comings” of each student, which can be used as a refer-
ence basis for relevant departments to formulate accident
prevention measures and has a certain reference effect on
students’ safety.
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With the continuous improvement of living standards, the rapid development of tourism, and increasing maturity of traveler
behavior, tourism has become an essential part of people’s daily life. Also, in recent years, with the continued development of
economic and global integration, coordinated development has become a global trend. After more than 30 years of
development and exploration, rural tourism in China is increasingly diversified. The accelerated development of a new socialist
countryside and the integrated development of urban and rural areas provide important options for urban residents to escape
from their habitual environment and seek leisure, comfort, and relaxation. Meanwhile, rural tourism development is based on
certain resources and has a great coupling relationship with China’s urban and rural development. As a result, rural tourism
has long become a hot issue for academic research. However, with the continuous promotion of rural revitalization, rural
tourism in China has presented some serious problems such as resource overdraft. These issues have caused serious harm to
China’s rural tourism resources and cultural heritage. On this basis, it is necessary to view rural tourism development from the
perspective of coordinated regional development. Specifically, rural tourism resources should be characterized through a
method of character selection to sort out rural development paths. At the same time, the development of regional tourism
linkages for villages with shared source markets, dense location distribution, and similar landscape resources can effectively
avoid regional homogeneous competition, form complementary advantages, and achieve sustainable development of regional
economy, culture, and society. In addition, with the continuous development of information technology and computer
technology in recent years, the construction of digital countryside has been completed. In other words, the conditions are in
place to establish a rural tourism resource information platform that combines tourism information database and geospatial
framework. The establishment of rural tourism resources information system will meet the information requirements of
tourists and tourism management departments and lay the foundation of information technology for the development of rural
tourism. Therefore, this study combines multisensor and geographic information big data technology to explore rural tourism
resources. After that, based on the analysis of the evaluation results, specific regional overall linkage development strategies are
proposed in four aspects: coordinating regional resources, optimizing resource allocation, integrating spatial types, and
establishing regional brands. This can provide an effective strategic support for the diversified development direction of rural
tourism.

1. Introduction

As a new force in tourism, rural tourism has emerged as a
dynamic force in the rapid urbanization of cities and towns
[1]. With the penetration of foreign rural tourism ideas
and the subjective demand of domestic rural tourism, rural
tourism in China has developed significantly. With the con-
tinuous development of rural tourism, more and more stake-

holders have started to pay attention to the past, present, and
future of rural tourism [2–4]. Since 2005, there has been an
explosion of research results related to rural tourism, and
rural tourism has become a research hotspot in the tourism
field. As a large agricultural country with a history of thou-
sands of years of farming civilization, China has a vast terri-
tory and a large area [5]. However, due to differences in
ethnicity, climate, and region, villages with diverse spatial
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forms, diverse cultural components, and distinctive regional
characteristics have been formed over a long period of time.
Villages are seeing economic and humanistic activities
based on the natural geographic environment, and they
are the units of settlements with regional characteristics
formed by local residents during their long lives [6]. The
village is not a stable entity, but a product of the interac-
tion between human society and ecological environment
over a long period of time [7]. The landscape resources
are the most obvious and vivid potential development
resources of villages, which are the basis for distinguishing
from other regional characteristics and forming regional
personality [8].

With the continuous promotion of rural construction
under the rural revitalization strategy, rural tourism devel-
opment has become a proven development method for rural
conservation and development [9]. As shown in Figure 1,
the scenery in rural tourism is quite great. However, while
rural tourism development is vigorously advocated, the phe-
nomenon of similar models and mechanical replication of
mainstream development concepts is still common [10]. In
this context, a series of development problems such as one-
sided villages [11], environmental pollution [12, 13], and
disorderly development [14] have emerged. These problems
have caused great losses to many of China’s resource-rich
and richly endowed villages. In addition, the rapid develop-
ment of rural tourism has exacerbated the incongruous ten-
dency to change the rural landscape while increasing
economic income [15]. After all, landscape resources with
local characteristics are the basic connotation of highlighting
the characteristic appearance of the countryside. However,
in the face of the gradual urbanization and commercializa-
tion of rural landscape, the disorderly use of rural landscape
resources is the most urgent problem facing rural construc-
tion at present.

Rural landscape usually refers to the complex result of
economic, social, natural, and human phenomena within a
certain geographical area and is also subject to the con-
straints of both natural conditions and human activities.
Due to the complex background of the meaning of both
rural and landscape, scholars in different fields have different
understanding of the concept of rural landscape [16]. From
the perspective of geographical scope, rural landscape refers
to the spatial landscape of human settlements and behavioral
activities other than urban areas [17]. From the viewpoint of
landscape composition, rural landscape is a landscape envi-
ronment complex composed of rural settlement landscape,
economic landscape, cultural landscape, and natural envi-
ronment landscape [18]. In terms of landscape function,
rural landscape has the function of providing agricultural
products, maintaining ecological balance, and serving as a
tourist resource [19]. What is more, from the viewpoint of
landscape characteristics, rural landscape is different from
urban landscape in terms of low interference, less destruc-
tive, and stronger natural attributes.

Although many scholars have studied rural tourism
from different perspectives in recent years, there is still no
clear and unified grounded theory on how to define the con-
cept of rural tourism. Since rural tourism has similarities in

sustainability to agritourism and ecotourism, and the diver-
sity of tourism product development is increasing [20], as a
result, the generalization of the concept of rural tourism is
worsening, and scholars are often confused about the mean-
ing of some rural tourism concepts. In addition, the govern-
ment and the tourism industry are unable to formulate
targeted policies and implement management practices
[21]. These factors have greatly affected and hindered the
rapid development of rural tourism [22]. In addition, the
topic of rural tourism development has attracted the atten-
tion of scholars in recent years and is becoming a hot topic
in international rural tourism research. In the early stages
of research, the focus was more on government-related fac-
tors and rural tourism hardware facilities, making the scope
of research on rural tourism development relatively narrow
[23]. However, in recent years, with the widespread develop-
ment of rural tourism activities, a large number of scholars
have begun to conduct field research and analysis. Neverthe-
less, there are still many imperfections in the current
research on the influencing factors of rural tourism
development.

What is more, quantitative research has not been carried
out well compared to the current extensive qualitative
research. This has not only increased the ambiguity and
uncertainty of the research on the impact factors of rural
tourism development but also made it difficult to concisely
represent and present the complex logical relationships
among the impact factors [24]. As an example, the question
of who has a greater influence on rural tourism development
factors remains ambiguous. After all, it is difficult to quantify
and present the results of qualitative research on the extent
to which the influencing factors affect each other [25]. This
situation suggests that there is still much room for research
and much room for improvement in the academic field of
impact factors in rural tourism development. The study of
impact factors is the basis for the industry’s own improve-
ment and policy formulation. As a result, there is a strong
need to study the impact factors of rural tourism develop-
ment based on quantitative methods.

Regional tourism linkage refers to the breaking of
administrative boundaries of each tourist place within a
certain geographical area. At the same time, according to
the inherent correlation of tourism resources, interregional
association and collaboration, with the power of regional
tourism as a whole, participate in the competition and
then realize the development process of common develop-
ment of each tourist destination [26]. The development of
tourism destinations in neighboring regions inevitably
faces competition with each other, which in turn leads to
the problem of common tourism products, mutual substi-
tution, and lack of distinctive brand characteristics in each

Figure 1: Scenery in rural tourism.
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region. Regional tourism linkage is essentially a develop-
ment model that enhances the attractiveness and compet-
itiveness of regional tourism through interregional
cooperation and collaboration, bringing into play the
advantages of each resource and achieving complementary
advantages [27].

The Central Plains has been the main body of tradi-
tional Chinese civilization since ancient times and is one
of the poles of propagation and birthplace of China’s tra-
ditional civilization. The villages in close proximity to each
other enjoy similar cultural and historical backgrounds
due to their geographical distribution [28]. Faced with
the opportunity of rural tourism development, the contra-
diction and conflict between the state of the heritage and
the profound heritage can easily lead to vicious competi-
tion such as homogeneous development or IP competition.
Regional tourism linkage is the practical part of regional
linkage theory, which helps to drive regional development
with tourism as the starting point, and is one of the
models of regional linkage development [29]. In the con-
text of new rural construction and the development of
regional tourism linkage theory, many regions have begun
to combine regional tourism linkage with rural planning
practices. These initiatives are often able to maximize the
development of landscape resources, maximize the value
of resource utilization, and complement the advantages
of the surrounding areas to achieve sustainable develop-
ment [30].

Rural tourism development has become a hot topic in
rural studies. Diversified ideas have emerged, but most of
them remain in the microscopic perspective of single anal-
ysis and isolated development [31]. While regional tourism
linkage as a new development trend has been studied to a
certain extent, it is not very closely integrated with the
countryside, and the relevant research base is also weak.
This study provides a new theoretical basis for the devel-
opment of rural tourism from a more macroscopic per-
spective and the linkage of resources to drive rural
construction, which has certain theoretical value for rural
development.

This study looks at the development of villages from a
regional perspective and provides guidance on the con-
struction status of the vast single development with no
characteristics and insufficient capacity by linking
resources. As a result, the status quo of isolated develop-
ment and blind development of rural units in the region
can be changed, and a regional synergistic development
relationship can be established. This is conducive to the
sustainable development of the rural ecological environ-
ment and region-wide economic growth, greatly increasing
the efficiency of rural industries and farmers’ income.
What is more, through the development of regional tour-
ism linkage, we can effectively get rid of the homogeniza-
tion of rural development and form regional characteristic
IPs, thus establishing the overall image of the region, driv-
ing the regional economy with resource linkage, and effec-
tively stimulating the derivation of rural cultural and
creative products. While driving the optimal development
of cultural and creative industries, it will also deepen the

connotation of tourism, improve the income of rural tour-
ism, and promote regional economic development.

2. Rural Tourism Resource System

The rural tourism resource system consists of RFID system
and multisensor system, which mainly realize the data col-
lection function. The data required to be collected include
tourists’ geographical location information, historical relics’
location information, as well as temperature, humidity, and
wind data of key areas. Among them, the location informa-
tion of tourists and cultural relics can be collected by RFID
system. Temperature, humidity, and wind information can
be collected through a multisensor system. The overall hard-
ware composition is shown in Figure 2.

2.1. Multisensor System. Multisensor network is a network
system consisting of multiple sensor nodes distributed in
certain specific areas according to certain coverage require-
ments. By connecting various types of sensors, the system
transmits and summarizes the specified data information
in a distributed environment to a computer management
terminal by means of signals in an accurate and real-time
manner. Subsequently, the management terminal is used to
control and manage the wireless sensor network and related
facilities, thus completing the required application services.
The system collects temperature, humidity, and wind speed
data of visitors through sensing devices and uses ZigBee
technology to form a wireless sensor network to transmit
data information.

According to the technology specified by ZigBee is a
short-range, low-power wireless communication technology,
mainly applicable to the field of automatic control and
remote control, which can be embedded in various devices.
To be specific, ZigBee defines 3 basic topologies: star topol-
ogy, cluster topology, and mesh topology. The ZigBee net-
work topology is shown in Figure 3.

Star structure is less energy consuming and simple to
deploy, but less ductile. The mesh structure is more reliable
but consumes more energy. Cluster structure has the advan-
tages of both low energy consumption and good scalability
and repairability. At the same time, the number of nodes
and communication range are limited due to the wide range
of monitoring in the scenic area and need to be deployed in
key areas and remote spots of the scenic area. Therefore, a
cluster type structure is chosen for the node arrangement
in the scenic area weather information monitoring system.

The sensor node model consists of a processor, a sensor,
a ZigBee transceiver, and a power module. The processor is
divided into two parts: microcontrol unit and memory. The
microcontrol unit is responsible for processing the data col-
lected by the sensors and managing the control information,
and the memory is used to store the sensors and routing
information. The ZigBee transceiver is used to transmit
and receive data wirelessly. The actual sensor node used in
the system is mainly composed of DD219 module, sensor
module, and power supply device. The hardware configura-
tion of ZigBee sensor node is shown in Figure 4.

3Journal of Sensors



2.2. RFID System. RFID system is usually composed of sev-
eral parts, such as electronic tags, readers, and application
support software (Figure 5). The electronic tag has a unique
electronic code; the tag stores a certain format of electronic
data, often as the identification information of the item to
be identified. The reader and the electronic tag can carry
out data transmission according to the agreed communica-
tion protocol. Usually in the contactless mode, the reader
sends out the data collection command; the electronic label
parses the command according to the communication pro-
tocol and then transmits the identification data in the mem-
ory back to the reader.

The main function of RFID tags is to store the coded
information of the items to be identified. Unlike bar codes,
which are read passively, RFID tags must automatically or,
under the prompting of an external force, actively transmit
the internal data information. They are usually low-power
integrated circuits with magnetic field induction coils,
antennas, storage media, and controllers. Due to differ-
ences in classification standards, tags have multiple
categories.

Depending on the power supply method, electronic tags
can be divided into active tags and passive tags. The active
tag obtains electrical power through an internally embedded
battery, so it has sufficient power and high circuit stability.
Its main disadvantage is that the size of the tag is larger,
the production cost is higher, and the service life is limited

by the battery power. In addition, with the gradual con-
sumption of electrical energy, the distance of signal trans-
mission will become shorter and shorter, which eventually
affects the normal operation of the RF system. Passive tags
do not have internal batteries and require external energy
to read properly. The more common energy-capable
devices used in passive tags are coils and antennas. When
the tag enters a specific working area, the antenna will
receive electromagnetic waves, so the coil produces induc-
tion current, after the circuit integration to provide energy
to the tag. Passive tags can be used for a long time or even
permanently and are suitable for use in systems where
chip information is frequently read and written. It has
low production cost and long life and is lighter than active
tags, also known as passive tags. The main disadvantage of
passive tags is that the data reading distance is short, and
the signal strength is limited by the size of the current, so
a reader with high sensitivity is needed to achieve reliable
reading.

As to the type of electronic chip used and the actual sys-
tem function, there are significant differences in the design
of the reader. The most basic function of the reader is to read
the data from the electronic chip. In addition to this, the
reader also requires signal state control, parity error check-
ing, and other functions. The electronic chip contains not
only the valid information to be transmitted but also specific
additional data. The reader controls the reception and trans-
mission of the data stream by means of the additional infor-
mation it reads. From the technical realization aspect, the
core of the RFID technology is the selection of the electronic
tag, and the reader is designed according to the electronic
tag. Although the reader in RFID system is much more
expensive than the electronic tag, but in the actual applica-
tion, the number of electronic tags is very large, and the
number of readers used will be much less. The performance
of the reader used in the rural tourism resource system is
shown in Table 1.

The reader mainly sends RF signals of specific fre-
quency through the antenna. When the electronic chip
enters the working area of the transmitting antenna, it
generates an induction current. It is then activated by
the electrical energy and sends the internal coded informa-
tion through the chip’s built-in antenna. The system
receives the carrier signal from the tag antenna and trans-
mits it to the reader via the reader antenna, which demod-
ulates and decodes the received signal and sends it to the
server for corresponding processing. The principle of com-
munication between the RFID reader and the electronic
chip is shown in Figure 6.

In the rural tourism system, the main applications of
RFID system are as follows. First, the scenic area is divided
into small independent areas. In these small areas of some
key location points, set RFID readers, and try to keep the
role of these readers area does not interfere with each other,
specifically, can use the reading method of timing polling
and set the reader reading card cycle time. When a visitor
carries an RFID electronic ticket through a specific area,
RFID readers in that area read all the electronic ticket infor-
mation within the sensing range. The collected data can then

RFID chip Card reader

Server

Internet

Figure 2: Overall hardware composition.

Star topology

Cluster topology

Mesh topology

Figure 3: ZigBee network topology.
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be sent to a data processing center for consolidation and
analysis.

3. Geographic Information Big Data

Geographic information big data analysis is the technology
required to realize online geographic information services
on the Internet. The application of this technology has

important practical significance in promoting the wide
application of mapping results, promoting the common con-
struction and sharing of geographic information resources,
and transforming geographic information services. In addi-
tion, the big data technology of geographic information
can promote geographic information to better serve the
development of tourism resources. With the rapid develop-
ment of tourism industry, the demand of tourists for tourism
geographic information services is getting higher and higher.
The application of big data analysis technology of geo-
graphic information can solve the bottleneck problem of
tourism GIS and provide authoritative geographic informa-
tion service for the establishment of rural tourism resource
system.

3.1. Framework of Geographic Information Big Data. The
tourism resource management system built based on the
public service platform of geographic information adopts
the technology of geographic information big data to realize
the design of UI layer. Then, the UI layer is designed by call-
ing the service interface abstracted by the platform to load
the data provided by the platform, such as digital line map,
orthophoto map, and tourism thematic data. The digital line
drawing data is mainly based on the public map data, and
various public information collected is overlaid, and the con-
tent is reduced and simplified to generate tile data. It should
be noted that the compiled electronic map data and its tile
data need to pass the audit of the administrative department
of surveying and mapping at or above the provincial level
and obtain the audit number before they can be run on the
Internet as public data. The framework of geographic infor-
mation big data can be seen in Figure 7.

3.2. Database Construction. The database construction of the
geographic information public service platform is the basis
for the platform to provide geographic information services,

A/D
ConversionMCUStorage

CC2134Antenna

DD 219 module

Temperature sensor

Temperature sensor

Wind sensor

Sensor module

Power
management 

Figure 4: Hardware configuration of ZigBee sensor node.

RFIDE system

Application
support software Reader

Electronic label

Figure 5: Composition of RFID system.

Table 1: Performance of the reader.

Parameter Specification

Signal modulation method GSHK

Frequency 1.65GHz

Communication distance 10-20m

Power +12V DC

Communication interface JK234

Operating temperature -20~60 Celsius
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which is used to store a variety of spatial data, basic mapping
cattle production data, and other kinds of thematic data. The
database composition of the geographic information public
service platform is shown in Figure 8.

DEM and DOM data can be stored in the library, or the
data can be stored in the form of files, and a file search direc-
tory can be established. DOM data are stored in two ways: in
chunks and in whole chunks after fusion. Then, tiles are gen-
erated according to the rules, stored in file format, and
indexed using multilevel subdirectories. The thematic data-
base is mainly established for the geographic information
data required by various thematic applications running on
the geographic information public service platform. For
example, the tourism-specific data applied in the tourism

resource management system based on the public service
platform of geographic information studied in the thesis.
Specifically, the establishment of tourism thematic database
is realized by collecting and organizing relevant business
data and thematic application data after conducting a large
amount of market research on tourist attractions and tour-
ists, etc.

4. Conclusion

Geographic information data describe the patterns of natural
events. Because of the large variety and volume of this data,
it is of great importance to analyze and mine it. In this paper,
we conduct a visualization study of the geographic informa-
tion data in rural tourism resources in the context of digital
earth and smart city advocated by the state. On this basis,
this study designs and develops a tourism resource manage-
ment system based on the public service platform of geo-
graphic information from the user requirements and the
results of digital city construction. The system takes the pub-
lic users as the target, closely combines the tourism thematic
data with geospatial data, and realizes the map visualization
of the traditional tourism resources with the map as the plat-
form. Therefore, the system is able to provide different tour-
ism services to the public users. In addition, the application
of plug-in technology to the development of the tourism sys-
tem provides the greatest convenience for updating, main-
taining, and expanding the system later. It also provides a
digital, professional, scientific, and networked management

RF generator Mixer Filter ID decoder Display

RFID reader

Oscillator ID compiler Variable loader

RFID label

Figure 6: Principle of communication between RFID reader and electronic chip.
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data 
Digital
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Figure 7: Framework of geographic information big data.
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Figure 8: Database composition of geographic information public
service platform.
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platform for managers to improve work efficiency and deci-
sion-making.

However, the system designed in this paper is only a
visual presentation, and its analysis and early warning still
need to rely on human judgment. The next step of research
is how to automate the analysis and early warning based on
existing data to provide real intelligent help for tourism
resource development and rural disaster prevention.
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In the era of e-commerce, online clothing sales have grown rapidly, but the differences in clothing size and style details have
brought serious problems to consumers’ purchase. At present, as far as online clothing sales are concerned, the most
prominent problem is that consumers cannot try on clothes online as they do in the real environment, let alone touch and feel
the texture of clothing fabrics. This has seriously affected and restricted the development of online clothing sales. The after-
sales service cannot keep up, which is mainly reflected in the consumer return and replacement which is not convenient, and
the purchased clothing cannot be received in time and other aspects. 3D garment customization is a hot area of research at
present, and there is a wide range of needs to implement a software that can be customized for users. As a depth sensing
technology, it strengthens the ability of video sensors for target recognition and brings new advances in sensing and processing
deep vision tasks. Aiming at this problem, this paper proposes a modern clothing design scheme based on human 3D
somatosensory technology. The designed scheme focuses on the acquisition of human size data and the personalized
combination process of clothing components in the process of clothing design. In the scene where the human body changes
greatly or the human body moves rapidly, the real-time limb coverage of the clothing fabric is higher, and the posture
matching degree is higher. Applicable clothing types and human body pose types are more abundant, with a higher sense of
reality. The clothing perception model fused with profile and girth features can match the dimensional changes of key parts of
the human body. Through personalized clothing design, the combination of clothing parts is used to provide more choices of
clothing styles, colors, and sizes. Using this solution, the time of clothing design can be greatly shortened, and the user’s
satisfaction with the clothing design can be improved.

1. Introduction

In recent years, with the rapid development of Internet tech-
nology and the transformation of public consumption con-
cepts and shopping methods, the e-commerce industry has
grown rapidly and gradually stabilized, and apparel products
are one of the most popular products in the Internet retail
industry [1]. The “2016 Global Apparel B2C E-commerce
Development Status” released by the Hamburg-based mar-
ket research company yStats pointed out that in the huge
e-commerce market, apparel sales, and consumer electronics
accounted for the largest proportion. The “2015-2016 China
Apparel E-commerce Industry Report” released by the
China E-Commerce Research Center shows that the total

transaction volume of textile and apparel e-commerce in
2015 reached 3.71 trillion yuan, an increase of more than
25% compared with 2014, and the total transaction volume
in 2016 has approached 5 trillion yuan which will continue
to maintain rapid growth.

With the advent of the global economic era, the garment
industry has gradually developed and expanded. It evolved
from the original cold, heating, shelter, and other functions
to decoration, logo, and beauty, showing the beauty of cloth-
ing, to meet people’s spiritual enjoyment. When choosing
clothing, consumers are not only satisfied with the same
clothing, different colors, fabric and textile structure, and
supporting accessories but also hope to match the clothes
on the table according to their own body shape and can
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customize the clothing style [2] according to their own will.
Because users are not satisfied with the goods they buy, they
will frequently return and exchange goods, which will
directly reduce the users’ shopping experience, cause cumu-
lative and long-term impact, and even cause word-of-mouth
effect, which will have a negative impact on [3] on the devel-
opment of merchants, platforms, and related industries.
According to Vipshop statistics, the return rate of clothing
is as high as 25 percent to 30 percent. The main reason is
the wrong size, poor personal experience, and do not like
costume details.

Based on this background, this paper proposes a modern
clothing design method based on human 3D motion sensing
technology. From the user’s point of view, this can achieve
the “tailored” function of different human body types and
design the clothing styles according to the user’s expecta-
tions. Specifically, in order to realize the parameterization
of the mannequin, the corresponding three-dimensional
mannequin is generated in real time according to the body
shape characteristics of users, so as to recommend the
appropriate size and facilitate users to buy the desired
clothes.

2. State of the Art

Based on 3D somatosensory data, the modeling of 3D data
and virtual fitting technology are inseparable. First, the 3D
point cloud data of the human body is obtained through
the camera with the function of point cloud collection, and
the distance (depth) from the image grabber to each point
in the scene is an image of the pixel value that directly
reflects the geometry of the visible surface of the scene.
Depth images can be calculated as point cloud data after
coordinate conversion, and point cloud data with rules and
necessary information can also be converted into depth
image data. And then, the 3D virtual modeling of the human
body is performed. Then, use the different parts of the cloth-
ing design to design the clothing as a whole, and try the
designed clothing on the user’s virtual model [4]. Finally,
according to the user’s virtual model try-on effect, adjust
the texture, parts, color, and other information of the
designed clothing, and continue the virtual fitting until a sat-
isfactory effect is achieved. The overall clothing design pro-
cess based on human 3D somatosensory data is shown in
Figure 1.

2.1. 3D Human Body Modeling Technology. The main
methods of 3D human modeling technology are 3D model-
ing software modeling, image recognition method modeling,
and 3D scanning equipment modeling [5].

3D modeling software simply refers to the construction
of a model with 3D data in a three-dimensional virtual
space, and 3D modeling is the core of 3D printing technol-
ogy and the core content of 3D education. The software
has the advantages of good modeling effect, strong sense of
reality, and accurate data, but the production cycle is long,
the realization is difficult, and professional and technical
personnel are required. Image recognition method modeling
is divided into two methods: image rerendering and image-

based modeling. The rerendering method only shows the
rendering effect of the human body from different angles
with the change of illumination and position and does not
realize the three-dimensional reconstruction of the human
body. Based on image modeling, the coordinates of the final
3D object are calculated from the correspondence between
the extracted feature points [6]. This method requires small
differences between pictures and high limitations. Image-
based 3D modeling is convenient and fast, but it is often
accompanied by problems such as camera positioning and
tracking, calibration, image segmentation, and matching,
resulting in high efficiency and robustness that cannot meet
the existing requirements. The core idea of 3D scanning
equipment modeling is to use scanning point cloud data or
IXIB. D data for registration, surface reconstruction, and
other technologies obtain the surface of the scanned object.
The compact and portable depth camera can capture the
color and depth information of the scanned object surface
at high frequency. By actively emitting and receiving infra-
red light, depth data can be obtained directly, and a better
interactive interface and strong practicability can be pro-
vided [7].

Kinect fusion is a three-dimensional object scanning and
modeling method provided by Microsoft to Kinect devel-
opers. Its main implementation process is four steps of
depth data extraction, data calibration, data fusion, and
real-time rendering. Capture directly through the camera,
without user interaction, in real time (GPU implementa-
tion), and easily realize 3D model reconstruction. However,
because the algorithm itself depends on the depth change
in the scene, it has high requirements for user actions, and
it is difficult to coincide with the original position, resulting
in the reconstruction of the 3D model that is not closed and
only considers the rigid calibration technology, so many
researchers are committed to Kinect fusion. Algorithm
improvements were emerged during past years. Tong et al.
proposed a 3D human reconstruction method based on mul-
tiple Kinects for the situation that the 3D model is not closed
and used the turntable to calibrate the data scanned by the
three Kinects to obtain complete human body point cloud
data to realize the automatic scanning process. Weiss and
Hirshbergl71 used a Kinect to propose a parametric human
body model based on the SCAPE method, but it takes about
an hour to complete the modeling process, which obviously
cannot achieve rapid modeling. Zollhofer and Martinekt
established the correspondence between depth images and
color images to achieve high-quality face models. Weise
and Bouaziz used Kinect as an interactive device to build a
system for capturing and tracking facial expressions in real
time. Due to the difference of the Kinect distance, the
acquired depth data has more or less noise, which reduces
the accuracy of 3D reconstruction. Common noise reduction
algorithms include Gaussian filtering, Laplace smoothing,
Wiener noise reduction, and bilateral filtering.

With the rapid development of computer information
technology and mechanical manufacturing technology, 3D
scanning technology is widely used in different industries,
which can quickly obtain a large amount of spatial point
information of the target to be measured in a short period
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of time, establish a 3D model of the target and extract line,
surface, body, and other data, obtain massive 3D point cloud
data on the surface of static objects with the principle of light
reflection, and adopt high-precision reverse 3D modeling
and reconstruction technology. By synchronously obtaining
the 3D coordinate data of the target range and digital
photos, the 3D stereoscopic information of the object such
as the entity or the real scene is quickly obtained, and the
3D data model is reconstructed by the computer to repro-
duce the real-time, changing, and real morphological char-
acteristics of objective things, which can realize noncontact
measurement and provide a new tool for rapid modeling
of objects and spatial change analysis.

2.2. Virtual Clothing Fitting. In the early days, the virtual
“fitting mirror” system with two-dimensional texture maps
attracted the attention of consumers. Clothing and accesso-
ries were represented by two-dimensional maps [8]. This
technical principle is simple and easy to implement, and
the interaction method is intuitive and interesting, but there
are often some shortcomings: (1) the standard model used in
the fitting mirror is far from the body shape, and it is impos-
sible to judge whether the clothes are suitable for you. (2)
The display of clothing is often fixed in a certain posture,
and real-time dynamic effects cannot be presented according
to the user’s movement. (3) Clothes are closer to a flat effect,
and the effects of their special decorations (such as ribbons
and pleats) are difficult to display. (4) The processing of
clothing photos requires significant human resources and
operating costs.

In recent years, with the improvement of computer sys-
tem performance, many companies have launched some 3D
fitting software [9]. The 3D fitting software can see the IJ’s
specific 3D image data directly from the computer, using
fully automatic and interactive 3D image segmentation,
quickly obtaining the target range, and creating a three-
dimensional model in just a few simple steps. The MIRA-
CIoth system developed by the M/RALab laboratory of the
University of Geneva, Switzerland, and the C·Me and V-
Stitcher systems of the American Browzwear Company are

relatively mature. The domestic three-dimensional fitting
software is Hexuan C2pop software, Shanghai Quda Com-
pany (quda website deforms to the corresponding body
shape according to the input body size), and Shanghai fitting
company Haomaiyi (Haomaiyi website shows the same
human body wearing different sizes of clothes), as shown
in Figure 2.

3. Methodology

3.1. 3D Somatosensory Technology. 3D motion sensing is a
deep sensing technology that allows people to use body
movements directly and interact with surrounding devices
or environments without the need to use any complex con-
trol devices, which enhances the ability of video sensors to
recognize objects and brings new advances in perceiving
and processing depth vision tasks [10]. The current main-
stream 3D vision solutions include binocular stereo vision
method and time-of-flight method. These technologies sim-
ulate the human vision system and promote technological
development in the fields of AI and computer.

3.1.1. Binocular Stereo Vision. Binocular stereo vision is an
important form of machine vision. It is based on the method
of the principle of disparity and using the imaging equip-
ment to obtain two images of the measured object from dif-
ferent positions and to obtain the 3 D geometric information
of the object by calculating the position deviation between
the corresponding points of the image. Due to the different
perspectives of the cameras, objects appear significantly dif-
ferent in the two images, the so-called parallax, which refers
to the same point in the three-dimensional space. For the
coordinate difference in the imaging of the two cameras,
the closer the object is to the imaging plane, the larger the
parallax, and vice versa, the smaller the parallax [11].
Three-dimensional images can be obtained through triangu-
lation technology, which is similar to the imaging principle
of human eyes. At the same time, the grayscale information
of the image can also be used for encoding to reflect the
effect of distance. The closer the spatial point is to the

Figure 1: Apparel design process based on human 3D somatosensory data.
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imaging plane, the brighter the grayscale value. The sche-
matic diagram of triangulation is shown in Figure 3, and
the schematic diagram of binocular stereo vision is shown
in Figure 4.

According to the law of similarity of triangles, we have

z
f
= x
xl

= x − b
xr

: ð1Þ

Solving the equation above, we get

x = xl ∗ b
xl − xr

,

z = b ∗ l
xl − xr

:

ð2Þ

Further simplification yields

z = b ∗ l
d

,

x = z ∗ xl
d

:

ð3Þ

According to the above formula, to solve the depth value
z, it is necessary to determine the camera focal length f and
the camera baseline b and also need to know the parallax d
between the two camera points.

3.1.2. Principle of 3D Registration Based on SVD
Decomposition. Three-dimensional registration is used to
solve the problem of coordinate mapping from one three-
dimensional coordinate system to another three-
dimensional coordinate system. Usually, the SVD singular
value decomposition method is used for the matching calcu-
lation of the three-dimensional point set. It is assumed that
there are two three-dimensional point sets {Pi} and {Qj}; if
the three-dimensional data points in them correspond one-
to-one, there is the following conversion relationship:

Qj = R ⋅ Pi + T +Ni, ð4Þ

where R is the rotation matrix, T is the translation matrix,
and Ni is the noise vector, indicating that the data points

in the point set {Pi} can reach the position of the corre-
sponding data point in the point set {Pj} through the trans-
formation of rotation and translation. The matrix and T
translation matrix are unknown and need to be solved by
SVD singular value decomposition method. First, find the
centroids of the two 3D point sets:

P0 =
1
n
〠
n

i=1
Pi,

Q0 =
1
n
〠
n

i=1
Qi:

ð5Þ

Calculate the correlation matrix H of two point sets
using the centroid displacement vector:

H = 〠
n

i=1
PQT : ð6Þ

H (correlation matrix) represents the correlation of the
coordinates of two point sets and performs SVD decomposi-
tion on the H matrix:

H =USVT : ð7Þ

Matrices U , S, and V are orthogonal matrices in the
decomposition process. For matrix R, the optimal solution is

R =VUT : ð8Þ

Verify that the optimal solution is valid: if det ðRÞ = 1,
the matrix R is calculated correctly; otherwise, if det ðRÞ =
−1, the R calculation is invalid. When R is calculated cor-
rectly, the translation matrix T can be calculated from R:

T = −R ∗ P0 +Q0: ð9Þ

The conversion diagram of two three-dimensional point
sets {Pi} and {Qj} is shown in Figure 4:

3.2. Human 3D Reconstruction. Scanning reconstruction of
3D human body is one of the hot topics of research. The
quality of human body model parameterization has been

Choose a face shape

3D face model
reconstruction principle

Choose hairstyle and
hair color

Figure 2: Existing virtual fitting software.
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improved. It is directly related to whether the clothing can
be properly tried on the human body and will also be a
key factor for consumers to consider whether to buy the
clothing [12].

3D human body reconstruction method is fast and
requires no user interaction. The corresponding human
body template is generated by Make Human body modeling
software, and a closed and reliable 3D human body model is
formed by template matching and interpolation algorithm
[13]. The main steps of the algorithm are as follows:

3.2.1. Extract Human Depth Data. Use the cost-effective
Kinect somatosensory device to extract the user’s depth data,
convert it into point cloud data, perform noise reduction
processing on the point cloud, and calculate the normal
direction of all point clouds. In addition, the depth data
and infrared data are analyzed to obtain skeleton
information.

Kinect is a 3D somatosensory camera developed by
Microsoft, including infrared transmitters, color sensors,
infrared depth sensors, and other parts, with functions such
as motion capture, image recognition, microphone input,
and voice recognition. Infrared data can be obtained by the

infrared transmitter and the camera, and the infrared data
can be calculated and processed to obtain the depth-of-
field image data.

Kinect’s joint tracking system can provide users to track
the joint positions of the person’s skeleton, which is often
used for gesture detection, user interface operation, and
many other functions. The main principle of its realization
is to analyze the depth data and infrared data obtained by
Kinect’s depth camera and infrared camera to obtain a
human body model and further extract the human skeleton
based on the analysis method of maximum posterior proba-
bility [14].

As shown in Figure 5, the Kinect skeleton consists of 23
joints and a total of 22 bones. The left side shows the details
of the joints in the skeleton, and the right side shows the
effect of real-time capture, all omitting the joint points
showing the fingertips. Table 1 shows the numbering com-
parison of Kinect bone points.

3.2.2. Data Preprocessing. Due to the inconsistency of the
coordinate system, the occlusion of surrounding objects,
and the interference of noise points, the captured depth
data and skeleton data often need to be preprocessed to
ensure the accuracy and precision of the data and facilitate
subsequent use. The noise points of the depth data are
processed by the bilateral filtering algorithm; the pose
(position and orientation) of the world coordinate system
is calculated, and the nearest iteration method is used for
calibration; the smooth filtering algorithm is used for the
Kinect skeleton [15].

3.2.3. Feature Extraction. In order to improve the accuracy
and speed of the system calculation, the human body is
firstly processed into blocks; secondly, the corresponding
feature points, feature lines, and contour lines are extracted
from the human body data. Among them, the main charac-
teristic points are overhead head point, laryngeal node point,
acromial point, axillary point, elbow point, umbilical point,
hip point, and knee point. The feature contour line is associ-
ated with the feature point, seeking the cross section parallel
to the xoz plane or the yoz plane. Finally, calculate the

R0

C0
C1

R1

X0

d0

P

q0
d1

X1

q1

 v̂0
 v̂1

Figure 3: Schematic diagram of triangulation.Figure 4 Schematic diagram of binocular stereo vision.

Qj

Pi

T

R

Figure 4: Schematic diagram of point set registration.
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circumference of the human body (waist circumference, hip
circumference, bust circumference, etc.) and height
information.

After obtaining the human body model, according to
the linear relationship between the proportion of human
body structure and height given in Table 2, we divide it

HAND RIGHT HAND_LEFT

WRIST_LEFT
ELBOW_LEFT

WRIST_RIGHT
ELBOW_RIGHT

SHOULDER_RIGHT

HIP_RIGHT

SPINE

KNEE_RIGHT

ANGLE_RIGHT

FOOT_RIGHT FOOT_LEFT

SHOULDER_LEFT

SHOULDER_CENTER

HIP_CENTER

HIP_LEFT

KNEE_LEFT

ANGLE_LEFT

HEAD

(a) Skeleton name diagram

(b) Kinect human skeleton acquisition diagram

Figure 5: Schematic diagram of the skeleton.
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into blocks, simplify it according to the degrees of freedom, and
divide the human body model into five parts: upper body, left
leg, right leg, left hand, and right hand [16]. Figure 6 shows
the block rendering and also shows that the block results do
not depend on the pose of the human body. The algorithmic
basis for the segmentation of the human bodymodel is the posi-
tion of the skeleton and the biological characteristics of the
human body [17]. Firstly, the automatic alignment of human
depth data and skeleton is realized by using the position of
the viewing angle field of Kinect; then, according to the position
of the joints in the skeleton, the setting can divide the corre-
sponding human body. Use the center point of the hip and
the horizontal scan line to separate the upper body and lower
body of the human body. For arms and legs, it is carried out
with the help of axillary feature points and crotch feature points.
The identification of the axillary point and the cross point also
adopts the method of horizontal scanning line. The left and
right hands can be identified with the help of the shoulder
and armpit feature points; the left and right legs can be identi-
fied with the help of the crotch and hip feature points.

3.2.4. Human Model Reconstruction. Realize the reconstruc-
tion of the 3D human body model matched by the feature data,
and match the 3D human body model corresponding to the
human body size from the human body model database [18].

3.3. Personalized Clothing Design Based on 3D
Somatosensory Technology. In real life, user-designed prod-
ucts are becoming more and more mainstream, gradually
replacing mass production. For consumers to buy clothing,
in addition to considering the comfortable and beautiful
wearing experience, they also consider the possibility of “col-
liding shirts.” At this stage, more and more people no longer
pursue “star-like” products but care more about the person-
alization of clothing and their own feelings about clothing
design [19]. Unlike other fashions, users prefer to change
the style details of clothing according to their own
preferences.

In order to facilitate the realization of modern clothing
design for users, this paper proposes a method of personal-
ized design and combination of clothing. The specific imple-
mentation process is as follows:

(1) Design stage: the designer designs the clothing style
(hand-drawn drawing), the pattern maker designs
the hand-painted clothing style as a clothing model,
and at the same time, the artist adjusts the position
of the two-dimensional pattern and sets the stitching
line on the border of the pattern

(2) Virtual fitting realization stage: automatically trian-
gulate the two-dimensional pattern to form a uni-
form and unique triangular mesh; use the physical
simulation method of cloth to realize the virtual fit-
ting effect of three-dimensional clothing, and per-
form high-fidelity rendering of the three-
dimensional clothing

(3) Parts assembly stage: read all pattern data of parts
quickly and easily, and automatically set the initial
position of the pattern; realize the rapid triangula-
tion step in the process of part assembly, reduce
the total time of the part assembly process, and save
each part and the main pattern. The stitching infor-
mation and simulation results between them are
established, and a component library is established,
so that users can quickly view the simulation results

In order to realize the development of 2D pattern to 3D
clothing, it is necessary to perform physical simulation on
the triangulated pattern. Make the fabric conform to the laws
of kinematics and display the dynamic virtual fitting effect.
When an explicit integration framework is employed, the
force analysis-based approach suffers from overstretching
issues, whereas the position constraint-based approach to
physical simulation of cloth (PBD) does not [20]. This is
because the PBDmethod, compared with the previous explicit
or implicit methods, can directly manipulate the position of
the item points. When dealing with collisions, the constraints
are satisfied and there will be no overstretching. In addition,
the method also has the advantages of rapidity, stability, easy
implementation, and strong controllability.

In the PBD method, the key point of moving particles is
to ensure the conservation of linear and angular momentum.
The gradient of constraint c is perpendicular to the rigid
body motion of the object, since this is the direction of max-
imum change of the constraint. Linear and angular momen-
tum are automatically conserved if the correction for the
vertex position is chosen to be along the gradient.

C p+∇pð Þ ≈ C pð Þ + ∇pC∗∇p = 0,
∇p = λ∇pC:

ð10Þ

Table 1: The numbering comparison table of Kinect bone points.

No. Joint type No. Joint type

0 Spine base 1 Spine mid

2 Neck 3 Head

4 Shoulder left 5 Elbow left

6 Wrist left 7 Hand left

8 Shoulder right 9 Elbow right

Table 2: Linear relationship between human body structure and
height.

Project name Linear

Height 1.00

Neck 0.84

Shoulder 0.82

Armpit 0.75

Chest circumference 0.72

Waistline 0.61

Middle hip 0.53

Crotch 0.47
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Combining the above two formulas, the following for-
mula is obtained:

∇p = C

∇pC
�
�

�
�
2 ∇pC: ð11Þ

PBD adopts many constraint solving methods, such as
distance constraint, bending constraint, triangle collision
constraint, and volume constraint. This system mainly
adopts distance constraint and bending constraint solution.

4. Result Analysis and Discussion

In order to better test the performance of the clothing design
method based on the human 3D somatosensory technology
designed in this paper, the following test method is designed:
first, the Kinect somatosensory device is used as the acquisition
sensor to record the video in real time, to obtain the human
somatosensory data, and to carry out three-dimensional
Human reconstruction. The reconstructed three-dimensional
human body model is displayed on the screen, and the specific
process is shown in Figure 6. Secondly, according to the design
scheme of personalized clothing, different three-dimensional
effects of clothing are generated. Finally, the designed clothing
is fitted with the three-dimensional human body model, and
the upper body effect of the user wearing the designed clothing
is displayed in real time.

During the test, the fitter faces the Kinect device and can
try a variety of dynamic fitting scenarios of clothing types,
such as posing any pose or turning the body. Pose changes,
occlude parts of the body, etc. Finally, the image frames in
the recorded video are randomly intercepted, and the try-
on effect display and test evaluation are carried out.

According to the test method designed in the previous
section, the specific content of the system test is as follows:

(1) The clothing models tested include the following:
short-sleeved tops, sleeveless tops, long dresses, tube
top skirts, trousers, cropped trousers, five-point
trousers, and other styles and types of clothing
models

(2) Test postures include the following: standing, squat-
ting, front and rear leg raising, lateral leg raising, T-

shaped posture, arm bending posture, akimbo pos-
ture, lunge posture, and other postures

(3) Accuracy comparison of the circumference size fit-
ting methods of different literatures: the chest cir-
cumference, waist circumference, and hip
circumference were fitted by the circumference size
fitting methods of different literatures and the
method in this paper, and the fitting error results
were recorded

(4) Parameter optimization of the collaborative tracking
method: set the tracking error threshold M0 with
different values to optimize the accuracy and real-
time performance of the collaborative tracking
method

(5) Accuracy comparison of try-on methods in different
literatures: compare the accuracy of try-on methods
in different literatures with the collaborative tracking
method in this paper, and record the results of the
relative tracking error M

(6) Comparison of try-on effects of models of different
body types: select models of different body types,
try on clothing models of the same clothing style,
and record the dynamic try-on effect in real time

This article integrates all functional modules through the
Unity3d scripting feature. The Kinect data acquisition mod-
ule is used to acquire two-dimensional image data, including
RGB of human body areas, depth data, and skeletal features.
The somatosensory measurement module used to calculate
the width and circumference of the human body has also
been fully utilized. Using the acquired feature data, the
human body silhouette is extracted by the pixel clustering
method based on the joint feature, the width size of the
human body section is calculated, and the GBDT circumfer-
ence calibration model is used to combine and calibrate the
human body circumference size. The 3D clothing perception
model building module is used to mark the dynamic feature
points of clothing in the 3D clothing simulation model and
integrate the circumference feature dimensions of the
human body section to build a 3D clothing perception
model with personalized characteristics of human bones, sil-
houettes, and circumferences.

Model
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Figure 6: User space to screen space conversion process.
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The process of forming a new set of garments after a
designer provides samples of garments that have been
assembled. After the designer provides the garment samples
that have been assembled, the process of forming a new set
of garments (including reading the stitching method of the
parts from the parts library, retriangulating the parts, and
fabric simulation) takes about 10 s in total. For a garment
with 4 parts and four styles of each part, the approximate
number of patterns is about 50, and the reading speed is
about 3 s in total.

Taking the circumference size features of the human
torso (chest circumference, waist circumference, and hip cir-
cumference) as an example, the accuracy of the GBDT cir-
cumference calibration model method proposed in this
paper is compared with the linear regression algorithm and
the ellipse model fitting method. By fitting the torso circum-
ference of 10 fitters, each experimenter used the above three
methods to calculate 3 times, respectively, and the fitting
results of each method were recorded as the mean of the 3
calculations. The accuracy of the results can be calculated
by combining the actual girth measurements of the 10 fitters.

Figure 7 is a comparison of the relative errors of the three
methods for girth size fitting (taking bust as an example).

From the statistics of the experimental results in
Table 3, it can be seen that compared with the elliptic
model fitting method and the linear fitting method, the
method proposed in this paper has a mean error (MAE)
of 4.3 for girth fitting, and a root mean square error
(RMSE) of 4.3. It is 4.6, and the overall error is smaller,
so it can ensure that the clothing model more accurately
matches the body structure and profile characteristics of
the human body, improves the fit and personalized experi-
ence of virtual try-on, and is more conducive to clothing
design and user experience feedback.

Based on the methods designed in this paper, the 3D
model of the human body is generated by using the 3D
somatosensory technology of the human body, and various
clothing can be generated by using the component combina-
tion technology of clothing design. Finally, through the
alignment and 3D registration of the 3D model and clothing,
users viewing the implementation effect of the designed
clothing will help to improve the efficiency of modern

Table 3: Evaluation results of human body 3D fitting accuracy.

GBDT calibration model Linear regression algorithm Ellipse model

Chest circumference
MAE: 4.2
RMSE: 4.5

MAE: 7.8
RMSE: 9.1

MAE: 8.6
RMSE: 9.9

Waistline
MAE: 3.8
RMSE: 4.1

MAE: 8.3
RMSE: 8.8

MAE: 8.9
RMSE: 9.2

Hip circumference
MAE: 5.1
RMSE: 5.3

MAE: 7.4
RMSE: 8.2

MAE: 8.2
RMSE: 8.8

Mean
MAE: 4.3
RMSE: 4.6

MAE: 7.8
RMSE: 8.7

MAE: 8.5
RMSE: 9.3
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Figure 7: Comparison of bust size fitting results.

9Journal of Sensors



clothing design. Figure 7 shows the real-time viewing effect
of some garments designed by this method, and through this
method, various needs and personalized solutions of users
are realized.

5. Conclusion

By studying the architectural design of the 3D virtual try-on
experience test system, the script development and integrated
modulation of the module functions were completed, and a
complete data collection and personalized combination of
clothing components were constructed. The test software
includes data collection and processing, 3D clothing perception
model, clothing dynamic try-on, real-time interactive control,
virtual try-on display, and other main functional architectures,
with low-cost, real-time interaction design characteristics, to
achieve the experience function of 3D virtual clothing dynamic
try-on for real people. The key points of its implementation are
as follows: on the one hand, the reconstruction effect of the
human 3D model based on the Kinect depth somatosensory
camera is realized. The human bodymodel database was gener-
ated by Make Human, the depth point cloud data was captured
by the Kinect depth camera, and the human body feature infor-
mation (including height, circumference, feature points, and
feature lines) was automatically extracted. Algorithms for
matching, translation and rotation deformation algorithms are
performed on the template at the same time, andmesh smooth-
ing is performed on the deformed humanmodel. The algorithm
does not require user interaction, captures human body data in
time, and implements a fast human body deformation algo-
rithm, resulting in a uniform 3D human body mesh. At the
same time, the algorithm can also be used for the user to auto-
matically input parameters to achieve human body deforma-
tion. On the other hand, a method of clothing personalized
design and combination based on 2D pattern to 3D clothing
is proposed. The cloth physics simulation method of PBD is
adopted, and the main principle is to use the constraint method
to solve the problem. This method hasmany advantages such as
fast, stable, easy to implement, and strong controllability.
Finally, the storage structure and usage method of the clothing
parts library are designed, and the free combination design
method of clothing is realized.

This method has a higher degree of real-time limb cover-
age of clothing fabrics and a higher degree of posture match-
ing in scenes where the human body changes greatly or the
human body moves rapidly. Applicable clothing types and
human posture types are more abundant (such as sideways,
lunges, and akimbo), with a higher sense of reality. The
clothing perception model fused with profile and girth fea-
tures can match the dimensional changes of key parts of
the human body. Through personalized clothing design,
the combination of clothing parts is used to provide more
choices of clothing styles, colors, and sizes.
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In construction industry, the research and development (R&D) and application of green building technologies (GBTs) are crucial
to promote the development of green buildings. From the perspective of supply-demand subject populations, this paper discusses
the dynamic evolution process of strategy between individuals within construction enterprise populations and between
construction enterprise populations and consumer populations. Firstly, based on Moran process, the stochastic evolutionary
game model of construction enterprises adopting independent innovation strategy was constructed to obtain the conditions for
the dominance of independent innovation strategy. Next, the bimatrix game model of construction enterprise populations and
consumer populations was constructed to obtain the equilibrium frequency of the joint strategy. Then, the influence laws of
the change of parameters on game were discussed through numerical simulations. The results show that (1) reducing the cost
of independent R&D cost, reducing the spillover effect coefficient, increasing the loss of technology introduction, and
increasing R&D subsidies for independent innovation construction enterprises are all conducive to IIS becoming an
evolutionary stable strategy. (2) The marginal effect of IIS increases with the decrease in the spillover effect coefficient, the
increase in the loss of technology introduction of construction enterprises, and the increase R&D subsidies. (3) The smaller the
mutation rate is, the greater the cross-price sensitivity coefficient is, the greater the green sensitivity coefficient is, the greater
the probability of government active encouragement is, and the more dominant (production of green buildings, purchase of
green buildings) is. Finally, relevant measures and suggestions are proposed.

1. Introduction

Traditional buildings produce a large amount of greenhouse
gases such as carbon dioxide during construction, operation,
and demolition resulting in carbon emissions from con-
struction industry being one of the major sources of carbon
emissions from global economic activities [1]. In 2017,
global CO2 emissions from construction accounted for
nearly 40 per cent of total CO2 emissions from global eco-
nomic activities [2]. Carbon reduction actions in construc-
tion industry are conducive to reducing greenhouse gas
emissions. Unlike traditional buildings, green buildings
reduce carbon emissions and alleviate building pollution,

which can effectively respond to global climate change [3].
However, there are some problems in green building market,
such as immature technology, low public willingness to pur-
chase and imperfect management system etc. [4]. The devel-
opment of green building market is jointly promoted by the
strategic selection of stakeholders such as government, con-
struction enterprises, and consumers. Focusing on GBTs, the
development process of green building market is also the
process of R&D and application of green building technol-
ogy. Green building market development is localized [5].
The change in the number of enterprises and consumers
choosing to produce and purchase green buildings affects
the scale of the overall green buildings market. From the
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actual situation, the construction enterprise populations and
the consumer populations are two finite populations. More-
over, the two groups are in an uncertain environment of
green building market, and the players’ strategy selections
are influenced by random factors, which may lead to strategy
mutation. Therefore, it is necessary to consider the influence
of random factors, strategy selection intensity, group size,
and other factors on the group strategy selection process.

The development of green building is a game process
between the government, construction enterprises, con-
sumers, and other stakeholders. Most research literatures
regard the government as one of the game players and ana-
lyze the impact of government policies on the strategic
choice of various stakeholders, such as the impact of envi-
ronmental policies on the adoption of green building tech-
nology by alliance construction enterprises composed of
building material enterprises and building material devel-
opers [6]; the influence process of subsidy coefficient, market
supervision intensity and other factors on the green technol-
ogy innovation strategy of enterprises [7]; the impact of pos-
itive and negative policy incentives on the green
transformation of PPP-BR [8]; and the influence process of
different reward and punishment mechanisms on the behav-
ior evolution of suppliers and demanders in the green build-
ing market [9].

In terms of research methods, Moran process and bima-
trix analysis are commonly used. Moran process is divided
into three steps: selection, reproduction, and replacement
[10]. Souza et al. and Nishimura et al. introduced the Moran
process based on the dominant probability into evolutionary
game [11] and described the birth-and-death process of
individual selection in frequency-dependent Moran process
[12]. Different from the deterministic evolutionary games,
the stochastic evolutionary games introduce selection inten-
sity. According to the dependence between fitness and indi-
vidual payoffs, the selection is divided into strong selection
and weak selection. When the strategy has no mutation,
the indicators for judging the overall evolutionary dynamics
are divided into fixation probability [13] and fixation time
[14]. Traulsen et al. propose an exponential mapping form
suitable for strong selection and weak selection based on lin-
ear mapping form [15]. When the strategy has mutation, it is
judged by average abundance. Some scholars analyzed dom-
inant conditions for strategy to fixate when selection inten-
sity is different [16]. The stochastic evolutionary game
dynamics of bimatrix games can be described as
frequency-dependent Moran process with mutation [17].
Most of the existing researches supplement and perfect the
theoretical model of bimatrix game, such as introducing
quantile to define the preference of stochastic payoff values
and discuss the stationary distribution of the proposed
birth-and-death process and the long-term equilibrium of
2 ∗ 2 bimatrix game evolution model; describing an algo-
rithm for computing the approximate mixed Nash equilib-
rium in bimatrix games [18]; and proposing the expected
loss averse Nash equilibrium, the optimistic loss averse Nash
equilibrium, and pessimistic loss averse Nash equilibrium
and their existence theorems [19]. Some scholars improve
model from the perspectives of heterogeneity of learning

mechanism [20], individual emotion type [21], and ambigu-
ity of gains [22].

To sum up, at present, most research literatures think
that the construction enterprise populations or consumer
populations are infinite populations, while ignoring the
actual situation that the number of populations is limited,
and related research has not considered the influence of ran-
dom factors, populations’ size, and other parameters on the
strategy selection process of players. This paper analyzes the
random evolution process of group strategy selection based
on the R&D and application of GBTs. Among them, the
R&D stage mainly analyzes the behavior evolution process
within the supply-side group, and the application stage
mainly analyzes the behavior evolution process of the
supply-side and demand-side groups.

2. Materials and Methods

2.1. Model Parameters and Related Assumptions

2.1.1. Model Parameters. The model parameters are shown
in Table 1.

2.1.2. Basic Assumptions

(1) Basic Assumptions of Green Building Technology in R&D
Stage.

Suppose there are M mixed and homogeneous construc-
tion enterprises in market. Each construction enterprises’
R&D of GBTs can be divided into two options: independent
innovation or technology introduction, respectively, denoted
as fα11, α12g. Simplify the construction enterprise group
with different strategies into two players with different
strategies.

Assuming that the construction enterprises that choose
the independent innovation strategies (IIS) have to pay the
independent innovation cost C1, the probability of technical
R&D failure is f , and the probability of R&D success is 1 − f .
When technology R&D fails, independent innovation con-
struction enterprises suffer from cost, time, and other losses
is W1. When R&D is successful, construction enterprises
transfer technology patents at the probability of y4 and
transfer gains V2; with the probability of 1 − y4 chooses
not to transfer, get retained earnings V1. Enterprise indepen-
dent R&D suffered time window loss is W3. When two con-
struction enterprises choose independent innovation, they
collaborate with a probability of y6; the benefits of coopera-
tion received by both construction companies choose to
cooperate are V4. Appropriate government subsidies to con-
struction enterprises that choose independent R&D innova-
tion which can encourage construction enterprises to carry
out independent technological innovation and improve the
technological development level of the construction indus-
try. The probability of government active encouragement is
y3, and the R&D subsidies for construction enterprises that
choose IIS are V5. The construction enterprises that choose
the technology introduction strategy (TIS) need to pay the
cost C2, C1 > C2. Gains after technology introduction are
V3. The technology introduced by construction enterprises
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is affected by the technology spillover effect, resulting in the
loss of leading power of some industries, which is called the
technology introduction loss. The loss of technology intro-

duction is W2. The selection of technology introduction by
construction enterprises is influenced by the technology
spillover effect of independent R&D enterprises, which is

Table 1: Model parameters.

Parameter symbol Parameter meaning Parameter range

M Number of construction enterprises

α Construction enterprise group

β Consumer group

y1 Cross price sensitivity coefficient 0-1

y2 Green sensitivity coefficient of consumers ≥0
y3 Probability of positive encouragement by the government

y4 Probability of transferring technology patents

y5
Spillover effect coefficient of one party’s independent innovation

and the other party’s technology introduction
0-1

y6 Cooperation probability when enterprises independently innovate

y7 Spillover effect coefficient when enterprises choose technology introduction 0-1

N , Z Group size

C1 Independent innovation cost C1 > C2

C2 Technology introduction cost

Cg1 Cost of green building for construction enterprises Cg1 > Cg2

Cg2 Operating costs paid by consumers after purchasing green buildings Cg2 > Cb2

Cb1 Cost of ordinary construction of enterprises

Cb2 Operating costs paid by consumers after purchasing ordinary buildings

f Probability of technology R&D failure

W1 Time window loss

W2 Loss of technology introduction

W3 Time window loss of independent R&D of enterprises

V1 Retained earnings

V2 Transfer income

V3 Gain from technology introduction

V4 Cooperation income

Dg Green building demand

Db General building demand

Vg Consumers’ gains from buying green buildings

Vb Consumers’ gains from buying ordinary buildings

Pg Sales price of green buildings

Pb Sales price of ordinary buildings

G1 Development subsidies for construction enterprises to develop green buildings

G2 Development subsidies for consumers to buy green buildings

F Carbon tax of enterprises from producing ordinary buildings

h Green degree of construction products >0
a Green building demand ≥0
u Probability of strategy mutation in construction enterprise

v Probability of strategy mutation by consumers

r Market reputation gained by construction enterprises in producing green buildings
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expressed by the spillover effect coefficient. The larger the
spillover effect coefficient is, the larger the spillover effects
are. The spillover effect coefficient is y5 when one player
innovates independently and the other player introduces
technology. And the spillover effect coefficient is y7 when
both players choose to introduce technology.

(2) Basic Assumptions of Green Building Technology in the
Application Stage.

Denote the number of consumers and construction
enterprises are finite populations, the population’ size as Z
and N , respectively. Consumers face two strategic choices:
buying green buildings (BGB) or buying ordinary buildings
(BOB). The consumer populations are denoted as β, and
the set of feasible strategies is denoted as fβ1, β2g. Con-
sumers have a rigid demand for buildings; they will choose
to buy ordinary building or green building when they do
not buy the desired type of building product: green building
or ordinary building. Construction enterprises have two
pure strategy choices: (1) producing green building (PGB)
through independent innovation or technology introduction
and (2) using the original production technology to produce
ordinary buildings (POB). The construction enterprise pop-
ulations are denoted as α, and its set of feasible strategies is
denoted as fα1, α2g. No mixed strategies are considered [23].

Referring to the linear demand function model of prod-
uct price in supply chain management research [24], the
demand functions of green building and ordinary building
are, respectively:

Dg = a − Pg + y1Pb + y2h, ð1Þ

Db = λa − Pb + y1Pg: ð2Þ
Dg and Db, respectively, refer to the demand for green

buildings and ordinary buildings. a refers to the demand
for green buildings, a ≥ 0. The selling price of the green
building is Pg, and the selling price of the ordinary building
is Pb. y1 refers to the cross-price sensitivity factor, y1 ∈ ð0, 1Þ.
The greater the y1, the greater the competition, and the
greater the impact of the selling price of its own product
on demand compared to that of competing products. y2
refers to the greenness sensitivity coefficient of consumers,
y2 ≥ 0. The larger the y2, the more sensitive the consumer
is to the greenness of the building product, and the higher
the consumer’s green preference is; the smaller the y2, the
lower the consumer’s green preference. h refers to the green-
ness of construction products, h ≥ 0. λ refers to the differ-
ence between the potential demand for green buildings and
ordinary buildings. The demand for green buildings is
greater when 0 < λ < 1. When λ = 1, the demand for green
buildings and ordinary buildings is equal. The demand for
ordinary buildings is greater when λ > 1.

When construction enterprises choose to produce green
buildings, it may be produced by independent innovation or
technology introduction. When they choose independent
R&D, it needs to pay costs on R&D; when they choose tech-

nology introduction, it needs to spend a lot of money to pur-
chase patents, etc. These possible costs are called
development costs. Construction enterprises pay develop-
ment costs of Cg1 to produce green buildings and Cb1 to pro-
duce ordinary buildings, where Cg1 > Cb1. Consumers
receive the benefit Vg when they purchase green buildings,
and the benefit Vb when they purchase an ordinary build-
ings. Running costs refers to the costs paid for heating, etc.
Consumers who buy green buildings pay running costs Cg2
, and those who buy ordinary buildings pay running costs
Cb2, where Cg2 < Cb2. To promote the development of the
green building market, the government will actively encour-
age construction enterprises to produce green buildings and
consumers to buy green buildings through subsidies and
strong regulation. Suppose the probability that the govern-
ment actively encourages is y3, the subsidy to construction
enterprises is G1, the subsidy to consumers is G2, and the
carbon tax F is levied on enterprises producing ordinary
buildings. Construction enterprises producing green build-
ings will gain market reputation r.

2.2. Model Building

2.2.1. Model Building of Green Building Technology in R&D
Stage. The game payment matrix within the construction
enterprise group in the R&D stage is shown in Table 2.

Suppose there are l construction enterprises within the
groups of construction enterprises choosing strategy α11
and M − l construction enterprises choosing strategy α12.
Combined with Table 1, the expected payoffs of construction
enterprises choosing α11 and α12ðEl

α11, El
α12Þ are obtained as

shown in Equations (1) and (2), where l = 1, 2, 3,⋯M − 1.

Eα11
l = l − 1

M − 1 −C1 + 1 − fð Þ y4V2 + 1 − y4ð ÞV1½ � − fW1 −W3 + y6V4 + y3V5f g

+ M − l
M − 1 −C1 + 1 − fð Þ y4V2 + 1 − y4ð ÞV1Þ½ � − fW1 −W3 + y3V5f g,

Eα12
l = l

M − 1 −C2 + y5V3 −W2f g + M − l − 1
M − 1 −C2 + y7V3 −W2f g:

ð3Þ

Denote selection intensity ω as stochastic factors. The
uncertain environment faced by construction enterprises is
divided into two situations: expected payoffs dominated
and stochastic factors dominated. Under the expected payoff
dominates, the fitness is completely determined by the
expected return; under the stochastic factor dominates, the
expected payoffs has little effect on the fitness.

The relationship between fitness and payoff function is
exponential mapping, and the fitness of construction enter-
prises selection α11 and α12ð f lα11, f lα12Þ are:

f α11l = exp ω ∗ Eα11
l

� �
, ð4Þ

f α12l = exp ω ∗ Eα12
l

� �
, ð5Þ

where ω ≥ 0. Suppose there is no mutation in game. Based
on the probability transfer formula and the total probability
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formula, the probability of α11 and α12 fixates ðρα11, ρα12Þ
are:

After a long period of evolution, the strategy used by the
player with a large fixation probability is more likely to
become an evolutionary stable strategy [25]. The strategy
α11 is more likely to become evolutionary stable strategy
when ρα11 > ρα12; the strategy α12 is more likely to become
evolutionary stable strategy when ρα11 < ρα12.

2.2.2. Model Building of Green Building Technology in the
Application Stage. The game payoff matrix between the con-
struction enterprise populations and the consumer popula-
tions is shown in Table 3.

In the basic step of updating, each individual of popula-
tions α interacts with each individual of populations β to
generate payoffs. When individual i in population α interacts
with individual j in population β, the expected payoffs of
individual i are aij, and that of individual j is bij. The payoff
matrix is.

𝛽1
𝛼1

𝛽2

𝛼2
(A, B)= (a11, b11) (a12, b12)

(a21, b21) (a22, b22)
ð7Þ

The expected benefits of each interaction of construction
enterprises are Fαi

=∑2
i=1aijyj, i = 1, 2. The expected benefits

of each interaction of construction enterprises are Fβ j
=

∑2
j=1bijxi, j = 1, 2. There is an exponential mapping between

the fitness and benefit functions. The fitness of the construc-
tion enterprises to adopt the strategy αi is f αi = exp ðδ ∗ Fαi

Þ
, and the fitness of the consumer to adopt the strategy βj is
f β j

= exp ðδ ∗ Fβ j
Þ. δ is the selection strength, δ ≥ 0.

2.3. Model Solution and Analysis

2.3.1. System Analysis of Green Building Technology R&D
Stage Model

(1) Under the Expected Payoff Dominates.

Under the expected payoff dominates, construction
enterprises are completely rational, and their strategic selec-
tion is entirely determined by expected payoffs and is not
influenced by other factors. By comparing the difference of
fitness in each state, the change of the number of construc-

tion enterprises adopting a certain strategy is analyzed. Let

hl = f α11l − f α12l , l = 1, 2, 3,⋯M − 1: ð8Þ

Take l = 1 and l =M − 1, respectively, and substitute
Equations (1)–(5) into Equation (8), we get

h1 = eω∗E
α11
1 − eω∗E

α12
1 = eω∗ −C1+ 1−fð Þ y4V2+ 1−y4ð ÞV1½ �−fW1−W3+y3V5f g

− eω∗ −C2−W2+ 1
M−1y5V3+M−2

M−1y7V3½ �,

hM−1 = eω∗E
α11
M−1 − eω∗E

α12
M−1 = eω∗ −C1+ 1−fð Þ y4V2+ 1−y4ð ÞV1½ �−fW1−W3+y3V5+M−2

M−1y6V4f g
− eω∗ −C2+y5V3−W2ð Þ:

ð9Þ

The game system may have the following situations:

(1) If h1 > 0, selection behavior of construction enter-
prises supports α11 invading α12, α11 is dominant; if
hM−1 < 0, selection behavior supports α12 invading
α11, α12 is dominant

(2) If h1 > 0 and hM−1 > 0 coexist, choose favorable α11
invading α12, against α12 invading α11, α11 is superior
to α12, and α11 is dominant

(3) If h1 < 0 and hM−1 < 0 coexist, α12 will replace α11 as
an evolutionary stable strategy

(4) If h1 < 0 and hM−1 > 0 coexist, choose against α11
invading α12, also against α12 invading α11, and selec-
tion behavior of construction enterprises against
change

(5) If h1 > 0 and hM−1 < 0 coexist, the choice is condu-
cive to α11 and α12 to invade each other, and selec-
tion behavior of construction enterprises tends to
change

Proposition 1. Under the expected payoff dominates, for M
≥ 2, there is h1 > 0, hM−1 > 0, IIS becomes an evolutionary
stable strategy when ð1 − f Þ½y4V2 + ð1 − y4ÞV1� + C2 +W2 +
y5V3 − C1 − fW1 −W3 + y3V5 − 2y7V3 > 0.

Proposition 1 shows that when the construction enter-
prise populations are completely rational, its strategy

ρα11 = 〠
M−1

k=0
exp ω

2 k k + 1ð Þ−y6V4 + y5V3 − y7V3
M − 1 + ωk

y6V4 + M − 1ð Þ C1 − 1 − fð Þ y4V2 + 1 − y4ð ÞV1½ � + fW1 +W3 − y3V5 − C2 + y7V3 −W2f g
M − 1

� �( )−1

,

ρα12 = 〠
M−1

k=0
exp ω

2 k k + 1ð Þ−y6V4 + y5V3 − y7V3
M − 1 + ωk

M − 1ð Þ −C1 + 1 − fð Þ y4V2 + 1 − y4ð ÞV1½ � − fW1 −W3 + y6V4 + y3V5 + C2 +W2f g + y7 −My5ð ÞV3
M − 1

� �( )−1

:

ð6Þ
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selection process is affected by parameters such as indepen-
dent R&D cost, R&D failure rate, R&D failure loss, technol-
ogy introduction loss, and R&D subsidies. Whether
construction enterprises adopt IIS or TIS is closely related
to their own income. When the profit of construction enter-
prises adopting IIS is greater than that of choosing TIS, con-
struction enterprises tend to choose IIS.

(2) Under the Stochastic Factor Dominates.

Under the stochastic factor dominates, ω⟶ 0. Con-
struction enterprises’ strategy choice is influenced by policy
orientation, decision-makers’ preferences, and other factors
in addition to expected payoffs. By discussing the change
of the ratio of two fixation probabilities, this study analyzes
the change of the number of groups choosing a certain strat-
egy.

ρα12
ρα11

=
YM−1

l=1
exp ω 〠

M−1

l=1
Eα12
l − Eα11

l

� �" #
= exp −ω

M
2 −2C1f

��

+ 2 1 − fð Þ y4V2 + 1 − y4ð ÞV1½ � − 2fW1 − 2W3 + y6V4
+ 2y3V5 + 2C2 − y5 + y7ð ÞV3 + 2W2g + C1f
− 1 − fð Þ y4V2 + 1 − y4ð ÞV1½ � + fW1 +W3 − y6V4
− y3V5 − C2 + y7V3 −W2gg:

ð10Þ

Proposition 2. Under the stochastic factor dominates, the
strategy α11 dominants when −C1 + ð1 − f Þ½y4V2 + ð1 − y4Þ
V1� − fW1 −W3 + y6V4 + C2 + y5V3 + C2 − ðy5 + y7ÞV3 +
W2 > 0, IIS is more likely to become an evolutionary stable
strategy.

Proposition 2 shows that construction enterprises choos-
ing IIS are closely related to independent R&D cost, R&D
success rate, retained revenue after R&D success, transfer
revenue, and R&D failure loss under the stochastic factor
dominates. When the income of the enterprise choosing
TIS is less than the income of IIS, the choice behavior sup-
ports IIS to invade TIS and then replaces TIS. IIS eventually
becomes an evolutionary stable strategy.

Whether the situation is dominated by expected payoffs
or by stochastic factors, the strategy choice of construction
enterprises is related to parameters such as populations’ size,
cost of independent R&D, spillover effect coefficient, loss of

technology introduction, and selection intensity. Under the
expected payoff dominates, the benefits of construction
enterprises in IIS are greater than those in TIS, the strategy
choice of construction enterprises supports the invasion
and replacement of TIS by IIS, and IIS dominates. Under
the stochastic factor dominates, the gain of construction
enterprises in TIS is smaller than the gain in IIS, and the
strategy choice of construction enterprises resists the inva-
sion of IIS by the TIS, and the IIS prevails. There is a thresh-
old value for the number of construction enterprises
choosing a certain strategy, and the populations’ strategy
changes when the number of construction enterprise popu-
lations exceeds the threshold value.

2.3.2. System Analysis of Green Building Technology
Application Stage Model. Suppose there is mutation in strat-
egy updating process. The probability of a mutation in con-
struction firm’s strategy is u and the probability of a
mutation in consumer’s strategy is v. Then, discuss the evo-
lutionary process in neutral selection and weak selection
cases.

Under the neutral selection, δ = 0. It was calculated that
hxii0 = 1/2, hyji0 = 1/2, and hxiyji0 = 1/4. It is consistent with
the results of Ohtsuki [17]. It is because the frequency of
occurrence of any pair of strategy combinations of two pop-
ulations under stochastic mutation conditions is expected to
be the same in equilibrium.

In the case of weak selection, δ⟶ 0. The equilibrium
frequencies of strategies α1 and strategies α2 adopted by con-
struction enterprises are:

x1h iδ =
1
2 + δ Z − 1ð Þ 1 − uð Þ

8 1 + Zu − uð Þ Dg +Db

� �
Pg − Cg1 + y3hG1
��

+ r − Pb + Cb1 + y3FÞ +Dgr� +O δ2
� �

,

x2h iδ =
1
2 −

δ Z − 1ð Þ 1 − uð Þ
8 1 + Zu − uð Þ Dg +Db

� �
Pg − Cg1 + y3hG1
��

+ r − Pb + Cb1 + y3FÞ +Dgr� +O δ2
� �

:

ð11Þ

The equilibrium frequencies of consumer populations

Table 3: Game payoff matrix for the construction enterprise populations and the consumer populations.

Strategy selection
Consumer

BGB (y) BOB (1 − y)

Construction
enterprise

PGB
(x)

Dg Pg − Cg1 + y3hG1 + r
� �

,Dg Vg − Pg − Cg2 + y3hG2
� �� �

Db Pg − Cg1 + y3hG1 + r
� �

,Db Vg − Pg − Cg2 + y3hG2
� �� �

POB
(1 − x
)

Dg Pb − Cb1 + y3F − rð Þ,Dg Vb − Pb − Cb2ð Þ� �
Dg Pb − Cb1 + y3F − rð Þ,Db Vb − Pb − Cb2ð Þ� �
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adopting strategies β1 and strategies β2 are:

y1h iδ =
1
2 + δ N − 1ð Þ 1 − vð Þ

8 1 +Nv − vð Þ Dg −Db

� �
Vg − Pg − Cg2
��

+ y3hG2 + Vb − Pb − Cb2Þ� +O δ2
� �

,

y2h iδ =
1
2 −

δ N − 1ð Þ 1 − vð Þ
8 1 +Nv − vð Þ Dg −Db

� �
Vg − Pg − Cg2
��

+ y3hG2 + Vb − Pb − Cb2Þ� +O δ2
� �

:

ð12Þ

In the bimatrix games, the distribution of joint strategies
is more concerned. The equilibrium frequencies of joint
strategies in different cases are shown

x1y1h iδ =
1
4 + δ

16 u + vð Þ 1 + Zu − uð Þ 1 +Nv − vð Þ
� Z − 1ð Þ 1 − uð Þ v 1 + N − 1ð Þ u + vð Þ½ �π1 + 2uπ2f gf
+ N − 1ð Þ 1 − vð Þ u 1 + Z − 1ð Þ u + vð Þ½ �π3 + 2vπ4f gg
+ O δ2

� �
,

ð13Þ

x1y2h iδ =
1
4 + δ

16 u + vð Þ 1 + Zu − uð Þ 1 +Nv − vð Þ
� Z − 1ð Þ 1 − uð Þ v 1 + N − 1ð Þ u + vð Þ½ �π1 + 2uπ6f gf
+ N − 1ð Þ 1 − vð Þ u 1 + Z − 1ð Þ u + vð Þ½ �π7 − 2vπ4f gg
+O δ2

� �
,

ð14Þ

x2y1h iδ =
1
4 + δ

16 u + vð Þ 1 + Zu − uð Þ 1 +Nv − vð Þ
� Z − 1ð Þ 1 − uð Þ v 1 + N − 1ð Þ u + vð Þ½ �π9 − 2uπ2f gf
+ N − 1ð Þ 1 − vð Þ u 1 + Z − 1ð Þ u + vð Þ½ �π3 + 2vπ12f gg
+ O δ2

� �
,

ð15Þ

x2y2h iδ =
1
4 + δ

16 u + vð Þ 1 + Zu − uð Þ 1 +Nv − vð Þ
� Z − 1ð Þ 1 − uð Þ v 1 + N − 1ð Þ u + vð Þ½ �π9 − 2uπ6f gf
+ N − 1ð Þ 1 − vð Þ u 1 + Z − 1ð Þ u + vð Þ½ �π7 − 2vπ12f gg
+ O δ2

� �
,

ð16Þ

FÞ +Dgr, π2 =DgðPg − Cg1 + y3hG1 − Pb + Cb1 + y3F + 2rÞ,
π3 = ðDg −DbÞðVg − Pg − Cg2 + y3hG2 +Vb − Pb − Cb2Þ, π4
= ðDg −DbÞðVg − Pg − Cg2 + y3hG2Þ, π6 =DbðPg − Cg1 + y3
hG1 − Pb + Cb1 + y3F + rÞ, π7 = ðDb −DgÞðVg − Pg − Cg2 +
y3hG2 +Vb − Pb − Cb2Þ, π9 = ðDg +DbÞðPb − Cb1 − y3F − r
− Pg + Cg1 − y3hG1Þ −Dgr, π12 = ðDg −DbÞðVb − Pb − Cb2Þ.

It can be seen that the strategy selection process of con-
struction enterprise populations and consumer populations
is related to parameters such as population’ size, selection
intensity, mutation rate, and price sensitivity coefficient.
Due to the calculation formula of the equilibrium frequency
of joint strategy is complex, therefore, numerical simulation
is used to analyze the influence laws of population joint
strategy in Section 4.3.

3. Results and Analysis

3.1. Stochastic Evolution Analysis of Strategy Selection of
Construction Enterprise Populations in the R&D Stage of
Green Building Technology. To present research results more
intuitively, this paper uses numerical simulations to test the
impacts of different parameter changes. The parameters are
assigned: construction enterprises that choose IIS need to
pay the cost of independent innovation of 15, the failure rate
of technology R&D is 0.1, and suffer from R&D failure loss
of 5. When the R&D is successful, the technology patent is
transferred with a probability of 0.2, and the transfer gains
18; when it is not transferred, it gains self-retained earnings
of 17. The probability of cooperation is 0.05 when all con-
struction enterprises choose to innovate independently,
and the gain from cooperation is 10. The probability of
active government encouragement is 0.3, and the R&D sub-
sidy for construction enterprises choosing the strategy of
independent innovation is 4. Construction enterprises
choosing the strategy of technology introduction need to
pay the cost of technology introduction of 5, and the gain
from technology introduction is 20; the loss from technology
introduction after technology introduction is 1. The spillover
coefficient is 0.1 when one side innovates independently and
the other side introduces technology. The spillover coeffi-
cient is 0.01 when both sides choose technology introduc-
tion. Taking the group size, independent R&D cost,
spillover effect coefficient, technology introduction loss,
R&D subsidy, and other parameters of construction enter-
prises as variables, this paper analyzes the random evolution
process of strategy selection of construction enterprises
dominated by expected income and random factors. Under
the expected payoff dominates, ω = 1. Under the stochastic
factor dominates, ω = 0:0001.

3.1.1. Stochastic Evolution Process Analysis of Strategy
Selection of Construction Enterprises under the Expected
Payoff Dominates. The influence of the change of C1 on
the evolution path under the expected payoff dominates is
shown in Figure 1(a). As can be seen from Figure 1(a) that
when h1 < 0, hM−1 < 0, C1 = 15, and 2 ≤M ≤ 4, the selection
behavior of construction enterprises supports the invasion
of IIS by TIS. When C1 = 15, andM > 4, the selection behav-
ior is favorable to the mutual invasion of TIS of IIS. The
hybrid strategy becomes an evolutionary stable strategy. As
the cost of independent R&D decreases, both curves repre-
senting h1 and hM−1 are located above h1 = 0 or hM−1 = 0.
At this time, h1 > 0 and hM−1 > 0, IIS will replace TIS as
the evolutionary stable strategy. When the cost of indepen-
dent R&D increases, the two curves are located below h1 =
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Figure 1: Continued.
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0 or hM−1 = 0, and TIS replaces IIS as the evolutionary stable
strategy. It indicates that the threshold value of IIS to

become evolutionary stable strategy increases. When the
group’s size of construction enterprises exceeds the
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Figure 1: (a) Influence of the change of C1 on the evolution path under the expected payoff dominates. (b) Influence of the change of y5 on
the evolution path under the expected payoff dominates. (c) Influence of the change of W2 on the evolution path under the expected payoff
dominates. (d) Influence of the change of V5 on the evolution path under the expected payoff dominates.
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threshold value, some enterprises choose technology intro-
duction, and some enterprises choose independent innova-
tion, and a situation of two strategies coexists. When the
cost of independent R&D decreases, IIS prevails and is more
likely to become evolutionary stable strategy.

The influence of the change of y5 on the evolution path
under the expected payoff dominates is shown in
Figure 1(b). As can be seen from Figure 1(b), the greater
the spillover effect coefficient, the greater the threshold value
of the construction enterprise group’s tendency to IIS. When
the group’s size is less than the threshold value, the TIS is
dominant; when the group’s size is larger than the threshold
value, the hybrid strategy is more likely to become an evolu-
tionary stable strategy. When the spillover effect coefficient
decreases, h1 > 0, hM−1 > 0, the choice behavior of construc-
tion enterprises supports IIS to replace the TIS; IIS eventu-
ally becomes evolutionarily stable strategy. The greater the
spillover effect coefficient is, the stronger the negative exter-
nal spillover effect is, which is prone to the situation that TIS
dominates or technology introduction and independent
innovation coexist.

The influence of the change of W2 on the evolution path
under the expected payoff dominates is shown in
Figure 1(c). As can be seen from Figure 1(c) that when the
technology introduction loss of construction enterprises
increases, the two curves lie above h1 = 0 or hM−1 = 0. The
construction enterprise populations tend to choose IIS, and
IIS is more likely to become evolutionary stable strategy.
When the loss of technology introduction decreases, the
threshold size of IIS to become an evolutionary stable strat-
egy becomes larger, and the selection behavior of construc-
tion enterprises supports the invasion of IIS by TIS. When
the populations’ size is smaller than the threshold size, TIS
becomes evolutionary stable strategy. When the populations’
size is larger than the threshold size, the hybrid strategy
becomes evolutionary stable strategy.

The influence of the change of V5 on the evolution path
under the expected payoff dominates is shown in
Figure 1(d). As can be seen from Figure 1(d), the govern-
ment’s R&D subsidies for construction enterprises affect
the strategic choice of construction enterprise groups. When
R&D subsidies increase, h1 > 0, hM−1 > 0, IIS is dominant.
When the R&D subsidy decreases, the two curves is below
h1 = 0 or hM−1 = 0, and TIS is dominant. When R&D subsi-
dies decrease, with the increase of group’s size, the choice
behavior of construction enterprises tends to changes, and
the mixed strategy is more likely to become an evolutionary
stable strategy. It can be seen that the threshold scale of IIS
becoming evolutionary stable strategy decreases with the
increase of R&D subsidies.

3.1.2. Stochastic Evolution Process Analysis of Strategy
Selection of Construction Enterprises under the Stochastic
Factor Dominates. The influence of the change of C1 on
the evolution path under the stochastic factor dominates is
shown in Figure 2(a). As can be seen from Figure 2(a), in
the initial state, when C1 = 15, 2 ≤M ≤ 6, ρα12/ρα11 > 1, that
is, ρα12 > ρα11, TIS becomes an evolutionary stable strategy.
When M > 6, ρα12/ρα11 < 1, namely, ρα12 < ρα11, IIS becomes

evolutionary stable strategy. When the cost of independent
R&D increases, the curve representing the ratio of fixation
probability is located above ρα12/ρα11 = 1, ρα12 > ρα11, the
TIS is more likely to become an evolutionary stable strategy.
When independent R&D cost decreases, ρα11 > ρα12, IIS is
more likely to become evolutionary stable strategy. With
the reduction of enterprises’ independent R&D cost, the dis-
tance of curve distance ρα12/ρα11 = 1 becomes larger, and the
threshold scale of IIS becomes evolutionary stable strategy
which decreases, the advantage of IIS as an evolutionary sta-
ble strategy is more obvious.

The influence of the change of y5 on the evolution path
under the stochastic factor dominates is shown in
Figure 2(b). As can be seen from Figure 2(b) that when spill-
over effect coefficient increases, the threshold scale of IIS
becoming evolutionary stable strategy increases, and TIS is
more dominant. The threshold scale of IIS becoming evolu-
tionarily stable strategy decreases when the spillover effect
coefficient decreases. The distance between curves represent-
ing fixation probability ratio and ρα12/ρα11 = 1 increases with
the decrease of spillover effect coefficient. Construction
enterprise groups are more inclined to choose technology
introduction. The spillover effect coefficient increases, the
marginal effect of IIS decreases, and the marginal effect of
TIS increases.

The influence of the change of W2 on the evolution path
under the stochastic factor dominates is shown in
Figure 2(c). As can be seen from Figure 2(c) that when the
technology introduction loss decreases, TIS is dominant.
When the loss of technology introduction increases, IIS
gradually dominates. The threshold scale of IIS becoming
evolutionary stable strategy decreases with the increase of
technology introduction loss. At the same time, it is also
noted that the marginal effect of IIS increases when the loss
of construction enterprises choosing TIS increases.

The influence of the change of V5 on the evolution path
under the stochastic factor dominates is shown in
Figure 2(d). As can be seen from Figure 2(d), when the
R&D subsidy is reduced, TIS is dominant; the smaller the
R&D subsidy, the greater the distance between the curve
representing the ratio of fixation probability and ρα12/ρα11
= 1, and the more obvious the advantage of TIS is. When
R&D subsidy increases, IIS gradually dominates. When the
group’s size of construction enterprises is constant, the
greater the R&D subsidy of the government to independent
innovation of construction enterprises is, the more domi-
nant the IIS is. With the increase of group’s size, the advan-
tage of IIS becoming evolutionary stable strategy is more
obvious. The threshold scale of construction enterprise
groups choosing IIS to become evolutionary stable strategy
decreases with the increase of R&D subsidies. Government
R&D subsidies to construction enterprises increased, and
the marginal effect of IIS increased.

3.2. Stochastic Evolution Analysis of Strategy Selection of
Construction Enterprise Populations in the Application
Stage of Green Building Technology. In order to describe
the evolution process of the system to the ideal state more
intuitively, take x1y1 as an example for analysis. x1y1 refers
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to the construction enterprise group choosing to produce
green buildings and the consumer group choosing to buy

green buildings. The parameters are assigned: the demand
for green buildings is 40, and the sales price is 35; the sales
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Figure 2: (a) Influence of the change of C1 on the evolution path under the stochastic factor dominates. (b) Influence of the change of y5 on
the evolution path under the stochastic factor dominates. (c) Influence of the change ofW2 on the evolution path under the stochastic factor
dominates. (d) Influence of the change of V5 on the evolution path under the stochastic factor dominates.
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price of ordinary buildings is 16. The cross price sensitivity
coefficient is 0.5, the green degree sensitivity coefficient is
2.5, the green degree of building products is 3, and the
potential demand difference between green buildings and
ordinary buildings is 1.2. Construction enterprises need to
pay 20 development costs to produce green buildings and
12 development costs to produce ordinary buildings. Con-
sumers pay 25 for green building and 18 for ordinary build-
ing. Consumers pay 12 for green building and 21 for
ordinary building. The probability of government active
encouragement is 0.3, the development subsidy for construc-
tion enterprises is 20, the consumption subsidy for con-
sumers to buy green buildings is 10, and the carbon tax is
12 for enterprises producing ordinary buildings. Construc-
tion enterprises R&D and sales of green building market
reputation is 15. The probability of strategy mutation of con-
struction enterprise groups and consumer groups is 0.1. The
selection strength is 0.0001.

The change of the equalization frequency of the joint
strategy in the initial state is shown in Figure 3. As can be
seen from Figure 3, the equilibrium frequency of the joint
strategy of (PGB, BGB) increases when the group’s size of
construction enterprises is certain and the group’s size of
consumers increases. When the consumer group’s size is
constant, the equilibrium frequency of the joint strategy of
(PGB, BGB) increases with the increase of the construction
enterprise group’s size. The evolution speed of construction
enterprises is greater than that of consumers. The equilib-
rium frequency of joint strategy increases with the increase
of the scale of construction enterprise groups and consumer
groups. This is because government’s subsidies to construc-
tion enterprises and consumers increase the willingness of
construction enterprises to produce green buildings and
consumers to buy green buildings. The individual choice of

construction enterprises has changed, and then, the develop-
ment of the whole group has also been affected.

3.2.1. Analysis on the Influence of u and v Changes on the
Evolution Path. As can be seen from Figure 4, when the stra-
tegic mutation rate of the construction enterprise popula-
tions and the consumer populations is reduced, the lower
bound of the equilibrium frequency of joint strategy
decreases from 0.25 to 0.2, and the upper bound increases
from 0.5 to 0.7. The lower bound of the equilibrium fre-
quency of the joint strategy increases from 0.25 to 0.255,
but the upper bound decreases from 0.5 to 0.28 when the
mutation rates increases. It shows that the range of equilib-
rium frequency of the joint strategy (PGB, BGB) decreases
with the increase of mutation rate. Therefore, the smaller
the mutation rate is, the more dominant (PGB, BGB) is.
The threshold scale of joint strategy becoming evolutionary
stable strategy increases with the increase of mutation rate.

3.2.2. Analysis on the Influence of y1 Changes on the
Evolution Path. As can be seen from Figure 5, when the cross
price sensitivity coefficient decreases to 0.01, the lower
bound of the equilibrium frequency of the joint strategy
remains unchanged, and the upper bound decreases from
0.5 to 0.4. The lower bound of the equilibrium frequency
of the joint strategy decreases from 0.25 to 0.2, and the upper
bound increases from 0.5 to 0.6 when the cross-price sensi-
tivity coefficient increases to 0.99. The equilibrium fre-
quency of joint strategy increases with the increase of
construction enterprises and consumers. The larger the price
sensitivity coefficient is, the larger the threshold scale of joint
strategy becoming evolutionary stable strategy is. Enterprises
invest heavily in green building products in R&D and pro-
duction, which leads to the price of green buildings being
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Figure 3: Changes in the equilibrium frequency of the joint strategy in the initial state.
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higher than ordinary buildings, and consumers with high
price sensitivity will reduce their willingness to buy green
buildings. Construction enterprises that produce green
buildings can reduce consumers’ attention to prices through
marketing strategies such as building product differentiation
and building product uniqueness.

3.2.3. Analysis on the Influence of y2 Changes on the
Evolution Path. As can be seen from Figure 6, when the
green sensitivity coefficient is reduced to 0.001, the con-

sumer group’s size is certain; with the increase of construc-
tion enterprise group’s size, the equilibrium frequency of
joint strategy is reduced from 0.4 to 0.35. The equilibrium
frequency of joint strategy increases slightly with the
increase of construction enterprise group’s size. The lower
bound of the equilibrium frequency of the combined strat-
egy decreases from 0.25 to 0.2, and the upper bound
increases from 0.5 to 0.6 when the green sensitivity coeffi-
cient increases to 12. When the green sensitivity coefficient
changes, the change rate of construction enterprise group
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Figure 4: Influence of u and v changes on the evolution path.
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is significantly greater than that of consumer group. The
larger the green sensitivity coefficient is, the larger the
threshold scale of joint strategy becoming evolutionary sta-
ble strategy is.

3.2.4. Analysis on the Influence of y3 Changes on the
Evolution Path. As can be seen from Figure 7, when the
probability of government active encouragement is reduced
to 0.01, the scale of consumer groups is certain, and the fre-
quency of joint strategy equilibrium decreases with the

increase of the scale of construction enterprises. With a cer-
tain group’s size of construction enterprises, the frequency of
joint strategy equilibrium increases with the increase of the
group’s size of consumers. The lower bound of the equilib-
rium frequency of the joint strategy decreases from 0.25 to
0.2, and the upper bound increases from 0.5 to 0.7 when
the probability of government active encouragement
increases to 0.9. The government’s behavior directly affects
the strategic evolution of construction enterprise groups
and consumer groups. And the threshold scale of (PGB,
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Figure 5: Influence of y1 changes on the evolution path.
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BGB) becomes evolutionary stable strategy increases with
the increase of government active encouragement’s
probability.

3.2.5. Analysis on the Influence of G1 and G2 changes on the
Evolution Path. As can be seen from Figure 8, the equilib-
rium frequency of joint strategy varies with government’s
subsidy. The equilibrium frequency of joint strategy
increases with the increase of construction enterprise’s scale

and consumer group’s scale when the government’s subsidy
increases. It shows that the government’s subsidies to con-
struction enterprise groups and consumer groups affect the
group’s strategy selection process. At the same time, the
change of government’s subsidy affects the joint strategy to
become the threshold scale of evolutionary stable strategy.
The greater the government’s subsidy, the greater the thresh-
old scale of coalition strategy becoming evolutionary stable
strategy.
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3.2.6. Analysis on the Influence of F and r Changes on the
Evolution Path. As can be seen from Figure 9, the carbon
tax paid by construction enterprises to develop ordinary
buildings decreases, the market reputation value of construc-
tion enterprises decreases, the scale of consumer groups
remains unchanged, and the equilibrium frequency of joint
strategies decreases significantly with the increase of the
scale of construction enterprise groups. When the carbon

tax paid by construction enterprises and their market repu-
tation value increase, the scale of consumer group remains
unchanged, and the equilibrium frequency of joint strategy
increases with the increase of the scale of construction enter-
prise group. When the scale of construction enterprise group
remains unchanged, and the carbon tax and market reputa-
tion value change, the law that the equilibrium frequency of
joint strategy changes with the scale of consumer group is
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Figure 7: Influence of y3 changes on the evolution path.
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not obvious. The threshold scale of (PGB, BGB) becomes
evolutionary stable strategy increases with carbon tax and
market credibility.

4. Discussions and Implications

4.1. Discussions. This study takes the R&D and application
process of green building technology as the starting point
and discusses the stochastic evolution of strategy selection
of construction enterprises and consumer populations from

the R&D stage and application stage, respectively, by using
the methods based on Moran process analysis and bimatrix
game analysis, and draws the following conclusions:

(1) In the R&D stage of green building technology, the
government can appropriately reduce the R&D cost
of enterprises by providing appropriate R&D subsi-
dies to construction enterprises and improving the
success rate of independent R&D of enterprises, so
as to guide enterprises to choose independent
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innovation strategies, thus forms a virtuous circle
through technological breakthroughs

(2) In the application stage of green building technology,
the government encourages the construction enter-
prise populations and consumer populations to carry
out green building production and consumption
with a positive attitude. For example, increasing pol-
icy publicity to improve the public’s green preference
and green awareness; subsidizing construction enter-
prises and consumers who produce and purchase
green buildings; levying carbon taxes on construc-
tion enterprises who produce ordinary buildings,
etc., to reduce the mutation rate of the main popula-
tion strategy, increase the threshold scale of con-
struction enterprises producing green buildings and
consumers purchasing green buildings; while pro-
moting the development of green building market
through the supply side, the demand of consumers
on demand sides is boosted, which in turn stimulates
the expansion of production on the supply side,
forming a virtuous closed loop

(3) In the application stage of green building technology,
the strategy selection process of construction enter-
prise groups and consumer groups is affected by
the mutation rate, cross-price sensitivity coefficient,
greenness sensitivity coefficient, the probability of
active government encouragement, government sub-
sidies, carbon tax, market reputation, etc. The
smaller the mutation rate is, the greater the cross
price sensitivity coefficient is, the greater the green
degree sensitivity coefficient is, the greater the prob-
ability of government active encouragement is, and
the more dominant (PGB, BGB) is

4.2. Implications

(1) The government should take the lead in improving
the guidance and supervision mechanism, fully stim-
ulate the power of construction enterprises to
develop green building technology, minimize the
externality of green building technology, and make
up for the lack of market regulation

(2) The government should strengthen its support for
independent R&D construction enterprises. High
cost and high risk of independent R&D hinder the
construction enterprises to choose independent
innovation strategy. The government’s subsidies for
independent R&D construction enterprises reduce
the cost of independent R&D, improve the enthusi-
asm of independent R&D, and expand the threshold
scale for construction enterprises to choose indepen-
dent innovation strategies as evolutionary stable
strategy

(3) Construction enterprises should focus on improving
their own R&D of technology. Improving the success
rate of independent R&D of green building technol-
ogy is the premise to promote independent R&D of

construction enterprises. Construction enterprises
can improve their R&D success rate by cultivating
and introducing internal high-end talents and
strengthening cooperation with professional
research institutions

(4) The government should subsidize both construction
enterprises and consumers. Due to the imperfect
government supervision system and insufficient
implementation of subsidy policy, the development
of green building in China’s construction market is
slow. The government can increase consumers’
demand for green buildings from the demand side
by increasing policy propaganda and improving the
public’s green preferences and consumers’ willing-
ness to buy green buildings

(5) Establish a sound carbon tax system and information
platform. Information platform increases the reputa-
tion exposure of construction enterprises, which
directly affects the reputation and image of enter-
prises. The government levies carbon tax on con-
struction enterprises that produce ordinary
buildings, drives construction enterprises to produce
green buildings through strong supervision, and
increases the supply of green buildings
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In recent years, with the rapid development of China’s construction industry, assembled buildings have become more and more
common. In this context, China attaches great importance to the development of assembled buildings and has introduced a series
of policies to support the promotion of assembled buildings. Assembled building technology has become relatively mature in some
developed countries. From their experience, it can be learned that the construction of an assembled concrete structure technology
system is the basis for the promotion of assembled concrete buildings. A factory-based production model enables prefabricated
concrete elements to be produced to a good quality. The key to the technical system for the construction of assembled concrete
structures is the connection of the prefabricated elements. At the same time, it is essential to consider not only the reliability of
the structural performance of the assembled concrete structure but also the cost and safety of the design, production, transport,
and construction processes. In fact, the safety of an assembled concrete structure depends to a large extent on whether the
nodal connection technology meets the design and quality requirements. Unlike conventional cast-in-place concrete structures,
the key nodes of assembled concrete structures have a greater impact on the mechanical properties of the load transfer. In
other words, this influence is directly related to the design of the prefabricated elements. Hence, the mechanical properties of
precast nodal joints, such as good stiffness, are essential for the structural safety of assembled buildings. In the case of
assembled buildings, the correct form of nodal connection is decisive in ensuring that the connection meets the design and
service requirements. In addition to this, the correct nodal connection form will ensure that the design life is maintained. The
uneven quality of many prefabricated components has limited the promotion of assembled concrete structures and is a key
constraint to their development. At this stage, there are no uniform standards for quality control systems and measures on site
in China, and the level of technical management is not yet fully mature. What is more, the overall quality of construction
personnel is not high enough, which might lead to some frequent issues with the quality of connections in the field during the
actual construction process. As a result, the development of assembled concrete structures urgently requires perfect
construction management standards as a guide for on-site joint construction, so as to guarantee the quality level of on-site
joint construction. In order to study the force performance of assembled concrete structures, this paper establishes an
analytical model for assembled concrete buildings based on the intelligent finite element method. To be specific, this research
introduces artificial neural network theory into the structural analysis of assembled buildings and transports it into the finite
element solution, thus forming an intelligent finite element method.

1. Introduction

An assembled concrete structure is a concrete structure
made of prefabricated elements, which are assembled and
connected [1]. To be specific, an assembled concrete struc-
ture can be fully or partially prefabricated and is a form of

industrialised building production through assembly. This
type of assembled building structure has been widely used
in many foreign countries. Due to its stable quality, high
production efficiency, and environmental protection, assem-
bled concrete structures are increasingly attracting the atten-
tion of real estate developers, building construction
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companies, and designers in China [2]. At the same time,
assembled concrete structures are not only an emerging
green and energy-saving building structure but also an effec-
tive way to achieve sustainable development in housing con-
struction [3]. The assembled building system transforms the
traditional on-site work into a factory-based production sys-
tem, enabling the construction of buildings to gradually
enter the modernisation path of industrialisation, informa-
tion technology, and intelligence [4]. As China’s economic
and social development and industrial transformation and
upgrading accelerate, the need for modernisation of the con-
struction industry becomes increasingly urgent and the vig-
orous development of assembled buildings becomes an
inevitable choice [5]. As can be seen in Figure 1, from
2016 to 2021, the average annual growth rate of new con-
struction floor area for assembled buildings in China was
as high as 40%. Therefore, in order to achieve the develop-
ment goal of assembled buildings, assembled concrete build-
ings must be the mainstay.

The assembled structure system should be viewed from
two perspectives. On the one hand, assembled structures
have the advantages of high production efficiency and short
construction periods [6]. The combination of modern con-
crete construction technology and traditional assembled
concrete construction technology can therefore bring the
advantages of assembled construction technology into full
play, thus further promoting the development of assembled
construction technology [7]. On the other hand, the nodes
of assembled concrete are less integral, more difficult to
transport and install, and more difficult to design than
cast-in-place concrete [8]. In addition to this, assembled
concrete nodes have been found to be the weakest of the
frame structures in the world’s major earthquakes, with seri-
ous breakage of the nodes [9]. For instance, Figure 2 illus-
trates the seismic damage to an assembled concrete frame
structure during an earthquake. For the construction of
assembled concrete buildings, component design is an
important part of the design phase [10]. Component design
plays a key role in controlling the cost and construction cycle
of an assembled building [11]. Therefore, the quality of the
assembled concrete is at the heart of the design work during
the component design phase. The component design is not
only for laminated slabs and beams but also for beam-
column nodes, beam-slab nodes, beam-beam nodes, and
other nodal connections in assembled frame structures
[12]. The design of assembled concrete structures involves
a large number of mechanical designs and calculations.
Compared to conventional structural design, the design of
structural elements such as columns, beams, and slabs is
more demanding, complex, and influential than traditional
structural design [13].

In addition to this, component splitting is also a key
aspect of component design. Usually, component manufac-
turers split the design drawings in order to facilitate the lift-
ing of the components by the constructors. However, in the
process of dismantling, they often neglect to verify and ana-
lyse the load-bearing properties [14]. As a result, the
strength of the jointed parts is reduced in relation to the
design strength during the actual dismantling process [15].

To a certain extent, these objective factors reflect the fact
that the technical system for design, dismantling, and con-
struction in China is not yet complete, that standards and
specifications are not yet comprehensive, and that the level
of management needs to be improved. At the same time,
there are very few design institutes that have the capacity
to design mature assembly-type buildings [16]. At this stage,
most design institutes are still in their infancy, and their
technical systems for the design and disassembly of shaped
prefabricated components are not perfect, and their experi-
ence is not yet mature. To be specific, their production
capacity for shaped components does not meet the require-
ments of the construction site. In addition, there is a discon-
nect between the dismantling effect and the capacity and
efficiency of the component manufacturers, which makes it
difficult to produce on a rapid scale [17]. After all, compo-
nent factories are more likely to disassemble simple prefab-
ricated nodes for common applications. As a result, these
problems can lead to prefabricated elements that are not
fully compliant with the design requirements and can even
affect the load-bearing properties of the elements.

China’s concrete assembled buildings originated in the
1960s, and through independent research and foreign
imports, a series of concrete assembled building systems
gradually emerged. At that time, single-storey industrial
buildings and multistorey frame buildings were typical types
of assembled concrete buildings [18]. In the 1980s, the devel-
opment of assembled concrete buildings in China reached a
climax with the establishment of tens of thousands of pre-
fabricated concrete plants throughout the country, with an
annual output of 30 million sqm. In the late 1980s, the
domestic construction market demand increased dramati-
cally. However, the load-bearing capacity and ductility of
domestically produced precast elements were low. Building
systems using precast concrete elements did not solve the
problems of waterproofing and thermal insulation well
[19]. In the Tangshan earthquake, the damage to a large
number of buildings using precast concrete elements
revealed the lack of seismic performance of domestic assem-
bled concrete buildings. In addition, due to the rise and pro-
motion of commercial concrete, assembled concrete
structures are gradually being replaced by cast-in-place con-
crete structures [3].

The fundamental reason for the decline in the develop-
ment of assembled concrete buildings in China in the last
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Figure 1: New construction floor area for assembled buildings in
2016-2021 in China.
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century was the low level of industrialisation and the lack of
a mature technical system for assembled concrete structures.
In addition to this, the quality control mechanism in the
domestic market was not perfect [20]. From the experience
of developed countries and regions, assembled concrete
buildings can fully meet the safety and functional require-
ments of buildings and have many advantages over cast-in-
place concrete buildings. In recent years, with the rapid
development of China’s economy and society, the demand
for industrialisation of the construction industry has
emerged. At the same time, the quality control mechanism
of the construction market in China is gradually maturing,
and the development of assembled concrete buildings has
become an inevitable trend [21]. At present, China’s market
share of assembled buildings is relatively low, and in order to
vigorously promote assembled buildings, there is an urgent
need to develop a series of assembled concrete building tech-
nology systems that are in line with national conditions. In
2020, public buildings will account for 33.2% of the new
construction of assembled buildings in China. In public
buildings, especially schools, hospitals, and government
institutions, concrete frame structures play an important
role. Therefore, it is of great importance to study the tech-
nology of assembled concrete frame construction.

The structural elements of assembled concrete buildings
are produced in the factory [22]. As a result, these structural
elements perform better in terms of load capacity, stiffness,
and ductility. The connections between prefabricated ele-
ments can be made either dry or wet, which is different from
conventional monolithic cast-in-place concrete structures
[23]. There are doubts in the country about the integrity of
the connections, particularly in terms of their seismic perfor-
mance. The damage mechanisms of frame structures under
seismic action are beam-hinged, column-hinged, and
mixed-hinged mechanisms (see Figure 3). The ideal damage
mechanism is either the beam-hinged damage mechanism
or the mixed-hinged damage mechanism, both of which
are based on the formation of plastic hinges at the beam
ends and first floor columns. The key to the study of the con-
struction technology of assembled concrete frame structures
is therefore the study of the seismic performance of the
nodal connections.

In recent years, with the continuous development of
computer technology and information technology, numeri-
cal calculation methods represented by the finite element
method have been rapidly developed and widely used in
construction engineering. The finite element method can
effectively solve practical problems that are difficult to solve

with traditional calculation methods for assembly buildings
[24]. It is worth noting, however, that although these numer-
ical methods have successfully solved a large number of
complex engineering problems and can be used to simulate
the force characteristics of assembled structures by quantita-
tive means, they must be based on a sound understanding of
the material properties [25]. Only if the calculation model is
sound, and the material ontology model and the calculation
parameters are accurately given, can the numerical results be
correct and reasonable.

The traditional method of analysing the structure of an
assembled building is usually to obtain test data through
some geotechnical experiments or field tests and then to
analyse the test data using various data processing methods
such as statistics and regression [26]. The data is then ana-
lysed using various data processing methods such as statis-
tics and regression. The laws are then identified and fitted
to the simulation using mathematical expressions. Under
certain assumptions, a few material parameters are deter-
mined, the model is extended to any stress condition, and
new test results are used to test and modify the model
[27]. Based on this, the following problems arise. On the
one hand, the complex properties of assembled building
materials require complex mathematical models and a large
number of material parameters to express their complex
physical and mechanical properties. This makes it difficult
to determine the parameters and to use the model. On the
other hand, if some assumptions are made, a certain amount
of error is bound to be introduced during the numerical cal-
culations. The magnitude of this error is difficult to estimate
theoretically and needs to be verified using a large number of
examples. It appears that although a large number of analyt-
ical models have been proposed for the different characteris-
tics of assembled buildings, these models are mostly simple
approximations of the physical and mechanical characteris-
tics of the building materials. In other words, it is difficult
to fully express the complex nonlinear properties of assem-
bled buildings, which has forced the application of new the-
ories and methods to the analysis of assembled building
structures.

The theory of artificial neural networks, which is based
on many modern sciences such as brain neuroscience [28]
and machine learning, is self-learning, self-organising, and
self-adaptive. Therefore, artificial neural networks have
excellent characterisation capabilities for highly nonlinear
problems. This study investigates the creation and use of
neural network models and how they can be applied to the
finite element method to form intelligent finite element

Figure 2: Seismic damage to an assembled concrete frame structure during an earthquake.
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methods. After that, this research applies the intelligent
finite element method to model the building structure and
analyse the assembled components to verify the accuracy
of the model. At the same time, parametric analysis of the
assembled frame structure is carried out to investigate the
relationship between the assembled structure and the overall
forces of the cast-in-place structure.

2. Intelligent Finite Element Analysis

The finite element method is an effective numerical calcula-
tion method that has developed rapidly in recent years. The
basic idea is to discretize a continuous structure into a finite
number of cells and to set a finite number of nodes in each
cell, considering the continuum as a collection of many cells
connected at the nodes. At the same time, the nodal values of
the field functions are chosen as the fundamental unknowns
and an interpolation function is assumed in each cell to rep-
resent the distribution pattern of the field functions in the
cell. As a result, the variational principle in mechanics can
be used to establish equations to solve the discretized finite
degree of freedom problem. The cell can be designed in dif-
ferent geometries, allowing flexible modelling and approxi-
mation of complex solution domains. As the number of
cells increases, the accuracy of the solution increases and
eventually converges to an exact solution if the interpolation
function meets certain requirements.

The finite element method is one of many numerical
analysis methods, each with its own scope of application
(see Table 1). However, in terms of the degree of application,
the finite element method is the most commonly applied.

2.1. Principle of Finite Element Analysis. The finite element
method is based on the energy principle. For different prob-
lems, the finite element method can take different forms of
formulation. They are equivalent to each other and have
their own scope of application. The interrelationship of the
energy principles is shown in Figure 4.

In order to be able to represent cell displacements,
strains, and stresses in terms of nodal displacements, certain
assumptions have to be made about the in-cell displace-
ments. This means that the distribution function of the in-
cell displacements is interpolated using the cell nodal dis-
placements, as shown in

v =M × ng, ð1Þ

where v refers to the displacement vector, M indicates the
displacement difference matrix, and ng is the unit node dis-
placement vector.

From the principle of virtual work, the equilibrium equa-
tion for the unit can be derived, as shown in

f g = lg × ng, ð2Þ

where lg refers to the stiffness matrix and f g is the equivalent
nodal force.

The Newton-Raphson method is one of the best-known
methods for solving nonlinear systems of equations. For a
linear equation in one element,

Ψ ið Þ = n ið Þi − f = 0: ð3Þ

Then, the Taylor expansion of ΨðiÞ at i0 is

Ψ ið Þ =Ψ i0ð Þ +Ψ′ i0ð Þ i − i0ð Þ + o i − i0ð Þ: ð4Þ

After that, removing the higher-order terms can yield

i = i0 −
Ψ i0ð Þ
Ψ′ i0ð Þ

: ð5Þ

The iterative solution process is shown in Figure 5.

2.2. Artificial Neural Network. The most complex and devel-
oped organ in the human body is the brain. The brain is the
control centre for all human thought, the command centre
for all kinds of reactions, and the material basis for higher
neural activity. Scientists are constantly exploring the brain
and envisaging the creation of a machine system that can
mimic the brain’s thinking and actions. This would replace
the human brain in certain areas and reduce the amount of
human work. In order to simulate the thinking and control
of the human brain, a simplified mathematical model has
been created based on the biological principles of the human
brain, using physical and mathematical methods to simulate
and abstract the biological workings of the human brain.

In terms of the transmission of information, the den-
drites of a nerve cell receive signals from other nerve cells
at the synapse. These signals may be either excitatory or
inhibitory. The signals received by all dendrites are transmit-
ted to the cell body for integrated processing. If the amount
of excitatory signals received by a cell during a time interval

Beam-hinged mechanism Column-hinged mechanism Mixed-hinged mechanism

Figure 3: Mechanisms of damage to the frame structure.
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is large enough to activate the cell, a pulse signal is gener-
ated. After that, this signal is transmitted along the axon of
the cell and through the synapse to other nerve cells. By
abstracting and simplifying biological neurons, artificial
neuron models have been proposed, and a typical artificial
neuron model is illustrated in Figure 6.

In neural network algorithms, the learning rate is defined
as a constant. If it is given too low a value, the network learns
slowly and the number of training sessions increases. If it is
given too high, however, the training will oscillate and fail to
converge. In practice, it is difficult to determine an optimal

learning rate that is always appropriate in the network learn-
ing process. The adaptive learning rate method involves
changing the value of the learning rate throughout the train-
ing process, depending on the actual network training situa-
tion. Thus, an adaptive learning rate adjustment system can
be defined. When the weights are adjusted by the same
amount twice in a row during the training process, the
adjustment is too small. In this case, the learning rate can
be multiplied by an adjustment factor greater than 1 to speed
up the adjustment of the weights. When two consecutive
weights are different, the weights are overadjusted and the
learning rate should be reduced. Therefore, the learning rate
can be divided by an adjustment factor greater than 1 to
reduce the amount of correction to the weights, thus reduc-
ing the oscillations in the network.

2.3. Principle of Intelligent Finite Element Analysis. The basic
idea of the intelligent finite element method is to replace the
conventional instantonal model with a neural network

Table 1: Different numerical analysis methods.

Numerical analysis method Basic principle Solution way Application

Finite element method Minimum heat principle Solving systems of equations Inhomogeneous materials

Boundary element method Betti’s reciprocity theorem Solving systems of equations Small deformation materials

Discrete element method Newton’s theorem of motion Explicit difference Large deformation materials

Lagrangian yen method Newton’s theorem of motion Explicit difference Homogeneous materials

Strain energy
based principle

Generalized potential
energy principle

Principle of minimum
potential energy

Principle of virtual
displacement

Cartesian first theorem

Work done by internal and external
forces on imaginary displacement

Strain energy
density

Stress-strain
relationships

Eliminate
constraints

Strain gauge

Figure 4: Interrelationship of the energy principles.
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Figure 6: Typical artificial neuron model.
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instantonal model and use it in finite element calculations.
Figure 7 shows the difference between the two finite element
methods.

The adaptive intelligent finite element method calcula-
tions are carried out according to the incremental method.
The stiffness matrix in each incremental step is calculated
according to the conventional finite element calculation,
similar to the elastoplastic nonlinear finite element method.
The initial displacements of the units are solved iteratively
by Newton’s method, the strains are derived from the geo-
metric equations and the stresses of the units are mapped
using a trained neural network intrinsic model. As the dis-
placements and strains in the structure are not realistic at
this point, the stresses mapped by the neural network are
also not realistic. The stresses mapped by the neural network
are not the real stress field, and therefore, there are unbal-
anced forces, which are used as control criteria to iterate
the solution. As the neural network, intrinsic structure
model can characterise the real material intrinsic structure
relationship, the reiterative solution should result in
improved displacements. This cycle is repeated until the
error tolerance is met. Finally, the real displacement and
stress fields in the structure can be calculated. The entire
solution process embeds the neural network into the finite
element calculation and adaptively completes the solution,
resulting in an adaptive intelligent finite element method.

3. Structural Assembly Analysis of
Concrete Buildings

In this study, a three-dimensional nonlinear finite element
analysis of the assembled concrete frame nodes was carried
out using an intelligent finite element analysis method. In
addition, the seismic performance of the assembled frame
nodes is analysed by using interface springs to simulate the
force performance of the vertical laminated surfaces of the
assembled concrete joints. Based on this example, the finite

element calculation parameters applicable to the analysis of
the assembled frame nodes are validated, and the experi-
mental studies on assembled concrete conducted by other
scholars are also validated. After that, a parametric analysis
is carried out to compare the seismic performance of frame
nodes with floor slabs with that of simple assembled beam-
column nodes. This can provide some theoretical reference
for the design and construction of assembled frame nodes
in practical projects.

3.1. Connection between Units. The shear capacity of a verti-
cal stacked beam with a vertical stack of old and new con-
crete at the end of the column is generally composed of
three parts: the compressive shear capacity, the shear capac-
ity of the shear key, and the shear capacity of the reinforce-
ment pins. After treatment of the old and new concrete, the
slip of the vertical laminated surface is minimal even at high
shear forces. Therefore, the seismic performance of a lami-
nated beam with a vertical laminated surface is similar to
that of a cast-in-place beam.

The shear capacity of a vertical stacked beam with a ver-
tical stack of old and new concrete at the end of the column
is generally composed of three parts: the compressive shear
capacity, the shear capacity of the shear key, and the shear
capacity of the reinforcement pins. After treatment of the
old and new concrete, the slip of the vertical laminated sur-
face is minimal even at high shear forces. Therefore, the seis-
mic performance of a laminated beam with a vertical
laminated surface is similar to that of a cast-in-place beam.
The normal force versus displacement of the nodal springs
in the finite element model is shown in Figure 8.

The assembled monolithic concrete frame structure is a
combination of cast-in-place columns and precast beams.
The bonding strength of the old and new concrete has a sig-
nificant influence on the load-bearing properties of the
assembled concrete nodes. In general, the axial tensile
strength of the bond is 70% of the axial tensile strength of

Mechanical model
boundary conditions

Artificial selection of a
conventional model

Finite element
calculation

Analysis of results

Mechanical model
boundary conditions

Neural network models

Intelligent finite
element calculation

Analysis of results

Traditional finite element calculations Intelligent finite element calculations

Figure 7: Difference between the two finite element methods.
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the new concrete as a whole. This indicates a reduction in
strength due to the presence of the bonding surface. Within
a certain range of roughness, the greater the roughness, the
higher the axial tensile strength of the bond. For this reason,
in general assembled concrete, the bonding surfaces of old
and new concrete are made as rough and clean as possible
in order to ensure that the old and new concrete work well
together.

3.2. Tensile Strength Factor of Old and New Concrete. The
tensile strength coefficients for old and new concrete range
from 0 to 1. A coefficient of 1 is generally considered to
approximate cast-in-place concrete construction. When 0
is taken, the tensile strength of the concrete at the joint of
the old and new concrete is not considered. The results for
the stiffness load capacity with different tensile strength fac-
tors are shown in Figure 9. As can be seen, when the tensile
strength factor is 0, the node stiffness decreases significantly
and the load-carrying capacity also decreases significantly.
As the tensile strength factor increases, the node stiffness
and load-carrying capacity also increase. When the tensile
strength factor is 0.7-0.9, the load-displacement curve of
the node does not change much and the stiffness and load-
carrying capacity do not change significantly.

Nodal damage is the main form of damage in assembled
structures, so there is an urgent need to strengthen the
research on new nodes. Optimisation of the node configura-
tion will enable the tensile strength coefficient of the old and
new concrete joints to reach a level comparable to that of
cast-in-place structures. At the same time, the strength per-
formance of the nodes will not lag behind that of cast-in-
place structures.

3.3. Casing Connection Length. Figure 10 illustrates the
strain diagram of the casing, which shows the variation of
the casing strain during loading of different casing lengths.
As can be seen from the graph, the casing strain decreases
with increasing length. When the length exceeds the height
of the beam h, the casing strain does not change signifi-
cantly. Therefore, the casing is within the height of the beam,
which reduces the strain on the reinforcement in the casing
and increases the deformation capacity of the structure.

Figure 11 shows the nodal ductility for different casing
lengths. As the length of the casing increases, the ductility
of the node also increases. When the length of the casing
exceeds the height of the beam, the change in ductility
remains more or less constant.

4. Conclusion

As China’s technological strength continues to advance and
the level of information technology in construction con-
tinues to improve, the drawbacks of traditional construction
production methods are becoming more and more promi-
nent. In the course of the development of the construction
industry, modular construction will become the inevitable
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development of modernised and industrialised construction
in the new era. The advantages of assembled construction
over traditional construction are obvious, as it not only
reduces the waste of construction resources but also reduces
environmental pollution. As a result, assembled buildings
have begun to lead the way in the construction industry.
However, a great deal of research and practical experience
in engineering projects shows that China is generally late
to the party in assembling buildings. Specifically, the devel-
opment of assembled buildings has been slow, and standards
and technical systems have been studied late. For the time
being, a relatively complete set of technical standards and
systems has been initially developed for the connection of
assembled concrete structures. However, there are some out-
standing problems with the nodal connections of assembled
concrete structures in China. For example, the quality con-
trol specifications and control system are not mature
enough. A reasonable form of connection for assembled
concrete structures is essential to ensure structural integrity
and reliability, and the nodal connection is a key technical
issue in the development of assembled buildings. However,
there is currently no comprehensive and complete system
of standards for the nodal connections of assembled con-
crete structures. Therefore, this study is aimed at improving
the development of assembled buildings with the help of
intelligent and effective elemental methods and at promoting
the rapid development of the industrialisation of
construction.

Based on the findings already presented in this paper,
there are several points where future work can continue in
depth. Due to the limitations of the test equipment, the load-
ing of the nodal specimens did not meet the expectations.
The study of the specimens in this paper is mainly qualita-
tive, and the seismic performance of the nodal specimens,
especially the strongly connected specimens, during large
displacements in the late loading period is yet to be studied.
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The existing cloud sharing system of educational resources is in the form of centralized management, which has the problems of
small number of concurrent users and low score of resource retrieval results and cannot meet the current needs of implicit
educational resource sharing. Therefore, a cloud sharing system of college implicit educational resources based on service
architecture is proposed. At present, the sharing of educational resources mainly includes network teaching, distance
education, and other methods. These schemes alleviate the sharing problem of educational data resources to a certain extent.
However, the sharing and rational integrated utilization of educational application software are still under exploration, and
there is no mature solution at present. At present, there is a lack of unified planning for the construction of the educational
resource database of the management cadre college, and there are problems such as repeated construction, complex quantity,
and nonstandard form, which directly leads to the failure of effective dissemination of resource information in the network
distance education system, which is an urgent problem to be solved in the distance education system of the management cadre
college. This paper first understands some domestic and foreign standardization and development of educational resources.
Then, it introduces the ontology theory and the basic theory of metadata. At present, the construction of educational resource
database in colleges and universities in China lacks unified planning, and there are problems such as repeated construction,
complex quantity, and nonstandard form, which makes the resource information in the network distance education system
unable to be shared and disseminated effectively. In order to improve the utilization of online educational resources and share
the data of resource databases with different structures, a metadata management platform model of educational resources is
designed. As a new architecture idea, service-oriented architecture can package existing assets and reuse existing assets. It can
also minimize the impact of demand changes. This paper puts forward the process of metadata management under the service
architecture and independently develops a metadata management platform suitable for the development and use of service
mode. It is combined with automatic testing and continuous integration to effectively improve the data quality and
development efficiency of service development.

1. Introduction

Nowadays, the hidden resources of colleges and universities
are relatively independent, forming isolated islands of infor-
mation, which cannot be shared among different colleges
and universities, resulting in the waste of hidden educational
resources. Each university has established a database of
educational resources suitable for the use of teachers and
students in the school so that teachers and students in the
school can easily query and use the information [1].

Although online learning and distance education generated
under the traditional education informatization model have
improved the sharing and utilization of educational
resources, in terms of content, educational resource service
providers still provide a fixed amount of resources to
learners, lacking dynamicity. Distance education realizes
cross-regional and cross-school resource sharing through
the network, but the services it provides are too single, ignor-
ing the educational service resources that other educational
service providers can provide [2]. For developers of resource
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libraries, due to the rapid spread of educational informatiza-
tion, the demand for resource sharing and resource informa-
tion exchange has also increased sharply, and to achieve
resource sharing and information exchange between differ-
ent educational resource libraries requires a complete set of
sharing and exchange specifications. Education resource
libraries are complex in type and in various forms and are
relatively inconsistent in data specifications. On the one
hand, it is easy to cause wasted investment and repeated
construction. On the other hand, each resource library is
scattered and isolated, and most of them lack a description
of themselves. Education when retrieving materials, workers
have to find many resource libraries, which consumes a lot
of time and energy [3]. One of the key factors to solve the
above problems is to realize the standardization of metadata,
because the metadata standard is the most important part
of the current network development and the utilization of
information resources. With the unlimited growth of
resources, the effective management of network informa-
tion will increasingly depend on the management of meta-
data [4].

Cloud computing is getting familiar with people gradu-
ally, which marks the emergence of a new service model
and concept and also has a great impact on the field of
university education, thus resulting in the university reces-
sive education resource cloud sharing system. At present,
in the process of educational informatization, we should
strengthen the top-level design and give full play to the
advantages of application services [5]. Based on the advan-
tages of cloud computing in resource integration, building
an educational cloud platform and improving the utilization
rate of educational application services are a way to solve the
above problems. Connecting the database through the net-
work will greatly promote the exchange of educational
resources among colleges and universities and also play an
extremely important role in the development of modern
education and new technology [6]. At present, the number
of educational resource pools and the resources of each
resource pool are still increasing, and with the development
of network technology, the resources of educational resource
pools are becoming more and more scattered, and the
retrieval burden that users have to bear to obtain informa-
tion is increasing day by day, making it even more difficult
for users to obtain comprehensive and accurate resource
information [7]. Many colleges and universities will use sub-
standard document formats for the storage of educational
resource information in the database at will because they
do not understand the standards, which will bring great dif-
ficulties to retrieval, and even if they are connected to the
network, it is difficult to share them. Service architecture is
essentially a method of constructing distributed application
systems, which provides business application functions in
the form of services, so as to better assemble and reuse mul-
tiple subsystems and jointly build a resource cloud sharing
system with loose coupling and high sharing [8]. How to
give a standard resource description to the educational
resource database, intelligently and seamlessly aggregate it,
and help educators find the required resources quickly and
accurately is the focus of this paper.

In the field of education, all kinds of educational websites
are in full bloom. Almost every university has invested a lot
of human and material resources to build its own educa-
tional resource website and try its best to improve the con-
struction of digital campus [9]. At present, the application
of educational resource management platform in domestic
colleges and universities is in its infancy. Although there
are some formed educational resource management plat-
forms in the market to realize the interaction between differ-
ent educational resources, there are common problems such
as tight combination of modules, weak scalability, and plat-
form related [10]. The network-based distance education
mode integrates modern information technology and tradi-
tional education means, breaks the original space and time
constraints, changes the original education mode by means
of obtaining and using hundreds of millions of information
resources on the Internet, becomes a great beneficiary in
today’s information age, and has been widely used in all
kinds of middle schools and colleges [11]. The problems of
low integration, obvious information reuse, and poor inter-
action of various information systems in colleges and uni-
versities are gradually emerging, which greatly affects the
informatization process of college education [12]. Colleges
and universities do not store educational resource informa-
tion based on a unified standard, so it is impossible to estab-
lish an educational resource database that can be shared and
used by all [13]. The emergence of service-oriented architec-
ture provides a new solution for the development and inte-
gration of application systems, which can easily solve the
difficulties of application system integration and expansion,
so as to effectively solve the problems of tight coupling and
weak scalability of educational resource management plat-
form [14]. This paper decides to use technology to represent
the metadata of educational information resources, discusses
some key technologies, establishes the application model of
technology-based metadata standardization in the develop-
ment of educational resource database, and establishes the
file-based transformation model in the standardization of
educational information resources.

2. Related Work

Reference [15] proposed a plan to build cloud services for
universities in order to improve the knowledge of computer
science students in highly parallel computing practices to
better cope with the emerging trend of large-scale distrib-
uted computing. Literature [16] proposed that the current
construction of educational resource websites should focus
on how to improve the sharing and utilization of existing
resources, rather than continue to manufacture existing
resources behind closed doors. Literature [17] proposes that
information resources are regarded as the third national
power on a par with natural resources and energy. The key
and core task of national information infrastructure con-
struction is the development and utilization of information
resources. For its importance and urgency, it should be men-
tioned quite high to know. Reference [18] proposes that the
education cloud can be regarded as taking cloud computing
technology as the infrastructure, deeply merging and
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integrating various educational resources and application
services, and providing educational resources as services to
users in the form of lease or free for users to use, to meet
the needs of customers in teaching, scientific research, and
daily office management. Reference [19] proposes the cur-
rent typical network education resource management mode,
namely, file catalog management, topic and subject website,
resource management database, resource center, and distrib-
uted resource library system, and points out their basic
characteristics and limitations

Literature [20] holds that all kinds of competent depart-
ments responsible for the construction of educational
resources should set up resource construction expert groups,
keep the original core set on the basis of the standardized
norms promulgated by the state, and develop their own
extended norm sets according to the scale, scope of applica-
tion, and local specific conditions of resource library con-
struction. Literature [21] points out that there is no unified
standard model for educational cloud application service
architecture at present. Facing the rapidly developing cloud
application service, it is very necessary to design a compre-
hensive and effective architecture. Architecture design affects
the stability, flexibility, and friendliness of cloud application
software, which is of guiding significance for the implemen-
tation of educational cloud application service and solving
key technical problems in the application process. Literature
[22] puts forward the data model. In order to eliminate the
behavior of each university building online educational
resources alone, after unifying the standards, they can share
these educational resources within the network. Its main
core content is to formulate the relevant educational
resource description standards according to different for-
mats and types of educational resources. Literature [23]
holds that as long as the business direction and content of
the enterprise remain unchanged, the metadata within the
enterprise is stable, and the data model composed of
metadata is basically stable, while the processing method
of metadata is variable. Therefore, all the output data in
the system can be derived from these metadata, so as to
meet the different needs of people for information systems
and even data warehouses. Supporting variable processing
methods with unchangeable data is the basic principle of
information system engineering and the guiding ideology
of information system construction. Literature [24] points
out that the emergence of new technologies will always bring
new inspiration and ideas to many applications, which is no
exception in modern distance education. The emergence of
this technology provides an effective solution for the standard-
ization of online educational resources.

3. Methodology

3.1. Metadata Management Technology. Metadata is gener-
ally defined as data describing data. The main function of
metadata is to use it as a structured information that can
facilitate information retrieval, describe and interpret
resources, and manage and operate information sources
[25]. Metadata management is the core and basic work in
enterprise data governance, and it is also the basis of enter-

prise data management. However, metadata is difficult to be
parsed by computers, and it is impossible to carry out neces-
sary interoperability and exchange through computers. Exten-
sible markup language XML is one of the latest technologies
on the Internet. The relationship between metadata and tech-
nology is reflected in the following aspects. (1) Metadata can
be expressed conveniently. (2) The style language can be used
to realize the transformation and display of metadata. (3)
Metadata can be queried easily. (4) The industry has extensive
support for technology. There are three types of metadata. The
first is descriptive metadata, whose main function is to
describe and identify information resources. The second is
structured metadata, which is a kind of data that can store
composite objects uniformly. The last one is management
metadata, which is used to provide assistance for the appropri-
ate management of a certain kind of information.

One of the great advantages of XML is that it is self-explan-
atory, because the structural information of the data set can be
understood through the DTD and XML schema of the docu-
ment. There are two main aspects about the transformation
of metadata. On the one hand, metadata is converted to each
other to share information, and on the other hand, it is con-
verted to meet the output and display of various formats. The
transformation method of the template is shown in Figure 1.

Template-based mapping method between XML docu-
ments and data structures in other formats, that is, embed-
ding executable instructions in XML documents, these
instructions are recognized and executed by the system dur-
ing the conversion process, and the execution results are
replaced to the positions where the instructions are located,
thus generating the target XML documents. XML is a speci-
fication of computer-readable documents, which describes
the data types and logical structure of documents in detail.
One of its important features is that each user is allowed to
arbitrarily mark or define labels on resources in his own
webpage, and at the same time, users are allowed to nest
information elements into any level, so as to ensure the
uniqueness and standardization of information in his own
webpage. Metadata information consists of two levels: meta-
data information describing the data itself and metadata
information describing the relationship between data. The
metadata information about the data itself mainly refers to
some information only related to the data itself. If it is nec-
essary to extract the core data elements of an educational
resource, these core data elements are defined in the instruc-
tion program of the template. When the database system
calls its own instruction execution program to execute the
template, these data will be extracted and filled into the tem-
plate. At this time, the template will become the final
required corresponding XML document. Metadata is one
of the important conditions to make data play a full role. It
can be used for the establishment of data documents, data
publishing, data browsing, data conversion, etc. It plays an
important role in promoting the management, use, and
sharing of data. Without metadata, the original data cannot
be managed and used effectively.

3.2. Design of Educational Resource Management Platform.
The application service architecture of education cloud
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platform is mainly divided into three functional modules:
unified identity authentication, application service manage-
ment platform, and business process dynamic configuration.
The scoring of resource retrieval results is the key to display
the performance of the design system, and its calculation
formula is

idf tð Þ = 1 + lg numDocs
docFrep + 1

� �
: ð1Þ

Calculate the similarity of two strings using the Dice
coefficient:

Dice s1, s2ð Þ = 2 × comm s1, s2ð Þ
leng s1ð Þ + leng s2ð Þ : ð2Þ

Sort all subnets in the hardware resource by their closest
distances to subnet b1 from near to far:

σq =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
xi − μð Þ22

s
: ð3Þ

Calculation formula of metadata storage lifetime:

T = αNs + βNm: ð4Þ

The metadata distribution balance is measured by the
metadata distribution balance, and its formula is described as

FDB =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N − 1〠
N

i=1

xi
S
− 1

� �2
vuut : ð5Þ

The probability Nm that a metadata cache item is accessed
by a new user can be calculated as

Nm = ∑n
i=1Pi

t
: ð6Þ

The purpose of the unified resource management platform
is to realize the sharing of educational resources, completely
break the barriers of remote and heterogeneous storage of
resources, and avoid information islands. The platform uses
the unified resource metadata standard to standardize
resources, so as to realize the unified description and manage-
ment of resource metadata. The unification of metadata pro-
vides necessary tools and links for the sharing and integration
of distributed and heterogeneous educational resources. The
educational resource management platform is shown in
Figure 2.

The main function of the metadata editing module in the
management platform is to manage the data in the system,
which is mainly responsible for inputting, modifying, and
deleting the data in the management platform in the form
of ontology. Metadata storage module is mainly responsible
for ontology-based resource pattern storage; the main func-
tion of metadata retrieval module is intelligent retrieval of
ontology resources based on semantics. Read-write perfor-
mance is an important index to measure the real-time effi-
ciency of storage algorithms. It is tested by reading-write
rate, as shown in Figure 3.

Enable users to write metadata at the same time. The
comparison results of write data rates of this algorithm, hash
storage algorithm, and random walk storage algorithm are
shown in Figure 4.

At present, the popular Spring Boot architecture is used
for background development, and Vue.JS is used for fore-
ground interface development which mainly includes (1)
front-end display layer, which uses Vue.JS+ browser to pro-
vide user interface; (2) access control layer, responsible for
user post management, service monitoring, exception log,
login authentication, and other control functions; (3) busi-
ness logic layer, which provides business functions including
public metadata management, database metadata manage-
ment, and service interface metadata management function
modules and is responsible for the input management of
metadata in their respective fields; at the same time, this
layer provides unified public technical components includ-
ing code automatic generation, metadata check, impact
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Figure 1: Template-based conversion method.
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analysis, and consanguinity analysis for unified use of upper
functional modules; (4) data storage layer, which is the My
SQL data and Redis cache. The performance of directory
operation and file operation of our system and Gluster sys-
tem based on ADSP algorithm is shown in Figure 5.

The file operation performance is shown in Figure 6.
The catalog metadata read performance is shown in

Figure 7.

It can be seen from the actual demand for standard-
ization that the demand for standards promotes the
development of technical specifications, while realizing the
standardization of resource attribute annotation and classifi-
cation system realizes the sharing of resources, improves the
interoperability of system design, and enables the sharing of
educational information resources to the greatest extent, so
as to ensure the efficient utilization of educational resources.
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The characteristics of relational database establish a series of
regulations, and then use these regulations to store educa-
tional resource information knowledge in the form of ontol-
ogy, and then use the rule association ability in relational
database to manage data information through management
ontology. In service architecture development test, the main
part of automation test is the automation test of service inter-
face, which usually requires testers to manually write cases
according to the developer’s interface definition. If the inter-
face written by the developer cannot be effectively synchro-
nized with the tester’s case, the test is invalid. Realize the

data exchange between different resource databases, achieve
the sharing of educational resources in a wide range, and
ensure the smooth implementation of resource construction
and the efficient utilization and sharing of educational
resources in a regional range. Now, the development trend
of metadata standards is to make their own standards more
comprehensive. The educational resource metadata manage-
ment platform metadata a large number of resource data col-
lected in the field of education and distributed in different
schools and creates, classifies, controls, accesses, and main-
tains them so that they can be stored and managed in a
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unified and standard format.When formulating updated stan-
dards, they should not only keep up with the development of
the times but also refer to each other. As a result, although it
is impossible for everyone to unify their standards, they can
certainly be consistent to a great extent in some specific indus-
tries so that everyone’s metadata records can be easily con-
verted to each other. When combined with automated
testing tools, the platform provides the query function of
microservice interface definition. The automated testing tools
automatically read the interface defined by the metadata man-
agement platform and automatically generate interface cases,
which improves the efficiency of interface case writing.

4. Result Analysis and Discussion

4.1. Problems with Educational Resource Banks. (1) There is
too much information in resources. Originally, it is the
advantage of modern distance education. For users, the
greater the amount of information means more choices.
(2) However, when the amount of information exceeds a
certain limit, this advantage becomes a disadvantage, and
users are easy to get lost in the face of the huge amount of
information they retrieve. Because users use multiple sys-
tems, it is possible that users in these systems use the same
password. Once the password of one system is leaked, it is
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likely that other systems will also be attacked by security. (3)
All user passwords are stored in the authentication system. If
the authentication system is attacked and the password file is
stolen by the attacker, all user information and system secu-
rity will be seriously threatened. With the increase of educa-
tional resources, the heterogeneity of educational resource
management platforms, and the distributed storage of educa-
tional resources in colleges and universities, the sharing of
resources is a key issue for the large-scale construction and
operation of educational resources. For user management,
it is role-based management. Each user has a certain role,
and different roles have different permissions, so different
operations are carried out. Because this platform is specific
to educational resources, it has its particularity, that is, the
information of institutions of resources. Different users of
the same role may belong to different institutions, so the
available resources may be different. The research in the field
of metadata description and ontology has achieved mature
theories and certain achievements, but there is still a long
way to go to fully realize all functions. A large amount of
information redundancy has a great influence on maintain-
ing the consistency of information. At present, a complete
and easy-to-understand tool and example has not been
developed. Because the network is too large, the feedback
cycle of the effectiveness of development results will be longer
for developers, which is not conducive to the analysis of
research results

If metadata cannot be managed uniformly and a unified
metamodel cannot be formed, a unified “language” cannot
be formed between micro services, and data communication
and interaction cannot be completed. Because of various fac-
tors such as resource form and style, each site implementing
distance education repeats the resources that have been built
by many other sites to a certain extent. Only the effective
management of educational resources can ensure the service
quality of educational resources. However, the inherent
characteristics of educational resources, such as complex
content, diverse forms, and wide distribution, make the
management of educational resources a thorny problem.
Therefore, we must define a reasonable management model
in order to realize the effective management of educational
resources. The information resources in the network are
stored in a decentralized way, resulting in too many file for-
mats; users are not familiar with the file format, so it is too
inconvenient to call or even read out. There are also reasons
for the privacy of the file. In order to ensure the security or
interests of the information, the information content is
encrypted or restricted, which hinders the user’s retrieval
of the information. Of course, the most important point is
that there are a lot of irrelevant information in the network,
resulting in too long retrieval time and so on. Educational
resources are a project that needs to invest a lot of human
and material resources for a long time and need continuous
maintenance after completion. In addition, due to the differ-
ent knowledge between disciplines, nouns and terms cause
heterogeneous attributes, which causes great inconvenience
to the later maintenance work. Due to the characteristics of
the technology itself, through the binding of the attributes
of educational resources, the content-based directional

retrieval of resources can be realized, so as to improve
the search efficiency on the Internet, provide a standard file
exchange format, provide a standard interface for the
exchange of data between different systems, and so on.

4.2. Application and Significance of Metadata Management
Platform. The educational resources mentioned in this paper
mainly refer to the data information in the network. Its main
work content is to obtain the information in the network,
obtain the results after logical reasoning, and provide the
results to users after user retrieval. Compared with the exist-
ing system, the design system has more concurrent users and
higher scores of resource retrieval results, which fully shows
that the design system runs better. The overall implementation
of the application service architecture of the education cloud
platform first introduces the functional structure of the whole
architecture, then introduces the implementation of cloud ser-
vicemanagement and application service creation in the appli-
cation service architecture, and finally verifies the functions in
the architecture through an implementation example. The
description information of educational resources can be man-
aged centrally. By standardizing the description information
of educational resources to form a unified metadata informa-
tion structure and registering the nondata information in a
few resource publishing management centers, the unified
management of educational resourcemetadata can be realized.
The advantage of this is that it not only solves the phenome-
non of “information island” but also does not damage the
interests of resource providers. Through the centralized man-
agement of resource metadata, it solves the contradiction
between centralization and decentralization, realizes the “dis-
tributed storage and centralized management” of educational
resources, and achieves the effect of “one registration and
sharing everywhere.” Predict the results, analyze the problems
that may be encountered in the construction of each model,
and find the inevitable relationship between ontology and
educational resources. Finally, after clarifying the complete
functions of each model, they are combined and tested to
ensure the normal operation of the management platform.
The application of metadata system in educational resources
is shown in Figure 8.

The metadata management platform provides external
metadata query functions, including service interface query,
standard field query, and database script query. Therefore,
metadata management can be incorporated into software
development processes such as automated testing or contin-
uous integration and called and then integrated into unified
development process management. The system has the
characteristics of low cost, easy realization, reliable data
transmission, and low power consumption, which greatly
reduces the difficulty of realizing remote monitoring, and
is very convenient to install, maintain, and manage, avoiding
many disadvantages of traditional remote systems in the past
and representing the development trend of the system
towards wireless networking. When publishing resource
information, that educational resource server can generate
document containing resource information according to
the standard, and any authorized client can compile his
own application to obtain the information. In this way, the
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established standards can be easily applied to the extraction,
publication, and query of resource information. Realize the
exchange of data between different resource banks, achieve
the sharing of educational resources in a wide range, ensure
the smooth implementation of resource construction, and
make efficient use and sharing of educational resources in
the region. The main advantages of building a good educa-
tional resource database are as follows: it can screen the
school’s teaching resources, filter out the information that
is not conducive to learning in the network, and ensure the
security of school educational resources. It can realize the
sharing of educational resources among schools, avoid the
phenomenon of repeated development, and ensure the mul-
tidirectional development of academic research by saving
human and material resources. It can provide great help
for students’ learning so that students can obtain knowledge
without the restrictions of regions, schools, and grades,
ensuring the development of education in a more balanced
direction and cultivating more excellent students.

5. Conclusion

The design direction of ontology-based educational resource
metadata is to realize network sharing and integrate the
resources of various colleges and universities. However,
because the current implementation conditions are not
mature, especially the communication conditions of various
colleges and universities which are insufficient, the operation
of the test system can only be carried out in a LAN, and the
sharing of network knowledge cannot be realized. This paper
establishes the application system of metadata system based
on XML in the standardization of educational resource
database. The functions are as follows: (1) effectively help
demanders describe, retrieve, and process information
resources; (2) provide extended applications; and (3) realize
efficient search on. This paper analyzes the problems faced

in the process of educational informatization, such as
uneven distribution of educational application service
resources, low utilization rate of resources, and repeated
development of service tools, and expounds the important
role of building a reasonable application service architecture
to realize scientific and reasonable educational informatiza-
tion. By analyzing the current situation of the existing edu-
cational resource management platforms in colleges and
universities, this paper puts forward the way of metadata
sharing, standardizes the metadata of educational resources
to make it meet the standards, and then uniformly registers
and manages the metadata. All users’ operations on
resources are based on metadata, which solves the problems
of distributed storage and heterogeneity of educational
resources. This paper studies the management of metadata
under service and develops a metadata management plat-
form suitable for service development mode. It improves
the metadata management level under the service and the
design and development efficiency of the application system,
improves the phenomenon of nonstandard service design,
and promotes the data governance of the education platform
to move forward to “consistency, standardization, openness,
and sharing.” It greatly improves the number of concurrent
users and the score of resource retrieval results, provides a
more convenient resource query channel for users and col-
leges, and also provides a more effective means for the
development of college education.
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With the intensification of the pace of modern urban life and the increase of work pressure, people have higher requirements for
the safety and comfort of home. However, the rapid development of Internet of Things technology, wireless communication
technology, embedded technology, and data fusion technology has made this desire possible, thus making intelligent and safe.
Using wireless sensor network, intelligent home system can realize the real-time collection of object location and state
information, remote operation of home equipment, as well as the monitoring of the information of personnel activities, etc.
However, how to efficiently analyze and integrate these information to be applied to the intelligent home system is one of the
problems that need to be solved; further study of the smart home system of personal behavior identifies fire monitoring and
remote monitoring of mining applications. Such information collection and integration of technology and method are given
based on wireless sensor network transfer of key technologies; intelligent home security monitoring system based on Bayesian
networks is proposed and a card. According to the theoretical fire monitoring method, and based on the Bayesian belief
network personal behavior identification model, this paper provides the theory and method for the remote safety monitoring
and control in the intelligent home environment. In this paper, based on the multisensor data fusion of smart home security,
real-time monitoring alarm platform is built. Through the multisensor detection module for the home fire gas human infrared
monitoring, the detected data is transmitted to the data fusion center for processing; processed results are uploaded to the
cloud through the Internet. When abnormal conditions occur, users can log in to the mobile phone client to view abnormal
alarm results.

1. Introduction

At present, living environment occupies the vast majority of
people’s life; especially after busy work, people want to relax
and enjoy from home [1]. Nowadays, with the continuous
development of Internet of Things technology, embedded
technology, data integration technology, and wireless commu-
nication technology, intelligent home life is no longer out of
reach Luxury goods. It is slowly into more and more people’s
family life. In enjoying the smart home that brings comfort
intelligent experience at the same time, more and more people

are not only concerned about the living environment quality
and comfort degree; security awareness has been strengthened
[2]. Therefore, building intelligent home security early warn-
ing system in the home is of great significance to protect the
personal and property safety of users. With the acceleration
of social information, the relationship between people’s work
and life and communication and information is increasingly
close. Information society is changing people’s way of life
and work habits at the same time but also put forward a chal-
lenge to the traditional housing. Intelligent household empha-
sizes person’s subjective initiative, controlled by two-way
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interactive way, and realizes the person and environment
coordination [3, 4], to build low-carbon environmental pro-
tection and energy-saving homes.

Smart home provides a kind of intelligent residential
conditions, combined with electrical home appliance control
technology of wireless sensor network computer network
embedded technology of wireless communication technology
of computer network as a whole. Intelligent home system uses
integration and automatic control technology, organic connec-
tion, and integration of each module in the home. As a whole,
the wireless network transmits data to monitor the safety index
in the home, and the switch control and lighting control of all
kinds of household appliances can effectively make the living
environment more comfortable and safe compared with the
traditional residence; smart home not only provides users with
a sense of security and high-quality and comfortable family life
living environment, and also, from the original fixed structure
into an automatic operationmechanism, by providing compre-
hensive information communication function, the family and
the outside can maintain good information communication.
With the development of China’s economy and the increase
of urbanization process, the number of urban population is also
gradually increasing. For the city, new problems and challenges
have also emerged in residential security. Household appli-
ances in home life can bring convenience, but the hidden
dangers have gradually attracted people’s attention. In addition,
the change of social environment also has a new impact on
people’s way of life, so people’s demand for a perfect home
security system is also more urgent. For the traditional form
of civil air defense, security has been unable to meet the new
needs of the eyes, so the concept of smart home with the
fundamental purpose of providing a safe, comfortable, and
convenient living environment has gradually emerged, and
the safety monitoring system in smart home system has also
become a key research part [5–7].

Therefore, people are constantly seeking ways to control
and reduce disasters. Therefore, a reliable family security
system has improved home security essentials [8]. With the
development of network technology, video technology and
computer technology widespread application, made from the
technology Wireless remote monitoring has become possible
this design of the home wireless remote monitoring system
not only to the specific location of the family temperature gas
concentration and vibration and other environmental indica-
tors monitoring, can be real-time abnormal information saved
in the database and can achieve sound and light alarm, but also
through SMS alarm information sent to the finger [9]. At the
same time, the user can also through the browser monitor the
system for remote information visit to set up this kind of wire-
less remote monitoring system through a variety of informa-
tion transmission channels and to achieve a comprehensive
monitoring of the family environment, so as to provide a strong
guarantee for the safety of family life and property.

Wireless sensor network (WSN) is a network composed
of a large number of cheap wireline sensors. As the emerging
next-generation network, WSN has changed the way of
communication between human beings and the objective
world and improved the ability of human beings to obtain
information from the objective world.

At the same time, with the development of wireless sensor
network, it will provide mankind with the most real, direct,
and accurate physical information in the objective world in
the next generation of Internet [10]. People can perceive the
world more intuitively to obtain the corresponding informa-
tion. Business week named it one of the most influential tech-
nologies of the century in its future technology report, and
technology called it one of the top ten technologies that will
change the world and one of the top three high-tech industries
of the future. With the deepening of wireless sensor technol-
ogy research, the application of wireless sensor network in
smart home system has gradually become a research hotspot
[11]. Intelligent home design for human is more convenient
makes life more comfortable. The research of intelligent infor-
mation home appliance and intelligent home system is
becoming more and more important. It is of great significance
to improve the quality of life of modern human beings and
create a comfortable, safe, and convenient living space [12, 13].

The electrical condition monitoring system for network
flow mainly adopts the access mode of single point total con-
trol and multipoint subcontrol when it is applied in smart
home [14]. The choice of two working modes can be set
according to the actual application needs. As shown in
Figure 1, the energy-saving protection socket (PDU) based
on the network flow probe is used as the main control device
of the system to connect the management terminal host, the
home wireless router, and the TV in the system. After the sys-
tem is powered on, the subcontrol device is automatically con-
nected to the Wi-Fi wireless network in the local area of the
home through the wireless transmission module (NRF24L01),
so as to realize data transmission with the master control
device and the host of the management terminal [15].

Finally, the management terminal host analyzes and iden-
tifies the traffic data collected by the network traffic probe
socket. Then, according to the identification results, the corre-
sponding energy-saving protection socket is on and off con-
trol. Theoretically, the management terminal host should
have low power consumption AC and DC power supply and
other performance, so as to carry out power saving control
and real-time feedback for household electrical appliances
commonly used. It can be concluded from the above structure
diagram that the application of network flow-based electric
appliance status monitoring system in smart home mainly
includes three parts: energy-saving protection socket (PDU)
design based on network flow probe for general control,
energy-saving protection socket design for subcontrol, and
management terminal host system design. [16, 17].

2. Related Work

With the rapid development of China’s economy, the increase
of social floating population, the complexity of social security,
burglary, and other crimes are rising, people pay more and
more attention to the safety of life and property, and the tradi-
tional mechanical prevention theft has been unable to meet
people’s needs. Therefore, family security from civil air
defense and technical defense two aspects, through the effec-
tive combination of two ways, to ensure the safety of people’s
lives and property [18]. In our country, the illegal invasion of
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gas leakage fire alarm system is decades behind developed
countries; it has experienced three stages of development; in
the early few years for the early stage, our country began to
start the significance on the research production of illegal
invasion of leaking gas fire alarm products, and the application
of it is mainly limited in special units. In the alarm product
development stage, domestic manufacturers began with the
large-scale imitation of foreign products and the introduction
of foreign production technology; there is no real core technol-
ogy. Since 2000, in order to improve the alarm products, with
the accession of China, foreign enterprises began to enter the
Chinese market in large numbers, bringing advanced produc-
tion technology, while promoting the rapid development of
the security industry and the maturity of the market in this
period. China’s alarm product enterprises quickly started,
and some enterprises carried out technical cooperation [19].
Creating a lot of powerful businesses and even a lot of enter-
prises has been close to the world level; at present, security sys-
tem has begun to enter all walks of life and security product
brands on the market [20].

Smart home system is to adapt to the modern family’s
several activities to form a diversified network structure;
the concept of wuya energy home is first proposed by the
United States, Canada, Europe, Australia, Southeast Asia,
and other economically developed countries. United Tech-
nology company applied the concept of building equipment
information integration to the reconstruction of an old
building in Hartford, Connecticut [21], using computer sys-
tem to monitor and control the building’s air conditioning,
elevator lighting, and other equipment and provide voice
communication, E-mail, and other information. Interest ser-
vice, so far the first intelligent building, was born, opening
the prologue of intelligent household development since
the first intelligent building appeared in the world. The
United States, Canada, Europe, Australia, Southeast Asia,
and other developed countries have put forward a variety
of intelligent household program. The United States, Ger-
many, Singapore, Japan, and other countries have a wide
range of applications [22]. The intelligent household in dig-
ital home and digital technology reform is an opportunity to
focus on sense of luxury, comfort, and pleasure, but its
energy consumption is very big and does not conform to
the current worldwide low-carbon environmental protection
and section derived from the concept of flow. Germany’s

intelligence lives in pursuit of the development of special
function pay attention to the basic functionality [23]. The
South Korean government of intelligence can plot intelligent
household to take a number of policy support. The provisions
in the big cities such as new residential area of Seoul must have
a smart home system, the new project of Korea national above
the smart home system produced like Samsung and other
well-known brand of smart home. The intelligent household
design construction scale is the development of Japan with
collectivization and is people-oriented, paying attention to
function, giving consideration to future development and
environmental protection, adopting a large number of new
materials and new technologies, making full use of informa-
tion network control and artificial intelligence technology,
and realizing the modernization of housing technology [24].
The Prognostic and Health Management (PHM) technique
was first proposed by the United States in the late 1990s as part
of the JSF f-35 aircraft electronic equipment based military
aviation field. In recent years, scholars and scientific research
institutions in related fields in China are constantly exploring
and developing PHM technology in military network, com-
munication industry, construction, railway, electric power
and other fields [25–27].

Although foreign remote control system has been devel-
oped relatively early, with leading technology and relatively
perfect solutions [28], its configuration process is relatively
cumbersome; taking the remote control system in the United
States as an example, the first needs to manually select the
module driver, followed by the associated module program-
ming, but the number of modules is relatively large, it is diffi-
cult to complete its scheduled configuration in time, and the
price of installing a set of remote control system abroad is very
high [29]. Poor compatibility is not conducive to the wide-
spread promotion and application of the system; international
organizations need to specify a unified international standard.
The United States in the end of the last century has wireless
sensor network technology in military research and promo-
tion application. Intel company is launched in the year for
home care wireless sensor network system; the system will
be a variety of sensors embedded in household appliances,
through the wireless network [30]. The European Union pays
more attention to the strategy and planning of Internet of
Things technology in the future market, while the Japanese
government takes the development of sensor network

TV
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WIFI
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Router Demodulator 

Figure 1: Schematic diagram of the second working mode of smart home application.
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technology as one of its key strategies, strengthening the appli-
cation of Internet of Things technology in medical transporta-
tion and environmental monitoring and other fields.

The one-day Shanghai World Expo was successfully held.
The scenes of smart home for better city and life were every-
where, such as various robots in the Japan pavilion, cooking
robots in the Shanghai united pavilion, future urban life dis-
played in the future pavilion, smart connected life displayed
in cisco pavilion, smart grid and smart home life displayed
in the state grid pavilion, and future low-carbon intelligent life
displayed in one world. Shandong pavilion shows higher
household life wisdom without one not in smart home of a
better life [31]. The composition of different types of sensors,
such as seismic sensors, photosensitive sensors, and image
sensors, can collect corresponding data according to the needs
of different applications. For example, sensor nodes such as
temperature, humidity, and nuclear radiation diffusivity can
be detected through continuous data acquisition events, event
identification location detection and nodes control, and other
operations; the processed information will be fed back to the
base station, while the characteristics of wireless greatly reduce
the workload in the deployment and maintenance side, which
is mainly applied in the following fields [32].

Multisensor fusion technology as an emerging discipline
has been put forward in the early 1980s which began as a mil-
itary application, dedicated to fighting on enemy target loca-
tion positioning as well as the enemy army things to collect
for abroad, such as the concept of multisensor data fusion first
and foremost in the military. At present, data fusion has been
applied by many related links, such as marine surveillance, air
defense, battlefield reconnaissance and surveillance, target
acquisition, and strategic defense, in the United States, Britain,
Japan, Germany, Italy, etc. At present, countries have devel-
oped some highly practical data information fusion systems
in the early 20th century; the United States carried out
research on sonar signals with the support of the Department
of National Defense, which can be regarded as the earliest
research on data fusion. In the early 20th century, the U.S.
Department of Defense officially included the concept of data
fusion in its white paper. After entering the 21st century, mul-
tisensor data fusion technology has been studied in the United

States as the core technical means in many fields. Compared
with foreign studies, the domestic research on multisensor
data fusion started relatively late at present. For multisensor
data fusion, research is still in the primary stage, most still
draw lessons from foreign advanced technology about this
on the one hand, and there is no more for the further research
of multisensor data fusion and more research on the applica-
tion of data fusion technology. And at present domestic about
some automation control system, large. However, with the
rapid development of sensor technology and the increasing
number of sensor types, China will invest more energy in the
research of multisensor data fusion.

3. The Wireless Multihop Sensor Network-
Based Smart Home Equipment Monitoring
and Control Management System

3.1. The Flow Chart of the Identification Method. The main
control chip of this system is single-chip microcomputer,
through wireless sensor technology, real-time monitoring
of indoor air quality index, and gas concentration, through
Wi-Fi module and cloud server as communication solution;
data can be sent to users’ mobile APP remotely. Users can
monitor indoor safety conditions in real time, such as
whether there is gas leakage. The system structure block dia-
gram is shown in Figure 2.

The positive and negative terminals of the 3.3V power
module are, respectively, connected with the single-chipmicro-
computer and the sensor module and the VCC and GND pins
of the ESP8266 communication module for power supply,
which just serve as a Wi-Fi transmission. The output ports of
the sensor module are, respectively, connected with the ports
of single-chip microcomputer 14, 15, and 16 to transmit the
monitoring signal to single-chip microcomputer 12 and 13
for identification. Pin Nos. (TX and RX) are, respectively, con-
nected to RXD and TXD pins of ESP8266 module for data
communication. Single-chip microcomputer and ESP8266
module are connected to download and debug PC firmware
through USB to serial port. The client is identified and config-
ured to communicate with the cloud server through Wi-Fi or

Smoke monitoring

Gas monitoring

Formal dehyde
monitoring

Smart home control
system

Power supply

WiFi
module

PC

Cloud
server

Mobile
phone
client

Figure 2: System structure block diagram.
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the Internet. The mobile client displays the transmitted data
through the APP of the cloud server, and the PC displays the
data through the web page of the cloud server.

3.2. Multisensor Data Fusion Security Algorithm Model. Gen-
erally speaking, the occurrence of abnormal events in the fam-
ily is accidental, so no amount of security sample data can
completely contain every abnormal situation in the home,
especially the occurrence of fire in the security of smart home;
the occurrence of fire is a complex process, and there are many
uncertainties. Therefore, it is necessary to use the adaptive and
self-learning characteristics of neural network to solve the
problem of such accidental events. There are many structure
types of neural network. In view of the complexity and uncer-
tainty existing in the security of smart home, this paper selects
the relatively mature BP neural network algorithm to fuse the
data information collected by the security detection module:

f xð Þ = 1
1 + e−x

: ð1Þ

The input of neuron of the jth hidden layer is

uJ
j = 〠

J

j=1
ωijxmi − θj
� �

: ð2Þ

The output is

vJj = f uJ
j

� �
: ð3Þ

Then, the input of neuron of the kth output layer is

uKk = 〠
J

j=1
ωjkv

J
j − θk

� �
: ð4Þ

The output is

ymk = vKk = f uKk
� �

: ð5Þ

The output error of neuron of the kth output layer is

e m kf g nð Þ = t m kf g nð Þ‐y m kf g nð Þ: ð6Þ

The sum of error energy of the system output layer is

E nð Þ = 1
2〠

K

k=1
e2mk nð Þ: ð7Þ

Then, the propagation of neural network error is opposite
to the forward propagation process of neural network system
signal, which is propagated from back to front. Therefore, in
the error correction process of neural network system, the sys-
tem will correct the weight and deviation from back to front.
In the BP neural network algorithm, the error energy of the
expected output is positively correlated with the partial deriv-
ative of the weight of the hidden layer and the output layer, i.e.,

∂E nð Þ
∂ωjk nð Þ = ∂E nð Þ

∂emk nð Þ ⋅
∂emk nð Þ
∂ymk nð Þ ⋅

∂ymk nð Þ
∂uKk nð Þ ⋅

∂uKk nð Þ
∂ωjk nð Þ : ð8Þ

According to the definition of the system and all known
relations,

∂E nð Þ
∂emk nð Þ = emk nð Þ,

∂emk nð Þ
∂ymk nð Þ = −1,

∂ymk nð Þ
∂uKk nð Þ = f ′ uKk nð Þ� �

,

∂uKk nð Þ
∂ωjk nð Þ = vJj nð Þ:

ð9Þ

Accordingly, there are

∂E nð Þ
∂ωjk nð Þ = −ejk nð Þ ⋅ f ′ uKk nð Þ� �

⋅ vJj nð Þ: ð10Þ

4. Experimental Results and Analysis

4.1. Introduction to Experimental Data Set. The intelligent
gateway is not only the outside network and network commu-
nication bridge but also the center of the data fusion process-
ing with node collected by the abnormal data that needs to be
transmitted to the intelligent gateway to analyze fusion pro-
cessing data fusion center. Therefore, the data acquisition sys-
tem of the intelligent data fusion center is very necessary.
Therefore, the data acquisition system in this paper is trans-
mitted to the intelligent gateway from the node end of the per-
ception layer to ensure the integrity and availability of data.

Intelligent security gateway data fusion center receives
the data acquisition end after the transfer of data informa-
tion, gateway nodes need to perceive the information fusion
processing the data collected, it is involved in the intelligent
gateway platform for the design of the data fusion algorithm,
and already in the third chapter is data fusion algorithm for
security detection system. The model is introduced in detail.
The system uses the method of combining BP neural net-
work algorithm and fuzzy logic reasoning algorithm to fuse
the data from the sensing node end. The BP neural network
is the main judgment basis, and fuzzy logic reasoning is used
for auxiliary judgment.

4.2. Experimental Results Analysis. The ESP8266 series wire-
less modules support standard IEEE802.11b/G/N protocol
and complete TCP/IP stack; users can use this series of mod-
ules to add functionality to the existing devices or build sep-
arate network control systems. This system uses ESP8266-
12F wireless communication module, which is an ultralow
power Wi-Fi single-chip solution with the microprocessor
core inside the Wi-Fi and microcontroller chip. ESP8266
has two usage schemes: one is to use the internal processor
directly and through I/O. In addition, the ESP8266 module
can be connected to a single-chip microcomputer and can
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be used for network-related tasks. It operates using AT com-
mands and communicates with an external MCU through a
serial port. The solution is fast and stable but relatively high
cost. The ESP8266 wireless module has the following fea-
tures: (1) ultrasmall 802.11b/g/N Wi-Fi SOC module; (2)
low power 32 CPU, which can double the application pro-
cessor; (3) main frequency up to 160MHz; (4) Built in 10
bit high-precision ADC; (5) support the UART/GPIO IIC/
PWM/ADC/HSPI interface; (6) integrated Wi-Fi MAC/BB/
RF/PA/LNA; (7) support a variety of sleep mode and deep
sleep current to 20 ua; (8) embedded lwIP protocol stack;
(9) STA/AP/STA+AP working mode; (10) Smart Config/
Air Kiss one-click network configuration; (11) serial port
rate up to 4Mbps; (12) universal AT instruction quick start;
(13) SDK support secondary development; and (14) support
for serial port local upgrade and remote firmware upgrade
(FOTA). The principle diagram of ESP8266 MCU is shown

in Figure 3, from which we know that ESP8266 module con-
sists of multiple subsystems, and they work together to finish
the monitoring task.

The system provides a stable DC 3.3V for the microcon-
troller and its control of the peripheral circuit in the design of
power supply. The voltage of 220V AC passes through the
transformer voltage changing bridge rectifier circuit, rectifier,
and filter, and the capacitor passes through the three-terminal
voltage stabilizer (7805) to obtain +5V voltage, which is then
stabilized to 3.3V by the voltage regulator chip LM1117 to
supply power to the single-chip microcomputer and other
modules. The circuit diagram is shown in Figure 4. It can
be seen that circuit diagram consists of multiple subsystems,
and they work together to finish the monitoring task.

The main control chip of this system is STM32F103CBT6
microcontroller. With the cloud server as a communication
solution, the data can be sent remotely to the user’s mobile
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Figure 6: Circuit schematic diagram of relay switching module (three-way control).
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APP and the user can monitor the indoor security situation
in real time. Arduino is the ancestor of open source sensor
experimental platform. It is a collection of open source hard-
ware middleware products and provides rich open source
interface, compatible with a variety of generic sensor actua-
tors on the market, and other programming methods are rel-

atively easy; you just need to simply master similar JAVA C
language in function implementation related functions, and
you can realize the program writing program is also very sim-
ple, only universal USB. In practical application, Arduino is
most widely used in the field of smart home, as a unified
access platform for sensors and actuators. Arduino can solve

Figure 7: Infrared sensing measurement of human body.
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problems such as heterogeneity of different sensors. It greatly
reduces the development cost and improves the feasibility of
smart home applications. In addition, Arduino has also been
widely used in the field of robot environmental monitoring.
The actual figure of the Arduino UNO control board experi-
mental platform is shown in Figure 5. It can be seen from
Figure 5 that Arduino UNO consists of multiple subsystems,
and they work together to finish the monitoring task.

In this paper, JQC-3FF relay is designed to realize switch-
ing control of energy-saving socket power supply. PC0~PC3
pin output control signal of MCU drives the control end of
relay. Corresponding relay module can also be configured
according to the actual application situation to achieve multi-
channel control. In order to ensure that the control signal out-
put by MCU can drive the relay module normally, the triode
should be connected to amplify the control signal. At the same
time, a continuing-current protection diode is also designed
below the relay to prevent the reverse induction current gener-
ated by the relay coil from damaging the triode and other orig-
inal devices, as shown in Figure 6.

Human infrared perception test is mainly used to detect
illegal entry of aliens. For example, when aliens steal, human
infrared detectors are arranged in each main position of the
home to carry out real-time monitoring. As shown in
Figure 7, when someone enters, the system will set a screen-
shot of the person and provide relevant records.

The test results of water leakage monitoring and alarm
subsystem are shown in Figure 8. The relationship between
the probability of water leakage and time can be seen from
the figure. Generally speaking, around 3 : 20 PM, the peak
period of water leakage is detected quickly.

5. Conclusions

Nowadays, with the continuous improvement of people’s liv-
ing standards, in the pursuit of a comfortable, stable, and intel-
ligent home life at the same time, people are more and more
concerned about their personal and property safety. Therefore,
this paper designed a set of intelligent home security scheme
based on multisensor data fusion and proposed a neural net-
work. The data fusion method combining complex and fuzzy
logic reasoning is found to have certain reliability and feasibil-
ity through experimental simulation and actual testing. Com-
pared with traditional security detection methods, the
multisensor data fusion method has high detection accuracy
and seldom has false alarm or missing alarm.

This kind of home system is a complex system engineer-
ing, involving communication computer automation architec-
ture and other fields of technology. A lot of programs have
been put forward, and the process of improving the home sys-
tem research is very difficult. In this paper, there are many
things needed to improve the place; the follow-up should focus
on one concrete application and complete the various modules
organically unified together, forming a transition of the proto-
type system. Although the system in this paper has more inno-
vations and better application effects, how to use wireless
sensor network to process big data in home furnishing is a
subject worth studying in the future.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

References

[1] B. Rahmadya, Z. Zaini, and M. Muharam, “IoT: a mobile
application and multi-hop communication in wireless sensor
network for water monitoring,” International Journal of Inter-
active Mobile Technologies, vol. 14, no. 11, p. 6393, 2020.

[2] H. Wang, “Sustainable data analysis framework of smart
city based on wireless sensor network,” International Journal
of Networking and Virtual Organisations, vol. 25, no. 2,
pp. 114–133, 2021.

[3] J. Liu, Z. Zhao, J. Ji, and M. Hu, “Research and application of
wireless sensor network technology in power transmission
and distribution system,” Intelligent and Converged Networks,
vol. 1, no. 2, pp. 199–220, 2020.

[4] Y. Cui, L. Zhang, Y. Hou, and G. Tian, “Design of intelligent
home pension service platform based on machine learning
and wireless sensor network,” Journal of Intelligent & Fuzzy
Systems, vol. 40, no. 2, pp. 2529–2540, 2021.

[5] X. Zhu, “Complex event detection for commodity distribution
Internet of Things model incorporating radio frequency iden-
tification and wireless sensor network,” Future Generation
Computer Systems, vol. 125, pp. 100–111, 2021.

[6] M. Lewandowski and B. Płaczek, “Data transmission reduction
in wireless sensor network for spatial event detection,” Sensors,
vol. 21, no. 21, p. 7256, 2021.

[7] J. Jiang, H. Wang, X. Mu, and S. Guan, “Logistics industry
monitoring system based on wireless sensor network plat-
form,” Computer Communications, vol. 155, pp. 58–65, 2020.

[8] M. Kostrzewski, L. Filina-Dawidowicz, and S. Walusiak,
“Modern technologies development in logistics centers: the
case study of Poland,” Transportation Research Procedia,
vol. 55, pp. 268–275, 2021.

[9] H. Zongjian, “Application of intelligent sensor technology in
steady state operation of power system,” Converter, vol. 17,
no. 1, pp. 9–15, 2021.

[10] M. U. Younus and S. W. Kim, “Proposition and real-time
implementation of an energy-aware routing protocol for a
software defined wireless sensor network,” Sensors, vol. 19,
no. 12, p. 2739, 2019.

[11] J. Zhao and G. Li, “Study on real-time wearable sport health
device based on body sensor networks,” Computer Communi-
cations, vol. 154, pp. 40–47, 2020.

[12] C. Zhou, X. Luo, T. Huang, and T. Zhou, “Function matching
of terminal modules of intelligent furniture for elderly based
on wireless sensor network,” IEEE Access, vol. 8, pp. 132481–
132488, 2020.

[13] F. Tian, X. Long, and W. Liao, “Design of Smart home system
based on basic radio frequency wireless sensor network,” Inter-
national Journal of Online Engineering, vol. 14, no. 4, pp. 126–
136, 2018.

9Journal of Sensors



[14] T. Kim and W. Chiu, “Consumer acceptance of sports wear-
able technology: the role of technology readiness,” Interna-
tional Journal of Sports Marketing and Sponsorship, vol. 14,
pp. 57–89, 2018.

[15] P. Devan, F. A. Hussin, R. Ibrahim, K. Bingi, and F. A. Khan-
day, “A survey on the application of WirelessHART for indus-
trial process monitoring and control,” Sensors, vol. 21, no. 15,
p. 4951, 2021.

[16] T. Mahmood, J. Li, Y. Pei et al., “An intelligent fault detection
approach based on reinforcement learning system in wireless
sensor network,” The Journal of Supercomputing, vol. 78,
no. 3, pp. 3646–3675, 2022.

[17] J. Yang and W. Lv, “Optimization of sports training systems
based on wireless sensor networks algorithms,” IEEE Sensors
Journal, vol. 21, no. 22, pp. 25075–25082, 2021.

[18] R. K. Saini, M. K. Saini, and R. Sharma, “Requirements of
applications of wireless sensor networks for the Internet of
Things,” in Internet of Things for Agriculture 4.0, pp. 241–
254, Apple Academic Press, 2021.

[19] M. Faheem, R. A. Butt, B. Raza, M. W. Ashraf, M. A. Ngadi,
and V. C. Gungor, “A multi-channel distributed routing
scheme for smart grid real-time critical event monitoring
applications in the perspective of Industry 4.0,” International
Journal of Ad Hoc and Ubiquitous Computing, vol. 32, no. 4,
pp. 236–256, 2019.

[20] W. Fang, W. Zhang, W. Chen, Y. Liu, and C. Tang, “TMSRS:
trust management-based secure routing scheme in industrial
wireless sensor network with fog computing,” Wireless Net-
works, vol. 26, no. 5, pp. 3169–3182, 2020.

[21] M. T. Arefin, M. H. Ali, and A. K. M. F. Haque, “Node mobility
optimization in multi-hop WBAN using genetic algorithm,”
International Journal of Computer Science and Information
Security, vol. 19, no. 3, pp. 1432–1445, 2021.

[22] O. Lawal, J. Odiete, and O. Oyediran, “Wireless sensor net-
work: a framework for power and temperature monitoring
utility system,” Networking and Mobile Computing, vol. 34,
no. 1, pp. 1–18, 2019.

[23] M. Yan, P. Liu, R. Zhao et al., “Field microclimate monitoring
system based on wireless sensor network,” Journal of Intelli-
gent & Fuzzy Systems, vol. 35, no. 2, pp. 1325–1337, 2018.

[24] A. Yang, C. Zhang, Y. Chen, Y. Zhuansun, and H. Liu, “Secu-
rity and privacy of smart home systems based on the internet
of things and stereo matching algorithms,” IEEE Internet of
Things Journal, vol. 7, no. 4, pp. 2521–2530, 2020.

[25] F. Muzafarov and A. Eshmuradov, “Wireless sensor network
based monitoring system for precision agriculture in Uzbeki-
stan,” Telkomnika, vol. 17, no. 3, pp. 1071–1080, 2019.

[26] Z. Dong, “Research on grid connected control method of sin-
gle phase inverter based on wireless sensor network,” Interna-
tional Journal of Wireless Information Networks, vol. 29,
pp. 193–202, 2022.

[27] X. Li, H. Liu, W. Wang, Y. Zheng, H. Lv, and Z. Lv, “Big data
analysis of the Internet of Things in the digital twins of smart
city based on deep learning,” Future Generation Computer Sys-
tems, vol. 128, pp. 167–177, 2022.

[28] G. Shanthi and M. Sundarambal, “FSO–PSO based multihop
clustering in WSN for efficient medical building management
system,” Cluster Computing, vol. 22, no. S5, pp. 12157–12168,
2019.

[29] J. Zhang, “Real-time detection of energy consumption of IoT
network nodes based on artificial intelligence,” Computer
Communications, vol. 153, no. 2, pp. 188–195, 2020.

[30] D. L. Mythri and J. N. Kuriti, “A brief review on wireless sensor
network technologies,” System, vol. 12, no. 3, pp. 313–335,
2019.

[31] G. Yang and H. Liang, “A smart wireless paging sensor net-
work for elderly care application using LoRaWAN,” IEEE
Sensors Journal, vol. 18, no. 22, pp. 9441–9448, 2018.

[32] M. Abdelhafidh, M. Fourati, L. C. Fourati, and A. Chouaya,
“Wireless sensor network monitoring system: architecture,
applications and future directions,” International Journal of
Communication Networks and Distributed Systems, vol. 23,
no. 4, pp. 413–451, 2019.

10 Journal of Sensors



Research Article
Application of Temperature Compensation Combined with
Neural Network in Infrared Gas Sensor

Kangning Dong 1 and Jinfang Yang2

1College of Mechanical Engineering, University of Science and Technology Beijing, Beijing 100083, China
2The Suited (Beijing) Science and Technology Development., Ltd., Beijing 100083, China

Correspondence should be addressed to Kangning Dong; b20100344@xs.ustb.edu.cn

Received 28 March 2022; Revised 21 April 2022; Accepted 28 April 2022; Published 7 June 2022

Academic Editor: Wen Zeng

Copyright © 2022 Kangning Dong and Jinfang Yang. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

Due to the state of the gas to be measured, the detection mechanism of the pyroelectric detector and the temperature drift of the
peripheral circuit components and the detection of the ambient temperature will interfere with the measurement accuracy of the
nondispersive infrared gas sensor from many aspects. This paper proposes a temperature compensation method based on the BP
neural network. The compensation function of the gas sensor is realized by programming the various functional parameters in the
neural network through the program provided in the Matlab neural network toolbox. Experimental simulation results show that
the proposed method effectively reduces the influence of external temperature on the gas sensor output and improves its accuracy
and stability.

1. Introduction

Influenced by the state of the gas to be measured, the detec-
tion mechanism of the pyroelectric detector and the temper-
ature drift of the peripheral circuit components and the
detection of the ambient temperature will interfere with
the measurement accuracy of the nondispersive infrared
gas sensor from many aspects. Gas sensor temperature com-
pensation is generally divided into hardware compensation
and software compensation; the main idea of hardware com-
pensation is through the external equipment of gas sensor
chamber temperature in dynamic balance, so as to avoid
the measurement error caused by detection of environmen-
tal temperature change; representative is Yongquan et al. for
a gas sensor accurate temperature control method and
device, through real-time detection of the current ambient
temperature, to correct the temperature target using the
temperature control module [1]. However, due to the drift
of electronic components and the precision of component
welding, the measurement circuit of hardware compensation
is often of low reliability and high cost. The main idea of
software compensation is to fit the gas sensor according to
the temperature experiment results to correct the nonlinear

effects of the least squares method, interpolation method,
polynomial method, and the validity of the infrared gas sen-
sor. This paper tries to use BP neural network to compensate
the gas sensor for temperature.

2. States of the Art

The research on infrared gas sensor emerged in the 1970s.
After decades of development, it has a relatively mature
technology and is widely used in air pollutant monitoring,
automobile exhaust composition analysis, mine gas moni-
toring and special gas concentration detection, and other
fields of [2]. Representatives are the following: SM-SF6 SF6
gas sensor of SmartGas, measuring range of 0~1000 ppm,
detection accuracy of ±2% FS, resolution of 1 ppm, and pre-
heating time of 30s, and CozIR CO2 gas sensor of GSS, mea-
suring range of 0~5%, with warm compensation function.
Detection accuracy can reach ±0.03% FS, repetitive error less
than 1.7% Fs and S8 CO2 gas transmitter of SenseAir
0~2000 ppm and ±1.2%. TIF SF6 can set seven leakage con-
centration; detection accuracy can reach 3 g/year. In year
2010, Xiaodong of Zhengzhou University conducted a study
based on the design of the infrared absorption type COz
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concentration analyzer. Using the ATmega128 microcon-
troller as the control core, the measurement range is ranging
from 0 to 5%. Relative error is less than 2% [3]. In 2011, Jing
of Fudan University studied on the key technology of NDIR
portable gas sensor. We propose a novel MEMS microenri-
chator based on silicate-1 molecular sieve material. Midin-
frared hollow fiber is introduced as the gas chamber of
NDIR portable gas sensor, effectively improving the system
signal-to-noise ratio. The lower detection limit can reach
5 ppm [4]. In 2014, Harbin Institute of Technology con-
ducted research on gas concentration detection alarm device
based on NDIR technology. A quadratic polynomial fitting
curve was used for the calibration. The measurement range
is ranging from 0 to 5%. The detection accuracy can reach
±0.05% FS [5]. In 2016, Lili of the University of Science
and Technology of China conducted a study on the key tech-
nology of aircraft fire alarm detection based on CO2 gas con-
centration detection. The temperature compensation model
was established by using the polynomial partial least squares
method and by low temperature (4°C), room temperature
(25°C), and high temperature (40°C). The measurement
range is from 0 to 1000ml/m3 etc. [6].

With the continuous improvement of modern gas detec-
tion means, the detection results of gas sensors are becoming
more and more accurate.

This is due to the following two factors: first, the gas sen-
sor materials, the performance of the sensor accuracy, and
the optimization and development of the gas sensor detec-
tion model, especially the application of machine learning
algorithm to the sensor modeling analysis, replacing the tra-
ditional simple controller AD sampling data conversion pro-
cess. The sensor detection model input is no longer limited
to a single variable. Therefore, establishing a suitable mea-
surement model for the gas sensor is helpful to improve
the stability of the detection system.

The Slovenian Joseph Stefan Institute was the first to
attempt to use neural networks in short-term air pollution
prediction and to predict SO pollution around Slovenian
thermal power plants, proving that the method can reduce
the peak of pollutant concentrations in critical meteorologi-
cal conditions [7]. The University of Arizona has developed
a portable, low-power, battery-powered hydrogen detection
system. The system has a wide hydrogen detection range,
and a dual set point of sound and flashing alarms, and a
direct readout of the hydrogen concentration ppm [8].

Sudan Qaboos University of Oman has proposed O3
sensor modeling using neural networks in the lower atmo-
sphere to predict the relationship between tropospheric O3
concentration and meteorological conditions and various
air quality parameters. The results show that artificial neural
network (ANN) is an effective method for modeling air pol-
lution [9]. Huazhong University of Science and Technology
proposed a fiber hydrogen sensor based on BP artificial neu-
ral network, which uses the neural network to eliminate the
internal and external effects of light source fluctuations, light
loss, and optical fiber beam jitter, and the accuracy of the
sensor was improved to 0.1% [10].

Southeast University designed a hydrogen concentration
detector based on LPC2104 controller for the thermal con-

ductivity hydrogen sensor TCS208F, analyzed the hardware
circuit and software design of the system, and applied it to
the hydrogen purity detection of Changzhou Halipu Com-
pany [11]. Nanjing University of Information Engineering
adopts the improved genetic algorithm to optimize the back-
propagation neural network algorithm and realize the tem-
perature compensation of the HMP45D humidity sensor.
Compared with the measured data under multitemperature
conditions, it is found that the improved measurement sys-
tem improves the compensation accuracy somewhat, and
the convergence rate is also faster [12].

Nanjing University of Science and Technology designed
a multisensor hydrogen leakage detection system, through
the experimental test analyzed the temperature on the sensi-
tivity and response characteristics of metal oxide hydrogen
sensor, and through the concentration measurement sensor
and reference sensor resistance rate difference, reduce the
environmental temperature interference to the measurement
results [13].

New methods for simulation and digital hardware and
software for detecting hydrogen concentrations are pro-
posed by Amir Kabir University of Technology in Iran. With
the advantages of MEMS technology, the digital and analog
circuits of the MEMS hydrogen analyzer can calculate the
conductivity between the heating power loss and the tem-
perature difference between the sensor and the environment,
thus realizing the measurement of hydrogen concentration
with a maximum accuracy error of about 0.2% [14].

In 2016, Lamamra and Rechem proposed an artificial
neural network (ANN) modeling method for the metal oxide
gas sensor TGS2610 and optimized it through genetic algo-
rithm. The comparative results of ANN model and experi-
mental data showed good consistency, which verified the
reliability of this model [15]. China University of Mining
and Technology has developed a new MEMS gas sensor
based on neural network temperature compensation. In view
of the problem that the new thermal conductivity gas sensor
is greatly affected by temperature, BP neural network, and
RBF neural network, China University of Mining and Tech-
nology has developed a new MEMS gas sensor based on neu-
ral network temperature compensation, so that high and low
temperature can meet the requirements of the system [16].

Nanjing University of Information and Engineering
studied the temperature and humidity sensor compensation
algorithm based on BP neural network. The BP neural net-
work is improved by the artificial fish swarm algorithm,
and the BP neural network is improved by the simplified
particle swarm algorithm, respectively, which can reduce
the interference of environmental factors to the sensor mea-
surement results to a certain extent [17]. Shandong Univer-
sity developed a hydrogen measuring instrument for the
containment of nuclear power plants, analyzed the influence
of pressure, temperature, and humidity factors on the mea-
surement results of the thermal conductivity probe, and
compensated the temperature and humidity digital accord-
ing to the fitting formula of the measurement data, and the
calibration accuracy can also meet the design requirements
[18]. The hydrogen detection system using the temperature
monitor is designed by the Tuxi University of Technology.
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The structure diagram of the hydrogen detection system
based on the temperature monitor is specially used for the
high concentration of hydrogen measurement in hydrogen
fuel cells. Based on the neural network algorithm, to mea-
sure the H2 concentration in a wide dynamic range by learn-
ing the solid temperature in a hydrogen-containing gas, the
system can measure hydrogen in the range of 40% to 100%
[19]. From the above studies, we can see that using the
appropriate algorithm for modeling can effectively improve
the gas sensor accuracy. From the above studies, we can
see that using the appropriate algorithm for modeling can
effectively improve the gas sensor accuracy. This paper pre-
sents a gas sensor temperature measurement method incor-
porating BP neural network compensation. This method
effectively reduces the influence of external temperature on
the gas sensor output and effectively improves the accuracy
and stability of the sensor. The overall method is shown in
the following Figure 1.

3. Methodologies

3.1. BP Neural Network.Multilayer feedforward artificial neu-
ral network (or multilayer perceptron, MLP) using the error
back propagation algorithm (BP: Error Back-propagation
Algorithm) is called BP neural network or BP neural network
model. Neural network has obvious characteristics.

3.1.1. Distributed Information Storage Mode. Neural network
stores information in the form of the state of the various
processors themselves and the connections between them.
One information is not stored in one place but is distributed
throughout the network by content. Instead of storing only
one external information, it stores parts of multiple informa-
tion. The entire network processes multiple information
before it is stored throughout the network, so it is a distrib-
uted storage mode.

3.1.2. Massively Parallel Processing. The storage and process-
ing of neural network information are combined; that is, the

storage of information is now in the distribution of neurons’
interconnection and is mainly processed in large parallel dis-
tribution, which is superior to the modern digital computer
with serial discrete symbol processing.

3.1.3. Self-Learning and Adaptability. The direct connection
weights of each layer of the neural network have a certain
tunability. The network can determine the weights of the
network through training and learning, showing a strong
adaptability to the environment and the self-learning ability
of external things.

3.1.4. Strong Robustness and Fault Tolerance. The distributed
information storage mode of neural network makes it have
strong fault tolerance and associative memory function, so
that if a certain part of the information is lost or damaged,
the network can still restore the original complete informa-
tion, and the system can still run.

According to statistics, in all neural network applications,
BP neural network accounted for more than 80%. BP neural
network is favored by many industries because of its good
nonlinear approximation ability and its ease of use. The back
propagation (BP algorithm) used by the BP neural network
is the most mature and widely used tutor learning algorithm
in the feedforward neural network. The application of pattern
recognition, image processing, information processing, intelli-
gent control, fault detection, enterprise management, market
analysis, and other aspects has achieved remarkable results.

3.2. The BP Neural Network Structure. The BP neural net-
work [20–24] is a multilayer feedforward network trained
by the error backpropagation algorithm, which is usually
used to classify and predict the data. The most important
part of BP neural network is the learning part of its weight
and threshold. Generally, the learning process is divided into
two parts. One part is the forward transmission process; that
is, the input sample is transmitted from the input layer layer
by layer to the output layer. The other part is the error
reverse transmission process; that is, if the actual output of
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Figure 1: Measurement method in gas sensor with BP neural network.
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the output layer is not the desired output, the error is an
adjustment signal layer by layer, processing the connection
weight matrix between neurons to reduce the error. After a
repeated learning process, the error is finally reduced within
the initially set range. The BP neural network is composed of
the loser layer, the output layer, and the intermediate layer
between the two. The middle layer can be a single layer or
a multilayer, because the middle layer is not connected to
the external environment, so it is also called the hidden
layer. The layers are connected between the input layer, the
hidden layer, and the output layer, but not between the indi-
vidual nodes of the single layer. The structural diagram of
the BP neural network is shown in Figure 2. The input layer
mainly sends the training samples to the network, while the
hidden layer and the output layer mainly train the sample
data. The parameters obtained by the network training sam-
ples are stored in the weights between the neuron and the
threshold of each neuron.

3.3. The BP Neural Network Training Process

3.3.1. Forward Propagation. The input sample is processed
from the input layer layer by layer and then transmitted to
the output layer, and the state of each layer only affects the state
of the next layer. The output layer compares the actual output
with the desired output, and if the actual output does not equal
the desired output, it enters the backpropagation process.
Figure 3 is a flow chart of the BP neural network algorithm.

There are n input layer nodes, q hidden layer nodes, and
m output layer nodes, the weights between input layer and
hidden layer are vki, and the transfer function of hidden
layer is f1ð:Þ. The weight between the hidden layer and the
output layer is wki, and the transfer function of the output
layer is f2ð:Þ [25]; then, hide the layer node output wki f2.

zk = f1 〠
n

i=0
vkixi

 !
, k = 1, 2,⋯, q: ð1Þ

Output layer node output:

yj = f2 〠
q

k=0
wjkzk

 !
, j = 1, 2,⋯,m: ð2Þ

In this way, the BP network completes the approximate
mapping of the n-dimensional space vectors to the m
-dimensional space.

3.3.2. Back Propagation. First, the error function is defined
with p learning samples, with x1, x2,... For the xp represen-
tation, the pth sample that enters the network gets the out-
put ypj , j = 1, 2,⋯,m, using the squared error function:

Ep =
1
2〠

m

j=1
tpj − ypj
� �2

: ð3Þ

The expected output is given in the formula for tp:j .
For the p samples, the global error is

E = 1
2〠

P

p=1
〠
M

j=1
tpj − ypj
� �2

= 〠
p

p=1
Ep: ð4Þ

For backpropagation, the error signal is transmitted back
by the original forward propagation path, and the weight
coefficient of each neuron in each hidden layer is constantly
modified, so that the global error signal E tends to be mini-
mized. During the learning process, the standard BP algo-
rithm uses a unified learning speed for all the weights, and
the length of each step is proportional to its directional
slope. The updated basic weight formula [26] is

Wjk nð Þ = −η ∂E/∂Wjk

� �
: ð5Þ

In the formula, Wjk is the step length parameter (learn-
ing rate); ∂E is the nth weight correction; and ∂Wjk is the
negative gradient of error squares.

Since BP only uses local gradient information, the value
must be small, thus making the algorithm skip the minimum
value, which leads to slower learning convergence speed. In
order to speed up the convergence speed, the common
method is to add the momentum factor, whose weight
update formula is as follows:

Wjk nð Þ = −
∂E

∂Wjk nð Þ + μWjk n − 1ð Þ: ð6Þ

In the formula, μ is the momentum factor used to damp-
ing local oscillations.. In order to meet the requirements of
accelerating training speed and avoid local minimum value,
the method to improve BP algorithm is proposed:

(1) Different learning rate is used for each weight and
represented by the exponential decay function (k).
This allows the learning rate to increase faster in flat-
ter regions than in steeper regions

(2) In the learning process, the learning rate can be
adaptively adjusted according to the gradient infor-
mation of the error function E, to improve the gen-
eralization ability of the network and improve the
network convergence performance [27]

Output layerHidden layerInput layer
Sample Actual layer

Expected output signal

Error e

+
–

Figure 2: Basic structure of the BP network.
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(3) The momentum term is used in the algorithm, and
the momentum term, like the learning rate, also
changes

(4) In order to avoid too large learning rate or momen-
tum, set the upper limit

(5) Parameters and probability P are used to control the
memory and recovery of the network learning pro-
cess; that is, if the number of error increases is
greater, the learning rate and momentum coefficient
will be reduced, and the best point will be searched
to learn again. In order to avoid fluctuations, the
search is carried out randomly in the way of proba-
bility P

3.4. Hybrid PSO-BP Neural Network. Since the initial
weights and thresholds of the BP neural network are ran-
domly generated, when the selection of the two is inappro-
priate, problems such as slow network convergence and
local minimum may occur. For this problem, this paper fur-
ther uses the PSO algorithm to optimize the BP neural net-
work, reduce the influence of the initial value on the
prediction results of the BP neural network, and improve
the network convergence speed and prediction accuracy.
When the PSO algorithm is used to optimize the BP neural
network, the degree of the particle search results is usually
determined by the fitness value, which can be based on the
mean squared error function.

And the formula is

fitness = 1
n
〠
n

t=1
〠
q

p=1
Yp ið Þ − Y

Λ

p ið Þ
� �2

, ð7Þ

where n is the number of network learning samples and Yp

ðiÞ is the expected output value of neurons in the network
output layer. The process of optimizing the BP neural net-
work by the PSO algorithm is shown in Figure 4. When
the fitness value meets the accuracy requirements or the
number of iterations reaches the set upper limit, the best
speed and position of the PSO algorithm in finding the par-
ticle in the solution space are taken as the weight and thresh-
old of the BP neural network, and the PSO-BP hybrid neural
network prediction model is established.
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Figure 4: Optimizing the BP neural network flow.

Operating voltage Vc

Heating voltage Vh +

Operating voltage signal V

RA

RL

–

Figure 5: Basic test circuit.

Input layer

P

R⨯1 s1⨯1 s2⨯1
a1

a1=tan sig (W1+P+b1) a2=purelin(W2+a1+b2)

a2

s1⨯R s2⨯R

s2⨯1

s2⨯1s1⨯1

s1⨯1

W1
W2

n1 n2
f1

f2

b1
b2

Hidden layer

+ +

Output layer

Figure 3: Flow chart of the BP neural network algorithm.

5Journal of Sensors



4. Result Analysis and Discussion

4.1. Basic Test Circuit. The basic test circuit is shown in
Figure 5. In the figure, Vc is the working voltage, Vh is the
heating voltage, the output voltage V is the amount to be
measured, and the sensitivity S is V0/Vg, where V0 and V
g are the output voltage of the sensor in the air and the mea-
sured gas, respectively.

4.2. Gas Sensor Test Calibration Data. The use of BP neural
network for temperature compensation is because of the
basic characteristics of the neural network, so that the sensor
has a complex nonlinear mapping, self-organization, self-
learning, and reasoning capabilities [28].Only the sample
needs to be trained to simulate the intrinsic relationship of
input and output. The input amount of the BP neural net-
work is the sensitivity S. Under the influence of temperature,
the sensitivity S of the gas will change, and the output is the
concentration C′, requiring the output C′ of the neural net-
work to approximate the calibrated target amount C, so as to
achieve the temperature compensation of the concentration
C. To meet the above requirements, the neural network
should be first trained, and the training samples are provided
by the experimental data calibrated by the laboratory. The
sensor used in the experiment is an ethanol sensor with tin
dioxide as a sensitive material. The schematic diagram of
the sensor is shown in Figure 6, the heating voltage is 4V,
and the calibration results are shown in Table 1.

To better converge the neural network, [29] the experi-
mental data were first normalized before feeding the sample
data into the network. The formula is as follows:

�Si,m = Si,m − Si,min
Si,max − Si,min

, ð8Þ

�Cm = Cm − Cmin
Cmax − Cmin

, ð9Þ

where Si,m and Cm are the normalized values of the input
and output of neural network; Si,m and Cm are the input and
output of m-m sample; Si,max and Si,min are the maximum
and minimum calibration values of voltage sensitivity mea-
sured in group i experiment; and Cmax and Cmin are the maxi-

mum and minimum calibration values of concentration. After
normalizing the data, the data shown in Table 2 are available.

4.3. Simulation Studies and Results. The data were processed
for [30] using the BP Neural Net toolbox for Matlab2012.
Data processing in the Matlab environment is mainly
divided into two parts: constructing the BP neural network
and integrating the samples and obtaining the structure
coefficient. The detailed process is shown in Figure 7.

The BP algorithm is used to process the samples. One
node is selected for the input layer, and six nodes are
selected [31] for the hidden layer. The number of hidden
layers is not fixed, and the output layer selects one node.
The range of the input vector is [0,1], the implicit layer
adopts the losig function, the output layer adopts the purelin
function, and the network training function is trainlm
[32–34]. The training error was set to 0.0001, and the

Table 2: The normalized NN input-output samples

(a)

m
�Cm

�Si,m m
�Cm

�Si,m
18°C 20°C

1 0 0 1 0 0

2 0.2 0.172 2 0.2 0.138

3 0.4 0.278 3 0.4 0.227

4 0.6 0.571 4 0.6 0.492

5 0.8 0.765 5 0.8 0.703

6 1 1 6 1 1

(b)

m
�Cm

�Si,m m
�Cm

�Si,m
22°C 24°C

1 0 0 1 0 0

2 0.2 0.117 2 0.2 0.053

3 0.4 0.371 3 0.4 0.328

4 0.6 0.53 4 0.6 0.49

5 0.8 0.672 5 0.8 0.779

6 1 1 6 1 1

Table 1: Sensor input and output calibration values at different
ambient temperatures.

C on centration
C/(g•m-3)

Sensitivity S
18°C 20°C 22°C 24°C

0.500 3.465 3.776 3.987 4.182

1.000 4.107 4.316 4.432 4.692

1.500 4.507 4.664 5.404 5.486

2.000 5.601 5.704 6.008 6.137

2.500 6.328 6.528 6.554 7.281

3.000 7.208 7.693 7.803 8.161
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Figure 6: Schematic diagram of the gas sensor.
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training number was set to the maximum 3000. The data in
Table 3 can be obtained by processing the trained network
data of Table 2. The percent absolute error of the BP neural
network prediction is shown in Figure 8.

4.4. Analysis of the Algorithm Compensation Effect. Through
the Matlab drawing function, writing the corresponding
program to simulate each temperature point before compen-
sation and after compensation, it can be found that Figure 9
(working curve at different temperatures after compensa-
tion) is better overlapping than Figure 10 (working curve
before compensation), effectively reducing the impact of
external temperature on the output.

5. Conclusions

With the development of automation level, the application
of gas sensor is more and more extensive in all kinds of con-
trol systems of automation equipment. Among them, the
application of infrared gas sensor is particularly prominent,
but the infrared gas sensor will be affected by the tempera-
ture, resulting in zero-point drift and sensitivity drift.
Because temperature is the most important interference
amount of the sensor system, it is extremely important to
compensate the sensor temperature in practical application.
To improve the measurement accuracy and improve the
error output characteristics caused by the temperature
change of the sensor, measures must be taken to correct
the temperature error. Experts and scholars take tempera-
ture compensation as an important way to improve the
accuracy of gas sensors, and there are a lot of researches,
regarding the maturity and development of computer algo-
rithms. It is a new trend to predict temperature compensa-
tion based on mature models. In this paper, an ethanol
sensor with tin dioxide as a sensitive material is an example.
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Table 3: Output results after the training period.

C on centration
C/(g•m-3)

Sensitivity S
18°C 20°C 22°C 24°C

1.000 0.204 7 0.199 6 0.199 6 0.196 3

1.500 0.403 0.396 7 0.399 5 0.400 6

2.000 0.600 1 0.601 7 0.599 8 0.598 5

2.500 0.799 7 0.801 8 0.799 0.799 4

3.000 1 1 1 1
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Figure 8: Percent absolute error of BP neural networks
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Based on the BP neural network method, through the pro-
grams provided in the Matlab Neural Network toolbox, var-
ious function parameters in the neural network are
programmed to realize the compensation function of the
gas sensor. By comparing the working curve diagram before
and after the compensation, it is found that this method
effectively reduces the influence of the external temperature
on the gas sensor output at all temperature levels and effec-
tively improves the accuracy and stability of the sensor.
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With the development of the times, intelligent space simulation technology has gradually emerged in the design of ceramic forms,
and the development of modern ceramics has gradually transformed into artistic development. The development of ceramics must
conform to the design trend, adjust the rhythm, and seek development opportunities. Organic design opens up a green channel for
ceramics and integrates into the lives of today’s people. This paper mainly discusses the external form of ceramics and studies
from two levels of curve form and bionic form. Through the intelligent space simulation technology, the shape design of
ceramics is studied, and the optimal shape of ceramics is obtained, which enables people to have a better understanding of
ceramic art.

1. Introduction

Ceramic is an ancient and traditional product. The historical
value and cultural value carried by ceramics are immeasur-
able. During the development of ceramics, the design of
ceramics is constantly changing, expanding, and enriching.
The development of ceramics must conform to the design
trend, adjust the pace, and seek development opportunities
[1]. The organic design concept pays attention to balance
and coordination. In the complex material life, people con-
stantly seek the balance between things, which is a dynamic
balance relationship. The combination of modern ceramic
design and intelligent space simulation technology, under
the pressure of high energy consumption of materials and
resources, and intelligent space simulation technology has
opened up a green channel for ceramics, allowing ceramic
art to be integrated into people’s lives, so that ceramic art
can be produced in people’s daily life [2].

In the classification of ceramic product design, in terms
of its design nature, it can be divided into the improved
design and innovative design. The so-called improved
ceramic product design is based on the use of the original

ceramic product, improving the design in some aspects of
the ceramic product to make the ceramic product easier to
use, easy to use or easy to process and manufacture [3].
However, because its nature is to improve on the basis of
existing ceramic products, it does not make a leap over the
main functions and properties of ceramic products, so it is
difficult to achieve breakthrough results, which is an increase
in “quantity” and “quality.” The core of an innovative
ceramic product design is to redefine the way users use it
and then reorganize the internal factors of ceramic product
design, that is, there are breakthrough changes in the use
purpose, material, structure, shape, etc. of ceramic products.
Redefining the way users use ceramic products is the basis of
innovative ceramic product design. Once the use purpose,
operation method, and use environment of ceramic products
are redefined, the internal factors of ceramic products must
be recombined [4]. This is exactly what innovative ceramic
products are fundamentals of product design. The form of
ceramic products is the realistic basis for the formation of
ceramic products, and it is also the precondition for the real-
ization of the material and spiritual functions of ceramic
products. When consumers choose and use ceramic
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products, they often judge their use methods through the
information conveyed by the visual or tactile forms of
ceramic products [5]. For example, the shape and structure
of the teapot handle suggest how people pick up and pour
the teapot; the shape of the plate in the tableware indicates
that it is used for dishes with less soup. All of these, without
the need for textual explanation, show that the form can
accurately reflect the operation mode and function of the
ceramic product.

After the advent of the industrial age, science and tech-
nology developed rapidly. People’s observation and under-
standing of nature are more in-depth and thorough, and
they have experienced a cognitive process from the outside
to the inside, from the macro to the micro [6]. The study
of biological forms and structures in nature has gradually
formed a professional discipline—bionics. Under the guid-
ance of bionics, the designer combines nature and human
needs, uses a variety of craftsmanship, highlights the con-
cern for human nature and emotion, combines practicality
and artistry, and makes ceramics a naturalistic spirit and
humanistic care. Modern ceramics pay more attention to
the extraction of balance and rhythm in natural forms and
elevate bionic design from figurative to abstract, so as to
design porcelain works that can better serve people’s mate-
rial and spiritual life [7]. The reason why daily-use ceramic
products can exist in life for a long time and is welcomed
by people is that it has its use value, conforms to functional
utility, and is closely related to people’s lives. The design of
daily-use ceramic products has specific functional attributes.
Its material characteristics and processing methods must
meet the requirements of people’s use and, at the same time,
adapt to people’s aesthetic habits, thus forming unique aes-
thetic characteristics. As an important part of daily life, it
is the most common and common aesthetic object for con-
sumers. Consumers choose, purchase, and use under the
control and adjustment of certain psychological laws. There-
fore, the design of daily-use ceramic products is inseparable
from the analysis and research of consumer psychology.
This paper discusses the application of intelligent space sim-
ulation technology in the shape design of ceramic products,
hoping to let more people understand the art of ceramics
and promote its inheritance and development.

2. Form Design of Ceramic Products

2.1. Curve Shape Design of Ceramics. Because of the intense
loneliness that the increasingly competitive environment
makes, people begin to understand themselves and go back
to square one. The importance of products that are closely
related to nature depends on the recognition of the values
of health and well-being in nature. Therefore, all philoso-
phies and attitudes about human life have tended to pay
attention to nature. Designers capture inspiration from
nature, look for the source of various life, and, through their
own refining and processing, consciously shape works of art,
giving ceramic works of art a new soul. Design should
respect nature. The relationship between nature and design
is like blood and veins. It is inseparable. It is a link between
nature and life. Under the trend of people seeking a more

natural and primitive way of life, and under the trend of
the times when the relationship between design and natural
life is increasingly close, bionic design and ceramics are
combined with each other, and the concept of bionic design
came into being. Biomimetic design, as the point of conver-
gence between human social production activities and
nature, has achieved a high degree of unity between human
society and nature and is gradually becoming a bright spot in
the development of ceramic design.

As one of the morphological visual languages, from the
perspective of graphic composition, the curve is the smallest
unit of artistic form, and it is applied to product design with
its various natural forms. The current curvilinear form is one
of the characteristics of organic forms, and ceramics have a
strong plastic shape, which can well show and express
organic forms. A flattening curve is a sphere formed by a
uniform rotation of concentric circles and uniform external
thrust. Its line form depends on the shape, and the shape
depends on the material characteristics of the object itself.
Under the influence of the process characteristics, the shape
and structure of the ceramic itself present the expression of a
flattened curve, forming the basic modeling structure of the
sphere, which is the expression of the flattened curve. Kita-
jun adopts the concept of organic design in many design
fields. Native Japanese handicrafts pursue the harmonious
coexistence of materials, shapes, technologies, and nature
in nature. This is a work of art with a life attitude formed
under natural conditions. Sacchetti et al. extracted many ori-
ental elements into their own product creation, forming
their own unique style [8].

2.2. Three Dimensional Surface Design of Ceramics. The
three-dimensional surface is a geometric body surrounded
by a curved surface or a curved surface and a plane. From
the perspective of the shape of the ceramic product, the
three-dimensional surface is the combination of the curved
surface and the plane projection that makes up the curved
surface. The works of British ceramist Tina Vlassopulos are
one of the representatives of the organic form of ceramic
design [9]. In the pottery works designed by the author,
the colors used are basically a combination of simplicity
and nature, and the morphological structure is more soft
[10]. The series of vases he created fully display the lines of
ceramics through the overall shape. And in the author’s
other pottery works, most of them are based on lines to con-
struct unique ceramic works. There is also the work “Toot”
by Vlassopulos as shown in Figure 1(a). The neck of the bot-
tle is inclined and curved, the belly of the bottle is protrud-
ing, and the outside of the Taiping mouth is still in a
protruding state. The shape has a large tortuous transforma-
tion, forming an S-curve. When designing ceramic works,
Vlassopulos transformed the S-curve into a three-
dimensional structure, making the curve more three-
dimensional [11]. The outer contour lines of the bottle are
also very fine and smooth, which can echo with the overall
structure of the bottle. This ceramic product design perfectly
demonstrates the organic language form in ceramic design.
The overall shape of the plate is like a soft white petal, with
three undulating arcs that expand naturally. In order to
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ensure the area of the plate, the three petals are deformed
and designed to be easy for people to grasp, so that while
ensuring the function of use, it also shows an organic sense.
In a series of ceramic jewelry created by Jack Booth, we fully
feel the charm of ceramic materials. Unlike most of the pop-
ular ceramics in Jingdezhen, Jack Booth tries to highlight
white porcelain. The market-oriented design of Jingdezhen
ceramic ornaments is based on the color of the ceramic itself,
but Jack Booth uses subtraction and just uses simple geomet-
ric shapes to assist the ceramics [12, 13]. For the material
[14, 15], there is also a classic design-today’s necklace, with
a semicircular geometric design and adjustable cotton rope;
when worn, the pure white ceramic surface occupies the core
of the chest, while the large ceramic surface and the conspic-
uous white porcelain color, concise and lively, highlight the
original sense of ceramic simplicity. The shape of this
ceramic ornament is not a simple and sensual mechanical
geometry but is inspired by the organic forms of nature.
The white porcelain bracelet made of tree trunks is naturally
expressed by cylinders and large faces [16]. The cylindrical
shape itself has a curved feel, rather than a straight cylindri-
cal shape, and the wavy bracelet is also naturally designed as
shown in Figure 1(b). When Jake Booth expresses the sense
of wavy curve, he abstracts the design elements but retains
the natural meaning and forms an image form. In this
ceramic jewelry design, the iconic design vocabulary is com-
posed of bright colors, large-scale block shapes, and simple
and soft lines, creating a highly recognizable fashion design
style, which is a relatively successful ceramic jewelry. In a
case, the designer hopes to reflect today’s fashion theme
through a simple and organic modern expression: ecological,
organic, capable, and orderly.

3. Intelligent Space Simulation Technology

The advantages and disadvantages of the simulation plat-
form are mainly reflected in two aspects. One is the interac-
tivity of the platform. The interactivity of the platform is
essentially reflected in the modeling process in the simula-
tion foundation [17]. In the modeling process, good interac-
tivity is service-oriented. The basic requirements of users are
the external requirements of the simulation platform; the
second is that the quality of the simulation engine directly
determines the usability and main value of the simulation
platform, that is, the internal requirements of the simulation
platform [18–21]. There are basically two realization
methods for the modeling means based on modern simula-
tion: (1) graphical modeling represented by UML (Unified

Modeling Language) and (2) scripted modeling based on
scripting language. Today, most simulations generally use
graphical modeling, which can provide users with a good
sense of interactive experience. However, for some complex
batch simulations, the interaction of simulation is not the
focus, but the pursuit of simulation solutions for large-
scale data. Therefore, both aspects are indispensable. The
core and top priority of the simulation foundation that
the simulation engine mainly completes the execution and
scheduling of the simulation tasks and the solution of the
solver in the entire simulation process. In terms of practical
applications, the simulation platform shown in Figure 2
can reduce the entry threshold and capital investment for
building computing clusters for users who need high-
performance simulation functions. Users with simulation
requirements are not required to use any system. They only
need to have a browser locally, and they can access the
high-performance simulation function through the web
anytime and anywhere to complete any simulation tasks
required. Service-oriented is the overall architecture of the
entire simulation platform, that is, the platform’s construc-
tion idea is based on service-oriented, including the con-
struction and implementation of the entire simulation is
also based on a service-oriented concept [22–25].

EVS is the explained variance, which refers to the vari-
ance score of the model, and R2 is the coefficient of determi-
nation or goodness of fit. The two calculation formulas are
as follows:

EVS = 1 − Var Xi − �Xi

� �
Var Xið Þ , ð1Þ

R2 = 1 − ∑ X − X̂
� �

∑ X − �X
� � , ð2Þ

where Var is the variance, Xi is the actual value, and �Xi is
the mean.

MSE is the mean square error, which represents the
expectation of the error variance:

MSE = 1
n
〠
n

i=1
X − X̂
� �2, ð3Þ

where X is the actual value and X̂ is the predicted value.
MAE is the mean absolute error, RMSE is the root mean

square error, and MAPE is the mean absolute percent error,
as follows:

MAE = 1
n
〠
n

i=1
Ŷ − Y
�� ��, ð4Þ

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
Ŷ − Y
� �2s

, ð5Þ

MAPE = 1
n
〠
n

i=1

Ŷ − Y
Y

∗ 100
����

����: ð6Þ

Toot Bracelet

Figure 1: Some works displayed.
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In the above formula, Y is the actual value and Ŷ is the
predicted value.

Among them, the occlusion angle algorithm is

SVF = cos2β α

360
� �

, ð7Þ

where β is the height of the occlusion angle and α is the
azimuth.

The spatial orientation is calculated as follows:

x! = x, yð ÞT , x1!= x1, y1ð ÞT : ð8Þ

Then, (8) can be obtained by a two-dimensional change:

x

y

" #
= μ

cos α −sin α

sin α cos α

" #
x1

y1

" #
+

S1

S2

" #
: ð9Þ

Among them, x and y are the coordinate values, μ is the
scaling coefficient, α is the rotation coefficient, and S is the
translation value.

The hardware environment of the cloud platform is
composed of a private cloud composed of several servers,
disk arrays, graphics workstations, and various terminal
computers, as shown in Figure 3, and is connected to each
other through gigabit switches to form a LAN (local area
network) network environment; graphics workstations and
terminal computers in the network are formed. Various sim-
ulation services and simulation resources provided by the
cloud server can be accessed through Gigabit Ethernet. Sup-
ported by their corresponding system software, the servers
and disk arrays of the cloud platform are divided into two
parts: computing clusters and data clusters according to dif-
ferent functions, which, respectively, carry related services
such as simulation scientific computing services and data-
base cluster cloud management [26–28]. The computer ter-
minals of ordinary users carry the interactive functions of
simulation task deduction and the functions of visual display
and interaction of simulation results, as shown in Figure 4;
they exchange data with computing clusters and data clus-
ters through network switches and constitute the entire
cloud-based task deduction and virtual experiment platform.

By extracting and tracking the shape contour of the pre-
processed image, a digitized shape contour curve is obtained,

which is expressed as an ordered set of integers on the plane,
and the form is as follows:

C = ci 1 ≤ i ≤N , ci ∈ R2��� 	
, ð10Þ

P = pi 1 ≤ i ≤N , pi ∈ R2��� 	
: ð11Þ

Among them, N is the number of points on the curve,
the ith point is ci, the approximate point is pi, and R is a
set of real numbers.

Usually, the compression rate CR is used to represent the
amount of information, as follows:

CR = NC

Np
: ð12Þ

NC is the number of points on the shape curve and Np is
the number of approximate vertices. The global error
squared sums ISE and CR give the graphics quality FOM:

FOM = CR
ISE : ð13Þ

4. Application of Intelligent Space Simulation
Technology in Ceramic Form Design

The basic simulation software on the platform can realize
interactive drag-and-drop simulation model modeling.
Users only need to drag and drop the model modules pro-
vided in the platform and then combine and connect the
existing basic modules according to the user’s own modeling
and simulation tasks [29]. Then, after a simple interactive
operation in the software, the drag-and-drop model can be
simulated according to the user’s imagination. In the user-
oriented interactive simulation interface, the focus should
be placed on the realization of the interface and the experi-
ence of human-computer interaction [30–32]. Therefore, as
shown in Figure 5, in the process of designing and develop-
ing the simulation interactive interface, the part displayed to
the user should be enhanced, and the implementation of
specific functions related to simulation should be placed in
the simulator. This part can be bound in one-to-one corre-
spondence with the actual operation of the user’s simulation

Data cluster
HDFS
Hbase...

Computing
cluster

Network

Figure 2: Physical structure of the simulation platform.
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modeling by using the interface of the specific simulation
function exposed in the simulator.

Since ancient times, nature has been the source of vari-
ous scientific and technological principles and major inven-
tions of mankind. The biological world has a wide variety of
animals, plants, and substances. In the long evolutionary
process, in order to survive and develop, they have gradually
acquired the ability to adapt to changes in nature. Humans
live in nature and are “neighbors” with the creatures around
them. The various strange abilities of these creatures attract
people to imagine and imitate. Designers use their observa-
tion, thinking, and design abilities to gain insight into the
subtle changes in the natural world and begin to imitate
creatures and express it in their ceramic works. From the
human face pattern constructed by the ancient primitive
people to the bull-shaped lamp and the chicken-head pot,
from the fish-shaped pattern in the primitive period to the
persimmon-shaped cup, melon-shaped pot, lotus-leaf plate,
tree-head-shaped pen holder, etc. in modern ceramic works,
a large number of floral patterns and geometric forms have
emerged in handicrafts. From three-color silk camels to
shadow celadon horses and the simulation of petal shapes,
from the true reproduction of nature to the various imagery
expressions based on nature, from the bionic of external
forms transplanted to the variant of the internal structure,

the bionic design is undoubtedly the protagonist throughout
the ceramic art, as evaluated in Figure 6. In the figure, the
abscissa represents the number of times and the ordinate
represents the percentage, in which the proportion of the
space value, artistic value, and design value fluctuates signif-
icantly. Flowers, plants, animals, shells, fossils, and water
patterns are undoubtedly the most common and vivid forms
of objects in ceramic works. From the development of naive
and vivid imitation to the realistic reproduction of mature
techniques, from the comprehensive expression of all
aspects to the ultimate play of individual factors, the bionic
design shows the harmonious unity of artistic design and
natural life in diversity. Here, the author studies the appear-
ance of bionic morphological design in ceramics from two
perspectives.

A concrete form means that a substance has a certain
specific form. The figurative form depends on the specific
form, and its visual attributes are visible, tactile, detailed,
and not abstract, reflecting the essential attributes of specific
things. Figurative forms in nature refer to specific images in
nature, unrefined prototypes, such as rocks, water marks,
animals, and plants. Except for some that show strong rules
and sequences, most forms show free, vivid, and irregular. In
ceramic design, the concept of figurative generally refers to
the form of objective existence. Through the thinking,

Basic computing
function package

Provide basic
computing functions

Optional feature pack

Interactive data
load execution

Interactive data
load execution

Core feature pack

Hardware resource scheduling
data resource interaction

Hardware underlying resources

Figure 3: Overall architecture diagram.
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Custom design
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Basic simulation
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Module data
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Interactive

Modeling
experience

Operating habits and
interface style

Control the
simulation process

Figure 4: Requirement diagram of interactive interface function package.
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methods, and means of design, such as the use of refining,
processing, and organization, the ceramic works have the
characteristic modeling form of figurative form, such as
characters and animals and plants. From the concept of
design, it retains the characteristics, individuality, and typi-
cality of natural forms, but after the works are released, it

is no longer a simple simulation of the original form of
nature, but the generalization and sublimation of biological
forms as shown in Figure 7.

Natural creatures are vivid and natural, and designers
constantly dig out their various charms of life to express
their subjective intentions and convey various artistic
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1 2 3 4 5 6 7 8 9 10
0

20

40

60

80

100

Pe
rc

en
t

Number of times

Percentage of space evaluation
Art evaluation percentage
Design evaluation percentage

Figure 6: Multiangle evaluation results.

6 Journal of Sensors



feelings to people. The artistic appeal of ceramic works is
increased by simulating the representation of the figures
and spirits. The characters in the bionic design are used as
the medium to connect life and art, as well as ceramics and
life, which is the meeting point of nature and art. In fact,
the shape and function are mutually influencing and interre-
lated, and the two are inseparable and interactive. The bionic
design of the ceramic shape creates a rich aesthetic effect and
also creates a functional beauty that serves people—visually
pleasing functional beauty and comfortable functional
beauty. There is no doubt that ceramics are utensils with cer-
tain practical functions. Generally speaking, bionic modeling
is limited by its functions in simulating natural objects. It
must be an extension based on utensil modeling that satisfies
and adapts to its modeling functions. The “natural form”
formed. Under certain special conditions, people often think
of looking for them in nature. Something to replace the lack-
ing items, such as using a bamboo tube to cook rice, or using
an ostrich egg shell instead of a bowl, etc., so there is egg-
shaped tableware. As long as we always have a unique vision
and rich associations about everything around us, inspira-
tion sometimes bursts out in this accident. The bionic
ceramic works functionalize the shape of the leaf, but it is
not a simple and rigid simulation. The designer starts from
the perspective of bionic design, as shown in Figure 8, add-
ing personal design elements, thus enhancing the formal

beauty of the entire ceramic vessel, vividly. Without losing
the sense of rhythm, the color matching is also just right.
As the second group, the bionic design of functional space
is due to other design methods.
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Ceramic art culture has a long history. As a comprehen-
sive artistic phenomenon that entrusts people’s pursuit and
shaping of beauty, it not only provides material services for
human life in function but also meets people’s aesthetic
needs spiritually. In a sense, ceramics has become an artistic
medium that can enrich and satisfy human emotional needs,
and the human breath and emotional temperature it carries
go beyond its physical form. Natural form bionics has a nat-
ural advantage in building an emotional bridge between man
and nature. The bionic design of the form of ceramics is con-
ducive to awakening the natural desire in the depths of
human beings, so that the soul can escape from the steel for-
est in the industrial age and return to the most primitive and
simple natural spiritual home. We use the ceramic form
bionic design to communicate the emotional communica-
tion between man and nature, build a more harmonious
relationship between man and nature by conveying the
beauty of nature, and, at the same time, use the bionic design
of the natural form to continuously enrich the design level to
meet the spiritual needs of modern human beings. Ceramic
art is the artistic carrier of human material and spiritual
needs. To explore the cultural connotation and design prin-
ciples of natural form language in ceramic form design is not
only the inheritance and continuation of traditional natural
spirit and ceramic culture but also for the further construc-
tion of human, ceramic, and ceramic art. The harmonious
relationship in nature provides a reference. The in-depth
discussion on the bionic design of ceramic form broadens
the space and dimension of ceramic form design, which is
conducive to the emotional injection of ceramic artworks,
so as to transcend the material body and bloom with life,
thus becoming a spiritual carrier for emotional communica-
tion between humans and nature.

5. Conclusion

The mystery of nature can never be explored. It is our inex-
haustible and inexhaustible driving force for design. For us,
the form of natural objects is just a starting point for design.
The key is to form a bionic form to form reconstruction. The
ceramic works are perfectly presented. This process is a
peculiar and arduous adventure road for the designer, which
is mixed with adventure and excitement, joy and pain, which
reflects the struggle and running-in between man and
nature. The form design of ceramic products should con-
sider the following elements of use behavior: First, ceramic
products require full grasp of ergonomic principles, as well
as the user’s psychology and behavior in the process of form
design, so that the designed product conforms to the user’s
use habit and psychology. When designing the form of a
ceramic product, the most important thing is to consider
which body parts the user uses to use the product. For exam-
ple, when designing a ceramic tea set, it is necessary to con-
sider whether the structural characteristics of the tea set are
consistent with the user object, and whether the handle
design of the tea set is suitable for the hand shape character-
istics of the user; the handling of the handle is not ergo-
nomic, and it will make it difficult to handle when holding
it. People have a feeling of being too heavy or strenuous;

too large a cover is difficult to grasp, and too small makes
the fingers tense. Secondly, in the process of user operation
of ceramic products, it is necessary to consider whether the
product is smooth and convenient to use, and its shape
should be suitable for user operation, whether the shape of
the surface is suitable for use actions such as grasping,
pinching, and rotating. When designing the shape, it is also
necessary to consider the specific actions of people when
using ceramic products. For example, people in Fujian,
Guangdong, Taiwan, and other regions like to drink “Kung
Fu tea.” Therefore, the capacity of the tea set is smaller. In
ethnic minority areas such as Mongolia and Tibet, large-
capacity tea bowls are generally preferred due to the dry cli-
mate and the habit of drinking milk tea or butter tea. This
requires that the form of ceramic products can meet various
operating actions. The shape design of ceramic products is
for the purpose of being convenient for people to use, so it
must first make people feel satisfied and satisfied physically,
and then make people feel happy spiritually. Again, the
shape of the ceramic product should conform to the
sequence of operations. When setting the form of a ceramic
product, to ensure the correct operation of the user, two
aspects of information must be provided from the design:
the operating device and the operating sequence, and the
combination of the ceramic product components must con-
form to the operating logic. “Slanted” teapot is designed
according to the order in which the tea is brewed. When
using it to make tea, you should first put the tea leaves on
the inner partition and place the teapot lying down. The
table top is at an angle, and some of the tea leaves leave
the water. After the tea is completely brewed, the teapot is
erected, and the tea leaves are no longer in contact with
the tea water. In addition, the environmental factors used
are more complex, and different environments used require
ceramic products to be considered in terms of shape pro-
cessing, material selection, and even color to meet the needs
of users.
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Most of the experimental teaching links adopt experimental teaching, and few of them are taught through experimental simulation
system. The intelligent sensor teaching experimental simulation system is a simulation measurement software system compiled by
access and LabVIEW software to assist the use of sensor measurement and virtual instrument practical teaching platform, which
realizes the network teaching of experimental links and carries out exploratory work. It has important practical significance for the
modernization of experimental links. At the same time, the intelligent sensor experimental system can effectively improve the
problems of students’ low learning motivation and poor learning effect in the learning process and finally let students
participate in the construction of sensor teaching experimental system, improve students’ learning interest and enthusiasm,
and cultivate students’ autonomous learning and innovation ability. Through the establishment of intelligent sensor teaching
simulation system, this paper successfully improves students’ innovative literacy in teaching level, scientific research practice,
teaching content, teaching methods, and intelligent lectures and greatly improves students’ learning enthusiasm, learning
efficiency, and teaching quality.

1. Introduction

The “sensor” course is a vital professional technology course in
electronics, electrical automation technology, computer appli-
cations, and so on [1]. At this stage, colleges and universities
usually provide sensors and related courses for students
majoring in science and technology. Many colleges offer a spe-
cific course in the senior year called “Sensor Principles and
Applications” [2–3]. There are some contradictions between
learning and career development for senior undergraduate
students: on the one hand, students need these courses to
improve their knowledge structure, enhance their professional
knowledge and skills, and develop the ability to apply their
knowledge in practice; on the other hand, students at this stage
are under pressure to study for graduate school, find a job, and
travel abroad for English exams, among other things [4–5]. As
a result, students are frequently unmotivated to pursue profes-
sional courses, and the learning effect is minimal. The learning
impact is likewise quite poor, and both teachers and students

have expressed their dissatisfaction [6]. A university has made
certain adjustments to the teaching material, particularly to
increase the experimental teaching connection, and altered
the experimental teaching content, in order to boost students’
motivation and teaching quality. For example, in the experi-
mental teaching link the virtual instrument development tool
LabVIEW is introduced, which allows students to autono-
mously design hardware and software systems and use soft-
ware simulation and hardware circuits to create sensor data
acquisition and control systems [7–8]. At the same time, stu-
dents may exercise their practical and practical abilities, the
capacity to evaluate and solve issues, and the ability of auton-
omous learning and creativity [9] and enhance their overall
quality through experimental instructional content and the
independent learning process [10–11].

This article covers classroom theoretical teaching con-
tent innovation, as well as the reform and practice of exper-
imental teaching content in the “sensors” course [12–13].
The content of the paper has been implemented in the actual
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teaching process of a university, which can significantly
improve students’ learning enthusiasm, and is expected to
achieve good teaching results [14–15]. Relevant experience
can also be used as a reference for similar courses [16–17].
The design concept diagram of an intelligent sensor teaching
experiment system is shown in Figure 1.

Based on the establishment of an intelligent sensing teach-
ing simulation system, it was incorporated into the evaluation
system of students’ innovative literacy [18]. Taking the inno-
vative ability of students in 10 colleges and universities as an
example, a more complete and diversified evaluation system
of college students’ innovative literacy is obtained.

2. Classroom Theory Teaching
Content Innovation

Sensor technology is one of the cornerstones of today’s
information technology age, and it should be given the same
respect as computer and Internet technology [19–20]. With
the development of wireless sensor networks, the Internet
of Things, and other fields, today’s information society has
experienced a wave of computer and Internet technology.
At present, sensor technology has become a hot spot in the
field of science, technology, and industry, and variety of sen-
sor technology have developed very rapidly. The existing
“sensor” course has problems: the teaching content is some-
what old, and new sensor technology and development are
less engaged [21]. At the same time, pure sensor principal
teaching is rather monotonous, and students are bored. Stu-
dents do not have a strong desire to study. Therefore, the
content of classroom teaching has been adjusted.

2.1. Acquiring New Sensor Technology Expertise. New sensor
technology information is added to the teaching content to
ensure that students learn as much as possible about the
cutting-edge development of sensors [22–23]. Some emerg-
ing sensor technology applications and the most recent sens-
ing materials and devices are incorporated into the
curriculum, such as Internet of Things (IoT) technology,
which connects items to the Internet for information
exchange and communication according to agreed protocols
in order to achieve intelligent identification, positioning, and
navigation [24]. Another example is a wireless sensing net-
work, which is a multihop self-organizing network com-
prised of a large number of low-cost small sensor nodes
distributed in the monitoring environment [25].

2.2. Schedule Classroom Discussions. Encourage students to
actively participate in learning by organizing classroom dis-
cussions. The classroom discussion primarily consists of two
aspects: first, for a specific sensor taught in class, let students
use such sensors to complete an after-class homework,
through the class to find the corresponding information,
design a sensor application circuit and system, and then
the teacher arranged a special discussion session, allowing
students to introduce their design and communicate with
other students[26–27]; and for a specific sensor taught in
class, let students use such sensors to complete an after-
class homework, through the class to find the corresponding
information [28]. Second, for current market popular sensor
technology, such as various MEMS (micro electro mechani-
cal systems) sensors in smart phones, CCD (charge coupled
device) sensors in digital cameras, fiber optic sensors, and
fingerprint sensors in the field of security, online

Figure 1: Conceptual structure diagram of intelligent sensor teaching experiment system.
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information such as technical indicators, technical advan-
tages, and market share, and make a presentation report in
the classroom, students can learn a lot of knowledge inde-
pendently during the entire process[29–31].

3. The Design of Experimental
Teaching Content

Experimental teaching sessions are very important for the
learning of sensors. In the early experimental teaching process,
we mainly use CSY sensor system experimental instrument to
provide students with some verification experiments [32], in
which students operate according to the experimental instruc-
tion tutorial to test the characteristics of various sensors and
understand the working principle of sensors. The advantage
of this experimental teaching is that it combines the classroom
content and deepens the understanding of the working princi-
ple and characteristics of sensors. Its disadvantage is that stu-
dents’ participation is more passive and lack of innovative
experimental content. In addition, the cost of the experimental
system is higher, some parts are easy to be damaged, the cost
of renewal and maintenance is higher, and there are usually
more students and less instruments.

National Instruments (NI) launched LabVIEW, a virtual
instrument development platform that offers a graphical pro-
gramming language development environment with strong
functionalities and a user-friendly development environment
[33]. Environment that supports numerous bus and data con-
nection interfaces, as well as sophisticated graphical control
components and software panels, and powerful data and sig-
nal processing function features created a sensor experiment
platform based on LabVIEW + serial communication +
microcontroller, and students worked in groups to perform
software and hardware simulations on this platform. Students
must check the data, build their own sensor data acquisition
and control system, collaborate to complete the design
scheme, hardware circuit, and software system, and finally
write a comprehensive experimental report.

This experimental process increases students’ interest in
learning while also allowing them to master sensing device
selection, data acquisition, and processing skills, prompting
students to actively participate in the experimental process.
In order to complete the experiments, the students must con-
duct independent data inquiry, analysis, and discussion. This
can help students gain a better understanding of the theoreti-
cal knowledge they have learned while also cultivating their
own. It also develops students’ broad application skills and
teamwork spirit. Furthermore, the structure of the design is
adaptable, making it simple to update and expand. Because
the design is adaptable and easy to update and expand, the
development cost is low, and it is suitable for students to com-
plete the design and practice independently. It is appropriate
for students to design and practice independently.

4. Experimental Teaching Platform Based
on LabVIEW

This sensor experimental platform consists of several mod-
ules, including sensors, an analog-to-digital conversion chip,

and a microcontroller to form the front-end data acquisition
system (analog temperature acquisition). The digital-to-
analog conversion chip will transform the sensor signal into
a digital signal into the microcontroller, followed by the sen-
sor signal to the upper computer (PC) via the communica-
tion system, which here uses a serial communication
interface. LabVIEW is used to write the upper computer
data processing system program, which can perform func-
tions such as real-time dynamic temperature displayed, data
storage and alarm temperature setting, and temperature
analysis and processing. The interface of the experimental
simulation system is shown in Figure 2, which is composed
of buttons, diagrams, and other elements.

This system can be broken down into several experiments
such as hardware design, software design, software simulation,
hardware simulation, and circuit board development, and stu-
dents complete each experimental session in turn. The specific
content of each experimental session is as follows: hardware
design is to design the front-end acquisition system, back-
end control system, and communication interface circuit in
the circuit design software (such as Proteus). Students have
studied circuit development and design in previous courses
and are very familiar with circuit design software, so they
can complete the experiment relatively smoothly.

The software design includes the lower computer micro-
controller program and the upper computer LabVIEW pro-
gram. The LabVIEW platform provides students with a
graphical development environment that can be mastered
quickly and conveniently. The system completes the functions
of data reception, processing, display, and storage and forms
the control signal to the microcontroller. LabVIEW platform
provides students with rich development interfaces and func-
tional modules, and students can complete various sensor data
processing functions on this platform.

The software simulation is performed fully on the com-
puter and is invoked jointly by many development tools
(Proteus, Keil, LabVIEW, and so on) to mimic communica-
tion between the upper and bottom computers through the
virtual serial connection. The hardware simulation is based
on the software simulation, and the microcontroller experi-
ment box is used to construct the lower computer system
and complete the system’s operations. After all of the pre-
ceding simulation steps have been completed successfully,
you may design the circuit board, acquire the necessary
components, solder the circuit board, and lastly connect
the PC for debugging and operating. Students with a higher
learning interest and stronger hands-on ability can complete
the experimental contents in the hardware simulation and
PC debugging sessions independently, and the specific func-
tions and modules in the system can be redesigned by stu-
dents, and after the software simulation is successful, then
enter the hardware simulation and PC debugging. The sys-
tem structure has strong adaptability, and students can com-
plete the above experimental courses in the order most
suitable for their own needs. After that, students may con-
struct their own system, replacing and extending some of
the modules, as well as adding new ones. Furthermore, the
overall development cost of the system is modest and does
not place undue stress on instructors and laboratories.
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5. Establishment of Evaluation System for
Students’ Innovative Ability

So far, the experimental simulation system introduced by it
has only been used for sensor teaching. On the one hand,
students can complete science and technology courses more
effectively, comprehensively, and realistically. On the other
hand, it can effectively shorten the learning cost, reduce
the resistance in the learning process, and improve the
teaching effect. On this basis, the undergraduate teaching is
effectively connected with the research study and innovation
ability training of college students, and an evaluation system
for innovation literacy of college students is established. The
evaluation system is described below.

Firstly, in order to establish each indicator item, an effec-
tive screening and combination was conducted through a
thorough literature search, based on facts and curriculum
design, and according to the specific requirements of the
assessment of college students’ innovation ability. Secondly,
for each indicator, there is a relatively scientific and stan-
dardized definition that encapsulates the explanation and
description of its definition as well as specific operational
and assessment instructions. Each of these indicators has a
graded description at the same time. Thirdly, according to
the comprehensive scoring method, i.e., the correlation anal-
ysis of the indicator items is conducted first, then standard-
ized, and finally the weights of each indicator are determined
through expert meetings. Finally, the indicator system used
the classification weight setting method; i.e., the specific clas-
sification registration of the indicators was set according to
the weight proxy, level by level, and the total value of each
level weight was 100%. Therefore, the weighted weighting
analysis is then used to quantify effectively. The specific set-
ting of the evaluation system of students’ innovation ability
is shown in Table 1.

6. Case and Discussion

Taking 10 innovative universities as an example, a multifac-
eted evaluation of the possible teaching of intelligent sensors
around the innovation ability is conducted. The analysis is
carried out by considering the three aspects of the school’s
teaching philosophy, teaching level, and research and prac-
tice ability. According to the evaluation system, it is divided
into level I, level II, and level III. The evaluation results of
intelligent sensor teaching system are organically combined
with the evaluation of students’ innovation ability.

6.1. Evaluation of Teaching Concept. According to the sample
survey of students from the existing 10 schools, students
scored the 10 universities on school orientation, training
objectives, and teaching status around the educational philos-
ophy. The idea of running a school is out of 100 points. For the
major category of school orientation, it was determined
whether the school considers innovation as a category for cul-
tivating talents. The results of school orientation scores are
shown in Figure 3. Among them, school orientation accounted
for 20%, and all 10 schools scored more than 10 points for
school orientation, with the school with the highest school ori-
entation score basically reaching 17 points. On the other hand,
cultivation goals, the main goal of the school for the develop-
ment of students, innovation is one of the main factors of its
goals. 10 schools have a score of more than 20% of the cultiva-
tion goals, and the college with the highest cultivation goals
has a goal score of more than 28 points.

For the broad category of educational philosophy, spe-
cific measures for schools to implement innovative educa-
tion were identified. As shown in Figure 4, the educational
philosophy accounted for 30%, and all 10 schools scored
more than 20 points for school orientation, with the college
with the highest educational philosophy score close to 30
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Table 1: Evaluation system of students’ innovation ability.

Weight Weight
Second-level
indicators

Third-level indicators Best-in-class description

Educational
philosophy
100

0.1

School orientation
50

School orientation
20

Research-oriented or innovative universities, which
have scientific plans and can be implemented

with notes, are more distinctive

Training objectives
30

Emphasis is placed on the all-round development of
students, with the cultivation of innovative spirit and

practical and self-learning ability

Educational philosophy
50

Educational philosophy
30

With advanced educational concepts, education
cultivates students as the main body, has a strong

sense of quality, and has a clear concept of
innovation ability training

Teaching status
20

Make teaching work the most important central
work in higher education

Subtotal marks

Education and
teaching
100

0.5

Culture mode
35

Professional settings
10

Wide caliber training, large-scale enrollment,
to achieve cross-disciplinary integration

General education
10

General education is more numerous and more
diverse, cultivating students’ complete knowledge

and sound personality

Credit
15

Under the guidance of teachers, according to the
needs of interest and personalized development,

flexible choice of learning content, time, and method

Course teaching
40

Curriculum system
15

Establish a multidimensional curriculum structure with
functional courses as the backbone, and strengthen

the practicality and selectivity of courses

Teaching content
15

The implementation of a scientific practice course is
combined with the teaching of professors

Teaching mode
25

Teaching methods
10

Relying on the completion of intelligent sensor
teaching experiments, students learn independently

and cooperate, and teachers provide guidance

Intelligent teaching
15

Many courses use intelligent sensor teaching
technology to guide students to use hardware and

software tools to learn

Subtotal marks

Scientific
research
practice
100

0.4

Open trials

Experimental design
30

Using the intelligent sensor teaching system, a
more autonomous and diverse experimental course

is designed to comprehensively evaluate the
students’ experimental ability

Laboratories are open
10

The lab is open for a long time, making the most
of the spare time so that the intelligent sensor

system covers every student

Scientific research
activities

45

Base construction
15

In the innovation base, we provide students with
a good intelligent sensor teaching test system

Project funding
15

Adequate funding for student courses

Scientific research
system
15

Mature innovation management mechanism and
evaluation system, covering resource allocation,
policy support, process supervision, results

acceptance, etc.

Social
15

Practical training
15

There is a stable off-campus practice base, which
can better reproduce the teaching results of the

intelligent sensor

Subtotal marks

Score
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points. On the other hand, the educational means accounted
for 20%, and all 10 schools under the educational means
scored more than 10 points, with the college with the highest
educational means score scoring 16 points.

6.2. Evaluation of Education and Teaching. According to the
analysis results of the sample survey of students in 10 exist-
ing schools, students scored 10 schools around the evalua-
tion of education and teaching in three categories: training
mode, curriculum teaching, and teaching mode. Seven

aspects of curriculum system, teaching content, teaching
methods, and intelligent teaching.

For the large category of cultivation mode, it was deter-
mined to include the intelligent sensor teaching system,
which is mainly divided into three parts: professional setting,
general education, and credit system. The results are shown
in Figure 5; among them, professional setting and general
education accounted for a smaller 10%, and the scores of
all 10 universities were greater than 5 points less than 10
points. The credit system, on the other hand, can include
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specific innovative courses, accounting for 15%, and the
scores of all 10 colleges and universities are greater than
10, and the score of the college with the best implementation
of the credit system is 15.

For the large category of curriculum and teaching, it is
mainly divided into two parts: curriculum system and edu-
cational content, both of which should be planned into the
intelligent sensor teaching system. The results of course
teaching results after inclusion are shown in Figure 6, where

the abscissa represents the university and the ordinate repre-
sents the score. On the whole, the trend of course system and
teaching content is good. Curriculum system and educa-
tional content both account for 15%; 10 universities in these
two scores are greater than 10 points, where the highest
score of the curriculum system is 15 points, and the highest
score of the teaching content scores 14.5 points. For the large
category of teaching models, it is mainly divided into two
parts: teaching methods and intelligent delivery. As shown
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in Figure 7, among them, teaching method accounts for 15%,
and teachingmethod itself covers the application of smart sen-
sor teaching system, and all 10 universities have scored more
than 10 points in this item, and the highest university has 14
points. On the other hand, intelligent teaching itself can be
narrowly understood as intelligent sensor teaching system,
and this part accounts for 15%, and all 10 universities have
scored more than 10 points in this item, and the highest uni-
versity can even reach a full score of 15 points.

6.3. Evaluation of Education and Teaching. According to the
results of the analysis of a sample of students from the existing
10 schools, the students scored 10 schools around the research
practice on the three categories of open experiments, research
activities, social practice, experimental design, laboratory
opening, base construction, project funding, research system,
practical training, 6 major categories. In the open design cate-
gory, the intelligent sensor teaching system itself is the main
part of the experimental design. As shown in Figure 8, the
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score of experimental design accounts for about 30%, the
scores of 10 universities are more than 20, and the highest
score is 39. On the other hand, the degree of openness of the
laboratory, accounting for 10%, sufficient open time helps stu-
dents to improve their self-learning and innovation ability,
with the highest score of 10 points in the university.

In the broad category of research activities, there are three
main parts, base construction, project funding, and research sys-
tem. The study is shown in Figure 9. The percentage of these

three research activities is all 15%, and all three provide infra-
structure, financial support, and evaluation system for intelligent
sensor teaching system. 10 universities have three scores of 10 or
more, and the highest scores are 15, 14, and 15, respectively.

The last major category is social practice. The intelligent
sensor teaching system is essentially a simulation system,
and the use of learning in a stable off-campus internship
base can deepen and consolidate this piece of knowledge.
The results are shown in Figure 10. The percentage of this
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part is 15%, and the highest score of the university scores
more than 14.5 points.

6.4. Total Evaluation of Student Innovation Literacy. The
three parts of educational philosophy, teaching level, and
research practice, which evaluate the educational level of
school students, were weighted and integrated according to
the ratio of, 0.1 : 0.5 : 0.4, to obtain the total score of the assess-
ment of students’ innovative quality in 10 universities, which
also reflects the highly relevant degree of implementation of
the intelligent sensor teaching experiment simulation system.

It is expressed by the evaluation of three parts: educational
philosophy, teaching level, and scientific research practice; the
result is shown in Figure 11. It can be found that the scores of
all colleges and universities exceed 70 points in each of them,
while the average score reaches 80 points. The highest scores
of educational philosophies, teaching level, and research prac-
tice are 87.3, 89.8, and 89.8, respectively, which are all close to
90. It also shows that teaching level and research practice are
more important for the comprehensive assessment of stu-
dents’ innovation literacy in each university, compared with
educational philosophy.

In terms of percentage share, according to the established
ratio of 0.1 : 0.5 : 0.4 and weighted integration, the results are
shown in Figure 12. Their share is basically stable, and a part
of the more prominent universities, the score of research prac-
tice can reach 44%, and the share of educational average can
reach more than 52%. At the same time, the average score of
educational philosophy will not account for more than 11%.

Integrating the innovation literacy of students from the
10 universities can be obtained, the results are shown in
Figure 13. It can be found that the highest score is 86.5,
and there is only one college with a score lower than 80.
From the figure, it can be found that the degree of imple-
mentation of intelligent sensor teaching experiment simula-

tion system in each university is relatively close, and the
innovation literacy of students in each university is concen-
trated in the range of 80 to 85 points. At the same time, 85
points is a threshold, and only one college has students’
innovation ability significantly more than 86.5 points.

7. Conclusion

This article describes the reform of several theoretical teaching
components and student literacy evaluation in the course
“sensors,” as well as the incorporation of the LabVIEW virtual
instrument creation platform into the experimental teaching.
Based on the establishment of intelligent sensor teaching sim-
ulation system, it is incorporated into the evaluation system
for evaluating students’ innovation literacy; the innovation
ability of students in 10 colleges and universities is achieved.

Students can strengthen their comprehension of the the-
oretical information they have studied via independent anal-
ysis and mutual debate, as well as build their comprehensive
application ability and teamwork spirit. It has been demon-
strated that incorporating the aforementioned teaching
materials and approaches into the actual teaching process
dramatically increased students’ learning passion, learning
efficiency, and teaching quality.

Intelligent sensor teaching simulation system has a great
promotion effect on improving students’ innovative literacy,
mainly reflected in the improvement of teaching level and
research practice. For teaching level, the successful applica-
tion of the system is mainly reflected in teaching content,
teaching methods, and intelligent lecture areas. For research
realization, the successful application of the system is mainly
reflected in the laboratory construction, incentive construc-
tion, and project funding. In short, through the intelligent
sensor teaching simulation system, students’ innovation
ability has been greatly developed.
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In the research process of robustness refinement solution of built-in information systems for electronic networks, there are too
many factors related to robustness in the current system robustness design, and different factors have different influences on
robustness. In stochastic programming problems, uncertain variables usually obey a certain probability distribution, but in real
decision-making, these determined distributions are often unknown or we only know part of the information of the
distributions, and distributed robust refinement solution is just an effective solution to solve uncertain problems. The
robustness measurement solution of information systems for electronic networks is analyzed. The robust refinement of
information system is deeply studied by nonparametric density estimation solution, which is based on the strict robustness
requirements put forward by users. Based on the research results of interdependent network theory and aiming at “improving
the robustness of electronic information system,” this paper makes an in-depth study on the robustness refinement strategy of
power information system. The comparison between the companies that adopted the robust refinement of built-in information
systems for electronic networks based on nonparametric density estimation and the companies that did not adopt it shows that
the refinement rate of the companies that adopted it in the first three years was 82%, while that of the companies that did not
adopt it was only 57%, and the overall misjudgment rate was 43%. Therefore, it is proved that using the proposed reliability
refinement solution to optimize, the embedded system can improve the service life, modeling accuracy, and availability of the
system and has certain practicability.

1. Introduction

With the continuous rise of China’s network technology
level, the built-in information systems for electronic net-
works have entered a rapid development, and it also makes
its role in application construction more prominent. [1].
Vigorously promoting informatization is a strategic measure
of China’s overall modernization drive and an urgent need
and inevitable choice for building an innovative country
[2]. Nonparametric density estimation is an important
direction of modern statistics development in recent years,
which has changed the development pattern of traditional
statistics [3]. For the system of network operation platform,
built-in information systems for electronic networks are
essential. As an index, robustness can measure the ability

of network electronic information system to maintain nor-
mal operation under pressure environment or abnormal
input environment. [4]. The nonparametric density estima-
tion solution does not need to assume the parameter form
of point sample distribution in advance, and can estimate
the probability density function accurately and robustly only
from the sampled data itself, which provides a new solution
for the analysis and modeling of unknown distribution point
samples [5].

For multiobjective refinement problems, the existing
research mainly focuses on searching high-quality solutions,
and many multiobjective refinement algorithms based on
Pareto optimal set are proposed, but the research on multi-
objective robust refinement solutions is relatively less [6].
For example, in the part processing system, the machine
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cannot process in strict accordance with the specified speci-
fications, and there are often certain errors, which require
that the design parameters can meet a certain tolerance [7].
In some special cases, sufficient conditions are provided to
ensure the uniqueness of the robust solution and the conti-
nuity of the data on the undisturbed problem [8]. The
research of complex network theory in power system mainly
focuses on the actual power network, which can be obtained
through the geographical wiring diagram of power network.
Some studies directly use the topology diagram of IEEE node
system as the research object [9]. Driven by technological
progress and external demand, the function of embedded
system continues to expand, the scale of the system is
becoming larger and more complex, and the defect and fail-
ure rate of the system are also increasing.

The nonparametric density estimation is a developing
field with a short history. People are still unfamiliar with it
and lack of understanding of it. Its application in practice,
especially in the economic field, is less, and its application
field needs to be further expanded [10]. However, as a new
thing, people are relatively unfamiliar with the nonparamet-
ric density estimation solution compared with the traditional
parametric solution and lack in-depth understanding of it.
There are still many areas worthy of improvement in the
specific application of combining with other algorithms,
and the application field needs to be further expanded
[11]. Due to the complexity of the research object, it is nec-
essary to carry out comprehensive research of multidisci-
plines, such as computer science, management science,
system science, information science, and cybernetics [12].
Not only that many control systems have a lot of noise
and interference, which cannot be accurately expressed in
the model, so the control system must have a little anti-
interference ability, that is to say, but also it has certain
robustness [13]. To study robustness, it is necessary to fully
understand the influencing factors of system robustness,
identify the operating mechanism of the system in essence,
and then explain the external behavior characteristics of
the system [14]. At this time, if we want to use nonparamet-
ric statistical solutions, the only remedy is to increase the
sample size and use large samples to make up for the losses
caused by using nonparametric statistical solutions [15].
Sometimes, the solution of the refinement problem is very
sensitive to the parameters. When the parameters are
slightly disturbed, the solution of the problem will fluctuate
greatly, which makes it no longer the solution of the problem
or even highly infeasible, which is of great significance in
practical problems.

The innovation of this paper:

(1) The principle of nonparametric discriminant analy-
sis based on nonparametric density estimation is
introduced in detail, which makes the application
of nonparametric discriminant solution reasonable

(2) The application of nonparametric density estimation
solution can calculate the density value of arbitrarily
distributed difference matching samples at the test
sample points in the feature space

(3) The electronic information system must keep advanc-
ing and developing, so as to gain advantages in the
fierce market competition environment. Information
resources are one of the important components of
enterprise management information system. Using
component solution to complete the analysis and
design of information resources of electronic informa-
tion system greatly enhances the reusability of elec-
tronic information system

The research framework of this paper includes five
parts, and the specific arrangements are as follows: the
first chapter introduces the research background and sig-
nificance and then introduces the main work of this paper.
Chapter 2 focuses on the current status of research related
to nonparametric density estimation and robust reinforce-
ment of embedded information system. Chapter 3 pro-
poses a specific solution and implementation of robust
reinforcement of embedded information system design.
In Chapter 4, the nonparametric density discrimination
is analyzed in detail. The fifth chapter is the summary of
the full text.

2. Related Work

2.1. Nonparametric Density Estimation. Because nonpara-
metric estimation does not assume the mathematical form
of unknown density function, it is difficult to expect to get
deep small sample properties. Although this solution is accu-
rate, real, and relatively simple, when the system structure is
huge, its closed-loop structure will become very complicated
correspondingly, resulting in unstable reliability. Samples
within a certain distance play the same role. Intuitively, it
can be imagined that for estimating the density function,
the close samples seem to play a greater role than the far
samples.

Therefore, nonparametric density estimation is only an
effective tool for point sample analysis or modeling in many
cases. Many specific problems need to be combined with
other algorithms or processing solutions to be solved. It is
proved that the linear feedback system with single gain and
infinite gain has good stability [16]. Chao et al. focused on
a robust refinement solution for embedded information sys-
tems based on Markov algorithm. The histogram density
estimation solution is used to model the moving target color
features, but the weight kernel function related to the pixel
position features is also introduced in the modeling process,
which improves the accuracy of density estimation and sup-
presses the influence of interference and deformation on the
tracking accuracy to a certain extent [17]. Garroppo et al.
proved the estimated point-by-point strong phase coinci-
dence speed problem in robust optimal design of networked
information systems by building a stochastic response model
and Markov time chains for networked information systems
[18]. Andreagiovanni et al. focused on the application of
nonparametric estimation; first, construct the model of net-
work electronic information system and sample from the
known probability distribution of network electronic infor-
mation system [19].
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2.2. On Robust Refinement of Embedded Web Information
Systems. Nyikes et al. first proposed a convex programming
model, then solved this problem through an auxiliary linear
programming model, and finally applied this model to an
inexact linear programming problem. Until 1990s, robust
refinement attracted extensive attention of scholars [20].
Rodrigues et al. proposed a solution to improve the system
reliability by connecting the system with its cross-linked
physical equipment [21]. The whole system is truly con-
nected with its cross-linked physical equipment to form a
closed-loop structure to increase the reliability of the system.
Sun et al. aimed at analyzing the growth and evolution
mechanism of information systems and at the same time
built the generation and evolution model of small-world
information systems. By analyzing the correlation between
network topology and information flow characteristics, it
was finally verified that small-world characteristics are the
result of long-term refinement evolution of information sys-
tems [22]. Gramacki and Gramacki believe that robust
refinement is a modeling solution combined with computa-
tional tools, which is mainly used to deal with the refinement
problems with uncertain data and the real data only belong
to some uncertain sets [23]. Chauveau et al. proposed a
robust refinement solution of built-in information systems
for electronic networks based on simulated annealing algo-
rithm [24]. This solution calculates the global optimal solu-
tion of the objective function of the built-in information
systems for electronic networks according to the mapping
characteristics of the probability sudden jump characteristics
of the built-in information systems for electronic networks
in the solution space and realizes the robustness refinement
of the built-in information systems for electronic networks.
Trentin discusses the robustness refinement solution of
built-in information systems for electronic networks based
on branch and bound algorithm [25].

Aiming at the above problems, a robust refinement solu-
tion of built-in information systems for electronic networks
based on nonparametric density estimation is proposed.
Thus, the robustness refinement design of built-in informa-
tion systems for electronic networks is realized, which has
high application value [26]. In the development and man-
agement of large-scale Internet software system, the robust
refinement of built-in information systems for electronic
networks with obvious self-organization characteristics of
complex system is a subversive innovation of traditional
structured information system.

3. Embedded Information System Refinement

3.1. Solution of Failure Probability of Built-in Information
Systems for Electronic Networks. The word “robustness”
comes from Latin, meaning robustness [27]. In engineering
refinement design, there are two kinds of parameters: design
parameters and environmental parameters. The design
parameters change during the refinement process, and the
objective refinement is realized by their changes. The satis-
faction of performance is subjectively determined by the
expectations of designers and users, so the measurement
index of robustness is not unique, which means that robust-

ness analysis is a necessary link in the process of information
system design and operation [28]. For stable systems, the
real part of eigenvalues is greater than zero, so only PΔWc

ð∞Þ needs to be considered. That is to say, ðA, BÞ is a con-
trollable state if and only if it is a controllable matrix:

PΔ
ð∞
0
eAτBBTeA

Tτdτ: ð1Þ

The value of environmental parameters is generally
given in advance and fixed in the refinement process [29].
Although the theorem only gives the sufficient conditions
for the robust stability of the system, it also satisfies the neces-
sary conditions. Because the robustness of the two types of
parameters needs to be considered, for convenience, these two
types of parameters are not distinguished, which are collectively
referred to as the parameters of the refinement problem. The
use of information technology gradually rises from themanage-
ment of operation level to the management of decision-making
level. Enterprise management is based on the decision-making
system model. The internal management system structure of
electronic information system is shown in Figure 1.

Firstly, the failure modes of built-in information systems
for electronic networks are divided into single limit state and
multilimit state. The topological integrity of the network
after being attacked is higher than that of the initial network,
which indicates that the recovery speed of the system from
the failure state is faster. Obviously, the solution of failure
probability of built-in information systems for electronic
networks can effectively improve the ability to resist cascad-
ing failures. For incomplete controllable multi-input-
multioutput continuous-time linear time-invariant systems

x = Ax + Bu,

y = Cx:
ð2Þ

We assume that users have fully understood the essence
of the problem and clearly know the disturbance amplitude
and disturbance range of each parameter. On this basis, a
strict robustness requirement is given. The input to the con-
troller is r − ym, ym = y + n is the measurement output, and it
is the measurement noise, so the input to the object G is

Electronic
information

system

Market subsystem

Accounting
subsystem

Personnel subsystem

Production subsystem

Figure 1: Structure diagram of internal management system of
electronic information system.
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u = K sð Þ r − y − nð Þ: ð3Þ

The algebraic connectivity is used to measure the robust-
ness of the network, and the system robustness is improved
by optimizing the component-level network structure and
ensuring the rapid propagation of the best behavior model.
The promotion process is shown in Figure 2.

Secondly, random sampling cannot accurately reflect the
situation of each point in the neighborhood. For the robust
solution obtained by this measurement solution, the varia-
tion of the function value of the point disturbed by the
parameter may fall outside the specified variation range in
practical application. Therefore, the failure probability of
built-in information systems for electronic networks in two
states is calculated, and the robustness refinement function
of built-in information systems for electronic networks is
given based on the obtained failure probability. The influ-
ence of configured physical nodes on the robustness refine-
ment of electronic information system is related to the
relative power load of neighbor nodes in the physical layer.
When there are small power load nodes in the adjacent
nodes of the physical nodes, it can greatly improve the
robustness of the information system. S is the system output,
while n is the closed-loop transfer function from the refer-
ence signal to the system output. From S + T = I

1 − σ Sð Þj j ≤ σ Tð Þ ≤ 1 + σ Sð Þ,
1 − σ Tð Þj j ≤ σ Sð Þ ≤ 1 + σ Tð Þ:

ð4Þ

The failure mode consists of single limit state and multi-
limit state. When the failure factors in the failure mode of
the system are all connected in series and each failure factor
contains common variables, this failure mode is defined as a
single limit state. The traditional solution includes solving
the overall refinement problem and making all decisions at
the same time. With the increase of the number of variables
and constraints, the problem may soon become difficult.
However, the solution of built-in information systems for
electronic networks failure probability mainly strips the code
of embedded electronic information system software, then
tests it with digital platform, and then improves the reliabil-
ity in a targeted way. Therefore, how to define an appropri-
ate image problem under the framework of image space
analysis so that it can be equivalent to robust correspon-
dence problem and contain uncertain parameters is very
important.

3.2. Robustness Refinement Solution of Built-in Information
Systems for Electronic Networks. Integrating the combination
of chaos optimization and particle swarm optimization is
based on determining the robustness refinement objective
function of built-in information systems for electronic net-
works [30]. The information network is composed of infor-
mation communication equipment and communication
lines. Among them, information communication equipment
includes computing equipment (computer, server, and
embedded computing equipment) and data acquisition
equipment (sensor, PMU, and embedded data acquisition
equipment). In the process of system switching and delivery,
make a system switching plan, control the progress of work,
check the quality of work, and timely coordinate all aspects
to ensure the successful switching and delivery of the system.
There are usually three ways to switch and deliver the sys-
tem, as shown in Figure 3.

Firstly, the robust refinement area of embedded elec-
tronic information system is dynamically analyzed with the
help of robust refinement function. The purpose of com-
puter programming is to realize the management mode
and business application proposed in system analysis and
design. The calculation of embedded electronic information
system is mainly composed of operating system and applica-
tion program. It needs to make up for the differences in
hardware in the calculation, provide a unified system inter-
face for the application program, and complete the control
of memory management and task scheduling. Assuming a
multivariable system PðSÞ, find a stable controller KðsÞ so
that the transfer function TZW of the closed-loop system,
that is, the transfer function from input Z to output e, sat-
isfies the following relationship:

1
FM TZW jωð Þð Þ < 1: ð5Þ

Enquire

Knowledge base Model library Method library Classification
database

Integrated
management

Troubleshooting Predictive
parsing

Figure 2: Robustness improvement process.

Mode of system
switching

Direct
switching

Parallel
switching

Step by step
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Figure 3: System switching mode.
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According to the robustness function of built-in infor-
mation systems for electronic networks, the robust refine-
ment area of built-in information systems for electronic
networks is dynamically searched, and the robustness refine-
ment objective function value of built-in information sys-
tems for electronic networks is calculated. The solution of
the above problem involves the nonconvex refinement prob-
lem of Δ, which cannot be calculated by the standard nonlin-
ear gradient descent solution, because the convergence of the
algorithm cannot be guaranteed. However, because μ has an
upper bound, FM can be calculated by the following formula:

1
FM TZWð Þ = μ TZWð Þ ≤ inf DTZWD − 1k k: ð6Þ

Among them, data aggregation preprocesses the data
obtained from various data sources and then stores the data
in the database. Data analysis is to further process data and
produce valuable information by using tools such as stream
computing and data mining.

Secondly, the global refinement is carried out by calcu-
lating the robustness refinement objective function value of
built-in information systems for electronic networks. This
refinement work may be realized through certain test solu-
tions. The test solution of any product is general if you
already know the functions that the product should have
and if you can test whether each function can be used nor-
mally. Using the separation theory or the principle of defi-
nite equation, the solution of this problem can be
understood as finding a simple state feedback law:

u tð Þ = −Krx tð Þ, ð7Þ

where Kr is the constant matrix.
Due to the limited capacity of the embedded system’s

own ROM, the system’s application programs need to com-
plete specific application tasks based on EOS. However, the
embedded electronic information system itself has no inde-
pendent development capability, and users must carry out
secondary development through a set of development tools
and environment, which will also lead to the decline of sys-
tem reliability. In the context-aware design and production,
based on the massive data collected by sensors, platforms,
and websites, it automatically evaluates and analyzes the
operation status of enterprises and provides improved solu-
tions for product design, resource allocation, preventive
maintenance, and supply chain management of enterprises.
The sensor obtains the output of the sensor by performing
proportional, integral, and differential operations on the
error signal and weighting the results, which is the control
value of the controlled object. The mathematical description
of the sensor is

u tð Þ = Kp e tð Þ + 1
Ti

ð
e tð Þdt + Td

de tð Þ
dt

� �
, ð8Þ

where uðtÞ is the controller output; eðtÞ = rðtÞ − cðtÞ is the

system error signal; rðtÞ is the system input quantity; and c
ðtÞ is the system output.

Based on the value of robustness refinement objective
function of built-in information systems for electronic net-
works, the speed and position of update particles are calcu-
lated. Regardless of its internal structure and processing
process, give it appropriate inlet parameters to see whether
its outlet parameters are correct or whether the correspond-
ing functions are realized. The built-in information systems
for electronic networks discussed in this paper is a multi-
input-multioutput linear time invariant system, which is
expressed in state space as follows:

P

x = Ax + Bww + Bu

y = Cx +Dww

z = Czx +Dzww +Dzu

8>><
>>:

, ð9Þ

where u ∈ Rnw is the control input vector; w is the external
input vector; y ∈ Rnv is the measure of the output vector;
and z is the output signals related to the performance of
the control system.

If you know the internal working process of the product,
you can test whether the internal actions of the product are
carried out normally according to the specifications.

4. Nonparametric Density
Discriminant Analysis

4.1. K-Nearest Neighbor Discriminant Analysis. The so-
called discriminant analysis is a statistical analysis solution
that establishes a discriminant criterion according to the
observed data of a batch of samples, which are known to
be different types of research objects, and then discriminates
and classifies the unknown types of samples. This solution
realizes the direct intelligent control of the embedded elec-
tronic information system by adding a control module to
the embedded electronic information system and increases
the reliability of the system. If the kernel function is uni-
formly distributed, the final probability density is estimated
as the proportion of the number of sample points falling into
a form to the number of all sample points. Figure 4 lists the
expressions and function curves of some one-dimensional
kernel functions.

According to different node configuration strategies,
physical nodes are added to reduce the load; then, informa-
tion nodes are added; and edges are added according to the
principle of topological similarity. In the theory of nonlinear
dynamics, the attributes or characteristics of the system are
represented by state variables, and the change of state vari-
ables reflects the operating rules of the system. If we calcu-
late the difference between the eigenvectors of the pixel
samples at the corresponding positions of the two window
matching primitives, it can be known from the compatibility
constraint that all the difference eigenvectors should be zero
vectors in an ideal situation. When carrying out robustness
refinement activities, it is necessary to consider the differ-
ences of the action intensity of each element on the system,
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which is conducive to taking control measures more care-
fully and clearly in priority subconsciously. Table 1 shows
the coupling strength of each node.

First of all, both the positive and wrong judgment rates
indicate a good judgment effect, and the latter indicates a
good judgment effect. Therefore, we can estimate the proba-
bility density function p by estimating probability P. Because
the electronic information system contains many connected
by nonlinear interaction relations, it can be deduced that its
operation model is a multidimensional logical mapping.
Parameters αi1 and αi2, respectively, represent the change
rate of technical level and management level when the tech-
nical system and organizational system operate indepen-
dently and the input is constant. Consider how the
singular value of the auxiliary sensitivity function TðsÞ deter-
mines the stability margin of the multivariable multiplicative
disturbance ΔM . It is found that when kn is an even number,
it is judged as other, indicating that the sample mixing is
serious. At this time, kn can only take odd numbers, and
finally, the discriminant function of kn = 1 is established.
The greater the value of αi1, the more technical system
investment, the same as αi2. The same analysis can also be
made for the additive uncertainty ΔM , and the results are
similar to those of ΔAðsÞ. The kernel density estimation can
be regarded as the sum of the windows centered on each

observation sample point, while the smooth kernel estima-
tion is the sum of the smooth “bulges” placed at the observa-
tion points, as shown in Figure 5.

Secondly, the chaos factor is used to identify the main
failure modes of the built-in information systems for elec-
tronic networks, and the robustness of the system structure
is analyzed to calculate whether each particle meets its con-
straint conditions. In each step, firstly, the power loads of all
physical nodes are recalculated, and the nodes are sorted
according to the load from large to small. Let the candidate
solution be and the corresponding objective function vector
of x is f ðxÞ. In the process of implementation, due to the
influence of environment or other inevitable factors, it is
impossible for the implementer to implement strictly
according to its specified quantity x. Therefore, when the
number of samples n tends to infinity, the distribution
becomes steep (the variance becomes smaller), and we can
get a good estimate of the probability P from the proportion
of samples falling into the region R. And find out all the
dependent nodes of these nodes as neighbors of the newly
configured information nodes. In the process of robust
refinement design of built-in information systems for elec-
tronic networks, the remaining 70% of the population is ran-
domly generated in the searched space. The larger the value
of the probability density function at the sample of the test
point, the more concentrated the distribution of all sample
points near the point. To characterize the robustness of a
solution, we should know the disturbance distribution of
parameters in advance, including the disturbance distribu-
tion and joint disturbance distribution of each parameter
near the solution. Therefore, by changing the value of this
register, the smaller phase error can be corrected, and the
larger phase error can be realized by anti-aliasing filter. Let
fxng be the generated sequence and x0 be a limit point. If
every ξ ∈ fðxÞ is continuously differentiable and X is a con-
vex function, then x0 is the optimal solution.

The results show that the company that adopted the
robust refinement of built-in information systems for

Table 1: Coupling strength of each node.

Variable Mxij j R max xið Þj j d x1ð Þ xi
p1 0.421 17 0.3 t1
p2 0.413 13 0.4 t2
p3 0.501 15 0.1 t3
p4 0.623 14 0.6 t4
p5 0.459 16 0.5 t5
p6 0.437 13 0.4 t6
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Figure 4: One-dimensional kernel function curve.
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electronic networks based on nonparametric density estima-
tion achieved a refinement rate of 82% in the first three
years, while the company that did not adopt it achieved a
refinement rate of only 57%, and the overall error rate was
43%. To sum up, it can be explained that the robust refine-
ment principle of built-in information systems for electronic
networks effectively completes the robust refinement design
of the system.

4.2. Bayes Discriminant Analysis. The traditional Bayesian
discriminant solution specifies that the population follows
the normal distribution, but in practical application, espe-
cially some economic problems, the population does not
meet the normal distribution at all. Therefore, in the Bayes-
ian discriminant solution, it is not assumed that the popula-
tion satisfies any distribution; of course, it does not satisfy
the normal distribution, but directly estimates the probabil-

ity density of various types in the population through the
nonparametric density estimation solution, which forms
the nonparametric discriminant solution. In embedded sys-
tem, computer system is generally embedded into the whole
application system as an intelligent control component. It is
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Figure 5: Schematic diagram of kernel density estimation.
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Figure 6: Kernel density estimation results under different bandwidth.

Table 2: Parameter results calculated by Bayes solution.

ε Optimal value Optimal solution Iter

1 x∗ = 0, 0, 0, 0, 0, 0:1, 0, 0ð Þ 2.156 4

0.1 x∗ = 0, 0, 0, 0, 0:2, 0:3, 0, 0ð Þ 3.261 4

0.01 x∗ = 0, 0, 0, 0, 0:4, 0:5, 0, 0ð Þ 4.895 4

0.001 x∗ = 0, 0, 0, 0, 0:6, 0:7, 0, 0ð Þ 5.732 4

0.0001 x∗ = 0, 0, 0, 0, 0:8, 0:9, 0, 0ð Þ 6.573 4

0.00001 x∗ = 0, 0, 0, 0, 1, 1:1, 0, 0ð Þ 7.648 4
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the control center of the whole system. It is mainly used to
control the information processing component and user
interface of the system. The task of discriminant analysis is
to establish a discriminant function according to the mas-
tered sample data and then judge which population it comes
from for a given new observation. It can be divided into two
population discrimination and multipopulation discrimina-
tion. Figure 6 shows the density estimation results obtained
when the Gaussian kernel function is also selected and the
bandwidth is 2, 4, and 6, respectively.

First of all, if you know something, it can be divided into
k population: G1,...,G2, Gk, the characteristics of this thing
are described by p indicators. Before analysis, samples in
each population have been observed. The specified range of
a function variation and the radius of a spherical neighbor-
hood with parameter variation are determined in advance.
The robustness refinement area of built-in information sys-
tems for electronic networks is dynamically searched by
using the acquisition function, and the global optimal solu-
tion of robustness design of built-in information systems
for electronic networks is carried out by calculating the

robustness refinement objective function of built-in infor-
mation systems for electronic networks. When f n = 5%, the
proportion of physical nodes with power load above 800 in
the original physical layer and its four strategies was 15%,
24%, 36%, 22%, and 50%, respectively. With the increase
of the proportion of configuration nodes, the digitized volt-
age and current values are sent to each calculation unit to
obtain various power parameters, and these parameters are
saved in the corresponding registers. Next, Table 2 shows
the experimental results that the proportion of physical
nodes is 15%, 24%, 36%, 22%, and 50%, respectively, and
the power parameters are calculated in Bayes solution.

If the system has a stable controller and satisfies the fre-
quency constraint, the function must be able to find at least
one such global optimal solution. After getting the global
optimal solution, we try to get the similarity relationship
between the reference matching window and the target
matching window by analyzing the distribution of the set
in the feature space. The fault density function of embedded
electronic information system is optimized to reduce the
number of system faults. In the process of cost function
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refinement, the choice of bandwidth will affect the shape of
the relationship curve between parameter values and cost
function values and then affect the solution of quasi-
Newton refinement process. Figure 7 shows two sets of laser
scanning data obtained at two adjacent times.

Secondly, the estimated prior probability and density
function are substituted into the discrimination rules to
obtain the posterior probability for comparison. H∞ theory
is used for the preliminary design of the system, and then,
the appropriate criteria are selected according to the results
of the preliminary design. Finally, Pareto boundary theory
is used to complete the final system design. Figure 8 shows
the Pareto boundary obtained by running under the same
parameter setting and the Pareto boundary meeting the
user’s robustness requirements.

The failure modes of built-in information systems for
electronic networks are divided into single limit state and
multilimit state, and the failure probability of built-in infor-
mation systems for electronic networks in these two states is
calculated. The failure rate of embedded electronic informa-
tion system is defined as the probability that the embedded
system will fail in a certain period of time; that is, the ratio
of the number of failed devices in a unit period of time to
the devices still works normally at the moment after the sys-
tem works until the moment. The reason is that the technical
level and the management level gradually consume limited
resources in the evolution process, and when the consump-
tion reaches a certain level, there will be a self-restraint
effect. For each candidate solution, a certain number of
points are randomly sampled in a spherical neighborhood
with a given radius. If the number of points whose function
value does not exceed the specified range is not lower than a
given threshold compared with the number of all sampling
points, the candidate solution is considered to be robust.

5. Conclusions

When using the current algorithm to optimize the robust-
ness of the system, it is difficult to determine the global opti-
mal solution of the system, and there is a problem of large
refinement design error. However, while improving the
automation level, social production efficiency, and user
experience, informatization also brings many hidden dan-
gers to the security of intelligent system. The commonly
used multiobjective refinement control algorithms include
linear programming, genetic algorithm, evolutionary algo-
rithm, and neural network refinement. The failure of the
information system may affect the other party’s network,
resulting in cascading failure propagation, which seriously
affects the safe operation of the electronic information sys-
tem. Driven by the competing development of probability
theory and statistics and the trend of overlapping applica-
tions, various application studies based on nonparametric
density estimation and statistical analysis have been pro-
posed and developed and gradually show good application
performance.

Therefore, in this paper, nonparametric density estima-
tion is used as a means to analyze point samples, and the
solutions of failure probability and robustness refinement

of built-in information systems for electronic networks are
studied, respectively. Compared with traditional solutions,
the reliability refinement solution proposed in this paper
can improve the service life, availability and efficiency of
embedded system to a certain extent, and it has certain ref-
erence value. The interaction threshold condition deter-
mined by model analysis and corresponding algorithm is
the key to robust operation, which can provide reference
for system planning, design and operation and maintenance
management. In addition, for multi-input and multioutput
systems, multiobjective control system design is carried out
by using multichannel design idea, and robust refinement
of built-in information systems for electronic networks
based on nonparametric density estimation is more simple
and effective.
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In recent years, the level of local economic, social, and financial development had been greatly improved. However, due to the
large gap between regions, the economic and financial industries in underdeveloped regions restricted the further development
of the whole national economy to a great extent. It was known from the existing research that economic development was
inseparable from the support of the financial industry, but the role of the financial industry in the process of regional
economic development had not attracted attention. Therefore, from the perspective of economic development in
underdeveloped areas, this paper put forward relevant assumptions by analyzing the relationship between economic growth
and financial factors. In view of the development of financial industry in underdeveloped areas, this paper mainly analyzed
from three aspects: banking, securities, and insurance, and selected corresponding indicators to observe the changes of
banking, security, market and insurance market. Vector autoregressive model and vector error correction model were used to
carry out cointegration test and Granger causality test for financial and economic-related indicators in underdeveloped areas.
According to the impulse response function and variance decomposition results, this paper analyzed the dynamic relationship
between financial development and economic growth, as well as the disturbance and duration of financial factors on economic
development. The empirical results showed that the VAR model can better analyze the relationship between financial growth
and economic growth, as well as the role of financial factors in the process of economic development. This study can provide
reference for formulating financial development policies suitable for economic development.

1. Introduction

For a long time, one of the macropolicy objectives of govern-
ments and central banks is to maintain moderate inflation
and macroeconomic stability. However, under the back-
ground that the financial system plays an increasingly
important role in the whole macroeconomy, central banks
gradually ensure the coordinated development of the finan-
cial market and real economy: on the one hand, it requires
the financial system to operate normally and stably. On the
other hand, the financial system can effectively resist the
negative impact of external instability on the domestic finan-
cial system [1–3]. Therefore, ensuring and promoting finan-
cial stability have gradually become one of the important
objectives of the central bank to control the stability of the

macroenvironment [4]. Since the 1990s, some international
financial organizations and central banks have begun to
build a financial stability monitoring system to evaluate the
stable operation of finance and warn of the potential risks
of the financial environment [5–8]. At the beginning of the
founding of China, China’s financial system was more
administrative planning system, which meant that China’s
unstable factors and financial risks were small. First, the
planned economic system monitored the financial system
strictly, which made it difficult to produce greater financial
risks and instability in China. Secondly, the administrative
planning system of the financial system makes it difficult
for foreign financial risks to affect the domestic financial
market and reduce external financial risks. However, with
the reform and opening up, in the process of marketization
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and internationalization of China’s financial system, the
unstable factors and even the impact of financial risks caused
by the original imperfect financial system in the process of
financial development are becoming more and more promi-
nent [9]. In addition, due to the internationalization of the
development of the financial system, speculative interna-
tional hot money and financial risks of other countries are
more likely to affect China’s financial system, which further
increases the risk of the domestic financial system. There-
fore, it is urgent to build a financial stability evaluation and
monitoring system suitable for China’s national conditions.

However, for every country, this may also be the trigger
for its economic downturn. Economic globalization makes
countries interact more frequently, have closer relations,
and strengthen economic interdependence [10]. It promotes
rapid economic development. Economic globalization
makes countries more and more open to the outside world,
and some uncertain factors are injected into the domestic
financial system more or less, even financial risks that affect
the global economic situation. The currency crisis in the
1990s soon spread to the whole of Asia. At the same time,
the share of total financial volume in GDP is increasing
day by day, and the role of the financial industry in the pro-
cess of economic development is becoming increasingly
prominent. If the finance is done well, one move will make
the whole game live [11–14]. But the reality is that compared
with the rapid economic development, the development of
the financial industry is slightly slow, and its role in promot-
ing the economy has not been brought into full play. There-
fore, the theoretical and empirical research on the
relationship between the two, the action mechanism
between finance and economy, and the contribution of
finance to the economy has certain guiding significance
and reference value for enriching the financial and economic
theory and giving better play to the promoting role of
finance in the process of economic growth. It also has corre-
sponding practical guiding significance for the further
improvement of China’s current financial market and the
transformation of economic development mode [15]. Finan-
cial growth will promote economic growth to a certain
extent, which can also activate people’s investment and
wealth management boom. To a certain extent, it will pro-
mote the growth of the national economy, which is a favor-
able thing.

Financial development is a key variable affecting eco-
nomic growth, which has been affirmed by most economists
[16]. On the premise of recognizing the importance of finan-
cial development, the discussion on the contribution of
financial development to economic growth has gradually
become the forefront and core of economic research. The
existing theoretical and empirical studies show that the
financial industry plays a great role in mobilizing social sav-
ings, promoting the optimal allocation of resources, reduc-
ing transaction costs, disseminating effective market
information, giving full play to the information advantages
of professional organizations, reducing economic losses
caused by information asymmetry, and dispersing market
risks. However, for a region or a city, it is still unclear what
role financial development plays in economic growth [17].

Therefore, we must start from reality and test it through
practice. The level of financial development and economic
development across the country is different, and the gap is
quite large, and the role of financial development in promot-
ing economic growth is also different [18]. To study the rela-
tionship between financial development and economic
growth, the conclusion may have no practical guiding signif-
icance. Therefore, to draw a practical guiding conclusion
according to the relationship between financial development
and economic growth, we must make an empirical analysis
for a specific region [19].

Considering the influence of population and price fac-
tors, this paper selects the per capita real GDP growth rate
as the index to measure economic growth and adds the con-
trol variable of per capita fixed asset investment in the whole
society to ensure the comprehensiveness and reliability of
the test results. At the same time, in order to analyze the role
of finance in the process of economic growth, this paper
studies the deposit and loan balance of financial institutions
at the end of the year. In addition to the stock market, the
research on the security market also brings the financing
amount of the bond market into the security market, so as
to ensure that the financing amount of the security market
will not be omitted. The research results of this paper not
only have certain reference significance for other regions
but also provide reference for the economic development
of underdeveloped regions in China to formulate corre-
sponding financial policies.

2. Related Works

Focusing on the role of financial market in economic
growth, scholars and research institutions have conducted
a series of empirical studies on financial and economic
development in different regions. At the same time, different
analysis methods are used to pay close attention to the rela-
tionship between them. Regional governments and econo-
mists also attach great importance to the specific
relationship between the two. Some scholars have carried
out relevant research on the relationship between financial
development and economic growth. For example, through
the research, it is found that economic growth stimulates
financial development to a certain extent, while financial
development promotes economic growth. At the same time,
there is a certain interaction mechanism between the two.
The different roles played by various departments of the
financial industry in the process of economic development
have become the focus of many scholars.

The process of financial development is mainly reflected
in the sustained growth of financial aggregate and the inno-
vation and optimization of financial structure. Among them,
the total financial volume mainly reflects the overall devel-
opment of the financial industry and the improvement of
the financial market in a country or region. Generally, it
has a positive correlation with the local economic develop-
ment level. In areas with high economic development levels,
the overall situation of financial industry development is
naturally better; on the contrary, it is worse. The financial
structure mainly reflects the specific situation of the
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composition, scale, and operation of each part of the total
financial volume. The financial structure of a region will
change with the change of financial aggregate, which is also
related to the internal mechanism in the process of financial
development. The total amount of financial development
and the optimization of financial structure can be under-
stood as different stages of the development of the same
thing. Financial aggregate is the primary stage of the devel-
opment of the financial industry because it more reflects a
continuous accumulation process of financial assets and
the basis of financial structure optimization. The optimiza-
tion of financial structure is increasingly enriched and
improved based on the continuous increase of the total
financial volume in the early stage because the change of
financial structure always occurs when the various compo-
nents of the total financial volume change, which can be
regarded as the advanced stage of financial development.
From this, we can know that there is a dialectical and
interdependent relationship between the continuous
growth of financial aggregate and the continuous optimi-
zation of financial structure [20–23]. A large number of
practical research results show that vector autoregressive
(VAR) model is a special algorithm to deal with financial
factors. It can not only better integrate financial influenc-
ing factors but also mine the factors affecting the relation-
ship between finance and economic growth. As shown in
Figure 1, the balanced development of regional economy
plays a fundamental role in building a socialist harmoni-
ous society.

From the perspective of economic theory, the improve-
ment of financial industry is an important driving force of
economic growth. In order to realize the balanced develop-
ment of regional economy, we must pay attention to the role
of financial industry. As an underdeveloped region, the
existing financial system has not been improved and its role
in promoting economic development has not been effec-
tively played. In the context of this rise, the corresponding
discussion on the relationship between finance and economy
plays a corresponding guiding role in promoting the reform
of the financial system, giving full play to the role of the
financial industry in economic development and realizing
“leapfrog development”. As can be seen from Figure 1, there
is a certain degree of interaction between finance and eco-
nomic growth, and the financial industry can promote eco-
nomic growth. Economic growth can also promote the
vigorous development of the financial industry.

According to the above analysis, it can be clear whether
the region should focus on financial development or eco-
nomic growth in its future development. The research shows
that the relevant policies issued by local governments to pro-
mote economic development have important guiding signif-
icance. Compared with other surrounding areas,
underdeveloped areas have certain similarities in financial
and economic development. In the choice of economic
growth indicators, domestic scholars either choose GDP or
per capita real GDP. However, there are many factors affect-
ing economic growth. In addition to the financial industry,
population, investment, and price factors will also affect eco-
nomic growth.

3. Research Assumption and
Model Construction

3.1. Research Assumption. The financial structure of most
regions is dominated by banks, and the banking system plays
a leading role in economic growth. In the security market,
the development of stock and bond markets is relatively
slow, and they have not played their due role, and their driv-
ing role in the economy has not yet appeared. As a social sta-
bilizer, the insurance market also plays a certain role in the
process of economic development.

From existing research, most regional financial intermedi-
aries are mainly large state-owned banks, which account for a
high proportion of the whole financial intermediaries, and
their service subjects are relatively single [24]. They mainly
provide relevant services for some large state-owned enter-
prises, which leads to difficulties in financing for some private
enterprises other than state-owned enterprises. It is difficult
for them to finance through these banks, weakening the alloca-
tion function of the financial market, which will weaken the
role of the banking industry in promoting the economy to
some extent. Although such financial institutions as securities,
insurance, trust, and leasing can provide loan support to some
small and private enterprises, their development speed and
level are far from those of banking financial institutions. This
situation not only hurts the further development and
improvement of the financial market but also leads to the
uneven distribution of the financial structure, making banking
financial institutions face higher financial risks. The service
demand of the financial industry has the characteristics of
complexity, multilevel, and diversity. Simple large-scale bank-
ing financial institutions are unable to meet the diversified

Economic growth

Deposit and income
growth Savings increase

Increase in
savings rate

Investment increaseHuman capital
improvement

Financial
development

Figure 1: Relationship between financial development and economic growth.

3Journal of Sensors



financial needs of all kinds of personnel [25, 26]. Therefore,
this requires us to pay attention to the diversified development
of financial institutions and paymore attention to the develop-
ment of non-state-owned and nonbank financial institutions,
which can not only enrich the current state of financial struc-
ture but also alleviate the current problems that are difficult to
meet the diversified financial service needs of all kinds of per-
sonnel, to promote benign competition among financial insti-
tutions, reduce financial risks, improve the competitiveness of
financial institutions, and give better play to their role in eco-
nomic development.

The research shows that the insurance market has a cer-
tain impact on the stability of enterprise operation and the
healthy development of people’s life [27]. In economic and
social development, insurance plays an important role in

reducing social disasters and promoting economic develop-
ment. However, there is still a big gap between regions with
different levels of economic development, and there are still
problems in the development of insurance market in some
regions. For example, it is difficult for insurance varieties
to meet the diversified needs of the people, and the use level
of funds in the insurance market is not high. The total num-
ber of talents in the insurance market is insufficient, and
there is a lack of corresponding high-quality management
talents and professional and technical talents. Therefore,
the integrity and market order of the insurance market need
to be improved and further standardized.

In the current financial market, the potential of the secu-
rity market to promote economic growth has gradually
exceeded the traditional financial intermediary. In terms of

Research
hypothesis

Data description
and statistics

 Data input
Panel vector

autoregressive model

Panel unit
inspection

VAR stability testGranger causality test

Impulse response

Variance analysis

The impact of financial
factors on economic

development

The influence of economic
development on the change

of financial factors
Hypothesis
verification

Figure 2: Flow chart of research assumption and model testing technology.
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the number of listed companies and the amount of stock and
bond financing, the development of the security market is
relatively low [28, 29]. Due to the complexity of financial
demand and financial services, relying solely on formal
state-owned financial institutions cannot fully meet the
needs of all kinds of investors. Only by relying on various
special state-owned and non-state-owned financial institu-
tions can we provide all-round financial services. In order
to ensure the long-term development of economy and
society, the separate business model of banking, securities,
and insurance has changed the traditional concept of
“emphasizing banks, neglecting the stock market and weak
insurance.” It can not only promote the relationship
between direct financing and indirect financing but also
give play to the role of insurance and security institutions
in promoting the economy, and its contribution to eco-
nomic development is greater than that of traditional
banking [30].

From the research progress on the relationship between
financial development and economic growth at home and
abroad, as well as the research results on the relationship
between financial elements and economic growth, this paper
puts forward the following research hypotheses:

Hypothesis 1. Financial development in underdeveloped
areas has a significant impact on economic development.
When other conditions remain unchanged, there is a certain
positive correlation between them.

Hypothesis 2. Financial factors in underdeveloped areas have
a certain impact on economic development and change.
When other conditions remain unchanged, there is a certain
mutual restriction relationship between various elements of
finance and economic growth.

3.2. Model Construction. In order to effectively analyze vari-
ous factors affecting the relationship between finance and
economic growth, this paper uses the vector autoregressive
(VAR) model. The cointegration test, impulse response
function analysis, and variance decomposition are all carried
out based on the vector autoregressive model. The VAR
model is a generalization of the AR model, in which each
endogenous variable is a lagged function of other endoge-
nous variables. It is an unstructured model based on the sta-
tistical properties of data.

Most economic variables with a strong trend, such as
GDP, are unstable variables. When the time series is
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nonstationary variables, the direct use of OLS regression will
often lead to pseudoregression. If pseudoregression occurs,
even if the results we get are significant, it has no significance.
Therefore, we must test the stationarity of the variables before
regression, unit root test. The unit root tests commonly used
are the DF test, ADF test, and PP test. In this paper, the
ADF test is used to test the stationarity of variables [31, 32].

ΔXt = a + bt + rXt−1 + 〠
k

t=1
rtΔXt−i + εi, ð1Þ

where ΔXt is the k dimension column vector of endogenous
variables, ΔXt−i denotes a vector of lagged endogenous vari-
ables, and ΔXt−i represents the hysteresis order of the exoge-
nous variable. ΔXt−i shows a vector composed of k
-dimensional random error terms, which can be correlated
with each other simultaneity but not with their respective lag
terms and variables on the right side of the equation.

ADF test uses t statistic to test and gives the critical value
of t statistic at 1%, 5%, and 10% test level under different
samples. If the test t statistic is less than the critical value,
reject the original hypothesis, otherwise, accept the original
hypothesis. If the original hypothesis is accepted, it means
that sequence X contains the unit root; that is, Xt is nonsta-
tionary. If the original hypothesis is rejected, then Xt has no
unit root and is a stationary sequence.

at+1 = at + ut ,
σ2t = γ exp htð Þ:

ð2Þ

If the coefficient changes, it can catch the coefficient that
does not change linearly, such as gradual or structural
change. Because at is free to change under random walk, this
assumption means that time-varying parameters can capture
not only real changes but also the possibility of nonreal
changes.

The Bayesian theorem is as follows:

π
θ

y

� �
= f y/θð Þπ θð ÞÐ

f y/θð Þπ θð Þdθ : ð3Þ

The starting point can be selected as follows:

θ 0ð Þ = θ
0ð Þ
1 ,⋯,θ 0ð Þ

p

� �
,

θ ið Þ = θ
ið Þ
1 ,⋯,θ ið Þ

p

� �
:

ð4Þ

The conditional posterior density function of β is shown
as follows:

g βð Þ = π
β

γ, a, h, y

� �
× exp −

1
2 β − β0ð Þ′B−1

0 β − β0ð Þ
� �

× −
∑n

t=1 yt − xt′β − zt′at
� �2

2γeht

8><
>:

9>=
>;

× exp −
1
2 β − bβ� �

′bβ−1
β − bβ� �� �

,

ð5Þ

where bβ is expressed as follows:

bβ = B−1
0 + 〠

n

t=1

xtŷt
γeht

 !−1

,

bβ = bβ B−1
0 β0 + 〠

n

t=1

xt ŷt
γeht

 !
:

ð6Þ

VAR model can be expressed as follows:

Ayt = F1y1+⋯+Fsyt−s + ut, t = s = 1, 2,⋯, n,

yt = B1y1+⋯+Bsyt−s + A−1〠εt , εt ∈N 0, Ikð Þ:
ð7Þ
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The model can be rewritten as follows:

yt = Xtβt + A−1〠εt: ð8Þ

All parameters and coefficients in the above formula do
not change with time. If all parameters and coefficients are
allowed to change with time, they can be changed to the fol-
lowing form:

yt = Xtβt + A−1〠εt , t = s + 1,⋯, n: ð9Þ

When an endogenous variable in the model is disturbed
by a standard deviation, the impulse response function can
not only calculate the changes of other endogenous variables
of the system but also predict the impact on these variables
[33–36]. Variance decomposition (VD) mainly studies the
influence and contribution of each structural impact on
other endogenous variables (basically measured by variance)
in the system, that is, to study the contribution degree of
each new interest’s impact to other endogenous variables
in the system and then know the relative size of the change
effect of each new interest in endogenous variables
[37–40]. The impulse response function can reflect the
changing relationship between finance and economic growth
from a certain angle, as well as the region with relatively

large fluctuations. Through the variance, we can get the fac-
tors that lead to the error between the predicted value and
the actual value of the VAR model, which provides a basis
for financial practitioners to explore the source of error
and solve problems.

As shown in Figure 2, the research assumption and
model testing technology flow chart of this paper is given.

4. Demonstration and Analysis

4.1. Sample Selection. Aiming at the development of financial
industry in underdeveloped areas, this paper mainly ana-
lyzes from three aspects: banking, securities, and insurance,
and selects corresponding indicators to observe the changes
of banking, security market, and insurance market. Among
them, the development of the banking industry is mainly
expressed by the level of bank loans and bank deposits, the
development of the security market is reflected by the sum
of bond and stock financing, and the development level of
the insurance market is measured by the depth of insurance.

According to the existing research, the economy of under-
developed areas is growing rapidly, the level of social develop-
ment is improving day by day, the total economic volume is
expanding, and the industrial structure is becoming more
and more reasonable, but the economic development is still
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relatively extensive, and there are still many problems in the
industrial structure [41–43]. At present, investment is still
the first driving force driving economic growth, and the pro-
portion of service industry is far lower than that in developed
regions. Therefore, the goal of economic development is to
adjust the industrial structure and realize the common devel-
opment of urban and rural areas while maintaining the total
growth.

4.2. Data Description and Statistics. As shown in Figure 3, it
reflects the change trend of real GDP and economic growth
rate in underdeveloped areas. Although the economic
growth rate continues to rise, there is no obvious linear rela-
tionship between GDP growth and economic growth rate.
As shown in Figure 4, the development trend of the three
major industries from 2000 to 2020 is described. With the
passage of time, the secondary industry and the tertiary

industry show a good state of development and occupy the
main position of economic growth, while the primary indus-
try shows a declining trend. Therefore, with the develop-
ment of the financial industry, we can know the impact of
the financial industry on the economic changes of different
industries and also show the close relationship between eco-
nomic growth and finance.

In the VAR model, if the value is less than 1, it means
that the VAR model has better adaptability to the research
object. This also shows that this model has good adaptability
in the financial field. The stationarity test of the VAR model
was carried out. As shown in Figure 5, there is no root
greater than 1 in this VAR model, so it is a stable system.
The results obtained by VAR analysis are valid.

4.3. Model Test and Result Analysis. Considering the lack of
stability of the VAR model, this paper selects the impulse
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response test of LnRGDP and tests the impulse response
function. Among them, the influencing factors mainly
include LnFIR, LnFL/FS, and R. In order to explore the
influence of different factors on LnRGDP, we can observe
the results of pulse test in different time periods. As shown
in Figure 6, it reflects the influence of LnFIR on the change
of LnRGDP.

It can be seen from Figure 6 that the value of financial
impulse response function continues to rise over time, but it
will gradually decline when the impulse value reaches a certain
peak. Because the second derivative of financial impulse
response function is less than zero, it shows a certain down-
ward change after rising rapidly over time, but the downward
trend is relatively slow. From this, we can know that the rela-
tionship between financial development and economic growth
is not a simple linear change. In the long run or short term, the
improvement of financial relevance has a positive impact on
the growth of per capita GDP.

In order to test the influence of LnFL/FS on LnRGDP,
the corresponding results are obtained through the impulse
response experiment of LnRGDP, as shown in Figure 7.

From the action relationship of LnFL/FS on LnRGDP
reflected in Figure 7, when LnFL/FS rises, LnRGDP first rises
at a certain degree of uniform rate, and the driving effect of
the fourth stage on LnRGDP is the largest. However, with
the passage of time, the impact of LnFL/FS on LnRGDP
shows a downward trend and has almost no impact on
LnRGDP in the eighth stage, indicating that LnFL/FS will
have a certain reaction to LnRGDP in the later stage. This
shows that the loan deposit ratio can effectively promote
the change of LnRGDP in theory, but only controlling
LnFL/FS within a reasonable range is conducive to the devel-
opment of LnRGDP.

Finally, in order to test the influence of R on LnRGDP,
the corresponding results are obtained through the impulse
response experiment of LnRGDP, as shown in Figure 8.

According to the relationship between R and LnRGDP
reflected in Figure 8, when R increases, LnRGDP first increases
rapidly and then decreases. With the passage of time, the posi-
tive effect of R on LnRGDP showed a downward trend.
Whether in the long term or short term, interest rate has a pos-
itive impact on LnRGDP to a certain extent. However, when the
value of LnRGDP is negative, the impact of R on LnRGDP will
be negatively correlated. Therefore, although R can promote
LnRGDP to some extent, it is necessary to deal with the stable
relationship between finance and economic growth.

In order to reflect the role of different factors in the
change of LnRGDP, the variance decomposition of LnRGDP
can be carried out and the corresponding comparison results
can be obtained, as shown in Figure 9.

From the comparison results in Figure 9, without con-
sidering the contribution rate of LnRGDP itself, the contri-
bution of LnFIR to LnRGDP is the largest and increases
with the passage of time, reaching 49% in the 10th cycle.
LnFL/FS and R also contribute significantly to LnRGDP.
The contribution rate of LnFL/FS to LnRGDP reached the
maximum in phase 7, accounting for 30%, while the contri-
bution rate of R to LnRGDP reached the maximum in phase
4, accounting for 21%.

In order to test the influence of correlation coefficient in
the VAR model on the change of LnRGDP impulse response
function, the random coefficient and interference coefficient
in the model are tested. As shown in Figure 10, it reflects the
influence of different coefficients on the change of LnRGDP
impulse response function over time.

Because the correlation coefficient in the VAR model is
estimated based on sample data, it generally does not change
with time. From the influence results of different coefficients
on the change of impulse response function reflected in
Figure 10, it can be seen that with the passage of time, the
random coefficient and interference coefficient in the model
have an impact on the impulse response function to a certain
extent. Therefore, the impulse response function will fluctu-
ate with time, but it will not have a great impact on the test
of relevant indicators.

From the above empirical analysis results, we should put
the development of capital market before the banking indus-
try, strengthen the financing of security market, give full play
to the important role of security market in the rational allo-
cation of existing social resources, and better promote eco-
nomic growth. The development of financial institutions
should not only expand the scale but also focus on improv-
ing efficiency and giving better play to the role of banks in
economic development. At the same time, we will strengthen
cooperation and complementarity among banking, securi-
ties, and insurance businesses; coordinate the healthy devel-
opment of the three; and provide more perfect and
diversified financial services for the people. Strengthen the
construction of relevant laws, regulations, and systems to
provide legal and policy support for the development of
financial markets. Improve the service and supervision level
of financial markets and financial intermediaries, give better
play to the resource allocation function of financial markets,
and promote economic development.

In addition, from the empirical results, we can see that in
the current financial market, the potential of the security
market to promote economic growth has gradually exceeded
the traditional financial intermediary. In terms of the num-
ber of listed companies and the amount of stock and bond
financing, the development of the security market is rela-
tively slow. Due to the complexity of financial demand and
financial services, relying solely on formal state-owned
financial institutions cannot fully meet the needs of all kinds
of investors. The empirical analysis further shows the impor-
tance of the VAR model in financial services. In order to
realize a comprehensive financial service model, we must
consider all kinds of financial industries, whether state-
owned enterprises or non-state-owned enterprises.

5. Conclusion

Although some studies have shown that financial develop-
ment has a certain impact on economic growth, the research
on the relationship between financial factors and economic
growth in underdeveloped areas is not clear enough. On
the basis of summarizing the connotation of the relationship
between financial development and economic growth, this
paper analyzes the interaction mechanism between financial
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development and economic growth. In order to further
explore the internal relationship between financial develop-
ment and economic growth in underdeveloped areas, this
paper proposes to use the vector autoregressive model and
error correction model to study the relationship between
financial factors and economic growth in underdeveloped
areas. Using the VAR model, financial development, finan-
cial stability, and economic growth are brought into the uni-
fied equation, and the dynamic relationship between the
three is analyzed. By selecting relevant indicators, this paper
tests and analyzes the impulse response function and vari-
ance decomposition that affect the relationship between
financial factors and economic development. Empirical anal-
ysis and results show that in a short period of time, the
impact of financial development on economic growth is
small and not obvious enough. In the long run, the impact
of financial development on economic growth has under-
gone structural changes. At the same time, economic growth
also has a certain positive impact on financial development,
and this impact will become more and more significant with
the passage of time. Through the above research and analy-
sis, it can be seen that the VAR method can better reflect the
relationship between various factors of finance and eco-
nomic growth. This research has a certain reference value
for financial practitioners.
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Novel humidity sensors based on semiconducting metal oxides with good humidity-sensing properties have attracted extensive
attention, which due to their high sensitivity at room temperature, high safety, low hysteresis, and long-term stability. As a
typical p-type semiconductor metal oxide, CuO is considered to be a high-performance moisture-sensitive material; however,
with the development of production, the complex working environment has put forward higher requirements for its humidity
sensitivity, especially sensitivity and stability. In this regard, workers around the world are working to improve the moisture-
sensing properties of sensing elements. In this review, the humidity-sensing properties of CuO-based moisture-sensitive
materials are comprehensively summarized, focusing on effective measures to improve the moisture-sensing properties of
CuO-based moisture-sensitive materials, including surface modification and nanocomposites. The future research of
semiconducting metal oxide humidity-sensitive materials is also prospected.

1. Introduction

As the source of life, water plays an important role that can-
not be ignored in the production process of human daily life.
It is also one of several basic substances that constitute the
human body. Among the vast majority of substances used
by human beings, water exists [1], and even low levels can
affect the properties of the material. Therefore, before con-
ducting the experimental operation, we need to measure
the water content in the operating environment to avoid
its influence on the experimental results. Importantly, the
word “humidity” is usually expressed as the amount of water
vapor in the atmosphere [2].

Humidity sensor is used to measure ambient humidity
and is an important device widely used in our production
and experimental process [3]. It can effectively monitor
ambient humidity to improve human comfort. In addition,
humidity sensors can also be used in medical, construction,
biological, environmental monitoring, and other fields
[4–7]. In order to prevent humidity from interfering with
the measurement results, the humidity value of the experi-

mental environment should be carefully measured and con-
trolled by a humidity sensor [8].

The performance of the humidity sensor determines that
only those materials with high sensitivity, rapid response,
nontoxicity, and easy processing have the potential to
become humidity-sensitive materials. Different types of
humidity sensors have been developed using a variety of
materials with good humidity sensitivity, among which the
most distinctive ones are semiconductor metal oxides [9]
and organic polymer materials [10], in addition, carbon-
based materials, and it has also gradually become a research
hotspot in humidity-sensitive materials [11]. And their com-
posite materials [12] even show better humidity-sensitive
properties than individual materials in some aspects. The
new humidity sensor based on semiconductor metal oxide
not only has high sensitivity but also can effectively detect
humidity value in a wide range of humidity. With these
advantages, the humidity sensor based on semiconductor
metal oxide has gradually become the most popular in the
field of humidity sensing [13, 14]. For this type of humidity
sensor, the sensing mechanism is explained as the change in
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the resistance of the sensing element, which is now accepted
by most people, and it is believed that when the humidity-
sensitive material is exposed to the atmosphere, the surface
of the material is exposed to water vapor. A physicochemical
reaction causes the impedance of the material to change.

Among many semiconducting metal oxides, CuO has
many unique physical and chemical properties, and it is
nontoxic and easy to prepare, relatively stable in properties,
and low in production cost [15]. For applications in humid-
ity sensing, CuO is also the most popular material among
several copper-based metal oxides [16]. It is worth mention-
ing that, compared with copper oxide, the two materials,
Cu2O and Cu2O3, are less stable and difficult to prepare, so
they have great limitations in the application of humidity-
sensitive materials. As a typical p-type metal oxide, CuO
has a monoclinic structure with a narrow bandgap of only
1.2 eV [17, 18]. These properties make CuO widely con-
cerned and applied in photothermal [19] and photoconduc-
tive fields [20]. In addition, studies have shown that copper
oxides exposed to different gas atmospheres remain stable
and exhibit relatively low changes in base resistivity, indicat-
ing that the application of copper oxides can effectively
reduce the material cost in humidity-sensing elements [21].

Cuprous oxide (Cu2O) is also one of the typical p-type
semiconductor metal oxide materials. Although both are
copper oxides [22], there are still many differences between
Cu2O and CuO, especially in terms of structure and perfor-
mance. First, copper oxide is a black metal, but cuprous
oxide is red; secondly, the structure of copper oxide is more
complex, which is a monoclinic crystal structure. In this
regard, the structure of cuprous oxide is much simpler,
which is a typical cubic structure; in addition, cuprous oxide
has a complete Cu 3d shell, and its direct bandgap is higher
than that of copper oxide, which is 2.17 eV [23, 24]. In con-
trast, copper oxide has a very narrow bandgap (1.2 eV),
which is fully capable of absorbing near-infrared light [25]
. Recent reports claim that cuprous oxide has inferior electri-
cal conductivity compared to cupric oxide but occupies a
certain advantage in carrier mobility [26]. However, based
on the principle of semiconductor metal oxide humidity sen-
sor, it is clear that copper oxide with higher conductivity is
more suitable as a humidity-sensitive material.

Although CuO and Cu2O, two copper-based semicon-
ductor metal oxides, have great differences in properties,
they also have similarities in performance. For example,
both of them have relatively low bandgap energy and excel-
lent activation and catalytic performance. Both materials are
nontoxic and easy-to-produce safe materials [27–30], which
are widely used in optoelectronics, humidity sensing, and
batteries and various in the catalytic process. In recent years,
the synthesis and preparation of CuO and Cu2O and the
optimization and improvement of their nanostructured sur-
face morphology have been extensively studied, and tremen-
dous progress has been made [27, 28, 31–33]. However,
copper oxide has gained greater attention and more in-
depth research in the field of humidity sensing due to its bet-
ter stability.

CuO is a typical chemical resistance sensing material,
and its humidity sensing is mainly controlled by the change

in the resistance of the humidity-sensing material itself when
water and water derivatives (water vapor) contact and react
with its surface [35]. In a humid atmosphere, water mole-
cules in the environment will be adsorbed to the surface of
the CuO material. Adsorption can be divided into physical
adsorption and chemical adsorption [36]. When the relative
humidity is low, the surface of CuO is lightly covered by
water vapor molecules, chemical adsorption occurs, and
the charge transfer is ensured by the hopping of protons
(hydrogen ions) between the hydroxyl groups adsorbed in
the chemical adsorption layer. The chemical adsorption
layer that has been formed will continue to adsorb water
molecules and then form physical adsorption. The water
molecules form a physical layer on the hydroxyl group
through hydrogen bonds (Figure 1), and a large number of
water molecules are ionized into hydronium ions (H3O

+).
According to Grotthuss’s Transport mechanism, it is
between hydronium ions and water molecules. When the
relative humidity is high, hydrogen ion exchange is a process
in which protons (hydrogen ions) hop between adjacent
water molecules, creating conduction, increasing ionic con-
ductance, and reducing impedance values [37]. Therefore,
it is due to the change in sensor resistance that humidity
detection is achieved. There is no doubt that the adsorption
of water vapor occurs on the surface of the copper oxide
humidity sensor, so any factor that affects the apparent mor-
phology of the material will significantly affect the imped-
ance of the material. At present, the research of humidity
sensor based on copper oxide has made great progress, and
its humidity-sensitive performance shows outstanding
advantages in response speed, selectivity [34, 38], etc. In par-
ticular, the selectivity of copper oxide to humidity is better
than that of the commonly used metal oxide SnO2. Under
high humidity conditions, copper oxide shows high sensitiv-
ity to humidity [39]. The influence of other interfering gases
in the ambient atmosphere on the copper oxide-based
humidity sensor is basically negligible, and under low
humidity conditions, gases such as H2S will react with oxy-
gen on the surface of the material, releasing electrons to
reduce the resistance of the material [40]. Therefore, copper
oxide-based humidity sensors can detect NH3 and H2S at
low humidity levels [41, 42].

In the past ten years, more than 900 papers have been
published on the humidity-sensing performance of copper
oxide, and the number of papers has been increasing year
by year (Figure 2). In the preparation of copper oxide
humidity-sensitive materials, in addition to the traditional
hydrothermal method and chemical deposition method
[43], some new methods such as biosynthesis and
microwave-assisted chemical solution synthesis have gradu-
ally attracted the attention of researchers [16, 44]. However,
only a few reports describe the introduction of synthetic
strategies for CuO nanostructures and their related applica-
tions [28, 31, 33]. Quite a few of these papers focus only on
the production and fabrication of one-dimensional copper
oxide nanostructures [27, 28, 31]. However, with the contin-
uous development of production and processing technology
and the increasingly complex production and experimental
environment, the demand for the performance of humidity
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sensors is gradually increasing. The existing copper oxide
humidity sensor urgently needs to be further improved and
improved in some humidity-sensitive properties, especially
the sensitivity and stability of humidity sensing [45, 46].

As far as we know, the performance of the humidity sen-
sor depends to some extent on the surface topography of the
humidity-sensitive material, including the size, the number
of defects, and the specific surface area [47]. In addition,
the working temperature is also an important factor. This
temperature affects the electron migration rate inside the
humidity-sensitive material and controls the electrical con-
ductivity of the material [48]. The optimal operating tem-
perature of traditional copper oxide-based humidity
sensors is usually between 120 and 150 degrees Celsius
[49]. But such humidity sensors also have good humidity
sensitivity at room temperature. Operating in a high temper-
ature environment limits the wide application of such
humidity sensors, because high temperature operation
means energy loss and waste, which is seriously inconsistent
with the concept of energy conservation and emission reduc-
tion in today’s society. High temperature environments can
also affect the stability of the humidity sensor, resulting in
deviations in the measurement results. In addition, the cop-
per oxide-based humidity sensor that operates at room tem-
perature does not require an additional heating device,
which reduces power consumption, and also makes the sen-
sor smaller and easier to carry. Therefore, according to the
current development trend, copper oxide-based humidity
sensors with good humidity sensitivity at room temperature
are more in line with the needs of production and life in
today’s society [50].

In addition to the working ambient temperature, other
gases in the atmosphere are also one of the main reasons that
affect the performance of the humidity sensor [51], espe-
cially gases like NH3 and H2S. They can be adsorbed on
the surface of the copper oxide humidity-sensitive material
and react with the molecular sites of oxygen to limit the nor-
mal adsorption of water vapor [52]. Therefore, when study-
ing the humidity-sensitive properties of materials at room
temperature, the interference of other gases needs to be con-
sidered, which requires the material to have good selectivity
to humidity [53]. Fortunately, copper oxide-based humidity-

sensing materials have good selectivity to humidity. Under
high humidity conditions, the effect of interfering gases on
the sensor is basically negligible. Under low humidity condi-
tions, most organic volatile gases do not affect the measure-
ment of humidity by copper oxide-based sensors [34]. In
short, the biggest challenge for the further development of
the current copper oxide-based humidity sensor is how to
improve its sensitivity and response speed.

Although many articles have reported improving the
sensitivity and response speed of copper oxide-based humid-
ity sensors to a certain extent so far, this has not fully met
the needs of the work. Perillo et al. [54] synthesized copper
oxide nanofilms on silicon wafers by the continuous ionic
layer adsorption reaction method (SILAR), and the fabri-
cated sensors exhibited good response and recovery time at
room temperature. Hsu et al. [55] synthesized high-density
CuO/Cu2O composite nanowires by heating oxidation
method, which effectively improved the sensitivity of the
sensor to humidity. Much work has been done to improve
the humidity sensitivity of the sensor, including surface
modification based on copper oxide nanomaterials and dop-
ing of various additives with different properties, and the
enhancement mechanisms of these two technologies are dif-
ferent, which will be explained in detail in Sections 2 and 3
below.

But to the best of our knowledge, substantial progress
has been made in extensive research on CuO-based humid-
ity sensors, and reviews on this related topic are lacking. In
this paper, the humidity-sensing properties of copper
oxide-based humidity sensors are summarized, and the
effective strategies and mechanisms to improve the
humidity-sensing performance of copper oxide-based sens-
ing elements are discussed. We hope to provide some inspi-
ration for future research on semiconductor-based metal
oxide humidity sensors.

2. Surface Modification

At present, the materials of humidity sensors are mostly
nanomaterials, because the size of nanomaterials is
smaller, which is conducive to the current research direc-
tion of miniaturization of humidity sensors. In addition,
nanomaterials have more prominent physical and chemical
properties than ordinary bulk materials. Usually, nanoma-
terials have a large specific surface area, which makes a
considerable part of atoms located on the surface of the
material [56–58], fully in contact with the outside atmo-
sphere, and the specific surface area of nanomaterials is
closely related to its size.

Obviously, the nanostructured copper oxide is smaller
in size, which makes its specific surface area much higher
than that of ordinary copper oxide bulk material. In addi-
tion, the surface of copper oxide nanomaterials has more
active centers, which fully shows the great advantages as
humidity-sensitive materials. It has been found that the
grain size of copper oxide nanostructures is an important
factor affecting its moisture-sensing properties [34]. In
recent years, how to reduce the grain size of copper oxide
nanostructures has become the goal of many scientific
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Figure 1: Schematic diagram of the humidity-sensing mechanism
of CuO [34].
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experiments. But it is worth mentioning that the grain size
cannot be reduced indefinitely; van der Waals force is an
important factor to promote particle aggregation, and its
size is inversely proportional to the grain size [59]. This
means that if the particle size is blindly reduced, although
the size and specific surface area of the material are effec-
tively improved, the thermal stability of the material will
be seriously reduced, and the resistance of the gas diffu-
sion process between particles will also increase, which will
affect the material’s moisture-sensitive properties [60]. In
addition to the size of the grains, the surface morphology
of the copper oxide nanostructures also affects the
humidity-sensing properties of the sensing element. In
reality, there are always some defects and pores on the
surface of nanomaterials. The morphology and structure
of these regions are different, and the diffusion ability of
water vapor molecules in these regions is also different.
Different copper oxide nanostructures have large differ-
ences in their spatial structure and surface area, and these
properties will lead to different diffusion capabilities of
water vapor during the adsorption and desorption pro-
cesses on the surface of copper oxide.

In general, the nucleation and growth process of copper
oxide nanostructures are controlled by adjusting the param-
eters of material preparation and synthesis [61], which in
turn affects the surface morphology of nanostructures, such
as increasing the surface porosity and increasing the grain
size [62], so as to obtain copper oxide nanostructured mate-
rials with good moisture-sensitive properties. In particular,
some complex structural materials are composed of basic
one-dimensional nanostructures, such as nanorods and
nanofibers. Its complex layered structure can effectively
improve the electron mobility of the material, thereby
effectively reducing the impedance of the humidity sensor
[28, 63, 64].

So far, researchers around the world have designed and
synthesized CuO nanostructures with various morphologies

through various methods to realize CuO-based humidity
sensors.

Malook et al. [34] reported that CuO nanoparticles were
prepared by decomposing basic copper carbonate (BCC) at
high temperature (Figure 3), which has a large specific sur-
face area (56.25m2/g). Its average pore size is 32-37 nm. At
293K, the RC response of the humidity-sensitive material
varies with frequency and relative humidity as shown in
Figure 4(a). Expose the sensor to moisture and notice a sud-
den drop in resistance. A graphical representation of the
resistive and capacitive responses of moisture-sensitive
materials as a function of applied frequency was also inves-
tigated (Figure 4(b)). It was found that the effect of fre-
quency on the resistance and capacitance response
dominates at low humidity levels. However, at higher
humidity, the effect of frequency on the moisture-sensitive
materials’ resistive response is negligible. The humidity sen-
sor has a good response/recovery speed, which indicates that
the sensitivity of the humidity sensor with mesoporous cop-
per oxide particles is better (Figure 4(c)). Even after 30 days
of alternating exposure to a higher humidity environment
(90%RH) and an indoor humidity environment, the sensor
still maintained a good sensing behavior with little change
in the dynamic response curve (Figure 4(d)). In addition,
the authors also studied the humidity selectivity of copper
oxide nanoparticles. By detecting the response of the sensor
to different interfering gases (H2S and NH3) in different
humidity environments, it was found that under high
humidity conditions, interfering gases have little effect on
the sensor, and it shows that this material has good selectiv-
ity to humidity.

Rupashree and colleagues [65] selected green tea extract
as the raw material and synthesized a new type of moisture-
sensitive material by sintering(Figures 5(a) and 5(b)) with a
particle size of 64.5 nm, and CuO NPs achieved an optimal
99% (7–97% relative humidity). It may be due to the increase
in grain size, which leads to the change of the surface
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Figure 2: Number of papers on CuO-based humidity sensing.
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Figure 4: (a) Graph of the change of resistance with humidity at different frequencies (CuO-based sensor). (b) Copper oxide-based
humidity sensor resistance sensitivity change graph with humidity (18-22°C). (c) Resistive dynamic response to humidity under a CuO-
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Figure 3: SEM micrograph of (a) basic copper carbonate and (b) calcined CuO [34].

5Journal of Sensors



morphology of the moisture-sensitive material, allows more
water vapor to adsorb on the surface of the moisture-
sensitive material and condense in the capillary pores, and
enhances the electrical conductivity of moisture-sensitive

materials. Its response time was 22 seconds, and recovery
time was 31 seconds (Figure 6(b)). Over a two-month
period, CuO NPs showed minimal hysteresis and good sta-
bility (Figures 6(c) and 6(d)), and the moisture-sensitive
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Figure 5: (a) Histograms for grain size. (b) SEM image of CuO NPs [65].
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materials based on green synthetic copper oxide nanoparti-
cles are more stable and more sensitive at lower humidity.

Wang et al. [8] reported that Cu wires can be trans-
formed by thermal annealing into CuO/Cu2O/Cu core-
shell trilayers covered with high-density CuO nanowires
(Figures 7(a) and 7(b)), average length is 2-5μm, and aver-
age diameter is 50 nm. During the high temperature treat-
ment, Cu atoms diffuse into the outer layer of the material
and oxidize to form a Cu2O layer and then further oxidized
to CuO, forming a CuO/Cu2O/Cu core-shell three-layer
structure. By studying the growth mechanism of copper
oxide nanowires, it is found that the shape of copper oxide
nanowires is affected by experimental parameters, including
temperature and time, which similarly affects their sensing
performance. The currents of the humidity-sensing mate-
rials measured in different humidity environments are
shown in Figure 7(d). In addition, the sensing characteristics
of the fabricated device are not only stable but also repro-
ducible (Figure 7(c)), which has the potential for application
in humidity-sensing devices.

Hsueh et al. [3] fabricated CuO nanowires (NWs) on glass
substrates (Figures 8(a) and 8(b)), and it was found that with
the increase of the initial thickness of the copper film after oxi-
dation, the length of the copper oxide nanowires also
increased, respectively (Figure 8(c)), and the resistance of the
samples (80°C) when we increased the RH from 20% to 90%
increased from 0:55 × 106 to 0:62 × 106Ω (Figures 9(a) and
9(b)), which mainly because the adsorbed oxygen ions take
away the electrons on the surface of the humidity-sensitive
material, leading to the accumulation of holes on the surface
of CuO. And the trapped electrons would follow the mecha-
nism leaving holes, oxygen ions react with hydrogen ions gen-
erated by water vapor dissociation to form hydroxyl groups
[66, 67], this liberates the electrons previously taken away by
oxygen ions, and this part of the electrons will neutralize the
vacancies on the surface of the moisture-sensitive material,
thereby reducing the number of surface vacancies, thereby
increased the resistance of the CuO NW surface layer [68].
The authors fabricated a humidity sensor based on CuO
NWs, and during the measurement process, the low hysteresis
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Figure 7: (a) Top-view. (b) Cross-sectional FESEM images of the thermally treated sample. (c) Graph of current versus time and inset the
reproducible sensing response. (d) Measured current as a function of RH [8].
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(Figure 9(c)) and stability (Figure 9(d)) of the humidity sensor
were confirmed.

Xu et al. [69] prepared copper oxide nanomaterials with
special structures by a two-step electrochemical deposition
method (Figures 10(a)–10(d)). Scanning electron micros-
copy images found that the CuO honeycombs consisted of
well-oriented nanowires with high surface volume ratio.
This material has a honeycomb-like structure, and its unique
surface structure and high porosity can improve the adsorp-
tion of water vapor molecules on the surface of the material.
The authors and collaborators prepared Cu(OH)2 in KOH
solution and further heated to synthesize the target material.
The prepared CuO honeycomb was peeled off the substrate
by a rapid annealing process, and a CuO humidity sensor
was prepared. From 12 to 97% humidity, the sensor imped-
ance changes significantly with increasing humidity, the sen-
sitivity factor Sf = 130 and the resistance at 12% and 97%
relative humidity are 3 × 106Ω and 2:3 × 104Ω, respectively
(Figure 10(e)), and the sensor resistance remained stable
during the measurement lasting one week (Figure 10(f)).

Gu and coworkers [70] reported the preparation of CuO
nanosheets of different sizes using different concentrations
of NaOH solutions(Figures 11(a)–11(c)). In the performance
test, it was found that the copper oxide nanosheet with the
smallest size has the highest sensitivity in the humidity range
of 11.3-97.3% (Figures 12(a) and 12(b)), has the best low
humidity hysteresis characteristics (Figure 12(c)), and has
the fastest response time (32 s), but the recovery time was
longer (22 s) (Figure 12(d)).

The authors attribute the excellent humidity-sensing per-
formance of CuO nanosheets with a length of 1μm to their
largest specific surface area, which enables a larger area of
the sensor-sensing interface and higher activity, both for
chemisorption at low humidity levels, or physical adsorption
behind. Small-sized copper oxide nanosheets have larger spe-
cific surface area, and their adsorption capacity is stronger.
So the sensitivity of the humidity sensor will increase with
the decrease of the copper oxide nanosheets, but at the same
time, the stronger the adsorption capacity of the surface of
the material, the tighter the binding with water molecules,
which will cause the water molecules to suffer greater resis-
tance during the desorption process and seriously affect the
recovery time of the moisture-sensitive material.

We summarize some reports on the humidity-sensing
properties of pure CuO with different morphologies, includ-
ing nanoparticles, nanowires, and nanosheets, and details
are shown in Table 1. The increased specific surface area of
the copper oxide nanostructures enhances the adsorption
capacity of water vapor in the outer layer of the material,
thereby improving the sensitivity of the humidity sensor.
We found that the surface modification of pure copper oxide
increases the defect density on the surface of the material,
and changing its nanostructure can improve the sensitivity
and response speed of the copper oxide-based humidity sen-
sor to a certain extent, and the working stability of the prod-
uct has also been proved. However, in general, copper oxides
with different nanostructures show poor room temperature
sensitivity; in other words, only surface modification of pure
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Figure 8: (a) Cross-sectional and (b) top-view SEM images of the thermally treated sample. (c) Average length of CuO NWs as a function of
initial copper film thickness [3].
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copper oxide materials can only improve their humidity-
sensitive properties to a certain extent, and we need to find
more suitable method to further improve the sensitivity
and response speed of the sensor.

3. Additive Doping

At present, the attention of many researchers has been
attracted by the field of nanometers. Many materials based
on nanometer size will have special properties [74]. The
further improvement of the physicochemical properties of
nanomaterials depends on the synthesis of nanoparticles
with different structures and properties and the ability to
obtain the desired performance [75]. Nanocomposites are
a new topic in the field of materials. By compounding dif-
ferent or the same type of nanoparticles to obtain expected
properties [8, 76], it is also possible to dope pure copper
oxide nanostructures by doping additives (mainly organic
polymers, metal oxides, and carbon-based materials) as

secondary components to improve the moisture-sensing
properties of copper oxide, as Table 2.

3.1. Organic Polymer Doping. Organic polymers include
polypyrrole (PPy) [88], polyvinylpyrrolidone (PVP) [89],
polyethylene oxide (PEO) [90], polyvinyl alcohol (PVA)
[91], polyaniline (PANI) [92], cellulose acetate (CA) [93],
and polyethyleneimine (PEI) [94]. As sensing materials, they
have low cost, high sensitivity, small hysteresis, and low
response short time and easy to prepare and process [95],
and they can also operate at room temperature, and the
advantages of using polymeric materials as humidity sensors
have been widely reported [96, 97].

Copper oxide and organic polymers are doped together to
form hybrid nanocomposites; this mechanism of enhanced
sensing performance can be attributed to the heterojunction
of organic polymers forming vacancy-electron depletion
layers on the surface of copper oxide materials, electrons,
and vacancies in copper oxide materials and organic polymers
will migrate. This process will cause the energy band to bend,
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Figure 9: (a) I–V characteristics of sample C measured at 25°C, 80%RH. (b) Sample impedance as a function of time, temperature with 5V
applied bias. (c) Hysteresis of CuO NW samples (1V applied bias and 80°C). (d) Dynamic response of three humidity sensors at room
temperature (5V applied bias) [3].
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and eventually, the Fermi level will reach a new equilibrium
state, thereby forming a heterojunction at the interface where
the copper oxide and the polymer come into contact. the cur-
rent across the heterojunction barrier is known to be exponen-
tially related to the junction barrier height [15]. Therefore, the
conductivity of the heterojunction is very sensitive to small
changes in the junction barrier height. When the moisture-
sensitive material is in contact with water vapor in the atmo-

sphere, the water vapor will be adsorbed on the surface of
the material, and the width of the depletion layer will change,
resulting in a change in the height of the potential barrier [96].
The conductivity of the material is unusually sensitive to the
barrier height, so this approach would be effective in increas-
ing the sensor’s moderate sensitivity.

Polyvinylpyrrolidone (PVP) is a hydrophilic polymer
with good sensing properties. It is a conjugated polymer that
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Figure 10: SEM images of CuO honeycombs via two-step electrochemical deposition at different voltage for 4 h: (a, b) E = 3V and (c, d)
E = 5V. (e) The impedance versus humidity plot of CuO honeycombs (25°C). The insets show schematic illustration (upper-right) and
the corresponding I–V curves (lower-left) of a CuO honeycomb-based humidity sensor. (f) Resistance variations with time for the CuO
sample at various RH levels [69].
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is soluble in water and still maintains relatively good proper-
ties at high temperatures [89]. Therefore, polyvinylpyrroli-
done is suitable as a hydrophilic polymer to be doped into
copper oxide to prepare nanocomposites to improve the
humidity-sensitive properties of pure copper oxide, and its
thermal stability can effectively reduce the operating temper-
ature of copper oxide sensors. Conductivity can also be com-
plementary to copper oxide. Khan et al. [15] reported the
preparation of polyvinylpyrrolidone (PVP)/CuO composites
with a dense structure by polymerization (Figure 13(a)). The
authors found that the SEM micrographs showed that the
copper oxide particles distorted and destroyed the PVP.
The smooth structure makes the PVP surface rough, and
the rough surface makes it easier for the water vapor in the
environment to adsorb on the surface of the composite
material, thus enhancing the sensing performance of the
thin film. The authors fabricated PVP/CuO nanocomposite
by a simple drop method the humidity sensor of the mate-
rial, and it is observed that the PVP/CuO composite material
has superior resistance response in the humidity range of 25-
95%RH (Figure 13(b)), and the sensitivity is high. The
response/recovery times at room temperature are 35 seconds
and 12 seconds, respectively. The response-recovery behav-
ior is better than that of the pure copper oxide sensor, with
a hysteresis of only 2.1% (Figure 13(c)), while showing good
stability over 60 days of repeated detection (Figure 13(d)).

In another experiment, Ahmad and coworkers [77] suc-
cessfully prepared nanomaterials composed of polyethylene

oxide (PEO), oxidized multiwalled carbon nanotubes
(MWCNT), and copper oxide (CuO) by electrospinning.
The composite nanofibers composed of particles
(Figures 14(a) and 14(b)), copper oxide, and carbon nano-
tubes were filled into polyethylene oxide as fillers (PEO–
CuO–MWCNT: 1% and PEO–CuO–MWCNT: 3%). A digi-
tal LCR meter was used to measure the capacitance and
resistance of the material at different relative humidity levels,
and the moisture sensing properties of the composite nano-
materials were investigated. Scanning electron micrographs
showed that the composites exhibited fine fibers with
smooth surfaces, which indicated that the fillers in the poly-
mer matrix were uniformly dispersed. Experiments show
that PEO–CuO–MWCNT: 1% and PEO–CuO–MWCNT:
3% exhibit high sensitivity to humidity in the humidity
range of 30–90% at 25°C (Figures 14(c) and 14(d)). Both
materials exhibit fast response and recovery rates
(Figures 14(e) and 14(f)).

Similar to polyethylene oxide (PEO), polyvinyl alcohol
(PVA) also has good hydrophilicity, no harm, and excellent
thermal stability [98], which makes it suitable for use in bio-
technology and sensing field as promising candidates [99].
Hashim et al. [78] synthesized a nanocomposite film of poly-
vinyl alcohol-polyethylene oxide and copper oxide (PVA–
PEO–CuO) nanoparticles by a casting method. The study
found that the PVA–PEO–CuO nanocomposite film showed
good sensitivity in the humidity range of 30-70%. The
authors believe that in environments with low relative

(a) (b)

(c)

Figure 11: SEM micrographs of CuO nanosheets prepared with different concentrations of NaOH: (a) 0.5mol/l (sample 1), (b) 0.125mol/l
(sample 2), and (c) 0.05mol/l (sample 3) [70].
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humidity, polymer chains curl and the migration of copper
oxide particles is restricted. As the humidity increases, the
material absorbs the water molecules to unfold and align,
reducing the hopping resistance of charge carriers, thereby
enhancing the sensing response of the composite.

Hashim et al. [78] chose polyaniline (PANI) with good
electrical conductivity as the doped polymer material. Poly-
aniline itself is relatively stable, low cost, and easy to produce
[100, 101]. At the same time, the combination of copper
oxide and polyaniline also optimized the adsorption perfor-
mance of polyaniline [102] and can also effectively address
the limitations of poor processability and insufficient
mechanical properties of PANI. The authors and colleagues

[79] reported the synthesis of polyaniline-copper oxide
nanocomposites (CuO/PANI) using ammonium persulfate
as the polymerization agent by a chemical oxidative poly-
merization route (Figure 15(a)). According to the experi-
ments, the electrical resistance of the composite changes
significantly with increasing humidity (Figure 15(b)). This
shows that the CuO/PANI composite has a good response
to humidity changes and further explains the sensing mech-
anism (Figure 15(c)). The material exhibits regular repeat-
ability at room temperature with a response and recovery
time of 40 and 55 seconds, respectively (Figure 15(d)), while
the material also has a good response intensity (Figure 15(e))
and showed sufficient stability in the six-month test.
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Figure 12: (a) Impedance changes of CuO nanosheets of different sizes with humidity. (b) Sensitivity of CuO nanosheets of different sizes
varies with humidity. (c) Hysteresis characteristic of CuO sensors at different RH (1 μm). (d) The response/recovery behavior and
repeatability of CuO sensors (1 μm) [70].
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Chani and colleagues [80] first introduced a new
instrument-free technique to fabricate a smart humidity sen-
sor based on cellulose acetate-copper oxide (CA-CuO)
nanocomposites. The SEM images were compared
(Figures 16(a) and 16(b)). The authors found that thin-film
composites have higher porosity than granular composites,
and the porosity is favorable for the adsorption of water
vapor, which in turn improves the moisture-sensing perfor-

mance. For granular materials, the surface porosity is low.
The reason given by the authors is related to the
manufacturing pressure of granular material processing.
The humidity sensor based on the CA-CuO nanocomposite
film has obvious changes in its capacitance and resistance
between 0 and 90%RH (Figure 16(c)) and shows very little
lag in experiments (Figure 16(d)). It is possibly due to higher
porosity and smaller thickness of the material, which

Table 1: Moisture-sensitive properties of copper oxide nanostructures with different morphologies.

Morphology Synthesis method
Topt
(°C)

Humidity
range

Humidity-sensitive properties
Ref.Response time

(s)
Recovery time

(s)
Hysteresis Response

Mesoporous
particles

Thermal decomposition 25 33-90%RH ~1 11 NA NA [34]

Nanoparticles
Biosynthesis 25 7-97%RH 22 31 NA 99% [65]

Microwave-assisted chemical
solution

25 25–95%RH NA NA NA 99% [71]

Nanowire

Thermal annealing 25 20-80%RH ~98 ~98 NA NA [8]

Deposition 25 20-90%RH NA NA <1.5% NA [3]

Two-step electrochemical
deposition

25 12-97%RH NA NA NA 130 [32]

Nanosheets
Hydrothermal 25

11.3-
97.3%RH

32 22 NA NA [70]

Spin-spray 25 20-90%RH 2.1 2.8 4% 170% [72]

Nanorods Hydrothermal 25 30-85% NA NA NA 82.03% [73]

Nanofilm SILAR 25 20-80% 130 320 5% NA [54]

Note: Topt: operating temperature; NA: not available.

Table 2: Humidity-sensing properties of dopants/CuO.

Dopant Synthesis method
Topt
(°C)

Humidity
range

Humidity-sensitive properties
Ref.Response time

(s)
Recovery time

(s)
Hysteresis Sensitivity

PVP Polymerization 26.85 25-95 RH 35 12 2.1% NA [15]

PEO Electrospinning 25 30-90%RH 20 11 NA 53837.6% [77]

PVA Casting 25 30-70%RH NA NA NA NA [78]

PANI
Chemical oxidative
polymerization

25 10-95%RH 40 55 NA 70% [79]

CA
Instrument-less novel

technology
25 0-90%RH 13 17 NA 3.8MΩ/%RH [80]

Chitosan Magnetic stirrer 25 20-95%RH 20 50 NA
−0.72to
−2.1%RH [81]

O-B-EG-
B

Organic surfactant template 30 5–83.8%RH 180 160 NA 1.25%-7.9% [82]

ZnO
Solid-state reaction 25 10-95%RH NA NA ±4% 29.95MΩ/

%RH
[83]

Hydrothermal 25 30-90%RH 6 7 21% 6045 ± 731 [84]

TiO2 Microwave-assisted synthesis 25 10-98%RH 162 428 NA 3.4% [85]

Cu2O Heated oxidation 25 35-98%RH NA NA NA -10.0% [55]

rGO
Microwave-assisted

hydrothermal
25 11-98%RH 2 17 NA NA [86]

MWCNT Electrospinning 25 30-90%RH 3 22 NA 3798.2% [77]

KCl WEE 25 11-95%RH 40 50 4%RH NA [87]

Note: Topt: operating temperature; NA: not available.
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illustrates that the problem of large hysteresis in hydropho-
bic polymer-based sensors is further improved.

The results show that by doping organic polymers into
copper oxide to form a heterojunction, the sensitivity and
response speed of the sensor to humidity can be effectively
improved, and the product also has good stability at room
temperature. It has the potential to further explore new
moisture-sensitive materials.

3.2. Metal Oxide Doping. In addition to organic polymers,
the coupling of semiconducting metal oxides ZnO [83, 84],
TiO2 [85], SnO2 [103], In2O3 [104], and Fe3O4 and Cu2O
[81] into copper oxide can also significantly enhances its
sensing performance. After careful summary investigations,
we found that the resulting nanocomposites after coupling
significantly improved the humidity-sensing behavior. More
specifically, the effect of semiconducting metal oxides on the

humidity-sensitive properties of CuO-based humidity sen-
sors is mainly because of the formation of heterojunctions
with vacancy-electron depletion layers between CuO and
semiconducting metal oxides [105, 106]. As far as we know,
CuO is a typical p-type material, and the metal oxide com-
pound doped with it is usually an n-type semiconductor.
Because of the carrier concentration gradient, the free elec-
trons in the n-type metal oxide usually migrate to the p-
type copper oxide with vacancies as the main carriers. At
the same time, the vacancies in the copper oxide will gradu-
ally diffuse to the n-type copper oxide. In semiconducting
metal oxides, the energy band bends and the Fermi level
finally reaches a new equilibrium, thereby forming a hetero-
junction at the interface between the two. The tunneling cur-
rent across the heterojunction barrier is exponentially
related to the junction barrier height [107]. Therefore, the
conductivity is very sensitive to the smile change of the
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Figure 13: (a) SEM micrograph of PVP/CuO nanocomposite. (b) Resistance variation with different %RH at different frequencies of PVP/
CuO nanocomposite. (c) Response and recovery curve of PVP/CuO nanocomposite sensors. (d) Hysteresis curve of PVP/CuO
nanocomposite sensors at 100Hz [15].
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Figure 14: SEM micrographs of PEO–CuO–MWCNT: (a) 1% and (b) 3% nanofibers. Resistivity Sensitivity of PEO–CuO–MWCNT: (c) 1%
and (d) 3% nanocomposite at different %RH. Resistivity response/recovery time for PEO−CuO−MWCNT: (e) 1% and (f) 3%
nanocomposites [77].
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junction barrier. Heterogeneous contacts of p-type and n-
type semiconductors are humidity sensors acting through
the contact interface [108–111], in such a sensor, and as
the p-n junction is gradually exposed to the outside atmo-
sphere, the water vapor in the environment gradually pene-
trates into the heterojunction interface, which also changes
the electrical properties of the heterojunction [112].

ZnO, a typical n-type semiconductor with a wide band-
gap of 3.37 eV, is abundant in nature [113]. It has stable

physical and chemical properties, low dielectric constant,
nontoxic, and low cost [114]. Generally, the combination
of narrow bandgap semiconductor and wide bandgap semi-
conductor will improve its sensing performance. Rajput et al.
[83] reported the preparation of CuO–ZnO nanocompos-
ites. It was found that between 10% and 95%RH, with the
increase of copper oxide content, the resistance of the
nanocomposite changed more significantly, and its
humidity-sensitive performance and sensitivity were better
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Figure 15: (a) SEM image of CuO/PANI. (b) CuO/PANI impedance as a function of humidity; the inset shows the variation trend of pure
PANI impedance as a function of humidity. (c) Schematic illustration of sensing mechanism over CuO/PANI nanocomposite. (d) Change in
resistance of CuO/PANI nanocomposite with time at 60%RH. (e) Percentage sensing response of CuO/PANI at different relative
humidity [78].
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Figure 16: Surface morphologies of the (a) CA-CuO nanocomposite films and (b) pellets. (c) Capacitance and resistance-humidity
relationships of CA-CuO humidity sensors. (d) Response-recovery behavior of the CA-CuO nanocomposite-based film sensors [80].

17Journal of Sensors



(a)

3000

2500

2000

1500

1000

500

0
0 20 40 60 80 100

Relative humidity (%RH)
Re

sis
ta

nc
e (

M
Ω

)

Hysteresis graph for CZ-1 annealed at 400°C

A. Inereasing
B. Decreasing

(b)

2500

2000

1500

1000

500

0
0 20 40 60 80 100

Relative humidity (%RH)

Re
sis

ta
nc

e (
M

Ω
)

Inereasing cycle
Cyclerepeated after 3 months

b

a

(c)

Figure 17: Continued.

18 Journal of Sensors



(Figure 17(d)). Figure 17(a) is a scanning electron micro-
scope photograph of 1.0% by weight of CuO in ZnO. The
calculated sample exhibits good hysteresis with a minimum
hysteresis of ±4% (Figure 17(b)). The experimental results
were reproducible across different operating cycles, with
an aging of ±4% after three months (Figure 17(c)).

In another experiment, Zainelabdin and colleagues [84]
reported the preparation of copper oxide nanomaterials with
special morphologies on ZnO nanorods (NRs) by a hydro-
thermal method. During the hydrothermal treatment, the
surface of the ZnO nanorods was eroded and hydroxylated,
which promotes CuO nanostructure growth through direc-
tional attachment. After four hours of hydrothermal treat-
ment, the surface of ZnO nanorods was completely
covered by CuO nanostructures, and ZnO was completely
chemically dissolved at this time (Figures 18(a)–18(c)).
According to the experiments, the humidity sensor based
on ZnO/CuO nanocoral shows good linearity and sensitivity
between 30% and 90%RH (Figure 18(d)), and the sensitivity
factor 32Sf (referred to as R30%/R90%) was found to be
6045 (±731). Using the same process to fabricate four differ-
ent sensors, the measured standard deviation was 12%,
which the authors attribute to the different densities of
ZnO nanorods and/or CuO nanostructures. Importantly,
the sensor exhibited a high hysteresis of 21%, indicating
the presence of a reactive reaction that affects water desorp-
tion from nanocoral voids, which requires further experi-
mental investigation.

Similar to zinc oxide, TiO2 is also an n-type semiconduc-
tor material with a bandgap of 3.2 eV [115]. Ashok et al. [85]
reported the synthesis of CuO/TiO2 nanocomposites using
EMISE (1-ethyl-3-methyl-imidazolium-ethylsulfate). It was
found by scanning electron microscopy that the nanocom-
posites presented a nanotube-like structure, and with the
increase of copper oxide content in the composites, the lon-

ger the nanotubes were, the longer the nanotubes were.
When the mass percentage of copper oxide is 8%, the length
of the resulting nanotubes is 36 nm (Figure 19(a)). Within
the humidity range given in the experiment, it can be
observed that the resistance of the CT-8 sample changes
most significantly and has good sensitivity at 300K
(Figures 19(b) and 19(c)). The response and recovery time
are measured as 162 and 428 seconds. The authors attribute
the sensitivity of the sensing element to the nanocomposite
tube structure of CuO/TiO2, and it enhances the diffusion
of water.

Besides cupric oxide, cuprous oxide is also one of the
earliest typical p-type materials [116]. As mentioned in the
first section, the crystal structure of cuprous oxide is cubic
with a narrow direct bandgap (=2.1 eV), and although the
conductivity is lower than that of copper oxide, it has higher
carrier mobility. Hsu et al. [55] reported the preparation of
Cu2O/CuO nanomaterials on Cu through-silicon vias by
thermal oxidation. It is observed that the RH response of
the sensing element increases with increasing humidity, as
explained by the authors when water molecules displace
O2- and liberate electrons from oxygen ions, which reduces
the vacancy concentration in the outer layer of the nanowire,
and the electrical conductivity declines.

3.3. Carbon-Based Material Doping. Some carbon-based
materials with good properties and easy mass production,
such as reduced graphene oxide (rGO) [86] and carbon
nanotubes (CNT) [77], are doped as the second component
to improve the humidity sensitivity of copper oxide
characteristic.

Graphene is a unique two-dimensional carbon structure,
and it not only has excellent electronic performance [117],
but also has excellent stability [118]. In addition, graphene
is nontoxic and rich in raw materials, making it a hot and
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Figure 17: (a) Scanning electron micrograph of sample CZ-1 (1.0% by weight of CuO in ZnO). (b) Variation in resistance with change in
%RH for sample CZ-1: (A) increasing cycle and (B) decreasing cycle. (c) Variation in resistance with change in %RH for sample CZ-1 for
annealing temperature 400°C: (A) increasing cycle and (B) repeated cycle after 3 months. (d) Variation in sensitivity with wt% of CuO in
ZnO [83].
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popular material in many fields [119]. So far, among the sev-
eral graphene preparation methods known, chemical or
thermal reduction of graphene oxide is less costly, which
best meets the needs of practical applications [120–123].

Wang and colleagues [86] reported the synthesis of
reduced graphene oxide- (rGO-) modified sea urchin-like
CuO nanostructures (Figures 20(a) and 20(b)). Experimen-
tal observations show that the change of material impedance
with humidity conforms to the general law of humidity sens-
ing (Figure 20(d)). Sea urchin-like composite nanomaterials
exhibit fast response (2 s) and recovery time (17 s)
(Figure 20(c)), which is faster than the copper oxide humid-
ity sensor. In addition, the repeatability of the composite
material is also better. In the article, the author introduces
the Schottky junction theory to explain the change in the
sensor impedance. He believes that the reduced graphene
oxide with good conductivity and CuO forms a Schottky
junction, which increases the normal impedance of the com-
posite material. As humidity increases, water molecules
replace oxygen ions to release electrons, while attracting
electrons to the surface. Under low humidity, the transport
of charges is achieved by a hopping mechanism, and with
the injection of electrons, the hole barrier is lowered, which
will reduce the impedance in the Schottky junction. Under
high humidity conditions, electrons are transported through
the Grotthuss mechanism, and proton migration becomes
easier, not only the surface impedance of copper oxide
decreases, but also the impedance in the Schottky junction
is greatly reduced. Therefore, the composite material
exhibits a high response speed to humidity under high
humidity conditions.

Ahmad [77] et al. reported that they prepared nanocom-
posites made of polyethylene oxide (PEO), oxidized multi-
walled carbon nanotubes (MWCNT), and copper oxide

(CuO) by electrospinning fiber. Among them, MWCNT
and CuO are filled into polyethylene oxide as fillers. The
data show that this composite exhibits a good response to
humidity.

3.4. Doping with Other Inorganic Substances. In the selection
of copper oxide doping materials, inorganic compounds
such as potassium chloride (KCl) [87] and sulfuric acid
(H2SO4) [124] are occasionally used to improve the
moisture-sensitive properties of composites. When water
vapor is adsorbed on the outer layer of the sensing element,
such inorganic substances can be effectively dissolved into
the adsorbed water and dissociated into an ionic state under
the action of local charge density and strong electrostatic
field. These ions can act as carriers to transfer charge car-
riers, thereby reducing the impedance of the sensing element
[125, 126].

Qi et al. [87] reported the preparation of composite
nanoparticles (KCZ/CZNs) using KCl-doped Cu–Zn/CuO–
ZnO (CZ/CZNs). Through experiments, it was found
between 11 and 95%RH; KCZ/CZNs showed a better linear
correlation (Figure 21(a)), indicating that doping of KCl
optimizes the impedance-humidity linearity. The response
and recovery speed of the material has also been reliably ver-
ified (Figure 21(b)), with small hysteresis (Figure 21(c)) and
shows good stability in the 60-day experiment.

In another experiment, Rahim et al. [124] recently
reported the preparation of polyaniline and copper oxide-
(PANI-CuO-) doped sulfuric acid (H2SO4) composites.
The doped composite has higher conductivity, exhibits good
response/recovery speed in experiments, and has excellent
stability.

In general, doping copper oxide with additives increases
the carrier density in the moisture-sensing material, which
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Figure 19: (a) SEM images of CuO/TiO2 CT-8 (8.0% by weight of CuO in TiO2) nanocomposites. (b) Resistance w.r.t. relative humidity. (c)
Sensitivity w.r.t. relative humidity. (d) Hysterisis curve of CT-8 [85].
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makes the adsorption process of water vapor easier, and also
reduces the activation energy of the sensing reaction on the
surface of the material. As a result, the sensitivity and
response speed of copper oxide-based humidity-sensing
materials at room temperature are improved. Compared
with the surface modification of pure copper oxide materials,
in general, doping additives can effectively improve the
humidity-sensing performance of sensors. Among them,
the strengthening effect of metal oxides is the most
significant.

4. Conclusions

To sum up, we found that doping organic polymers, metal
oxides, and carbon-based materials is an efficacious way to
achieve breakthroughs in the performance of CuO-based
humidity-sensing elements, especially the doping of organic
polymers and metal oxides. Through doping, the contact site
of the additive with the copper oxide will form a heterojunc-
tion, which can effectively improve the sensitivity of copper
oxide-based humidity-sensing elements, which points out
the direction for the development of higher-performance

copper oxide-based humidity sensors in the future, and even
humidity sensors of other semiconductor metal oxides. It
must be pointed out that doping organic polymers and metal
oxides also increase the difficulty and cost of sensor fabrica-
tion. Apart from that, with the enhancement of water
adsorption on the sensing element outer layer, the desorp-
tion process becomes difficult. Therefore, such a well-
balanced connection between the sensitivity and hysteresis
of the moisture-sensitive materials becomes crucial.

5. Outlook

There is no doubt that the current humidity sensor is
developing rapidly in the direction of miniaturization
and high efficiency. However, the complex and changeable
working environment has become a major challenge for
the current humidity sensor application, which urgently
requires us in the performance of sensing elements,
including its sensitivity, response speed, hysteresis and sta-
bility have been further improved. In recent years, promis-
ing results have been achieved in improving the humidity-
sensing performance of copper oxide-based humidity

(a) (b)

0 500 1000 1500 2000 2500

106

105

104

103

102

107

Time (S)

Im
pe

da
nc

e (
kΩ

)

(c)

0 20 40 60 80 100

106

105

104

103

102

107

RH (%)

Im
pe

da
nc

e (
kΩ

)

10 HZ
100 HZ
1000 HZ

(d)

Figure 20: (a, b) SEM images of CuO/rGO composites. (c) Response and recovery properties of the sensors fabricated with the CuO/rGO
composites. The curves were measured between 11% and 98%RH at 25°C. (d) Impedances of the sensors based on the CuO/rGO composites
under different RHs measured at different frequencies [86].
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sensors. Fortunately, by modifying the surface of copper
oxide and doping with different additives, considerable
results have been achieved in improving the humidity sen-
sitivity, especially the sensitivity, of copper oxide-based
humidity sensors. Grain size, specific surface area, surface
defects, and porosity are the main factors that affect the
moisture-sensing properties of pure copper oxide. Smaller
nanometer size enables the material to have a larger spe-
cific surface area, which increases the material’s exposure
to the atmosphere. Surface defects facilitate the adsorption
of water vapor on the outer layer of the material, and the
larger porosity can promote the condensation of water
molecules. However, simple surface modification can only
improve the humidity-sensitive properties of copper oxide
to a certain extent, and it is difficult to make further per-
formance improvements.

Nowadays, how to further ameliorate the humidity sen-
sitivity of copper oxide-based moisture-sensitive materials
is still a daunting challenge. Although many achievements
have been made in bettering the performance of copper
oxide-based moisture-sensitive materials, the performance
of some humidity sensors, especially the sensitivity and sta-
bility, still cannot meet the needs of harsh environments,

which requires further research. On the surface morphology
modification of pure CuO, novel nanostructures can be syn-
thesized by optimizing the structure and improving the pro-
cess parameters, such as high-density nanofibers with a
shell-core three-layer structure, which have better stability.
In addition, doping additives are also effective measures to
improve the humidity-sensing properties of copper oxide-
based humidity-sensing materials. According to our previ-
ous detailed report, we found a considerable part of previous
research on metal oxide doping has concentrated on n-type
semiconducting metal oxides, in order to form a p-n junc-
tion with copper oxide, but there are few reports on p-type
semiconductor metal oxides, which may be a good research
direction and deserve further exploration. In fact, for
improving the humidity-sensing properties of humidity-
sensing materials, there have been experiments using a
synergistic idea of combining multiple optimization strate-
gies to further modify the surface morphology on the basis
of doping additives, but there are still few reports. Finally,
we sincerely hope that our work can contribute to the
improvement of the humidity-sensing performance of cop-
per oxide and even other kinds of semiconductor metal
oxide humidity sensors.
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Figure 21: (a) The dependence of impedance on RH for pure and KCl-doped Cu–Zn/CuO–ZnO nanoparticles measured at 1V, 100Hz, and
the inset shows the structure of the humidity sensor applied in our measurement. (b) Response of KCl-doped Cu–Zn/CuO–ZnO
nanoparticles measured at 1 V, 100Hz. (c) Hysteresis of KCl-doped Cu–Zn/CuO–ZnO nanoparticles measured at 1V, 100Hz. (d) Long-
term stability of KCl-doped Cu–Zn/CuO–ZnO nanoparticles measured at 1V, 100Hz [87].
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As an important part of power infrastructure, a power monitoring system provides real-time data acquisition, state detection, and
remote control of power equipment for the power grid and can deal with sudden anomalies in time. The operation and
maintenance of the power monitoring system are very important to ensure the stable operation of power grid. The current
mainstream remote operation and maintenance mode has internal threats such as misoperation of operation and maintenance
personnel or malicious damage caused by attackers stealing operation and maintenance authority. Meanwhile, the existing
operation and maintenance audit has the problems of high human resource cost and limited supervision of operation and
maintenance personnel. To solve this problem, this paper proposes a collaborative filtering method for operation and
maintenance behavior of power monitoring system called CFomb. Exploiting a keyword matching algorithm, CFomb
determines the power resources accessed by operation and maintenance users from multiple operation instructions and
extracts operation and maintenance behaviors. Referring to the collaborative filtering idea, the feature matrix decomposition
scheme is introduced to train the access probability model based on the historical normal behavior of multiple operation and
maintenance users, which provides a basis for real-time prediction of the access behavior probability of target operation and
maintenance users. The OTSU binarization technique is used to determine the probability threshold of abnormal operation
and maintenance behaviors, identify abnormal behaviors through threshold comparison, and send real-time alarms to
operation and maintenance audit. The simulation experiment results show that the method in this paper can effectively
identify the abnormal behavior of operation and maintenance users, reduce the overhead of manual audit, and help improve
the power monitoring system’s ability to respond to internal threats of operation and maintenance.

1. Introduction

As an important part of power infrastructure, the power
monitoring system provides reliability support for the stable
operation of power grid. In order to ensure the normal oper-
ation of the power operation system, it is necessary to carry
out routine operation and maintenance for the system func-
tion, related equipment, hardware and software, and other
internal resources, to deal with emergencies and abnormali-
ties in time. The power monitoring system is distributed and
deployed in different power stations, power distribution sta-
tions, and dispatching centers at all levels. Therefore, in case
of employing on-site operation and maintenance, on the one
hand, it will be difficult to deal with the emergencies any-
where in the system; on the other hand, it will be hard to

control the operation and maintenance of power monitoring
system. As a result, the operation and maintenance platform
of power monitoring system needs to realize both remote
and centralized operation and maintenance management.

The current typical operation and maintenance platform
of the power monitoring system is generally built based on
bastion host [1–3], whose technology can manage operation
and maintenance accounts and assets uniformly and set the
buffer to allow the assets of the power monitoring system to
realize remote operation and maintenance without direct
exposure to the outside. The administrator of bastion can con-
figure the access strategy of operation and maintenance users.
When logging in to the power monitoring systemwith fortress
machine technology to implement operation and mainte-
nance, the operation and maintenance personnel can record
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the operation and maintenance process of operation and
maintenance personnel in real time, and the auditors can audit
the operation and maintenance process of operation and
maintenance personnel according to the audit rules, so as to
achieve the supervision of operation andmaintenance person-
nel. In addition, the bastion can isolate the internal resources
of the power monitoring system from external exposure, cen-
tralize the identity of operation and maintenance users, and
achieve centralized access control of operation and mainte-
nance work. However, the remote operation and maintenance
mode of the bastion host power monitoring system neglects
the protection against internal threats, resulting in the high
human resource cost of security audit.

To solve this problem, this paper proposes a collabora-
tive filtering method (CFomb) for the operation and mainte-
nance behaviors of power monitoring system. Exploiting
keyword matching algorithm, CFomb determines the power
resources accessed by operation and maintenance users from
multiple operation instructions and extracts operation and
maintenance behaviors; by reference to the collaborative fil-
tering idea of the recommended system, the feature matrix
decomposition scheme is introduced to train the access
probability model based on the historical normal behavior
of multiple operation and maintenance users, which pro-
vides a basis for real-time prediction about the access behav-
ior probability of operation and maintenance users; OTSU
binarization technique is used to determine the probability
threshold of abnormal operation and maintenance behav-
iors, identify abnormal behaviors through threshold com-
parison, and send real-time alarms to operation and
maintenance audit. Finally, the behavior that multiple oper-
ation and maintenance users of the power monitoring sys-
tem access multiple power resources was simulated, and an
experiment was carried out. The experimental results show
that the methods proposed in this paper can help build a
behavior probability prediction model for users and
resources based on user behavior patterns and determine
whether random behavior of users is abnormal in accor-
dance with the thresholds generated automatically.

The overall structure of the paper is shown in Figure 1.

2. Related Work

Various information security issues are introduced in the
informatization development of the power industry. Among
others, the internal threats of information system, as a hot
issue in the research on current general information system
security, have drawn increasing attention [4–7]. In terms of
internal threat recognition methods, the traditional way
was to audit the historical access logs of operation and main-
tenance users and detect the internal attacks that occurred
by afterward examination. For example, Liu et al. [8] pro-
posed the Log2vec method to detect the abnormal behavior
of system. Based on the log information, this method
extracts multiple factors, such as the sequential relationship
between user behavior sequences within a day, the relation-
ship between behavior sequences on different dates, and the
behavior topology relationship of resource access by users, to
carry out behavior modeling; the logging behavior is trans-

formed into a vector using graph neural networks; the
behavior vector is separated from abnormal behavior with
the clustering algorithm, and then the insiders responsible
for the abnormal behavior are traced. Gu and Guo [9] pro-
posed an internal threat detection method based on role
abnormal behavior mining, which mines the role abnormal
behaviors using the sequence pattern and carries out pattern
matching with KMP algorithm to recognize abnormal users.
However, these methods require studying the historical data
offline, failing to analyze new data in real time and to locate
the malicious behaviors in real time. Therefore, it is difficult
to avoid the losses caused by internal threats.

Rashid et al. [10] simulated the weekly normal behaviors
of each user using the hidden Markov model and then
applied them to the detection of the significant deviation
between abnormal behaviors and normal behaviors. Happa
[11] used the EM algorithm to train a GMM for the behav-
iors of each user in the first month, to simulate the normal
behaviors of the user. The trained GMM is applied to com-
puting the likelihood of input observations to indicate the
possibility of the input. If the likelihood is smaller than the
threshold, the observation will be detected as abnormal.

However, the above methods merely consider modeling
the normal behaviors of users using the sequential features
of a single user’s behaviors, failing to consider the correla-
tion between user behaviors. As recommendation systems
analyze and model user behavior data, they predict and rec-
ommend products that users do not use but are likely to be
interested in. Collaborative filtering algorithm is a key algo-
rithm in recommendation systems. Collaborative filtering
can use user behaviors similar to those of the target user to
infer the target user’s preference for a specific product and
then make recommendations accordingly based on this pref-
erence. Therefore, by reference to the collaborative filtering
idea, in the abnormal behavior detection of internal threats
on the operation and maintenance platform of the power
monitoring system, this paper not only considers the histor-
ical longitudinal features of operation and maintenance
users but also integrates the transverse impacts among sim-
ilar operation and maintenance users.

Compared with the existing work, the main innovations
of this paper are as follows.

(1) The introduction of the feature matrix decomposi-
tion method to train the access probability model,
which is simple to compute, easy to obtain training
data, and does not require complex processing, can
be applied to more power monitoring system O&M
scenarios

(2) Combining collaborative filtering idea and OTSU
binarization method to achieve probability predic-
tion of real-time access behavior of O&M users and
adaptive selection of probability threshold of abnor-
mal O&M behavior, supporting more efficient and
safe development of power monitoring system O&M

(3) Simulation experiments are carried out based on the
OTSU access behavior dataset for power monitoring
system multiple O&M users to access multiple power
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resources behavior, and the results show that the
proposed method can effectively identify the abnor-
mal behavior of power monitoring system O&M
users and can reduce the cost of human O&M audit

3. Design of the CFomb Method

3.1. Overall Design of the CFomb Method. The overall archi-
tecture of the CFomb method is shown in Figure 2. The
method mainly consists of three modules, i.e., operation
and maintenance behavior extraction, behavior analysis,
and behavior alarm. The operation and maintenance behav-
ior extraction module and the behavior alarm module are
deployed in the bastion host on the operation and mainte-
nance platform of the power monitoring system, while the
computation nodes of the behavior analysis module can be
deployed separately. In the CFomb method, the operation
and maintenance behavior extraction module provides
real-time behavior input for the behavior analysis module,
which recognizes abnormal behavior and outputs abnormal
behavior alarm information to the behavior alarm module,
while the behavior alarm module displays the alarm infor-
mation to the auditor and feeds back to the behavior analysis
module.

3.2. Extraction of Operation and Maintenance Behaviors. As
the processing object of the CFomb method, the description
of an operation and maintenance behavior requires defining
the specific operation and maintenance users and objects.

The operation and maintenance user can be a user with
the operation and maintenance permission for the server of
the power operating system. The user may carry out opera-
tion and maintenance based on the server of the power mon-
itoring system within the preset time in accordance with the
requirements of operation and maintenance [12]. When an
operation and maintenance user carries out the operation
and maintenance, the user needs to determine the target
power resources to be accessed firstly and then input the cor-
responding operating instruction into the operation and
maintenance platform of power monitoring system based
on the determined target power resources. The operation
and maintenance platform will obtain the corresponding
operating instruction and determine the target power
resources in accordance with the operating instruction, so
that the target operation and maintenance user can
smoothly carry out the corresponding operation and
maintenance.

The operation and maintenance users and the power
resources shall have unique identification information on

the operation and maintenance platform of the power mon-
itoring system. In CFomb method, the operation and main-
tenance behavior extraction module inserts the instruction
extraction points into the bastion host to extract the real-
time operation and maintenance instructions of operation
and maintenance users. Through comparing and analyzing
the instructions and keyword database of operation and
maintenance objects, the module determines the operation
and maintenance users and the resource objects accessed
and outputs the operation and maintenance behaviors. For
each instruction input by users, the algorithm indicated in
Algorithm 1 is called to extract the user behavior in the
instruction. As the input of the behavior analysis module,
the behavior information output is used to recognize the
current abnormal behavior of a user.

3.3. Analysis of Operation and Maintenance Behaviors. As
the core of CFomb method, the behavior analysis module
needs to collect the historical access records of users to con-
struct the behavior matrix and obtains the user model and
resource model via behavior matrix decomposition. When
the behavior analysis module obtains the real-time behavior
information input of the behavior extraction module, it can
extract the corresponding features from the user model
and resource model, predict the probability of occurrence
of such behavior, and determine whether the behavior is
normal or abnormal based on the probability threshold clas-
sification. In addition, the behavior buffer will continuously
record user behavior and take it as the training set adjust-
ment information of follow-up iterative training to update
the learning model.

3.3.1. Construct the Training Set. Stemming from the statis-
tics on historical behaviors of operation and maintenance
users, the training set employs the frequency of resource
access by users to describe the probability of resource access
by users. Since the scope of historical access behavior and
resource access by users is limited, the training set merely
contains the information of resource access frequency of a
few users.

The training set is represented in the form of frequency
matrix PM×N of M rows and N columns, among which the
number of matrix row M represents the total quantity of
users on the operation and maintenance platform, while
the number of matrix column N represents the total quan-
tity of resources on the operation and maintenance platform,
and the behavior space (i.e., the scale of frequency matrix) is
M ×N . Since the training set is a sparse matrix, it can be
stored in the form of triple ði, j, pi,jÞ, among which pi,j

Introduction Related work

Experimental
evaluation

Conclusion and
future work

Design of CFomb
method

Figure 1: The overall structure of the paper.
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represents the element (1 ≤ i ≤M, 1 ≤ j ≤N) in the ith row
and the jth column.

Based on the statistics on the historical behaviors of
operation and maintenance users, the construction of the
training set is updated continuously with the new access
behavior of operation and maintenance users. If the record
on user behaviors is unavailable in the initial construction
stage of operation and maintenance platform, it is necessary
to collect the user behaviors for a period of time before
enabling the CFomb method for the follow-up work.

3.3.2. Matrix Decomposition. With the aim of predicting the
probability of random behavior in behavior space, the
CFomb method introduces the collaborative filtering algo-
rithm based on matrix decomposition and carries out matrix
decomposition of the training set to construct the feature
model of users and resources [13]. The user model repre-
sents the matrix XM×K of M rows and K columns, the
resource model represents the matrix YN×K of N rows and
K columns, among which K represents the implied feature
dimension, whose value is much smaller than any one of
M and N .

Matrices XM×K and YN×K represent the feature distribu-
tion of M users and N resources in K dimensional feature

space. The ith column in matrix X and the jth column in
matrix Y represent the K dimensional eigenvector of user i
and resource j, respectively. The similarity of these M +N
eigenvectors can be obtained through inner product compu-
tation, which includes similarity between users and
resources, similarity among users, and similarity among
resources. Among these, the similarity between users and
resources represents the prediction of the probability of
resource access by users.

Therefore, the user model and resource model obtained
by the matrix decomposition algorithm shall guarantee that
the product of matrix X and matrix Y approaches, as much
as possible, the frequency matrix P indicated in the training
set, i.e., frequency matrix P can be represented by X and Y in
the form of the following formula.

PM×N ≈ XM×K YN×Kð ÞT : ð1Þ

For the user i and the resource j designated randomly in
the behavior space, the ith column and the jth column can
be taken, respectively, in the user model matrix X and the
resource model matrix Y to obtain K dimensional column
vectors Xi and Y j. Therefore, the predictive value of the
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Abnormal behavior
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Abnormal behavior alarm

Audit result feedback

Behavior analysis

N
orm

al behavior

Figure 2: Architecture of CFomb.

Input: a real-time operating instruction character string I of a user, the current user id user_id, and resource keyword database
source_db
Output: behavior information{user_id, source_id} containing user id and resource id
1 Divide instruction I into multiple words
2for word in each words. /∗Traverse the words in the instruction∗/
3 use the word to query the keyword database to obtain the resource id source_id
4 if (successful query)
5 output the behavior information {user_id, source_id}
6 end if
7end for

Algorithm 1: Workflow of operation and maintenance behavior extraction algorithm.
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element in the ith row and the jth column of matrix P can be
obtained by Formula (2). In the formula, p̂i,j represents the
estimated value of the element pi,j in the ith row and the j
th column of the frequency matrix P by user model X and
resource model Y .

pi,j ≈ p̂i,j = XiY j
T : ð2Þ

For the decomposition of matrices, the CFomb method
employs ALS (alternating least squares).

First, the loss function is constructed as formula (3),
among which P0 represents the set of numbers of rows and
columns corresponding to the recorded users and resources.
λ represents the coefficient of regular terms for preventing
overfitting.

Loss = 〠
i,jð Þ∈P0

pi,j − XiY
T
j

� �
+ λ〠

M

i=1
Xik k2 + λ〠

N

j=1
Y j

�� ��2: ð3Þ

Formulas (4) and (5) represent the gradient descent iter-
ation formulas for this loss function.

Xi = Xi − 2α 〠
N

j=1
XiY

T
j − pi,j

� �
Y j + λXi

" #
, ð4Þ

Yi = Yi − 2α 〠
M

i=1
XiY

T
j − pi,j

� �
Xi + λY j

" #
: ð5Þ

The algorithm that computes user model X and resource
model Y by ALS is shown in Algorithm 2.

3.3.3. Abnormal Behavior Recognition. The abnormal behav-
ior recognition by the CFomb method is divided into two
steps: the first step is to quickly predict the probability of
real-time behavior, and the second step is to discriminate
whether the current behavior is abnormal based on the
abnormal threshold.

The user model X and resource model Y can be obtained
by the matrix decomposition method provided in 3.3.2. For

Input: Behavior frequency matrix PM×N of resource access by users
Output: User matrix XM×X and resource matrix YN×k
1 Construct the loss function Loss
2 Randomly initialize user model X and resource model Y
3while (Loss does not converge)
4 for i from 1 to M
5 for j from 1 to N
6 if (pi,jis recorded in the training set)
7 e = XiYj - pi,j / ∗Predictive value of model- Corresponding value of training set∗/
8 end if
9xi,j = xi,j-2 ∗ alpha(e ∗ yi,j+lambada ∗ xi,j)/ ∗ alpha represents the learning rate ∗ /
10yi,j = yi,j-2 ∗ alpha(e ∗ xi,j+lambada ∗ yi,j) / ∗ delta represents the regular terms ∗ /
11end for
12end for
13 Output Xi and Yjas user matrix XM×k and resource matrix YN×k

Algorithm 2: Workflow of computing user and resource models by alternating least squares method.

Input: Set S of all probability prediction values of behavior space
Output: Abnormal behavior discrimination threshold T
1 Obtain the behavior probability set S
2maxScore =0
3for t = min(S) to max(S) by 0.0001/∗t represents the candidate threshold, traverseall the probabilities between min(S) and max(S),
with an increased step size of 0.001 (0.1%)∗/
4S1={s|s∈S,s≤t} S1S2={s|s∈S,s>t}
5 Obtain the mean values of m1m1and m2m2 in S1 and S2
6 Obtain ratios p1 andp2 ofS1 andS2 in S
7 Obtain the between-cluster variance s2 of S1 andS2 with Formula (6)
8if (maxScore< s2 )
9 T = t
10 end if
11end for
12 Output the final threshold T

Algorithm 3: The workflow of calculating abnormal behavior discrimination threshold T based on OTSU.
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the behavior that random user i accesses random resource j,
the eigenvector of user i can be obtained by extracting the ith
column of X, and that of resource j can be obtained by
extracting the jth column of Y . The inner product of these
two eigenvectors represents the probability prediction of
such behavior.

The recognition of abnormal behavior can be completed
by determining the abnormal behavior discrimination
threshold after the behavior prediction probability is
obtained. The CFomb method has introduced the OTSU
algorithm to adaptively determine the abnormal behavior
discrimination threshold.

First, the statistics on the prediction probability of all
behaviors can be made in behavior space via user model
and resource model. The prediction probability of abnormal
behavior will be concentrated in the lower probability inter-
val, while that of normal behavior will be concentrated in the
higher probability interval. If an existing probability thresh-
old T divides the behavior into two maximum sets of
between-cluster variance σ2 in the behavior space, the
threshold T can be taken as the probability threshold for
abnormal behavior discrimination.

Formula (6) provides the computation of between-
cluster variance in operation and maintenance behavior in
the CFomb method.

σ2 = p1 ⋅ p2 ⋅ m1 −m2ð Þ2: ð6Þ

In the formula, p1 represents the proportion of behaviors
with a prediction probability not more than the threshold T
in the behavior space, p2 represents the proportion of behav-
iors with a prediction probability above the threshold T in
the behavior space, m1 represents the mean probability of
behaviors with a prediction probability not more than
threshold T , and m2 represents the mean probability of
behaviors with a prediction probability above the threshold
T .

The specific algorithm steps for computing threshold T
based on OTSU algorithm are shown in Algorithm 3.

Furthermore, the real-time operation and maintenance
behavior can be realized in accordance with operation and
maintenance user model X, power resource model Y , and
abnormal behavior discrimination threshold T , with the spe-
cific algorithm shown in Algorithm 4.

3.3.4. Construction of Behavior Buffer. The CFomb method
will continuously collect the behavior information of users
during operation. In order to implement the dynamic
adjustments to the user model and resource model, the
CFomb method designs a behavior buffer in the behavior
analysis module for receiving the behavior information of
operation and maintenance users and feeding back new
operation and maintenance user behaviors to the training
model, thereby adjusting the user model and resource
model.

Input: The extracted user behavior informationiand j (user i accesses resource j),the audit tag,and the BUFFER_SIZE
Output: update the training set
1 Obtain the behavior information i, j
2 Set the default integration ratio as alpha=1
3if (tag=1) / ∗ audit feedback enters the buffer ∗ /
4 alpha = BUFFER_SIZE
5end if
6action[i][j] += alpha /∗statistics on behaviors in the buffer∗/
7user[i] += alpha/∗update the amount of user behavior∗/
8if (user[i]>BUFFER_SIZE)
9 Employ Formula (7) to update the information corresponding to user i in the training set
10 user(i)=0
11 action[i][j]=0
12end if

Algorithm 5: The workflow of O&M behavior buffer.

Input: User modelX, resource model Y, abnormal behavior discrimination threshold T, and the extracted user behavior informationi
and j (User i accesses Resource j)
Output: 1 /0; 1 indicates the normal behavior, and 0 the abnormal behavior
1 Extract vector Xi in the ith column of user model and vectorYjin thejth column of resource model
2p = Xi(Yj)T /∗ p represents the prediction probability, which is obtained by computing the inner product of vectors XiandYj ∗ /
3if(p>T)
4 Output 1
5else
6 Output 0
7end if

Algorithm 4: The workflow of abnormal behavior recognition algorithm.
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The behavior information to be written in the behavior
buffer will be stored in the form of triple (i, j, actioni,j), indi-
cating that the number of times stored in the buffer for
accessing resource j by an operation and maintenance user
i is actioni,j. Moreover, the behavior buffer maintains a
counting sequence timesi, in which 1 ≤ i ≤M, indicating that
timesi behavior information of the ith operation and mainte-
nance user is recorded in the buffer. Formula (7) represents
the computational formula in which the access behavior of
an operation and maintenance user i to resource j in the
behavior buffer is integrated into the training set.

pi,j = 1 −wð Þpi,j +w ⋅
bufferi,j
timesi

, ð7Þ

where w ð0 <w < 1Þ represents the writing weight of user
buffer. The higher the writing weight, the higher the change
rate of training set. The specific values will not be specified
in this paper. Algorithm 5 provides the workflow of opera-
tion and maintenance behavior buffer.

4. Experimental Evaluation

4.1. Data Preparation. In order to verify the recognition effi-
ciency of the CFomb method on the users’ abnormal behav-
iors of access to the resources on the operation and
maintenance platform of power monitoring system, the
behavior of resource access by operation and maintenance
users is simulated under the background of operation and
maintenance [14–15], and the dataset of resource access by
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operation and maintenance users is generated, based on
which the recognition capability of the CFomb method on
abnormal behaviors is verified. The dataset was obtained
from the internal network data of China Southern Power
Grid Corporation, which contains a total of 107,670 records
on 1,170 users’ access to 7,455 resources. Moreover, 1,759
access records are generated by simulating the malicious
user access behavior to verify the recognition effect.

4.2. Influence of Feature Dimension on Model Training. In
the implementation of the algorithm of user behavior matrix
decomposition, it is necessary to first determine the values of
feature dimension k in user model and resource model. The
value of k represents the dimension describing the features
of users and resources when predicting the probability of
resource access by users, which affects the prediction accu-
racy of the training model, model size, and training time.
In order to verify the influence of k on the prediction accu-
racy of training model, the predictive RMSE of model for 2
to 10 rounds of training is recorded, respectively, when the
values of k are 3, 5, and 10, and the RMSE decline curve
was drawn. The experimental results are shown in
Figure 3. It is obvious that the larger the value of k in the
training model is, the smaller the model error is; and all
the training models converge to the steady state after the
fifth round.

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

44

45

RM
SE

49

48

47

46

Value of k
20

Figure 5: RMSE under different values of k.

0.0 0.2 0.4 0.6 0.8
0.0

0.2

TP
R

1.0

0.8

0.6

0.4

FPR
1.0

Figure 6: ROC curve of the test case.

Table 1: Abnormal behavior identification confusion matrix.

Recognition
Total

Abnormal Normal

Actual

Abnormal 94 (TP) 6 (FN) 100

Normal 1,513 (FP) 3,487 (TN) 5,000

Total 1,607 3,493 5,100
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In order to further determine the influence of the values
of k on model training, the number of training times is set as
5, and the training time and RMSE with the value of k rang-
ing from 3 to 20 are recorded, as shown in Figures 4 and 5,
respectively. It can be seen that when the value of k ranges
from 3 to 20, the increase in training time and the decline
in RMSE are linear and variable.

Since it is necessary to continuously update the training
set to implement iterative training in the context of opera-
tion and maintenance and quickly output model on the pre-
mise of ensuring the accuracy of the training model. The
value of k in this experiment is set as 10.

4.3. Threshold Sensitivity Analysis Based on the Test Set. The
user model and resource model are obtained via the training
on the behavior dataset in 4.2. Through the models, the
probability prediction on all behaviors in behavior space
can be implemented. In order to realize the abnormal behav-
ior recognition, the abnormal behavior discrimination
threshold shall be determined. In order to verify whether
the probability prediction value of user behaviors obtained
from the training model can distinguish the normal behavior
from the malicious behavior, 100 malicious access behaviors
and 5,000 normal behaviors are extracted to form a test set
to test the training model.

In the experiment, the probabilities of all behaviors in
the test set in the user model and the resource model are pre-
dicted, and the sensitivity of the data in dataset on the pre-
diction probability threshold is verified using ROC
(receiver operating characteristic) curve in combination with
the tags indicating whether the behaviors are abnormal. The
ROC curve can depict the relationship between false positive
rate (FPR) and true positive rate (TPR) when test data clas-
sify the abnormal behaviors at different thresholds. TPR is
the proportion of correctly identified positive data to the
total positive data, i.e., the recall rate, while FPR indicates
the percentage of negative data predicted to be positive when
the actual value is negative. The specific formulas (8) and (9)
of FPR and TPR are as follows:

TPR = TP
TP + FN

, ð8Þ

FPR =
FP

FP + TN
: ð9Þ

In the formula, TP, FP, TN, and FN represent true pos-
itive, false positive, true negative, and false negative, respec-
tively. Since it is generally assumed that behaviors equal to
or lower than the probability threshold are abnormal, the
behaviors lower than the threshold are determined as posi-
tive in this experiment [16, 17].

The ROC curve of test set data in this experiment is
shown in Figure 6. The threshold sensitivity of data in test
set can be represented by AUC (area under the curve) [18,
19], and the AUC of the test data is 82.80%. The ROC curve
indicates that the probability threshold has a certain capabil-
ity to classify normal and abnormal behaviors in the data of
test set [20–22]. However, a higher accuracy rate of abnor-

mal behavior recognition will be accompanied by FPR
increase to some extent [23–25].

4.4. Recognition Effect of Abnormal Operation and
Maintenance Behavior. In practical application, it is neces-
sary to adaptively generate the abnormal behavior discrimi-
nation threshold in accordance with the probability
distribution in behavior space; therefore, the CFomb applies
the OTSU algorithm to the computation of the abnormal
behavior discrimination threshold. In the experiment, the
probabilities of all behaviors in behavior space are calcu-
lated, and the threshold of 0.0927 is obtained with the OSTU
algorithm.

Afterward, the effect of abnormal behavior recognition
proposed in this paper is further tested at the threshold of
0.0927. There are a total of 5,100 behavior records in the
experiment. The confusion table (as shown in Table 1) is
obtained based on the statistics on recognition results, with
the corresponding TPR and FPR of 94% and 30.26%, respec-
tively. The data indicates that 94% of malicious behaviors are
recognized at the threshold of 0.0927, with 30.26% of normal
behaviors determined as abnormal behaviors. Moreover, of
all the behaviors, 31.51% are determined as normal behav-
iors, indicating that CFomb can exclude 68.49% of behavior
records in manual audits, which significantly reduces the
workload of security audit.

5. Conclusion and Future Work

Based on the matrix decomposition collaborative filtering
method, this paper proposes the CFomb-based abnormal
behavior collaborative filtering method under the back-
ground of internal attacks against the operation and mainte-
nance platform of the power monitoring system. This
method obtains a user model and resource model via train-
ing in global data access by users, combined with collabora-
tive filtering idea and OTSU binarization method to realize
the probability prediction of real-time access behavior of
O&M users and adaptive selection of probability threshold
of abnormal O&M behavior to support more efficient and
safe development of power monitoring system O&M. The
experiment indicates that the recognition effect is obvious,
which can effectively prevent internal threats to the opera-
tion and maintenance platform of the power monitoring sys-
tem and significantly reduce the workload of manual audits.
The method proposed in this paper overcomes the ineffi-
ciency of traditional methods and provides new ideas for
the operation and maintenance mode of power monitoring
systems. Due to the limitation of the data in the training
set, the probability prediction model has certain errors.
Based on this paper, we will lower the misjudgment rate in
the future in combination with other behavior features of
operation and maintenance users as well as the feedback
iteration of operation and maintenance personnel on the
training model, to further study more effective methods for
recognizing abnormal behaviors.
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To study the value of heterogeneous binocular vision in the detection of sports targets, a Zynq-based joint software and hardware
design method is proposed, and a mobile object detection system for binocular vision is developed based on it. This paper
introduces the relevant technologies and theories used in the system design. First, the basic principles and various modules of
the binocular stereo vision process are introduced, including camera tuning, stereo correction, stereo tuning, and telescope
stereo vision. Based on the depth information, a method to detect and measure motor targets was developed. Finally,
combined with the improved mobile target detection algorithm, the real-time methodology research and algorithm design to
determine the target range are completed. The performance of the moving target detection system based on binocular stereo
vision and the moving target detection and ranging algorithm are tested and analyzed. We know that the front and rear width
of the moving target (the person tested in this paper) is at least 10 cm, while the error value of the ranging algorithm in this
paper is within 6 meters, and the average error is less than 10 cm. According to the characteristics of binocular stereo vision,
the farther the viewing angle is, the smaller the parallax value of the left and right image pixels will be. Therefore, the
insignificant change of depth information will bring some errors to the ranging algorithm. The greater the measurement error
is, the lower the percentage deviation of the measurement result is within 2%. It also shows that the target ranging algorithm
in this paper can ensure good accuracy within a certain distance. Through this method, we can obtain the accurate data of
moving objects in sports competition, so as to improve the training method of athletes and improve the competition results.

1. Introduction

The modern Olympic movement has gone through a glori-
ous history of more than 100 years. While the athletes have
won a star-studded medal in the struggle and competition,
they have also shown the infinite charm of sports to the
world. Through the analysis of the evolution process of
Olympic sports performance, the author found that the
improvement of almost all sports performance has decreased
over time, and even some sports, such as the men’s 100m
sports performance, even increased by 1% or 2%. It is very
difficult, because human beings rely on their own instinctive
power to challenge their own physiological limit, which is
close to the limit level. Therefore, only from the perspective

of sports technology, in order to improve or make break-
throughs in sports performance, two changes must be com-
pleted in sports technology research methodology, that is,
from the traditional one based mainly on human eye obser-
vation to one based on high-precision motion capture and
analysis. The transformation of the technical measurement
method of human movement is from the empirical method
based on too much emotion to the human movement anal-
ysis method based on the programmed human movement
simulation and simulation. As early as 2000, the Institute
of Sports Science of the General Administration of Sports
of the People’s Republic of my country and the Institute of
Computer Science of the Chinese Academy of Sciences have
successfully developed a series of advanced sports (such as
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diving and weightlifting) and quasiadvantage projects (such as
gymnastics and trampoline) The “digital three-dimensional
human motion simulation system” based on computer virtual
simulation technology of intellectual property rights and
applying it to the preparations for the Athens Olympic
Games not only ensures the absolute advantage of Chinese
athletes in diving but also helps the first-generation trampo-
line athletes in my country. The Olympics won a bronze
medal. In the future, China will invest huge human, material,
and financial resources in the research and application of
sports virtual reality technology based on three-dimensional
simulation of sports technology.

Among the many means of human access to informa-
tion, vision occupies an absolutely important position, and
computer vision is to use computers to understand human
visual process, in order to replace some difficult tasks with
machines [1]. Computer vision is a very complex process.
It captures the same scene through two precalibrated cam-
eras and then restores the depth information by calculating
the parallax of binocular images on the same spatial point
in the same scene and the principle of triangulation. At pres-
ent, the binocular vision system designed by binocular vision
theory has been widely used in aerospace, industrial detec-
tion, robotics, automatic driving, and other fields [2]. In
recent years, with the deepening of the theoretical research
of binocular vision, people’s understanding of the binocular
vision system is also deepening. The current research shows
that the binocular vision system is not only suitable for
indoor scenes but also suitable for outdoor scenes. In the
outdoor scene, the depth information of the outdoor scene
can be reconstructed through high-resolution binocular
camera and appropriate matching algorithm, which greatly
enriches the application scene of the binocular vision sys-
tem. In addition, with the increasing demand for high-
performance and low-power computing, there have been
many advances in the field of processor architecture. Multi-
core and multithreaded computing have been widely used in
various applications, and heterogeneous multicore process-
ing has gradually emerged in various fields. The multicore
processor can greatly improve the computing performance
on the premise of limiting the power consumption, and the
isomerization of the computing core can make the comput-
ing mode of the algorithm not simple serial, but more paral-
lelization, which further shortens the running time of the
algorithm. Therefore, the heterogeneous multicore processor
has been widely concerned and studied by various industries
since its birth. For example, the accelerated processing unit
produced by AMD company integrates the traditional CPU
periphery with GPU core, which greatly improves the paral-
lel computing ability on the premise of limiting power
consumption. The performance of the traditional FPGA
processor produced by Zynq company is greatly improved.
The number of CPU cores of Xeon series processors pro-
duced by Intel company has reached 16, and through the
vectorization expansion of CPU instructions, it can also pro-
vide powerful parallel computing power; NVIDIA has
directly extended GPU to the field of general computing
and developed its own CUDA (Compute Unified Device
Architecture) programming architecture. Rapid progress is

taking place in the field of high-performance processors
and will have a far-reaching impact on traditional comput-
ing methods. In this context, the application of heteroge-
neous multicore processors in the binocular vision system
can not only solve the problem of low real-time performance
of the algorithm but also effectively control the power con-
sumption. Therefore, binocular stereo vision is also widely
used in visual navigation, target detection and tracking, tar-
get measurement, target recognition, and 3D scene percep-
tion. Figure 1 is a real-time moving target detection system.

2. Literature Review

At present, in competitive sports, the research hotspots of
sports technology in various countries focus on two fields:
video analysis of sports technology and 3D virtual simulation
of sports technology. Among them, the three-dimensional
simulation of sports technology is to reproduce the subtle
links of the technical movements of elite athletes through
computer virtual reality technology. The training intention
of the coaches, the organization plan of the manager, and
the training process of the athletes achieve the interpretation,
analysis, and prediction of the sports system, organization,
and evaluation of an experimental technology science. As
far as the research and application status of 3D simulation
of sports technology in the world is concerned, China is in
a relatively leading position, which is mainly due to the
national system of my country’s sports competition and
management system. To solve this research problem, Fang
and others put forward the idea of cost aggregation of bidi-
rectional adaptive weight, which reduces the complexity of
cost aggregation, which makes the cost aggregation process
of binocular matching the most time-consuming can be com-
pleted quickly, and then improves the real-time performance
of the matching algorithm [3]. Boulaouche and others pro-
posed the idea of using GPU to accelerate the SGM algorithm
based on mutual information in parallel. By using mutual
information matching cost and semiglobal optimization
method, the edge blur of parallax image caused by low
matching accuracy of the local matching algorithm is solved.
At the same time, the powerful parallel computing ability of
GPU is used, further improving the real-time performance
of the semiglobal matching algorithm based on mutual infor-
mation [4]. GUR and others implemented an adaptive win-
dow matching algorithm based on FPGA. The algorithm
makes full use of the parallelism and pipelined execution
characteristics of FPGA, which not only improves the real-
time performance of the algorithm but also reduces the sys-
tem power consumption. Its disadvantages are long develop-
ment cycle and poor maintainability of the algorithm [5].
Guo and others evaluated the performance of binocular
matching algorithm on various common multicore proces-
sors and pointed out that the parallel acceleration effect of
GPU on binocular matching algorithm is better than that of
DSP and FPGA [6]. Moghaddas and others proposed a sen-
sor method combining radar depth and binocular vision
depth, which realizes object segmentation in high-speed
environment and has high accuracy and robustness. There
are steps of identifying and locating targets [7]. Karray and
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others proposed LBP (local binary pattern) feature for target
detection and face recognition. This method has good effect
and simple calculation and is widely used in the field of
machine vision [8]. Bieze and others proposed SIFT (scale
invariant feature transformation) algorithm on ICCV to
extract local features. It uses the found extreme points in
space to extract scale, position, and rotation invariants [9].
Sun and others proposed Haar-like feature, which can be
used by Lianhart and others to calculate the pixel sum of
regional image, which greatly improves the efficiency [10].
Wang and others proposed the hog (direction amplitude his-
togram) algorithm to extract features. It describes the fea-
tures through the histogram of statistical image edges and
detects pedestrians combined with SVM. This method has
strong robustness to illumination changes and improves the
recognition accuracy [11]. Jiang and others proposed the surf
(accelerated robust feature) feature detection algorithm,
which absorbs the advantages of sift and uses the Hessian
algorithm to detect key points several times faster than sift
[1]. Panda and others proposed DPM (variable component
model) target detection algorithm, which improved hog
and added multicomponent strategy to describe the target
through the relationship between components. The DPM
algorithm has become an important part of human behavior
and posture classifier [12]. On the current research basis,
with the popularity of artificial intelligence all over the world,
the science and technology industry also began to develop in
the direction of intelligence and digitization. This paper in
the aspect of target detection, we should not only find the
position of the target in the image but also classify the target
objects. This requires the cooperation of target detection and
object classification algorithms. In this paper, SSD deep
learning neural network combined with mobile net is
selected for target detection. Mobile net, as a lightweight clas-

sification algorithm, can quickly and accurately extract the
characteristics of target objects. SSD, as a one-step target
detection algorithm, can output the position of target objects
efficiently and accurately. The combination of the two greatly
improves the accuracy of target detection.

3. Method

3.1. Binocular Stereo Vision. The essence of binocular stereo
vision is to use two identical cameras to capture two images
of the same scene from two perspectives and use the triangu-
lation principle to calculate the position difference between
the corresponding pixels of the two images to obtain the par-
allax map containing the three-dimensional information of
the scene [13]. Figure 2 shows the flow of the whole binocu-
lar stereo vision technology. Camera data acquisition is the
data source of the system, which provides data basis for
subsequent processing modules [14]. The application of
three-dimensional scene mainly uses the ranging principle
of binocular stereo vision and parallax map to complete
the application of visual navigation and positioning, object
noncontact measurement, and so on. In this paper, it is mov-
ing target detection and real-time ranging. Next, it mainly
introduces the important part of binocular stereo vision
technology.

3.1.1. Camera Calibration. The camera setting is to establish
a relationship between the pixels of the image and the actual
image location point. The goal is to obtain the camera’s
internal parameters, external parameters, and distortion
parameters, so as to lay the foundation for the use of the ste-
reoscopic editing module and the following 3D scenarios.
The imaging principle of the aperture camera determines
the transition process between the four coordinate systems.
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Assuming that the coordinate of a point in the world
coordinate system is ½xw, yw, zw�T and the imaging point in
the image pixel coordinate system is ½u, v�T , the conversion
relationship of the point from the world coordinate system
to the image pixel coordinate system is
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Here, R is an orthogonal rotation matrix, and T is a
translation matrix. They are used to determine the positional
relationship between the global and camera frames and the
relative position of the telescope camera. The parameters
required to define the two matrices are called external
parameters. u0 and v0 represent the position coordinate of
the center of the virtual imaging plane in the image pixel
coordinate system. f x represents the projection of the focal
length in the X direction in the image physical coordinate
system, and f y represents the projection in the Y direction.
f x, f y, u0, and v0 are the internal parameters of the camera.
Internal parameters indicate how to convert 3D camera
coordinates into 2D image coordinates inside the camera.
Therefore, internal parameters are only related to the camera
itself. Another internal parameter of the camera is distortion
parameter. Distortion is the distortion and change caused by
the camera in order to collect more image data under limited
viewing angle. It generally includes radial distortion and
tangential distortion. A total of five parameters need to be
determined.

Among the calibration methods, the calibration method
is simple and mature. In the process of calibration, only one
chess and card grid panel needs to be used as the calibration
board. By fixing the camera, let the calibration plate move at
different positions and angles to collect the image of the
camera [15]. Different equations are established according
to the key points on the calibration board, and then the
values of relevant parameters are obtained by closed-form
solution and maximum likelihood estimation method.

3.1.2. Stereo Correction. The first step of stereo correction is
image correction, which uses the camera distortion parame-
ters to remove the distortion of the image. In stereo correc-

tion, the most mature method is Bouguet’s stereo correction
algorithm. The principle of this algorithm is the epipolar
correction method. The principle of this method is briefly
introduced below.

Due to the epipolar geometry of the corresponding pixels
of the binocular image, under the epipolar constraint, for the
feature points on the imaging plane, the matching points on
the other imaging plane must be on the corresponding epi-
polar line. The function of binocular stereo correction is to
make strict line correspondence between the two corrected
images by using the geometric relationship of the opposite
level and keep the epipolar lines of the two images on the
same horizontal line, so that a corresponding pair of pixel
points can be found on the same line of the two images
[16]. When calculating the image parallax to find the corre-
sponding point of the pixel point, it only needs to carry out
linear search in this line, to speed up the calculation speed,
and to reduce the false matching rate.

3.1.3. Stereo Matching. Its purpose is to match the corre-
sponding pixel points in the binocular image after stereo
correction, calculate the difference of u coordinates of these
corresponding points in the image pixel coordinate system
in the left and right images, obtain the difference of corre-
sponding points, and finally combine the difference of all
pixel points to form a parallax map.

Stereo matching algorithms are complex and diverse.
The research on stereo matching algorithms is also a hot
research direction in binocular stereo vision technology.
In these three categories, researchers have proposed a vari-
ety of stereo matching methods. The most commonly used
is region-based matching. Its principle is to establish a
region block window centered on the pixel to be matched
in the reference image and then find a pixel in another
image, so that the region blocks window of the same size
created with it as the center and the region block window
in the reference image meet the similarity under certain
threshold conditions.

3.1.4. Principle of Binocular Stereo Vision Ranging. Accord-
ing to the principle of similar triangle, the depth information
Z can be deduced:

xl − xr ′
�� ��

B
=

f
Z
⇒ Z =

f B
d
, ð2Þ

where B represents the distance between the optical cen-
ters of binocular cameras, also known as the camera baseline
distance. The parallax value D of the target point P can be
obtained through the stereo matching algorithm, and the
depth information of the point P, that is, the distance value,
can be obtained by bringing its value into equation (2).

3.2. Software and Hardware Collaborative Design. Zynq is a
chip combining software and hardware. Software and hard-
ware collaborative design aims at the system requirements.
In the design process, software and hardware interact to
achieve the purpose of efficient work of the system. In
the early development of software and hardware system,

Camera calibration Camera image acquisition

3d scene application

Stereo matching

Three-dimensional correction

Figure 2: General flow of binocular stereographic techniques.
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hardware and software development were divided into two
independent parts. Generally, the hardware is designed first,
and then the software is designed on the hardware platform.
Due to the lack of clear understanding of software and hard-
ware architecture and implementation mechanism in the
design process, the design results are often blind. As a result,
the whole system design needs to rely on the designer’s devel-
opment experience, and the design time and cost are greatly
improved. Moreover, in the process of repeated modification,
it often deviates from the original design requirements in
some aspects. Compared with the disadvantages of the tradi-
tional independent design of software and hardware archi-
tecture, the software and hardware collaborative design
method excavates the correlation between the system soft-
ware and hardware as much as possible by comprehensively
analyzing the functions [17]. Divide the software and hard-
ware reasonably, then complete the software and hardware
data interaction in a correct way, and finally generate the
hardware and software architecture of the system through
hardware comprehensive simulation and software compila-
tion and testing.

In the design process, the functional requirements of the
system are analyzed from the description of the target sys-
tem. Considering the existing resources, algorithm complex-
ity, and cost and time of system development, the software
and hardware of the system are divided reasonably, make
clear which module is implemented by hardware and which
module is implemented by software, and design the software
and hardware interaction interface. Secondly, the software
and hardware of the system are developed synchronously,
including the synthesis and simulation of hardware modules,
the compilation and testing of software modules, and the
interactive design of software and hardware interfaces.
Finally, the integrated hardware is integrated with the
compiled software, and the simulation test of the system is
carried out to detect whether the system meets the perfor-
mance requirements. Otherwise, it is necessary to redivide
the software and hardware. With the increasing develop-
ment and maturity of programmable devices, excellent
embedded systems are inseparable from the architecture
method of software and hardware collaborative design.

3.3. Traditional Sports Object Detection Algorithm. By ana-
lyzing the sequence of video or continuous image frames,
determine whether each frame has a forward target, that is,
moving the target; then decompose the corresponding front-
end target attribute, i.e., the detection of the moving target is
completed. Based on the presence of relative motion between
the detected phenomenon and the camera, the motion target
detection algorithm can be divided into static background
detection and motion background detection [18].

3.3.1. Frame Difference Method. The frame difference
method uses the principle of strong correlation between
adjacent frames of image sequence to separate moving tar-
gets through the differences between image frame sequences.
Its essence is to calculate the difference of pixel values
between two or more adjacent frames in image sequence

and set the corresponding threshold to divide the fore-
ground region and background region.

Assuming that the k-th frame image in the continuous
image sequence is represented as f kðx, yÞ, the K-T frame
image is represented as f k−tðx, yÞ, T represents the interval
of the differential frame, and the difference Dkðx, yÞ of the
two frame images can be described by formula (3):

Dk X, yð Þ = f k X, yð Þ − f k−t x, yð Þj j: ð3Þ

Then, the Dkðx, yÞ is binarized, and the result is shown in
equation (3). By analyzing the Mkðx, yÞ value to distinguish
the front scenic spot,

Mk x, yð Þ = 1,Dk x, yð Þ > T , ð4Þ

Mk x, yð Þ = 0,Dk x, yð Þ ≤ T: ð5Þ
The moving target can be extracted from the background

by binarization of all pixels of the target image. The flow
chart is used to describe the frame difference method, as
shown in Figure 3.

In Figure 3 that after the image difference is calculated
through equations (3) and (4) and binarized, some methods
in morphology (such as filtering) need to be used to attenu-
ate the noise in the binarized image. Because the moving tar-
get obtained by frame difference method may have some
holes, it also needs connectivity processing, which finally
determines the moving target.

The algorithm of frame difference method has low com-
plexity, can better adapt to the background environment
with slow change, and has high real-time performance.
However, the detection accuracy of the algorithm is not
high. When the color of the target is like the background,
it cannot effectively detect the moving target; moreover,
the algorithm is prone to false detection. For example, when
checking fast-moving targets, it is easy to detect multiple
moving targets or treat the background as moving targets.

3.3.2. Background Subtraction Method. Background subtrac-
tion is the most used basic method in moving target detec-
tion. Its essence is to establish a background model to
represent the detection scene; then, the pixels of each subse-
quent frame are subtracted from the corresponding pixels in
the background, and the ones with large changes in the oper-
ation results are regarded as the front scenic spots, and vice
versa. The core of the background subtraction method is the
establishment of the background model, which should
reflect the realistic changes of the scene as much as possible.
Because the real scene cannot be static, the factors such as
illumination, water wave, and the change of leaves all
increase the difficulty of background modeling, and the
background model needs to be updated constantly. There
are many modeling methods for different application envi-
ronments. Figure 4 shows the working flow chart of back-
ground subtraction method for primary target detection.

By analyzing the flow of Figure 4, the algorithm first
needs to obtain a frame of image in the image sequence
and attenuate the image noise through simple preprocessing
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and then carry out background modeling according to a
certain background modeling principle. If a frame image
at time t is selected as Fðx, y, tÞ, assuming that the image
after background modeling at this time is Bðx, y, tÞ, the
background of the image is subtracted to obtain the differ-
ence between the image and the background. By comparing
with the threshold T selected in a specific environment
scene, the binarized image Iðx, y, tÞ is obtained. The expres-
sion is as follows:

I x, y, tð Þ = 1 F x, y, tð Þ − B x, y, tð Þj j > T ,

I x, y, tð Þ = 0 F x, y, tð Þ − B x, y, tð Þj j ≤ T:
ð6Þ

The binary image has highlighted the foreground target.
In order to eliminate noise, it is also necessary to carry out
morphological filtering such as frame difference method
and target connectivity analysis. Because the background
model is not one layer invariant, corresponding algorithms
need to be adopted to update the background model and
finally determine the moving target.

It has little computation and is easy to implement and
performs well in obtaining the foreground area when the
scene changes slightly; however, the algorithm is sensitive
to illumination changes and vulnerable to background fluc-
tuations. The effect of this method also depends on the
establishment and updating of the background model. At
present, the commonly used background updating methods
include Gaussian mixture modeling and vibe model updat-
ing. Due to the large amount of calculation and high com-
plexity of Gaussian mixture modeling, it is not suitable for
the moving target detection system with high real-time
requirements; so, it will not be described in detail here.

3.3.3. Vibe Algorithm. The Vibe algorithm is a pixel-level
video background modeling algorithm. The algorithm stores
a sample set of all pixels in an image, and each sample set is
the pixel value before the pixel and the pixel value of the
neighbors; then, compare the new range with the value in
the sample set to determine whether the point is a back-
ground point and update the sample value of the pixel and
its field points with a certain probability. The algorithm
has no limited requirements for the detection environment.
It estimates the background model through random sam-
pling to simulate the random volatility of the real environ-
ment. By adjusting the time secondary sampling factor, a
few new sample values are used to replace the changes of
all sample values, considering the detection accuracy and
computational complexity.

For any pixel vðx, yÞ in the selected image, the algorithm
randomly selects the pixel values viðx, yÞ of N neighborhood
points as sample values and stores them in the background
sample set Mðx, yÞ of the pixel. The result is shown in for-
mula (7). Finally, the sample values of all pixels in the image
are collected to initialize the background model.

M x, yð Þ = v1 x, yð Þ, v2 x, yð Þ,⋯, vN x, yð Þf g: ð7Þ

Positive image detection is as follows: starting from the
second frame of the video image sequence, go through each
pixel of the new frame image in v ðx, yÞ to modify the pixel
sample set:

D x, yð Þ = d1 x, yð Þ, d2 x, yð Þ,⋯, dN x, yð Þð Þ, ð8Þ

where Dðx, yÞ represents the set of differences between
the value of the current pixel vðx, yÞ and all sample values
in the pixel sample set Mðx, yÞ:

di x, yð Þ = v x, yð Þ − vi x, yð Þ: ð9Þ

Before foreground detection, the threshold r is to judge
whether the pixel is close to the historical sample value,
and the threshold T is to judge whether it is the front scenic
spot need to be set in advance; then, traverse all elements
diðx, yÞ in Dðx, yÞ and compare its size with the threshold
R; count the number of diðx, yÞ as Nf . If Nf > T , this point
is the front scenic spot. According to the experimental test
results, the three main parameters in the detection process

The end of the

Moving object discrimination

Connectivity analysis

The image difference

Pick k-t,k frame imageImage sequence preprocessing

Binary processing

start

Morphological treatment

Figure 3: Workflow of the frame difference method.

start

Background modeling

A frame image of the
current momentBackground to reduce

Binary processing

Image sequence preprocessing

The end of the
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post-processing

Figure 4: Workflow of the background subtraction method.
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are generally set as follows: the number of sample sets N =
20, the threshold R = 20, and the threshold T = 2.

Background model updating is as follows: while detect-
ing the foreground, the background model needs to be
updated constantly so that the model can adapt to the
changing scene. The update method determines that the
update strategy of the vibe algorithm includes three attri-
butes: memoryless update strategy, time sampling update
strategy, and spatial domain update strategy. First, whether
the sample values are replaced in the sample set of the back-
ground model is independent of time. Secondly, the algo-
rithm reduces the update frequency of the sample value in
the background and its neighbor sample value through the
time secondary sampling mechanism. Third, for the pixel
to be updated, a pixel will be randomly selected in its neigh-
borhood to update the selected sample pixel value with the
newly selected pixel [19].

According to the understanding of the basic principle of
the vibe algorithm, the algorithm process is simple, has strong
randomness in time and space, and can effectively adapt to
environmental changes. The vibe algorithm is more stable
than the frame difference method and background subtraction
method and is not easy to be affected by illumination and
scene mutation; at the same time, the algorithm has low com-
plexity and small amount of calculation, which is easy to
implement on embedded devices [20]. Through the test of
the data set, it is found that if the scenes in frame are all back-
ground, the detection effect will perform well, but if there are
moving objects in the first frame, the phenomenon of “ghost”
will occur, or the suddenmovement of stationary targets in the
process of moving target detection will also produce the phe-
nomenon of “ghost.” Secondly, the detection of moving target
by the vibe algorithm is usually incomplete, resulting in that
the moving target is not a connected region in the detection
effect. These two problems will have an adverse impact on
the target ranging module of the moving target detection sys-
tem: “ghost” phenomenon will lead to multiple target areas,
resulting in false detection and blank ranging. If the target
detection is incomplete, there will be multiple subregions
and multiple inaccurate distance information. In view of
these two shortcomings of the vibe algorithm, this paper
improves it according to the depth information obtained by
binocular stereo vision technology [21].

3.4. Improved Vibe Algorithm Based on Depth Information

3.4.1. Correction of “Ghost” Phenomenon. If the frame image
used to initialize the background model happens to have a
moving target, it will be regarded as the background. Simi-
larly, when the target is forbidden to move suddenly during
the detection process, such a “ghost” phenomenon will also
appear. Considering that the depth information of pixels in
this area will increase suddenly after the target moves, com-
bined with this feature, when the algorithm initializes the
background model, the depth information of each pixel will
also be stored in the sample set. In a new frame of image
detection, the difference value of depth information will
be increased, and the result information is stored in the
matrix mat D:

MatD x, yð Þ = 1 depths x, yð Þ − depth x, yð Þj j >D,

MatD x, yð Þ = 0 depths x, yð Þ − depth x, yð Þj j ≤D,
ð10Þ

where depth represents the depthsðx, yÞ information in
the pixel sample set, depth represents the depthsðx, yÞ infor-
mation of the current pixel, and D represents the differen-
tial threshold of the depth information. It is necessary to
correct the point as a background point and reinitialize
the background model.

3.4.2. Correction of Incomplete Target Detection. This phe-
nomenon is usually caused by the complexity and variability
of the scene or moving target. There is also some noise inter-
ference, which makes isolated noise points and connected
noise areas appear in the image data. Considering that the
depth information of pixels in the moving target area is sim-
ilar, there will not be too much mutation.

First, you need to define eight field value sets s ðx, yÞ of
any pixel ðx, yÞ:

S x, yð Þ = x − 1, y − 1ð Þ, x, y − 1ð Þ, x + 1, y − 1ð Þ, x − 1, y − 1ð Þf
� x + 1, yð Þ, x + 1, y − 1ð Þ, x, y + 1ð Þ, x + 1, y + 1ð Þg:

ð11Þ

Then, the depth information of the pixel ðx, yÞ and the
depth information of the field value are differentiated:

depth x, yð Þ − depthi x, yð Þj j ≤ F, ð12Þ

where depthðx, yÞ represents the depth information of
the pixel, depthiðx, yÞrepresents the depth information of
the neighborhood of the pixel, and f represents the differ-
ence threshold of the depth information between the two.
If the current pixel point is the front scenic spot and its
neighborhood point satisfies formula (12), its neighborhood
point is also corrected as the front scenic spot.

3.5. Target Ranging Algorithm. We know that moving object
detection with distance information can effectively improve
the safety of pedestrians and vehicles in road traffic. How-
ever, the common target ranging is usually to detect the fea-
ture points of moving targets and express the target distance
through the single depth information of feature points. This
method is simple and easy, but the selection of feature points
often cannot fully include all the information of the target.
The target is a moving region, and several key feature points
cannot be used to describe the distance information of the
region. To solve this problem, this paper analyzes the depth
information of the moving target area, classifies, discards all
the depth values in the area, and finally calculates the mean
value of the selected value to represent the real-time distance
of the moving target.

Through the improved vibe algorithm described in the
previous section, the region of the moving target can be
accurately obtained, and then the moving target can be
framed with a rectangle by using the simple method in
openCV, considering that the depth information of all pixels
in the moving target contour should have certain similarity,
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even the same value. After removing the moving target in
the rectangular area, the background is the background.
The depth information of the background points has similar
similarity, and their values must be much larger than all
pixels in the moving target contour; moreover, the number
of depth values of foreground targets in the detection area
should be much greater than the number of depth values
in the background. According to these characteristics, this
paper classifies and discards the depth information in the
rectangular box.

Suppose that the starting pixel of the rectangular box is
ðu0, v0Þ and the ending pixel is ðul, vlÞ, define the maximum
distance as Max, divide the distance value from 0 to Max
into equal intervals, totaling n segments, and the interval
of each segment is d; Then, the depth value of each interval
(k, k + d) is statistically summed:

Si = 〠
x,yð Þ= ul ,vlð Þ

x,yð Þ= u0,v0ð Þ
depth x, yð Þdepth x, yð Þ ∈ k, k + dð Þ, ð13Þ

where Si represents the sum of the depth values of each
interval, depth ðx, yÞ represents the depth value of pixels
ðx, yÞ, k = 0, d, 2d…MAX-d. At the same time, count the
number of depth values in the interval (k, k + d):

Ci = 〠
x,yð Þ= ul ,vlð Þ

x,yð Þ= u0,v0ð Þ
1depth x, yð Þ ∈ k, k + dð Þ, ð14Þ

where Ci represents the sum of the number of depth
values of each interval. Then, put the Si and Ci of each
interval into the set, respectively:

ConA = S1, S2,⋯, SNf g,
ConB = C1, C2,⋯, CNf g:

ð15Þ

After the completion of statistics, calculate the percent-
age of each element in the set con B in the sum of elements
in the whole set. Select the element Ci with the highest per-
centage value and find the corresponding Si in the set con
A according to the index value I. Finally, the mean Si/Ci is
obtained. The distance of the moving target obtained by
this algorithm can effectively avoid the deviation caused
by the method of estimating the distance by local feature
points and has a certain accuracy in the test system.

4. Results and Analysis

Due to the bandwidth limitation of USB2.0 interface of
development board, the system cannot meet the real-time
data acquisition of camera. In order to meet the test require-
ments, the system test adopts USB3.0 interface of PC, and
the collected data is quickly transferred to the installed hard-
ware card through PCIe interface, which can avoid data
delay and detection target and improve the accuracy of the
test system algorithm. Ethernet port transmits data to PC
through UDP transmission thread for later storage and

application; PCIe interface is used for high-speed transmis-
sion of data collected by camera. Based on this experimental
platform, the following first introduces the environment
construction and performance test of the system, and then
introduces the result test and data analysis of the moving
target detection and ranging algorithm of the system.

4.1. System Construction and Performance Test. First, the
mobile target detection system implements the PL logic
design section through the Xilinx Vivado development
toolkit, which can process and encapsulate the IP kernel.
Using this tool, we can complete the design of the specific
IP kernel design in the system, the hardware path between
the IP cores, and verify that the design is optimal and correct
with the help of hardware simulation. As shown in Table 1
and Figure 5, the main resources spent on the system hard-
ware are as follows.

As can be seen from Table 1 and Figure 5, the main
resource consumption of the development board is within
the available range and can meet the system operation
requirements. The PL part realizes the stereo correction
and stereo matching algorithm through the parallel accel-
eration of FPGA to improve the processing speed of the
system.

Table 2: Time of complex algorithms.

Platform Stereo correction Stereo matching Total

CPU 0.230 s 29.752 s 29.982

Zynq 0:00472 + 0:00351 0.00823 s

Table 1: System hardware resource consumption.

Resource Utilization Available

LUT 182789 218601

FF 171530 437201

BRAM 485 544

DSP 267 901
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Figure 5: System referral resource utilization.
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To obtain a speed comparison between the hardware and
software design architecture (fpga100MHz, arm667MHz)
and simple CPU (2.50GHz), the processing times were
checked and collected using a telescope image test at 640 ∗

480 resolution. Two complex algorithms are multiple stereo
corrections and stereo tunings. The PS part calls the system
clock according to the program instructions and calculates
the software development time through the jet lag. Table 2
shows the average time to develop the test package. It can be
seen that a simple CPU takes almost half a minute to develop
the two algorithms, while the Zynq system develops the two
algorithms in parallel according to the collaborative design
method of the architecture. Logical control of the PS part takes
only 0.00473 seconds, while the algorithm development of the
PL part takes only 0.00350 seconds.

This paper compares the system architecture with the
embedded real-time design stereo vision system architecture
only for the processing time of complex algorithms. The
comparison results are shown in Table 3. Although the
embedded real-time design stereo vision system architecture
has low hardware resource consumption, however, the image
frame rate is slightly lower than the architecture method pro-
posed in this paper. Moreover, the system in this paper also
reflects the human-computer interaction performance, while
the embedded real-time design stereo vision system does not
reflect any human-computer interaction performance.

The development board does not support the rapid
transmission of high-resolution camera and cannot test the
best effect of the overall system. Therefore, the acquisition
end is changed to store atlas with different resolutions in
the startup card. The system carries out actual test by read-
ing these atlantes and controls the interactive work such as
system startup and resolution change through buttons on
the GUI. In PS coding, the method of calling system time
through program instructions calculates the time difference
before receiving data from PL. The test results are shown
in Table 4 and Figure 6:

It can be seen from the table and figure that when pro-
cessing images with a resolution of 640 ∗ 480, the frame rate
of the system can reach 121.44 frames/s. The real-time effect
can be achieved by displaying the processing results through
HDMI display and GUI, if the system is applied to vehicle
safe driving.

4.2. Application Algorithm Test and Result Analysis. Dispar-
ity map information technology can meet many application

requirements in 3D scene perception. In order to detect the
sports entity target, this paper completes the application of
moving target detection. The ZC706 hardware development
board selected for the system adopts a low-level manual sys-
tem with low processing ability and low real-time of the
application algorithm. Therefore, the effect of the system
application algorithm is tested on the computer [22].

In this paper, the video with image resolution of 640 ∗

480 is sampled and tested in indoor lighting environment
and outdoor brightness uniform environment, respectively.
First, build the system test platform correctly. Then, with
the help of the ruler, let the target walk parallel to the camera
angle at the fixed actual distance point and collect and pro-
cess the video to ensure that the camera captures the moving
target at the same distance. Finally, the system test distance
of each frame image is recorded.

In order to minimize the measurement error, the mea-
surement values of all frame images from frame 100 to frame
300 in the measurement video of each distance point are
counted in this paper. Then, compare these measured values
and select the target value with the largest number of mea-
sured distance values as the system measurement value of
the moving target. Based on this statistical method, the
indoor environment and outdoor environment are mea-
sured and counted, respectively. The statistical results are
shown in Figures 7–14:

Because the camera height setting of the system platform
is different when it is built indoors and outdoors, this paper

Table 3: Comparison results of system processing frame rate.

Design architecture Device Resolving power Hardware resource Frame rate

Design of embedded real-time XC7Z045 640∗480 182933 LUTS, 143223 FFS, 100 DSPs, 138 BRAMs 101

This paper XC7Z045 640∗480 182796 LUTS, 171526 FFS, 268 DSPs, 485 BRAMs 121.42

Table 4: Frame rate of image processing with different resolutions.

Resolving power 640∗480 1280∗720 1280∗960 1920∗1080

Frame rate 121.426 66.725 54.959 36.560
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Figure 6: Frame rate diagram of image processing with different
resolutions.
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takes the ability to see the whole contour of the moving tar-
get as the standard for distance measurement; so, the start-
ing point of indoor ranging is 3.5m, and the starting point
of outdoor ranging is 3M. Moreover, the moving target
has become small and blurred beyond 9 meters; so, the mea-
surement ends at 9 meters. From the comparison of
Figures 7–14, in this article, you can see that the indoor

and outdoor performance is slightly different for the target
algorithms. We know that the moving object (the person
tested in this document) is at least 10 cm wide, but the algo-
rithm error specified in this document is within 6m, and the
average error is less than 10. From the stereo visual charac-
teristics of the binocular, the farther the perspective, the
smaller the pixel parallax of the left and right images.
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Figure 8: Measured values of the indoor moving target ranging
system.
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Figure 10: Indoor moving target ranging error percentage.
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Figure 12: Measured values of the outdoor moving target ranging
system.
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Therefore, small changes in depth information can all lead to
some algorithmic errors. It can be seen that the higher the
measurement error, the smaller the measurement deviation
is less than 2%; it also shows that the target distance algo-
rithm can provide good accuracy within a certain distance.

5. Conclusion

This paper presents the research and implementations of
various binocular-based moving object modeling. To detect
objects of moving objects, we complete a program to detect
moving targets and determine real-time distances based on
the traditional vibration algorithm and scaling stereo visual
information. The ZC706 hardware development board
selected for the system implementation adopts a low-level
manual system, with low processing ability and low real-
time performance of the application algorithm. Therefore,
the effect of the system application algorithm is tested on
the computer. This paper presents a software and hardware
codesign method for the moving target detection system.
Combine the respective advantages of software and hard-
ware to divide the software and hardware of the system
module and then design efficient and accurate data control
and transmission between software and hardware; finally,

combined with the specific algorithm and logic control of
binocular stereo vision technology and moving target detec-
tion technology, the software and hardware of the system are
realized. In the test and analysis of the real-time perfor-
mance of the system, the processing speed of the system
decreases linearly with the increase of image resolution. In
the future development of science and technology, people’s
requirements for image quality are gradually improved,
and there is a great demand for high-resolution images.
Therefore, the system can be further optimized in the archi-
tecture design and binocular stereo vision algorithm, such as
increasing the bandwidth of data transmission interface
under high resolution in the architecture, to reasonably
reduce the complexity of the algorithm when ensuring the
accuracy of the algorithm. Through this method, we can
obtain the accurate data of athletes in sports competition.
Through data analysis, we can improve the athlete training
method, so as to improve the competition performance.
The experiment shows that this method can be effectively
applied to sports training.
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Based on the antimetal RFID tag model, a sports equipment batch management system is established. The establishment process
of the model and system is discussed in detail, and the principle of metal-resistant RFID tag is revealed. Then, the antimetal RFID
tag sports equipment batch management system is applied to colleges, middle schools, and primary schools, and the use of
teachers and students on the efficiency of sports equipment batch management is studied, highlighting the advantages of the
management system. In general, the antimetal RFID tag sports equipment batch management system has timeliness,
universality, and reliability. It can adapt to the sports equipment management of different schools, improve its management
efficiency, and play a positive role in the development of modern school sports.

1. Introduction

Sports equipment is the carrier of sports development. Phys-
ical education in colleges must rely on a large number of
sports equipment for support, which can achieve better
teaching results. In the vigorous development stage of col-
lege sports, more teaching projects must be completed with
the help of sports equipment. In physical education, colleges
should not only provide sports equipment but also manage
sports equipment, so as to provide better serve physical edu-
cation [1, 2].

Sports equipment can be defined as all kinds of equip-
ment used in various sports. Sports equipment is obviously
closely related to the sports needs of human beings at all
stages. Sports equipment mainly comes from two aspects.
On the one hand, it is the evolution of some equipment in
people’s long-term production labor and social struggle,
and on the other hand, it comes from all kinds of equipment

formed in people’s long-term entertainment [3–5]. For
example, some throwing events mainly come from human
long-term war practice, and ball games mainly come from
human daily entertainment. The origin of different sports
equipment is different, and the diversified sources have cre-
ated the rich and colorful content of sports.

At present, all kinds of equipment can realize intelligent
management. Using the system for system management can
facilitate the management of equipment in the process of
physical education teaching; especially at present, the man-
agement of sports equipment is directly related to the
improvement of physical education quality [6]. The state
pays special attention to the physical education of teenagers,
and the sports equipment management system is mainly a
comprehensive information service platform created for
sports managers. The main purpose is to obtain a series of
information of equipment and obtain the use of equipment
through specific instructions. The development of the
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system is conducive to expand the development path of
school physical education and promote the modern develop-
ment of management system [7].

In the management of sports equipment, it mainly aims
at the secondment management and return management of
sports equipment. In the system business process, users can
query the actual situation of their returned equipment
through the system. The equipment manager mainly counts
the equipment and understands the performance of the
equipment and inquires about the use of users’ equipment.
In the management of sports equipment, the most important
thing is to manage the borrowing process and return pro-
cess, as well as the borrowing approval and management
process [8–10].

The functional performance requirements of the sports
equipment management system need to ensure beauty and
cleanliness. At the same time, it should be convenient, fast,
easy to operate, able to enter data, ensure a clear user direc-
tion and user group, and facilitate user authentication. For
example, the implementation of three algorithm steps can
be set. Under Windows OS, to ensure the stable operation
and powerful function of the system, it also needs strong
fault tolerance, emphasizes the expandability and function
of the system, and emphasizes the maintainability, develop-
ment, and portability of the system [11, 12]. It supports key-
board input and mouse operation, which can realize man-
machine interactive processing. At the same time, it can also
output relevant sports data in combination with the printer
to ensure the stable operation of the system.

On the whole, the sports management department
assists with the support of the sports equipment manage-
ment system, helps the department to have time to perform
tasks on the job, and provides good data support for the con-
struction of the sports equipment management department.

Internet of things (IOT) is a project that extends and
extends its client to any information exchange and network
communication based on Internet applications, which is
one of the important components of modern information
industry [13]. RFID (radio frequency identification) is not
only an automatic identification technology but also a key
part of the Internet of things technology, which completes
noncontact automatic identification by using radio fre-
quency signals for data and energy transmission. The RFID
system generally includes tag and reader, and the tag is used
to identify the object. The reader reads the information
stored on the tag through radio frequency signal and then
completes the identification of the object [14]. Compared
with the two-dimensional code technology widely used at
present, RFID has the advantages of fast reading rate, long
reading distance, large information capacity, and high secu-
rity performance. In addition, it is supported for fast reading
and writing, no need for manual attendance, and no need for
manual visualization. Through information sharing in the
form of Internet, RFID technology can realize the sharing
and tracking of relevant item information all over the world
[15–17]. Therefore, it can be said that RFID is the corner-
stone of the Internet of things.

RFID technology has a large number of applications and
great development prospects in many fields such as com-

modity management, transportation and production,
manufacturing, and commerce [18]. At present, the main
applications of RFID include access control, product track-
ing, logistics management, intelligent shelf, anticounterfeit-
ing security, and medical device management. RFID is the
important foundation of Internet plus and Internet of things.
Its development needs to keep pace with the rapid develop-
ment of Internet plus and Internet of things. Although RFID
technology is developing rapidly, it is not mature enough
[19]. At this stage, there are two main problems: firstly, the
cost of labels. Although the cost of ordinary labels is rela-
tively low, for special applications, such as labels applied to
metals and specific forms of goods, the cost is high, and a
single identification cannot be completed for all goods. Sec-
ondly, the tag performance cannot meet the application
requirements of specific size and form, which also hinders
the popularization of RFID technology [20].

In practical applications, metal objects are common
application carriers. According to the antenna theory, the
metal object or surface has a great influence on the antenna.
When the ordinary tag antenna is pasted on the metal sur-
face, the reading distance becomes shorter or even cannot
be read. Metal-resistant RFID tag refers to RFID tag specially
designed for metal environment.

At present, there are two main implementation methods
of antimetal labels: ordinary labels add additional materials
or structures to form antimetal labels and design tag anten-
nas with specific structures and forms. Adding additional
materials or structures to ordinary tags to form antimetal
tags mainly includes the following methods: adjusting the
distance between the tag antenna and the metal surface, add-
ing absorbing materials between the tag antenna and the
metal, and adopting structures such as electromagnetic band
gap structure EBG and artificial magnetic conductor AMC
[21, 22]. These methods mainly study the external environ-
ment of the tag, while the metal resistance of the label is real-
ized by changing the external environment of the label.
However, this method has many problems in practical appli-
cation, and its performance and size may not meet the actual
needs. The design of tag antenna with specific structure and
form mainly includes the design of microstrip antenna and
PIFA antenna. These antennas have metal floor, which can
effectively reduce the influence of metal surface on them.
This way is to study the structural performance of the
antenna itself and ignore the influence of the external metal
of the tag antenna [23]. Generally, the so-called design of
antimetal tag antenna refers to this specially designed tag
antenna form.

For the design of antimetal tag antenna, the antimetal
performance of tag antenna should be stable, and the perfor-
mance changes little on metal carriers of different sizes.
Reading distance is the most direct performance identifica-
tion of the tag antenna. The tag needs to have a long recog-
nition distance and a large recognition range, which requires
the tag antenna to have high gain and wide lobe width to
facilitate the reading of the tag.

Albrecher et al. [24] studied that the input impedance of
ordinary tag antenna by the metal environment, which fur-
ther affected the reading distance of tag antenna, would
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cause some damage to the management of sports equipment.
By studying the influence of metal sports equipment of dif-
ferent sizes on the performance of folded dipole antenna,
Rodean and Morar [25] pointed out the influence of the size
of metal plate of sports equipment on the width of main lobe
of antenna and the influence of the distance between metal
plate and antenna on the number of main lobe of antenna
and found the management method of metal sports equip-
ment. Bogusaw and Elbieta [26] studied the management
of sports equipment under different antennas through the
budget of wireless link and obtained the antimetal RFID
tag, which was helpful to improve the management effi-
ciency of sports equipment. Based on the above research,
Patra et al. [27] summarized and analyzed the influence of
metal sports equipment on the impedance, transmission
coefficient application, and directivity of tag antenna
through simulation and experiment and obtained the best
management mode of sports equipment.

Based on the antimetal RFID tag, the optimum parame-
ters of the antenna are obtained by this method, and the
influence of impedance data on the properties of metal
materials is studied. Then, the optimal number of antimetal
RFID antennas is obtained. Through the study of the influ-
ence of antenna impedance on metal equipment, the corre-
sponding RFID model is established. Then, for the
problems existing in the batch management of sports equip-
ment, the batch management behavior of sports equipment
is studied in detail based on the antimetal RFID tag model.
The results show that the antimetal RFID tag is helpful to
improve the efficiency of batch management of sports equip-
ment, which provides a certain model algorithm and exper-
imental data support for the batch management of sports
equipment.

2. Model Establishment Based on Antimetal
RFID Tag

Antimetal RFID antenna is mainly composed of three parts:
base plate, dielectric substrate, and radiation patch. The
radiation patch can be divided into two parts. The first part
digs out a rectangular slot, and the second part inserts a
metal patch smaller than the rectangular slot in the middle
of the rectangular slot and finally forms an annular slot hole.

When the antenna is bent, the electric field of the micro-
strip line to the ground has a vector in the tangent direction,
which can be equivalent to a capacitor connected in series
with the antenna, resulting in the shift of the frequency to
high frequency. In order to reduce this effect, the metal cov-
erage area of the antenna can be reduced; that is, the value of
series capacitance can be reduced by digging out a rectangu-
lar slot. However, this method also increases the flow path of
the current on the antenna surface, that is, increases the
inductance [28]. In order to weaken this effect, insert a metal
patch in the middle of the rectangular slot, and the metal
patch is coupled at the upper and lower ends to generate
reverse current, which reduces the inductance of the patch
antenna and causes the effect of frequency rise.

Therefore, when the antenna is bent, the frequency will
rise due to the series capacitance, but the phenomenon of

the shift of the resonant frequency to the high frequency is
slowed down due to the excavation of the rectangular
groove, and then the effect of the intermediate metal patch
is further used to make the antenna resonant frequency shift
very small.

In this design, the antimetal RFID antenna adopts the
inductive coupling feed structure, which has the advantages
of quickly eliminating interference and collecting signals,
and can obtain the required information more accurately,
and the inductive coupling matching uses the ring resonator
to form the feed structure to provide high inductive imped-
ance and then coupled to the radiator. The size of the ring
can adjust the reactance, and the coupling strength between
the ring and the radiator can adjust the resistance [29]. So,
the method is easier in matching design.

The input impedance at the feed of the feed ring is
expressed by equation (1):

Zin = Zloop +
2πfMð Þ2
Zrb

, ð1Þ

where Zloop, M, and Zrb are the input impedance of the feed
ring, the mutual inductance between the feed ring and the
radiator, and the input impedance of the radiator, respec-
tively. Antenna input impedance is the resistance in the pro-
cess of antenna input, which reflects the influence of external
environment on antenna signal. Based on equation (1), the
resistance Rin and reactance Xin of antenna input impedance
can be expressed as equations (2) and (3):

Rin f0ð Þ = 2πfMð Þ2
Rrb f0ð Þ , ð2Þ

Xin f0ð Þ = 2πf0Lloop, ð3Þ
where f0 is the working frequency of the antenna, which is
the speed at which the antenna receives the signal, reflecting
the overall working capacity of the antenna. The higher the
working frequency of the antenna is, the better the ability
of the antenna to receive signals. According to equation
(2), the input resistance of the antenna is determined by
the mutual inductance between the feed ring and the radia-
tor, and its size can be adjusted by adjusting the size of the
feed ring and the distance between the feed ring and the
radiator. For the antenna input reactance, due to the size
of the feed ring, such as length, width, and height, it will
affect the resistance of the reactance. In addition, mutual
inductance effect and radiation effect will affect the input
reactance of the antenna. Therefore, it is mainly affected by
the size of the feed ring, as shown in equation (4):

Lloop = 0:4 LL +WLð Þ ln 2LLWL

s LL +WLð Þ
� �

μHð Þ, ð4Þ

were LL is the length of the feeder loop, WL is the width of
the feeder loop, and s is the line width of the feeder loop.

For a rectangular radiating patch, after considering the
short edge effect, which is caused by the difference and
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synergy of some energy or information in the rectangular
radiation patch, the actual length L of the radiating element
is shown in equation (5):

L = c
2f ffiffiffiffiffiffi

εeff
p 2ΔL, ð5Þ

where c is the free space wavelength with a value of 3. 0 ×
108 m/s, εeff is the effective dielectric constant, which is
1.0054, △L is the equivalent radiation gap length, and it
can be expressed by equations (6) and (7), respectively:

ΔL = εeff + 0:3ð Þ W/hð Þ + 0:264ð Þ
εeff − 0:258ð Þ W/hð Þ + 0:8ð Þ , ð6Þ

εeff =
εr + 1
2 + εr − 1

2 1 + 12 h
W

� �1/2
, ð7Þ

where εr is the relative permittivity of the medium, h is the
thickness of the medium, which refers to the material com-
position of the antenna, and the thickness of the medium
represents the signal receiving ability of the antenna. W is
the width of the rectangular patch.

The inductive coupling feeding is used to make the
working frequency of the antimetal RFID antenna conjugate
with the chip impedance at 915MHz. At this time, the sub-
strate isεr = 3:9, and the dielectric loss tangent tan is δ =
0:003. The thickness h of the medium is 1.5mm, which
meets the low profile requirement of the antimetal RFID
antenna. When the antimetal RFID antenna is miniaturized,
it not only helps to eliminate the interference of metal sub-
stances but also has the advantage of receiving signals
quickly. What is more, the width W of the radiation patch
is 10mm, which can meet the miniaturization of the antime-
tal RFID antenna size.

3. Establishment of the Sports Equipment
Batch Management System Based on
Antimetal RFID Tags

3.1. System Framework. The sports equipment batch man-
agement system based on antimetal RFID tags is designed
with an antimetal RFID frame structure. The C language
program is used to design the antimetal RFID management
mode, which has good openness and can effectively meet
the remote needs of users. The system based on the antime-
tal RFID management mode is divided into three layers: user
interface layer, business logic layer, database layer, and sys-
tem layered structure. The specific system structure diagram
is shown in Figure 1.

From this, it can be seen that in the middle layer, the
work completed by the system roughly includes three items:
setting business development rules, accessing relevant data,
and verifying the legality of business and data. In general,
there is no direct interaction between the client and the data-
base. The connection between the two depends on the sup-
port of the middle layer, and they complete the data
interaction task through the intermediary. The middle layer

has a large amount of data, and the browser of the client can
access and communicate well, so as to generate the database.
Under the whole structure of the antimetal RFID manage-
ment system, the browser is the main standard configuration
of the client, the web server adopts the standard configura-
tion of the application program, and the database server per-
forms the work of processing related data.

Based on the antimetal RFID management frame struc-
ture, the design of the sports equipment batch management
system in this paper includes five levels: (1) the network
hardware support layer, which provides a networked com-
munication environment to the system users with the help
of the campus network, (2) database server layer, centralized
and unified management of sports equipment data recorded
in the system, (3) system tool library, including each func-
tional module that the system should have, (4) application
layer, calling each functional module to play a role of the
self-service borrowing and returning system, and (5) user
layer, the system user accesses the application program in
the server through the browser.

3.2. System Function Modules. Combined with the current
situation of sports equipment management in a school
and the overall goal of system design, the sports equip-
ment management system is divided into two major sub-
modules: the front-end functional module and the back-
end functional module. Specifically, the front-end module
includes three functions of equipment preborrowing,
account viewing, and information modification. The
back-end module involves two functions of equipment
borrowing and returning management and user manage-
ment. The system function module is showed in Figure 2.

3.3. Database Design. In the design of the whole sports
equipment management system, the database design is
extremely important. The database collects and processes
the data. After analyzing it by software, the transformation
of data and signal can be realized, so as to promote the
smooth implementation of the antimetal RFID label man-
agement system framework. Supported by the application
of database technology, the very rich data in the system
can be reasonably organized and stored, which reduces the
redundancy of the data and realizes the data sharing func-
tion to ensure the efficiency and security of data processing.

The function modules in the system are designed with
rich data fields and types, and their function is to establish
the association of applications in each link of the system.
Every business in the system will involve more than (or
equal to) one data table, which highlights the importance
of table structure design and master-slave table design in
the database. Analyzing the system requirements, the cate-
gories of database tables should be specifically divided based
on different functions. As the basic content of database
development, database requirement analysis involves three
parts: structure analysis, data definition analysis, and integ-
rity analysis.

There are many types of data analysis, including business
data, maintenance data, and user data, which can provide
favorable conditions for the organization, management,

4 Journal of Sensors



and safe storage of system data, ensure the accuracy of the
association between tables, and provide strong support for
the operation and maintenance of the database.

4. Simulation Results and Analysis

In the antimetal RFID test system, the antenna return loss
reflects the signal loss caused by some external reasons in
the process of receiving the signal by the antimetal RFID
tag. So, the definition of antenna return loss (S11) is shown
in equation (8):

S11 = −20, ð8Þ

where Zchip is the chip impedance, and Z∗
ant is the conjugate

of antenna input impedance. The return loss diagram of
metal-resistant RFID tag is shown in Figure 3. It can be
seen that when in the plane structure, the working fre-
quency of the antenna will have an adverse impact on
the return loss rate and show a fluctuating trend. When
the working frequency reaches 0.25Hz, the lowest return
loss rate of the antimetal RFID tag is about -20 dB. Then,
with the increase of working frequency, the return loss
rate increases gradually. In general, the return loss rate
of the antenna-resistant to metal RFID tag is comprehen-
sive, and the maximum benefit of the antenna can be well
observed.

The power reflection coefficient is expressed as the ratio
of the reflected wave power (Prfl) of the tag antenna to the
incident wave power (Ptag), as shown in equation (9):

Prfl
Ptag

=
Zchip − Z∗

ant
Zchip + Z∗

ant

" #2

: ð9Þ

Power transmission coefficient (β) represents the size of
the incident wave power transmitted to the label chip, as
shown in equation (10):

β = 1 − Prfl
Ptag

: ð10Þ

The power transmission coefficient can reflect the ability
of incoming and outgoing radiation to be accepted by the
antimetal RFID tag, and the power reflection coefficient is
the ability lost by the antimetal RFID tag. In order to mea-
sure the reading performance of metal-resistant RFID tags
and facilitate recording the behavior of tags under different
bending angles, the maximum reading distance d can be
defined for comparison, and the unit is m. The larger the
maximum reading distance d, the stronger the reading per-
formance of antimetal RFID tag and the better the accep-
tance ability of antenna, as shown in equation (11):

dtag =
α

4π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GrPEIRP

Pir

s
, ð11Þ

where PEIRP is the equivalent isotropic power of the trans-
mitter of the reader and here is 3.28W. Pir is the sensitivity
of the tag chip, where the value is -18 dBm. Gr is the simula-
tion of the antimetal RFID tag antenna gain.

Figure 4 shows the variation of power reflection coeffi-
cient and power transmission coefficient of antimetal RFID
tag antenna with working frequency. It can be seen that with
the increase of the operating frequency, the power reflection
coefficient of the antimetal RFID tag antenna shows a trend
of first increasing and then decreasing. When the frequency
is 20Hz, the value of the power reflection coefficient is the
largest. The power transfer coefficient gradually decreases,
and at 10Hz, the power transfer coefficient is close to zero.
The above results show that metal substances will not affect
the normal use of the antimetal RFID tag antenna, the sen-
sitivity is low, the antenna performance is good, the applica-
tion range is wide, and it has good application potential.

Data collection library

User presentation layer Business logic layer Business service layer

User statistics

User analysis

Business function module

Business management module

Data processing library

Figure 1: Sports equipment batch management system based on antimetal RFID tag.
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Figure 2: Function module of the sports equipment batch
management system based on antimetal RFID tag.
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5. Application of Antimetal RFID Tag in Batch
Management of Sports Equipment

5.1. Application of Antimetal RFID Tag in Batch
Management of Sports Equipment. There are two factors in
the development of physical exercise activities. In addition
to the sports equipment, the sports ground is also a very
important factor. Therefore, improving the sports ground
and supporting facilities also has a very positive practical sig-
nificance for improving the application of sports equipment.
On the basis of fully understanding the actual situation of
the sports ground, managers need to make reasonable
arrangements for the limited venues to ensure that the sports
ground can fully meet the exercise needs of different people.
On this basis, corresponding supporting facilities should be
set around the sports ground, so as to effectively improve
the utilization rate of the sports ground. In addition, with
the increase of the capacity of sports venues, the overall uti-

lization efficiency of sports equipment will be improved
accordingly. Antimetal RFID tags can build a management
platform. Based on this platform, sports equipment can be
managed in batches.

According to the management of sports equipment in
various schools, this paper discusses the application analysis
in colleges, middle schools, and primary schools. Figure 5 is
the analysis of batch management of sports equipment based
on metal RFID tag between different schools. It can be seen
that with the increase of application time, the management
efficiency of sports equipment in primary and secondary
schools gradually decreases, and the management efficiency
of sports equipment in primary schools is the lowest. The
management efficiency of sports equipment in colleges
shows a gradual upward trend with the increase of applica-
tion time. The main reason may be that college students
have enough time and love sports. Therefore, with the
increase of time, the management efficiency of sports equip-
ment increases gradually. For primary and middle school
students, their curriculum tasks are heavy, and they can
rarely participate in sports; so, the management efficiency
of sports equipment is low.

5.2. Application Effect of Antimetal RFID Tag in Batch
Management of Sports Equipment. Modern people’s pace of
life is speeding up, and they also strive to be efficient in the
process of participating in physical exercise. Therefore, for
some large-scale sports equipment, due to the relatively
complex lending procedures and high return difficulty, most
people tend to stay away and have low utilization efficiency.
In view of this situation, in order to effectively improve the
utilization rate of equipment, the relevant responsible per-
sonnel of the gymnasium can try to provide some simple
equipment for the personnel participating in physical exer-
cise, which can effectively achieve the purpose of exercise
on the one hand and effectively improve the overall exercise
efficiency of the personnel participating in physical exercise
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on the other hand. For example, in the exercise of waist
strength, large-scale sports equipment was used to achieve
the goal of exercise in the past. However, due to the relatively
large floor area of these sports equipment, it is difficult to
meet people’s growing sports needs. In view of this situation,
the gymnasium can try to add some simple equipment such
as hula hoops and fitness balls. In this way, it can not only
effectively meet people’s sports needs but also have a very
positive practical significance for improving the utilization
rate of sports equipment.

Figure 6 shows the utilization rate of different sports
equipment among different schools. It can be seen that col-
lege students prefer basketball, followed by volleyball and
badminton, and finally football. For middle school students,
the utilization rate of tennis is the highest, and that of foot-
ball is the lowest. The use of primary and secondary school
students is similar, but also, they prefer volleyball to football.
In short, no matter what kind of students, the students do
not like football. The above results require that when using
the antimetal RFID tag sports equipment batch management
system, we should carry out classified management accord-
ing to the students’ hobbies, so as to improve the efficiency
of sports equipment batch management and promote the
wide application of sports equipment.

5.3. Satisfaction Analysis of Antimetal RFID Tags between
Different Schools in Batch Management of Sports
Equipment. In the sports equipment management system,
the authority of teachers should be granted the ability of
the management system. In the specific design process,
teachers can be divided into several types, such as system
management teachers, sports equipment management
teachers, and sports equipment management responsible
teachers. The teacher management system is responsible
for system registration and borrowing and returning equip-
ment. This link is the core of managing the main database.
The second is the class form. The class form is the statistics
of students in each class in the school and the form filled by
students in the class taught by teachers. When students in a
class need to use sports equipment, they should show per-
sonal information data, such as student ID card. After the
teacher determines the student identity and class, they can
borrow sports equipment uniformly. When the borrower
returns the equipment, the administrator changes and
records the real situation again. For the return record form,
when the teacher or student is returning it, the system can
automatically update it and mix and analyze the record form
at the same time. The system can also query the students or
teachers who have not returned the equipment and even
remind the teachers to replace the equipment in time in
the process of actual use.

The degree of satisfaction of antimetal RFID tags
between different schools in batch management of sports
equipment is shown in Figure 7. It can be seen that for stu-
dents, college students are the most satisfied with this man-
agement system, followed by middle school students, and
primary school students are the least satisfied. For teachers,
it is consistent with the satisfaction of students; that is, uni-
versity teachers are most satisfied with the management sys-

tem, and primary school teachers are the least satisfied.
However, it is worth noting that compared with students,
the satisfaction of teachers in similar schools is higher than
that of students. The main reason may be that college stu-
dents are adults, have the ability to distinguish right from
wrong and autonomous learning, and can well adapt to the
management system of sports equipment. However, middle
school students are not familiar with this system and have
heavy studies; so, their satisfaction with it is low. For pri-
mary school students, their autonomous learning ability
needs to be strengthened, and they are young; so, it is diffi-
cult to adapt to such scientific and technological sports
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Figure 7: Degree of satisfaction of antimetal RFID tags between
different schools in batch management of sports equipment.
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equipment management systems. Although teachers can
quickly adapt to this management system, due to the differ-
ent learning ability and cooperation ability among students,
the satisfaction of teachers is different. Because teachers are
managers of sports equipment and students are users, their
different identities lead to different satisfaction.

Figure 8 shows the proportion of satisfaction of teachers
and students in batch management of sports equipment in
different schools. For students, middle school students
account for the largest proportion, followed by college stu-
dents and finally primary school students, but there is little
difference between the three, and the data are very close.
For teachers, the proportion of university teachers is the
highest, up to 50%, followed by middle school teachers and
primary school teachers. In general, the proportion of stu-
dents’ and teachers’ satisfaction is different among different
schools, which also reflects the applicability and universality
of antimetal RFID tags in the batch management of sports
equipment.

5.4. Statistical Results of Antimetal RFID Tags between
Different Schools in Batch Management of Sports
Equipment. Because it is the study of sports equipment man-
agement between different schools, in the analysis, we
should focus on the differences between different schools,
so as to provide experimental support for the popular appli-
cation of sports equipment. Figure 9 shows the statistical
rate of antimetal RFID tags between different schools in
batch management of sports equipment. It can be seen that
with the increase of the number of students, the statistical
rates of primary school students are low, and the statistical
rates of middle school students and college students gradu-
ally increase and then tend to be stable. The main reason is
that middle school students and college students have estab-
lished a safety guarantee system to correct the problems
found in the system, eliminate them in management, and
eliminate them in action. We should always adhere to the
principle that the expansion of sports facilities is not only
the safety of teachers and students but also the safety of stu-
dents. Form a professional safety management and inspec-
tion team to investigate possible hidden dangers and
improve the use safety of sports equipment. At the same
time, we should also mobilize the majority of students to
screen the possible problems, increase the manpower in
safety protection, and reduce the possible damage.

6. Conclusion

The sports equipment batch management system based on
antimetal RFID tag is mainly to ensure the standardization
and rationalization of sports equipment management and
effectively improve the batch management efficiency of
sports equipment by building an effective management
information system. This paper discusses the model estab-
lishment process of antimetal RFID tag and analyzes the
framework of the sports equipment batch management sys-
tem based on antimetal RFID tag in detail. Then, apply the
antimetal RFID tag sports equipment batch management
system to colleges, middle schools, and primary schools,
study the application of the batch management system,
and realize independent management, which provides some
ideas and research methods for building an intelligent mod-
ern education environment.
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Tai Chi Chuan is an important part of Chinese wushu and is the product of the Chinese civilization; it contains abundant
philosophy sense. Tai Chi Chuan has experienced a long historical process of development; in the process of development and
change numerous for brief, to the rough, now widely process of Tai Chi Chuan for its style is easy to learn and has a strong
role of strengthening the body while widely popular among the people of all ages. The existing Tai Chi Chuan training
methods have not satisfied people’s pursuit of spiritual life that has more and more high request, therefore urgently needs to
study new and efficient Tai Chi Chuan training method. In this paper, the characteristics and development history of the Tai
Chi Chuan development were analyzed. In order to overcome difficulties in training, at present, the research on application of
AI technology with fine motion capture method auxiliary taijiquan training is aimed at, which can further improve the social
mass to understand Tai Chi Chuan, and guide people to exercise more scientifically, improve the body quality, training effect,
and enrich the spiritual and cultural life.

1. Introduction

With the continuous development of our social economy,
the quality of people’s living standard continues to improve;
the pursuit of health also is rising, so more and more social
masses choose through sports to improve their physical
quality and health level. Tai Chi Chuan is a training sport
chosen by a lot of people. It is a fist of the traditional martial
arts in China, through the scientific exercise, it can improve
human body functions, and has a positive effect to improve
people's health level.

The schemes of Tai Chi Chuan training are shown in
Figure 1. It shows that Tai Chi Chuan is a traditional sport,
which with the function of curing not ill, adjusting body and
mind, and the rich national cultural charm. Therefore, it is
widely popular with the masses.

Tai Chi Chuan is one of China traditional martial arts
and has been listed as world nonmaterial cultural heritage.
It is a blend of traditional Chinese Confucianism, Taoist phi-
losophy of Tai Chi, and dialectical thought of Yin and Yang;
sets the temperament; strengthens physical health care; and

combats against a variety of functions and combined with
the five element changes of Yin and Yang of medicine and
Chinese medicine meridian. There were many different taiji-
quan factions in the history; there are reference and inheri-
tance relationship among the various factions; each Tai Chi
Chuan factions made outstanding contribution for the
development of China’s traditional culture. Tai Chi Chuan
not only contains martial arts and philosophy but it also
absorbs the traditional medicine meridian, qi, and blood,
such as guiding theory. It conforms to the ancient Chinese
medicine of traditional Chinese medicine and physical
knowledge, to Tai Chi Chuan physical activity for a long
time, can have very good training effect, and makes the per-
son body quality enhances unceasingly. Many scholars
around the world have done lots of research works on the
development status and training methods of Tai Chi Chuan
course, which will promote the Tai Chi Chuan movement
conducted in-depth, and achieved fruitful research results.
Li et al. [1–3] studied the Tai Chi Chuan training effect on
the well-being of the elderly, and the study results shown
that Tai Chi Chuan training can promote the exchanges
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and promote the physical training and literacy of old people
in a certain extent, to let them in a larger extent and improve
the well-being. Jiménez-Martín et al. [4] studied the influ-
ence of three different modalities Tai Chi Chuan to people
body of clinical cases and found that most common forms
used in the research design associated with TCC correspond
to those linked to the sports modality of this activity, while
the forms associated with the therapeutic modality are
scarcely present. Domestic and foreign relevant scholars
[5–10] carried out much research work about assistant train-
ing method for Tai Chi Chuan movement; the research work
on the dissemination and promotion of Tai Chi Chuan has
played a positive role. With the development of competitive
sports, many scholars studied the difference training
methods between the traditional Tai Chi Chuan and com-
petitive Tai Chi Chuan, and some reasonable training sug-
gestions were made out for competitive Tai Chi Chuan and
traditional Tai Chi Chuan training, respectively, for Tai
Chi to adapt to different people playing a promoting role.

The cultural connotation, characteristics, and the devel-
opment of Tai Chi Chuan and the shortage of its common
training methods are studied in this paper, in order to a bet-
ter support training and improve training efficiency and
effectiveness; a method about fine motion capture Tai Chi
Chuan assistant training is researched by combining with
AI technology. It can improve the training efficiency and
effectiveness for Tai Chi Chuan training, and for Tai Chi
Chuan, better promotion also plays a positive role.

2. Related Works

2.1. Development History of Tai Chi Chuan. Tai Chi Chuan
is one of Chinese martial arts, and in the form of a genre
[1, 11–13], it draws on many other martial arts genre theory
and technology of the essence. Before the warring states
period, the taijiquan theory has formed the basis of the the-
oretical system; many technical elements about Tai Chi
Chuan have been derived. In the late Ming dynasty, the
complete concept of Tai Chi Chuan, its theory, and technol-
ogy architecture began to appear. Several important genres
of Tai Chi Chuan are widely popular both at home and
abroad from Qing dynasty derivation and are developed
gradually. The theory system of Tai Chi Chuan was the com-
plete form in Ming dynasty and to early Qing period. In
Qing dynasty, the first development peak time of Tai Chi
Chuan appeared, and the major genres of Tai Chi Chuan

began to appear in this period. In 1950s, Tai Chi Chuan
started from family local area, widely to the society. Such
as the soft boxing club, Wu-dang Tai Chi Chuan. Inovance
Tai Chi Chuan, Spring Tai Chi Chuan club was established
in Shanghai, YongNian Tai Chi Chuan club was established
in Beijing. These clubs supported the public to learn Tai Chi
Chuan [14–18] and the famous Tai Chi Chuan agencies.
During this period, much research works about Tai Chi
Chuan have been carried out, and some of the academic sci-
entific insights are actively advocating Tai Chi Chuan.
Among them, the more representative includes Tang Hao,
Xu Zhedong, etc.; they devote a great deal of energy to study
the history of Tai Chi Chuan.

After the founding of new China, Tai Chi Chuan gets
unprecedented development; it becomes the real service for
mass sports fitness method and mass towards the world
and makes the Chinese nation excellent culture shared by
all over the world. In the 1950s, China’s national sports com-
mission sports department of the martial arts division orga-
nized a number of Tai Chi Chuan experts to choreographing
the 24 types of simplified Tai Chi Chuan.

Today, Tai Chi Chuan has become a kind of fitness exer-
cise, which has a wide influence and attracts people to par-
ticipate in worldwide. As its participation and influence is
big, international cultural experts call it “the world’s fitness
brand.”

2.2. Characteristics of Tai Chi Chuan. Tai Chi Chuan
[19–22] is a blend of Chinese traditional philosophy, ethics,
art, and aesthetics, keeping in good health, literature, paint-
ing, calligraphy, music, dance, drama, and many other cul-
tural factors.

The movement characteristic of Tai Chi Chuan is a
unique sport of waist axis of limb flexion and rotation speed
of uniform circular motion, which is different from other
sports. The waist as the axis of limb flexion and rotation
speed of uniform circle movement is the main part of the tai-
jiquan movement; it plays a major role in the Tai Chi Chuan
movement. By seizing the individuality movement charac-
teristic of Tai Chi Chuan, its characteristic is easy soft, round
living nature, hips, and continuous, clear, flexibility, spiral
wound. These dynamic image is driving from the waist to
the limb extremely slow to fast, and "virtual and real" two
kinds of motion process cycle of uniform circle movement
of speed. It is the symbol of Tai Chi Chuan.

2.3. Main Training Method and Content of Tai Chi Chuan.
The systematic training for Tai Chi Chuan can be divided
into five stages [22–25]; they are learning shelf, fixing shelf,
kneading shelf, along shelf, and opening shelf. Through the
five stages of training, you will be able to systematically mas-
ter authentic Tai Chi Chuan.

The first stage is learning the shelf (understand rules,
skilled routine). Learn shelf stage is the early stages of prac-
tice of Tai Chi Chuan. At this stage, you need to master the
basic action of simple. The basic action includes fixed step
hand silk action and skilled cooperate gait coordination
practice. After these preliminary exercises, you will under-
stand the basic movements, footwork, hand type, and step

Figure 1: Diagram of Tai Chi Chuan training.
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type of Tai Chi Chuan and get the basic characteristics and
style of Tai Chi Chuan. This stage must be conscientious
and a recruit type to practice and do not rush. After a period
of practice, repeated practice makes the routine more skilled
and strengthens memory. Then, to do it in a relaxation, soft,
natural, and easy state, and get rid of its frozen, which you
can finally achieve more skilled, drill down naturally.

The second stage is fixing shelf (master requirement,
embody characteristics). After completing the first stage
Tai Chi Chuan training and a period of practice to action
after skilled, you can get into the second stage. This stage
is about fixing shelf training for Tai Chi Chuan; in this stage,
you need according to the requirements of Tai Chi Chuan
for each part and complete set of shelves to correct generally;
the relatively obvious common faults should be corrected
and demonstrate the basic movement characteristics of Tai
Chi Chuan.

The third stage is kneading shelf (adjust the posture to
accurate). In the third stage, when training each set of Tai
Chi Chuan boxing, you should put each part of your body
in right place in accordance with Tai Chi Chuan standard
action, make sure each part of your body meets the require-
ments. At this stage, you should make sure each set of Tai
Chi Chuan boxing stretch generous gestures, and make sure
your posture is unbiased, center of gravity is accurate.

The fourth stage is alonging the shelf (along with nature,
highlight style). In the fourth stage, along the shelf is based
on the stage of kneading shelf to make sure that each set
frame of Tai Chi Chuan boxing is according to the require-
ments of the flowing, continuous runs throughout. Exercise
style of this period requires to do “fast and not random, slow
and do not come loose, light and not superficial, sink and
not frozen.” Conform to the boxing theory of up and down
parts in the whole, waist as the axis, successively permeate,
and achieve hand-eye step posture of coordination and
pneumatic power full reunion realm.

The fifth stage is opening shelf (usage is clear, change
freely). Based on the four stages of Tai Chi Chuan basic
training, your set of Tai Chi Chuan can reach a certain level.
And then, you can get into the fifth stage (opening shelf
stage); at this stage, you need to analyze each posture move-
ment apart based on posture standard specification and
basic skills of solid, which is not only to learning but also
to knowing why to do like this. It is to understand the inten-
tion of each movement, know that every boxing potential of
meaning and its change in different situations, know each
usage of flexibility, make sure what you can really grasp,
and improve your practical combat level.

2.4. Main Problems in Tai Chi Chuan Training. Through
consulting relevant data and investigation questionnaire,
we found that the current social masses give supportive to
practice Tai Chi Chuan generally; due to it helps in improv-
ing the quality of the human body and reducing body prob-
lems caused by long bow sitting such as lumbar disc of office
workers and students. But learning and training Tai Chi
Chuan are restricted by time, place, and training cost and
can not to the public scope of better promotion. Now, the
following problems exist in Tai Chi Chuan training learners.

2.4.1. Lack of Teaching Resources. At present, although the
Tai Chi Chuan is welcomed by the masses, but there are a
relatively small number of professional Tai Chi Chuan coa-
ches, and their teaching levels of the good and bad are inter-
mingled. It is very bad to the popularization of Tai Chi
Chuan promotion.

Network video teaching for Tai Chi Chuan is also in a
process of development, but this way is lack of the interac-
tion communication between teaching staff and students;
students are easy to form withdrawn action. In addition,
the Tai Chi Chuan training venues are one of the main prob-
lems of restricting its propulsion; the professional Tai Chi
Chuan teaching and training are seldom on the market.

2.4.2. Trainees Learn Quickly but Lack of Capability. In the
fierce competition in the Tai Chi Chuan athletic field, per-
formance is the only measure. Coaches and athletes all hope
get a good result as early as possible, which will lead lack of
enough attention and patience to athletes’ skill training pro-
cess usually. The spoil things type of enthusiasm training by
excessive is formed, which has violated the law of develop-
ment of sports training and physical, and causing athlete
has a lot of injuries. Basic skills are the foundation of all
the sports, if the basic skills are not practiced well enough,
and it is impossible to improve technology level. Without
basic skill for protection, the technical main point is difficult
to accurately, and exercise levels cannot reflect in action.

3. Assistant Training Research

3.1. Introduction about Assistant Training Method. With the
rapid development of computer technology [26–29], the
motion capture technology and other fields of science and
technology are gradually applied to physical education
teaching. The Tai Chi Chuan teaching activities have very
strong practicality and motion capture technology applied
to Tai Chi Chuan training, can be used as a proper comple-
ment to traditional teaching, are used to overcome the short-
age of the traditional training methods, and promote
efficiency of Tai Chi Chuan teaching.

Rapid popularization and development of computer net-
work technology have made it possible to apply technology
to Tai Chi Chuan teaching. Through the combination of
motion capture technology and traditional teaching can
make up inherent defects of traditional teaching methods
and forms. Fine motion capture technology is a technology
to collect changes of human body movement and space dis-
placement by sensor devices and transformed them into dig-
ital model.

In recent years, this technology has been widely applied
to many fields and got very good development in the assis-
tant training teaching. An assistant training system can
observe student training position from multiple visual based
on motion capture technology and with analyzing the move-
ment parameters that got by sensor devices, which can pro-
vide more scientific, more intuitive, and reliable training
advice for students. It can improve the learning efficiency
and achieve the goal of assistant training.
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3.2. Tai Chi Chuan Assistant Training Method. In this paper,
we study the application of AI technology, and using fine
motion capture assistant method for Tai Chi Chuan train-
ing, the technical process diagram is shown in Figure 2.

As shown in Figure 2, we can see that teaching video
library and AI study and analysis algorithm are the difficult
points, in the process of the fine motion capture method for
Tai Chi Chun assistant training. Thus, determining what is
the Tai Chi Chun standard action and how to evaluate stu-
dents training are the focus in the study of this paper.

3.3. Assistant Training System Design. According to Section
3.2 of the Tai Chi Chuan assistant training analysis, through
access to sports training assistant system design of related
data, questionnaire survey, and market research to the social
populace, Tai Chi Chuan assistant training system should
have as follows: (1) AI autonomous learning ability of Tai
Chi Chuan for standard action learning and phonetic expla-
nation, (2) fine motion capture for students training action
and expression, and (3) according to the accumulation of
autonomous learning, trainees’ training movements should
be evaluated by assistant training system; if it needs to
improve, some corresponding opinions and action demon-
stration should be put forward, otherwise will this action
as examples of autonomous learning, etc.

The main functions and the main components of the Tai
Chi Chuan fine motion capture assistant training system are
shown in Figure 3.

Figure 3 shows the main functions and main compo-
nents of the fine motion capture assistant training system
for Tai Chi Chuan. We can see that the main functions of
fine motion capture assistant training system are self-
learning Tai Chi Chun teaching method, capturing trainers’
training movements, reading and evaluation training move-
ment, giving suggestions for improvement, human-machine
interaction, etc., while its main components of fine motion
capture assistant training system are equitable wearing
equipment, motion capture camera, CPU for computing
processing, screen for human-machine interaction, etc. By
the way, the assistant training system should also small, easy
to carry and convenient erection of use, etc.

The main function modules and functions of Tai chi
assistant training system are shown as Figure 4.

Figure 4 shows that the Tai Chi Chuan assistant training
system based on fine motion capture mainly contains four
function modules; they are self-learning module, motion
acquisition module, and test scoring module. Self-learning
module can learn teaching video of Tai chi Chuan standard
movements in the database autonomously. Motion acquisi-
tion module can collect the movements of trainee training
Tai Chi Chuan, then filtering, noise reduction, and storage
the physical parameters. Test scoring module can match
physical parameters of students to the physical parameters
in the database automatically and compared with the teach-
ing video database standard action to get student training
function of action points. Improvement proposal module
can put forward concrete suggestions on promotion of stu-
dent training actions according to the first three modules
of data accumulation condition.

Among them, to ensure the objective evaluation system
of assistant training system is correct, the Tai Chi Chuan
teaching video material should cover each age stage from
28 to 65 years old, cover height from 155 to195mm, and
male and female faculty ratio of 1 : 1. Teaching video data
requirements are shown as follows:

age = 18, 65½ �,
H = 150, 195½ �,
male : female = 1 : 1:

8>><
>>:

ð1Þ

For more detailed, better capture the trainees’ Tai Chi
Chuan training action and action evaluation work, structure
diagram of human body is established according to the char-
acters of the human body structure as shown in Figure 5(a).

Figure 5(b) is the human body structure simplified
model. The black nodes in the figure represent each key
moving part of the human body, respectively; the specific
relations of them are shown in Table 1.

In order to describe trainees’ movements of Tai Chi
Chuan training more scientifically and precisely, the human
body structure is simplified into the 13 nodes. The degrees of
freedom at each node have a different direction, mainly
including before and after, left, right, and rotation. And the
testing body geometry center is set as the origin of coordi-
nates, and a three-dimensional space rectangular coordinate
system is established. The X axis is pointing to the human
body in front, the Y axis is pointing to the opposite direction
of gravity, and Z axis is pointing to the left side of the body.
Each point location can be expressed by vector a, b,…,n,
respectively.

a = AxAyAzAθ

� �
, ð2Þ

b = Bx By Bz Bθ

� �
, ð3Þ

c = Cx Cy Cz Cθ

� �
: ð4Þ

The vector formulas (2), (3), and (4) represent the posi-
tions of the 3 key nodes shown in 0(b) in the space coordi-
nate system, and the remaining 10 key node positions can
be obtained using the same method. Each element in a vec-
tor represents the key node in the three-dimensional space
coordinate X, Y , and Z coordinate values and the rotation
angle value of the node. A matrix of 13 × 4Rt can be

Tai Chi
teaching

video
libray 

AI learning and
analysis

algorithm

Judgement

Trainee
training action

AI Training Motion Capture

Analysis and
evaluation Give specific

improvement suggestions

Need to improve

No need to improve

Input to
library

Figure 2: Schematic diagram of Tai Chi Chun assistant training.
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Accurate motion
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training system

Main
function
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Motion capture camera

Self-learning Tai Chi Chuan teaching method

Capturing trainer’s training movements

Equitable wearing equipment

Reading and evaluation training movement

Giving suggestions for improvement

Human-machine interaction

……

……

CPU for computing processing

Screen for human-machine interaction

Figure 3: The main function and composition of fine motion capture assistant training system.
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Figure 5: Model for the human body.
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established according to the position of each node vector of
the human body, which can describe the state of position in
the process of training Tai Chi Chuan.

Rt =

Ax Ay Az Aθ

Bx By Bz Bθ

Cx Cy Cz Cθ

⋮ ⋮ ⋮ ⋮

Nx Ny Nz Nθ

2
666666664

3
777777775
: ð5Þ

Tai Chi Chuan fine motion capture assistant training
system can get and store the parameters of body position
for real-time and storing trainees’ physical parameters (such
as height, weight, arm, and leg length), which will be used in
action of training students after the assessment and put for-
ward relevant suggestions for improvement.

Tai Chi Chuan fine motion capture assistant training
system for the basic process of autonomous learning Tai
Chi standard action is shown in Figure 6.

Tai Chi Chuan precision motion capture auxiliary train-
ing system based on a lot of different ages, different genders,
and different height personnel demo video standard Tai Chi
Chuan movement, by reading the related parameter data are
collected for autonomous learning, and the corresponding
data processing of faculty body parameter database of library
and corresponding Tai Chi Chuan as a standard action.

The flow diagram of trainees’ training movement evalu-
ation based on Tai Chi Chuan fine motion capture assistant
training system is shown in Figure 7.

Figure 7 shows the Tai Chi Chun assistant training sys-
tem for training evaluation process. As shown in Figure 7,
we know that Tai Chi Chuan fine motion capture assistant
training system can be get the data that parameters matching

of Tai Chi Chuan standard action database and establish the
training of personnel human motion state matrix Rt0, based
on the physical parameters and standard each act and faculty
body as shown as follows:

Rto =

Ax0 Ay0 Az0 Aθ0

Bx0 By0 Bz0 Bθ0

Cx0 Cy0 Cz0 Cθ0

⋮ ⋮ ⋮ ⋮

Nx0 Ny0 Nz0 Nθ0

2
666666664

3
777777775
: ð6Þ

Reading the body parameters of trainee, match the fac-
ulty body parameters in the database, and get the state of
human body in the process of Tai Chi Chuan training as
shown in formula (5).

State of the human body parameters in the process of
training Tai Chi Chuan of trainees is similar compared to
standard action and get the state parameter error, and some
corresponding suggestions for improvement are put for-
ward. The process formula of similarity comparison is
shown as follows:

ΔRt = Rt − Rto

=

Ax Ay Az Aθ

Bx By Bz Bθ

Cx Cy Cz Cθ

⋮ ⋮ ⋮ ⋮

Nx Ny Nz Nθ

2
66666666664

3
77777777775
−

Ax0 Ay0 Az0 Aθ0

Bx0 By0 Bz0 Bθ0

Cx0 Cy0 Cz0 Cθ0

⋮ ⋮ ⋮ ⋮

Nx0 Ny0 Nz0 Nθ0

2
66666666664

3
77777777775

=

ΔAx ΔAy ΔAz ΔAθ

ΔBx ΔBy ΔBz ΔBθ

ΔCx ΔCy ΔCz ΔCθ

⋮ ⋮ ⋮ ⋮

ΔNx ΔNy ΔNz ΔNθ

2
66666666664

3
77777777775
:

ð7Þ

△Rt is the parameter error value matrix of the human
body movement state parameters and standard action state,

Table 1: The specific relations of each node and the key points.

Node number Body part Node number Body part Node number Body part

A Head E Left shoulder I Left hip joint

B Right hand end F Left elbow J Right knee

C Right elbow G Left hand end K Left knee

D Right shoulder H Right hip joint M Right foot

N Left foot

Standard Tai Chi
Chuan movement

or its video

Accurate motion
capture assistant
training system

Body parameters database and their
standard movement database

Data
collection

Data
processing

Figure 6: Diagram of standard action read process.
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in the process of the Tai Chi Chuan training. The smaller
error of the absolute value of matrix element indicates the
movements more standard; suggestions for improvement
are also based on the error value matrix.

In the process of practicing Tai Chi Chuan, the rating
action is based on movement deviation to determine the
amplitude and the need to action according to the deviation
dimensionless as follows:

ΔR = ΔRt
Rto

=

ΔAx ΔAy ΔAz ΔAθ

ΔBx ΔBy ΔBz ΔBθ

ΔCx ΔCy ΔCz ΔCθ

⋮ ⋮ ⋮ ⋮

ΔNx ΔNy ΔNz ΔNθ

2
66666666664

3
77777777775

Ax0 Ay0 Az0 Aθ0

Bx0 By0 Bz0 Bθ0

Cx0 Cy0 Cz0 Cθ0

⋮ ⋮ ⋮ ⋮

Nx0 Ny0 Nz0 Nθ0

2
66666666664

3
77777777775

=

ΔAx

Ax0

ΔAy

Ay0

ΔAz

Az0

ΔAθ

Aθ0

ΔBx

Bx0

ΔBy

By0

ΔBz

Bz0

ΔBθ

Bθ0

ΔCx

Cx0

ΔCy

Cy0

ΔCz

Cz0

ΔCθ

Cθ0

⋮ ⋮ ⋮ ⋮

ΔNx

Nx0

ΔNy

Ny0

ΔNz

Nz0

ΔNθ

Nθ0

2
66666666666666666664

3
77777777777777777775

:

ð8Þ

Based on the action of different dimensionless shown in
equation (8), fðRÞ is the movement differences during a
complete set of Tai Chi Chuan training, which can be
obtained on the basis of the △R get students Tai Chi Chuan
exercise of and time integral; calculation process is shown as
follows:

f Rð Þ =
ð
ΔR tð Þdt: ð9Þ

△RðtÞ is the action deviation in the process of students
to practice Tai Chi Chuan in real time.

The whole process of Tai Chi Chuan training can be dig-
ital output by fine Tai Chi Chuan motion capture assistant
training system, which is shown as follows:

Fout = 〠
T

t=0
f Rð Þ: ð10Þ

T is the whole time of trainee to complete a whole set of
action.

For application of AI intelligent algorithm to rate the
motion of the students to practice Tai Chi Chuan, the spe-
cific process is shown as follows:

S =W × f Rð Þ + b: ð11Þ

S is the output scores value, W is the weight matrix, and
b is for bias. Application of equation (11) is for trainees to
practice Tai Chi Chuan movement difference filtering and
score.

3.4. Results and Analysis. Tai Chi Chuan trainees according
to age are divided into 20~30 years old, 30~40 years old,
40~50, 50~60 years old, aged 60~70, and 70~80, six groups
in this paper. According to the Tai Chi Chuan fine motion

Accurate motion
capture assistant
training system

TraineesĎ body parameters and
their movements parameters

Standard movement database due to
the specific body parameters

TraineesĎ training
movements

Body parameters database and their
standard movement database

Similarity
comparison

Angular velocity and
velocity characteristics

Store data and make
suggestions for improvement

Angular velocity and
velocity characteristics

Figure 7: Flow diagram of Tai Chi Chuan training evaluation.
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capture assistant training system studied in Section 3.3, its
grading evaluation module is adopted to study and statistic
the various age groups under the condition of without assis-
tant training system in 8 weeks.

Tai Chi practitioners of different age groups of Tai Chi
Chuan movement score are to adopt large sample statistical
average calculated.

E Sð Þ = 1
n
〠
n

i=1
Si: ð12Þ

Si is a certain age group within the sample in the ith Tai
Chi Chuan action score value of the trainer.

And six Tai Chi Chuan trainees’ groups’ Tai Chi Chuan
training scores are in Figure 8, respectively.

Figure 8 shows that the training scores that improve
speed of Tai Chi Chuan training of different age groups in
the eight-week training process with the Tai Chi Chuan fine
motion capture assistant training system score are different.
And the smaller the age of the trainee and the stronger abil-
ity to learn, the faster speed to improve the score.

Figure 9 shows the score comparison of the 20~30 years
old Tai Chi Chuan trainees with and without the Tai Chi
Chuan fine motion capture assistant training system in eight
weeks.

Figure 9 shows that the Tai Chi Chuan fine motion cap-
ture assistant training system studied in this paper to
improve the Tai Chi Chuan training scores of 20~30 years
old groups have significant effect; it can help improve the
Tai Chi students withdrawn actions and improve the train-
ing efficiency.

Figure 10 shows the training scores of 20~30 years old,
30~40 years old, 40~50, 50~60 years old, aged 60~70, and
70~80, six groups of Tai Chi Chuan trainees with the Tai
Chi Chuan fine motion capture assistant training system in
eight weeks.

Contrast Figures 8 and 10, it shows that the Tai Chi
Chuan fine motion capture assistant training system for dif-
ferent ages of learners to improve the efficiency of Tai Chi
Chuan training has a great help, and 40~50 learners improve
the most significant effect.

According to a large number of different age levels of Tai
Chi Chuan training score values, AI intelligent algorithm is
applied to deal with data and fitting and to predict the pres-
ence of fine Tai Chi Chuan motion capture assistant training
system for different age groups of Tai Chi Chuan training
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Figure 8: Score chart of different age stages of Tai Chi Chuan
training.

0

20

40

60

80

100

Sc
or
e

Weeks

With
Without

0 2 4 6 8 10

Figure 9: Score comparison with and without assistant training
system.

0

20

40

60

80

100

0 2 4 6 8 10

Sc
or

e

Weeks

20~30
30~40
40~50

50~60
60~70
70~80

Figure 10: Score chart of different age stages of Tai Chi Chuan
training.

90

80

70

60

50
60

50

50 60 7040
4030

3020
2010 10 Ages

Days

Sc
or

e

0 0

Without assistant training system

Figure 11: Score prediction for all age groups without assistant
training system during different training time.
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effect, which is shown in Figures 11–16. The data of
Figures 11–16 are obtained from different age levels of taiji-
quan training in different training period for tracking.

Figures 11 and 12 show the training score improvement
of different age stages of Tai Chi Chuan trainees in 8 weeks.
The main difference is that the Tai Chi Chuan fine motion
assistant training system is used to guide the training or not.

By comparing Figures 11 and 12, we can know that the
Tai Chi Chuan auxiliary training system have a positive
effect to the training of all age groups. While it has different
improve effect to different age stages of training, and its
effect to years groups around 30 is the most obvious.

4. Conclusions

Aiming at solving the problems existing in the Tai Chi
Chuan training, a Tai Chi Chuan fine motion capture assis-
tant training system is studied and designed. And it is used
to help Tai Chi Chuan trainees improving their training
quality and efficiency in this paper. Firstly, the development
situation at home and abroad and the research status of Tai
Chi Chuan are introduced in this paper. Secondly, the main
training methods and contents of Tai Chi Chuan are learned
shelf, fixed shelf, knead shelf, along shelf, and open shelf,
which is conducted by analyzing and summarizing the
research states of Tai Chi Chuan. Thirdly, the main contra-
dictions existing in current training for Tai Chi Chuan are
analyzed in detail. Fourthly, aiming at the existing problem
of Tai Chi Chuan training, the assistant taijiquan training
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Figure 12: Score prediction for all age groups with assistant
training system during different training time.
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system based on fine motion capture is studied this paper,
and the system has the ability of autonomous learning,
trainees’ training assessment and modification suggestions,
and other functions, which can improve the efficiency of
people training effectively. It also plays a positive role in
overcoming the current main problems of Tai Chi Chuan
training and has the promotion of Tai Chi Chuan. Fifthly,
the Tai Chi Chuan fine motion capture assistant training
system for different age groups of Tai Chi Chuan trainees
to improve their training quality and effect has a positive
effect. Besides, the assistant training system studied in this
paper can be applied to assist other sports training, accord-
ing to the specific content of the training to modify built-
in algorithm.
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In this study, a model of test beam in negative moment area is designed, and the slip characteristics of test beam under overlimit
static load and variable amplitude cyclic load are studied, respectively. By constructing the relationship between shear stiffness and
slip parameters of the test beam, the deformation calculation method of the test beam under different fatigue cycles is derived, and
the accuracy of the calculation model is verified by experiments. The results show that the maximum slip value (0.038mm) of
static load after 10,000 times of limited fatigue load is increased by 58.3% compared with that before overlimit fatigue load is
applied (0.024mm). When the fatigue cycle is 0-2 million times, the total slip is between 0.019 and 0.026mm and the residual
slip percentage is between 4.17 and 8.33%. The maximum residual values are 0.022mm, 0.027mm, and 0.028mm after 1.5
times, 2 times, and 3 times of overload and variable amplitude fatigue loads, respectively, and the slip values have no obvious
fluctuation, all of which show good working performance. The average value of the ratio between the deformation value and
the measured value of composite beams is 0.89, and the standard deviation is 4.86%. When the fatigue loading times are more
than 2.8 million, the ratio between the calculated value and the measured value is less than 0.85, so the adaptability of the
calculation model has certain limitations. On the whole, the calculation model proposed in this study fully considers the
factors such as the stiffness and fatigue loading times of composite beams, and the error between the calculated results and the
measured results is within 5%, with high accuracy, which can be used as a reference for the actual design.

1. Introduction

Steel-concrete composite beam is a new type of member
with good mechanical performance, which is formed by con-
necting steel beam and concrete slab through different shear
connection structures. It has the mechanical characteristics
of steel structure and concrete structure and is widely used

in bridge structure design [1, 2]. Steel-concrete composite
beam bridge deck has good ductility and seismic perfor-
mance. Steel truss girder and concrete bridge deck are
mainly connected by various shear keys, and their structural
forms include deck composite bridge, half-through compos-
ite bridge, and through composite bridge [3]. For bridge
design, the main function of steel-concrete composite beam
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bridge deck is to bear the dynamic load of vehicles, so it is
particularly important to carry out the fatigue design of steel
truss-concrete composite beam reasonably [4, 5].

In the study of fatigue cycle characteristics of test beams,
foreign scholars have carried out a lot of research [6, 7]. Gat-
tesco et al. have found that the traditional load-fatigue life
calculation method has good adaptability only when the
assembly structure is in an elastic state, but for composite
beams with shear connection structure under low cycle
fatigue load, the relative slip between steel and concrete will
cause inelastic deformation of the connectors [8]. In recent
years, domestic scholars have also carried out a large num-
ber of researches on the slip characteristics between steel
plates and concrete. Zhou et al. have studied the static and
fatigue mechanical characteristics of steel-concrete compos-
ite bridge deck, and, respectively, adopted the combination
method of converted section and stiffness reduction and
then put forward the deflection calculation formula of com-
posite beams [9]. Through multiple fatigue tests on compos-
ite beams with partial shear connection structures, it is
found that the fatigue stiffness calculation method is only
based on the fitting of test data and the adaptability of the
model has yet to be investigated [10]. In addition, a new cal-
culation model was developed for the deformation behavior
of steel-concrete composite beams under fatigue loading,
taking into account the cross-sectional stiffness, pegging per-
formance, load amplitude, and load ratio of the composite
beam [11, 12]. Jianjun has carried out many fatigue tests
on composite beams with partial shear connections and
deduced the calculation method of fatigue stiffness, but it is
only based on the fitting of test data, so the adaptability of
the model needs to be studied [10]. Nie and Wang studied
the deformation behavior of steel-concrete composite beams
under fatigue load and deduced their parallel calculation
model. The proposed model considered the cross-sectional
stiffness of composite beams, stress performance of studs,
load amplitude, load ratio, and other factors [11]. Composite
beams are prone to fatigue failure when subjected to
repeated vehicle loads [12]. Fatigue load will increase the slip
at the interface between concrete and steel beam, and the
increase of slip will reduce the stiffness of composite beam
[13, 14]. Therefore, in the actual design of steel-concrete
composite beams, if only the stiffness of composite beams
subjected to fatigue load is calculated according to the static
method, the final deformation value of composite beams will
be smaller than the actual value, which makes the design of
composite beams unsafe [15].

In this study, based on Tsing Qi Chung Bridge of
Guangzhou-Foshan-Zhaoqing Expressway, a test beam
model with negative moment area is designed. Firstly, the
interface slip characteristics of fabricated steel truss-
concrete test beams are studied, and the slip characteristics
of test beams under overlimit static load and variable ampli-
tude cyclic load are tested, respectively. Secondly, based on
the existing calculation and analysis method of interface
residual slip of test beam under fatigue load, the deformation
calculation method of test beam under different fatigue
cycles is deduced by constructing the relationship between
shear stiffness and slip parameters. Finally, the accuracy of

the calculation model is verified by experiments, which pro-
vides theoretical guidance for the engineering application of
new fabricated steel truss-concrete test beam.

2. Materials and Methods

2.1. Design of Test Beam. A variable cross-section test beam
with negative moment (as shown in Figure 1) is designed
and manufactured. The total length of test beam is 8.55m,
and its overall height is 1.44m; the height of steel truss is
1.3m, the height of concrete bridge slab is 0.14m, the width
of top slab of concrete bridge slab is 0.7m, the width of bot-
tom slab of concrete bridge slab is 0.26m, and the spacing
between steel web members is 0.22m. The cube compressive
strength of the concrete specimen was 71.39MPa, the axial
compressive strength was 47.6MPa, the splitting tensile
strength was 4.2MPa, the modulus of elasticity of the con-
crete was 44796MPa, and the modulus of elasticity of the
steel was 210055MPa. The top chord of steel truss beam is
connected with the bottom slab of concrete by PCSS new
shear key, and all joints of truss are connected by submerged
arc welding. The test beam is designed refers to 4.3.7 of the
general specification for design of highway bridges and cul-
verts D60-2015 [16]. Fatigue load I (lane load model) is
adopted, and the lane load is taken as 0.7 times, and multi-
lane reduction is considered at the same time. In this exper-
iment, the Midas/civil software is used to build the finite
element model of Qingqiyong Bridge. The whole bridge
has 3958 nodes and 4811 units. When the surface stress of
bridge deck is 3.6MPa, the load of test beam is 154 kN.
When the surface stress of bridge deck is 4.8MPa, the load
of test beam is 220 kN. Therefore, the upper and lower limit
of fatigue load in normal use stage are 154 kN and 220 kN,
respectively.

2.2. Slip Characteristic Test of Test Beam

(1) Loading Schemes under Different Fatigue Loads.
Bridges are often subjected to overload during actual
operation. Firstly, the test beam is subjected to
10,000 times of overlimit cyclic loading, and the
change rule between slip and load is discussed. After
10,000 times of overlimit cyclic loading, the test
beam is subjected to constant amplitude cyclic load-
ing for 2 million times, and static loading test is car-
ried out after reaching a certain number of cycles.
When the test beam has not been damaged under 2
million constant amplitude cyclic loads, the slip-
load variation law of the test beam under variable
amplitude cyclic loads is discussed by keeping the
lower limit of fatigue load unchanged and increasing
the upper limit of fatigue load. At first, 2 million
times of fatigue cyclic loading with 154 kN-220 kN
are carried out, and then, 1.5 times (154 kN-
244 kN) vehicle overload after 500,000 times, 2 times
(154 kN-272 kN) vehicle overload after 300,000
times, and 3 times (154 kN-320 kN) vehicle overload
after 300,000 times are carried out, respectively. The
American MTS equipment is used to load the test
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beam, and JM3812 static strain test and analysis sys-
tem is used to test the deflection distribution of the
test beam after different fatigue loading times.

(2) Test Scheme of Slip Distribution. In this test, a slip
measuring point is, respectively, arranged in the
middle of 1#-9# steel plates to obtain the change
law of slip and load between steel plate and concrete.
The specific test scheme is as follows: 10 deflection
measurement points were arranged at the support
position, quarter point position, and midspan posi-
tion of the combined beam. Firstly, a plexiglass sheet
is pasted on the concrete plate, and then, a steel seat
is installed at the outer edge of the upper chord of
the steel truss 2.5 cm away from the plexiglass sheet,
so that the dial indicator passes through the reserved
hole of the seat and abuts against the plexiglass sheet.
Finally, the slip distribution between steel and con-
crete under different loading tonnage can bemeasured
by the degree of dial indicator (the arrangement of
measuring points is shown in Figure 2 below).

3. Results and Discussion

3.1. Slip Test Results of Test Beam under Overlimit Static
Load. Figure 3 is the load-slip curves of No. 1 concrete slab
before the application of overlimit fatigue load and after
the overlimit fatigue load is applied for 10,000 times. It can
be seen that the two curves show similar development
trends. When the load is less than 36 t, the slip value gener-
ally shows a linear increase trend with the increase of load.
When the load is further increased to 47 t, the slip growth
slows down, because the stud is in a state of combined bend-

ing and shear stress, and there are tension side void zone and
compression bonding zone between stud and concrete, so
stud is in the stage of elastic-plastic deformation. When
the load starts to decrease, the slip recovery lags behind,
showing a trend of slow first and then accelerated decline.
Further comparison shows that the maximum slip value is
0.024mm when the load reaches 47 t during the static load
before the overlimit fatigue load is applied. However, during
the static load test after 10,000 times of overlimit fatigue
loading, the increase rate is smaller than that before loading.
When the load reaches 47 t, the maximum slip value is
0.038mm, which increases by 58.3%. By comparison, it can
be seen that the slip value between steel plate and concrete
increases with the increase of fatigue load times. Under the
same load, the slip value in the static load stage before the
test is less than that in the static load stage after 10,000 over-
load fatigue loads. On the other hand, under the action of
repeated load, the concrete near the stud will increase the
void displacement between the stud and the concrete, result-
ing in the total slip amount of static load after 10,000 fatigue
cycles under the same load is greater than the slip amount of
static load before the test, which also indicates that the test
beam has accumulated damage after the overlimit fatigue
load [17, 18].

3.2. Slip Test Results of Test Beam under Variable Amplitude
Cyclic Load

3.2.1. Static Load Slip Test Results after 2 Million Fatigue.
After 10,000 times, 50,000 times, 100,000 times, 500,000
times, 1 million times, 1.5 million times, and 2 million times
of fatigue loading, the static load-slip curve of 2 million
times of fatigue is obtained (as shown in Figure 4(a)). It

Figure 1: Elevation layout and size design of variable cross-section test beam in negative moment area.
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can be seen from the figure that the static load curves after
different fatigue loadings show an increasing trend as the
load increases. When the load begins to decrease, the slip
value first decreases slowly and then decreases rapidly. On
the other hand, with the increase of cyclic fatigue loading
times, the residual slip value is negative, which is mainly
due to the relative displacement between steel truss and con-
crete after 10,000 times of overlimit loading, and the slip

slowly recovers after fatigue loading. When the fatigue load-
ing times are less than 500,000, the average residual slip is
0.001mm, while when the fatigue loading times are
500,000-2 million, the average residual slip is 0.003mm,
which indicates that the residual slip will increase with the
increase of fatigue loading times, but the increase is not obvi-
ous. Generally speaking, the residual slip of the test beam is
small after 2 million times of fatigue from 154 kN to 220 kN,
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which indicates that the combined test beam has better elas-
tic performance. Figure 4(b) shows the change of total slip
and residual slip percentage of the test beam under different
fatigue loading times. It can be seen from the figure that with
the increase of fatigue loading times, both the total slip and

residual slip percentage show a trend of first decreasing, then
increasing, and then decreasing. The total slip is between
0.019 and 0.026mm, and the residual slip percentage is
between 4.17 and 8.33%. When the fatigue loading times
are 500,000 times, the residual slip percentage reaches the
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Figure 4: (a) Static load-slip curve and the (b) relationship between slip and fatigue loading times after 2 million fatigue times.
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maximum value (8.33%). Overall, the maximum slip of the
test beam is relatively stable, indicating that the test beam
is still in elastic working state after 2 million fatigue loads

3.2.2. Slip Test Results of Static Load after 1.5 Times Overload
Fatigue. Figure 5(a) shows the static load-slip curve of the
test beam after static load cycling after 2 million, 2.4 million,
and 2.5 million fatigue loads, respectively. It can be seen
from the figure that the residual slip value is negative after
2 million, 2.4 million, and 2.5 million cyclic fatigue loads,
and the average residual slip increases with the increase of
cyclic fatigue loads. Figure 5(b) shows the relationship

between the maximum slip of concrete slab and fatigue load-
ing times. It can be seen from the figure that when the load
reaches 244 kN, the slip value between concrete slab and
steel truss shows a trend of first decreasing and then increas-
ing, ranging from 0.014mm to 0.022mm. However, with the
increase of fatigue loading times, the percentage of residual
slip first increases and then decreases. When the loading
times are 2.4 million times, the percentage of residual slip
reaches the maximum of 7.14%. Generally speaking, after
1.5 times overload loading, the maximum slip fluctuation
of the test beam is not obvious, showing good working
performance
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Figure 5: (a) Static load-slip curve and the (b) relationship between slip and fatigue loading times after 2.5 million (1.5 times overload)
fatigue times.
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3.2.3. Slip Test Results of Static Load after 2 Times Overload
Fatigue. Figure 6(a) shows the static load-slip curve of the
test beams after static load cycle and after 2.5 million, 2.51
million, 2.55 million, 2.6 million, 2.7 million, and 2.8 million
fatigue loading, respectively, under the action of 2 times
overload and variable amplitude fatigue load. It can be seen

from the figure that the residual slip values are negative after
different cyclic fatigue loads, and the average residual slip
value increases with the increase of cyclic fatigue load times,
but the increase is not obvious. Figure 6(b) shows the rela-
tionship between the maximum slip and the fatigue loading
times of concrete slab. It can be seen from the figure that
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Figure 6: (a) Static load-slip curve and the (b) relationship between slip and fatigue loading times after 2.8 million (2 times overload) fatigue
times.
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when the load reaches 272 kN, the slip value between con-
crete slab and steel truss is increased first and then decreased
and finally reaches a stable trend, with the slip value between
0.021mm and 0.027mm, while the residual slip percentage
decreases slightly and then decreases rapidly with the
increase of fatigue loading times. When the loading times
are 2.55 million, the maximum residual slip percentage is
7.40%. Generally speaking, the maximum slip and residual

slip percentage of the test beam are not obvious after 2 times
of overload loading, showing good working performance

3.2.4. Slip Test Results of Static Load after 3 Times Overload
Fatigue. Figure 7(a) shows the static load-slip curve of the
test beam after static load cycling and after fatigue loading
of 2.8 million times, 2.81 million times, 2.85 million times,
2.9 million times, 3 million times, and 3.1 million times,
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Figure 7: (a) Static load-slip curve and the (b) relationship between slip and fatigue loading times after 3.1 million (3 times overload) fatigue
times.
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respectively. It can be seen from the figure that the residual
slip value is negative after different cyclic fatigue loads, and
the average residual slip increases with the increase of cyclic
fatigue loads. When the fatigue cycle is more than 3 million
times, the average residual slip increases obviously. Figure 7
(b) shows the relationship between the maximum slip of
concrete slab and fatigue loading times. It can be seen that
when the load reaches 320 kN, the slip value and residual slip
percentage between concrete slab and steel truss show a
trend of first increasing and then decreasing and finally
reaching a stable level. The slip value ranges from
0.020mm to 0.028mm, and when the loading times are
2.81 million times, the residual slip percentage reaches the
maximum of 7.14%. Generally speaking, after 3 times over-
load loading, the fluctuation of maximum slip and residual
slip percentage is not obvious, and it still shows good work-
ing performance

3.3. Deformation Theory Calculation and Experimental
Verification of Test Beam under Fatigue Load

3.3.1. Theoretical Calculation of Test Beam Deflection.
According to the existing research results [19–21], the mid-
span deflection f of the test beam under fatigue load is a
function of fatigue load cycle times n, and the general
expression is

f = f c + f s, ð1Þ

where f is the total deflection of the test beam and f c and f s
are the deflection deflection due to static load and the resid-
ual deflection in the span of the combined beam after n
cycles of fatigue loading, respectively.

In this study, the influence of slip between concrete slab
and steel truss is fully considered. Firstly, the relationship
between shear stiffness J and slip parameter W of test beam
is established, and the following assumptions are made: (a)
The shear stiffness of shear connectors is assumed to be con-
stant, that is, the longitudinal shear at the interface between

concrete slab and steel truss is proportional to the relative
slip, and the shear stiffness of shear connectors is uniformly
distributed along the truss span. (b) Because the slip defor-
mation between steel and concrete is very small, the shear
deformation between concrete slab and steel frame can be
ignored. It is assumed that both concrete slab and steel truss
conform to Bernoulli theory. (c) Ignoring the effect of lifting
on the interaction between concrete slab and steel truss, it is
assumed that the section angles of concrete slab and steel
truss are equal and the deformation is coordinated. (d)
Ignoring friction between concrete slab and steel truss, it is
assumed that the longitudinal shear force at the interface
between concrete slab and steel truss is only borne by shear
connectors.

J = K
m
W, ð2Þ

where J is the longitudinal shear force, K is the shear
stiffness of shear keys, m is the spacing of connectors, and
W is the slip.

To solve the slip parameterW, the steel truss test beam is
simplified (the simplified model is shown in Figure 8 below),
and half of it is calculated according to its symmetrical struc-
ture and loading characteristics.

For 0 ≤ x ≤ x5, take any section for analysis, and when
x1 ≤ x ≤ x2, the expression of slip parameter W1 at the inter-
face between concrete and steel truss is obtained:

W1 = C21e
ffiffiffiffiffi
β2x

p
+ C22e

−
ffiffiffiffiffi
β2x

p
−
α2
β2

x, ð3Þ

where W1 is the slip parameter of the interface between
concrete and steel truss and α2 and β2 are the parameters of
x1 - x2 section.
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Figure 8: Simplified model of steel truss-concrete test beam.
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Table 1: Values of α and β and equivalent plate thickness of steel truss-concrete test beams in each section.

Parameters 0-x1 x1-x2 x2-x3 x3-x4 x4-x5 x5-x6
α 0.0167 0.0151 0.0118 0.0084 0.0060 0.0045

β 4.3591 4.3830 3.8526 3.2075 2.7048 2.4563

Equivalent plate thickness 4.39 2.48 1.35 1.15 0.96 0

Table 2: Comparison of deflection calculation results and measured results of steel truss-concrete test beam.

Sample number
Loading times
(10,000 times)

Deflection measured
values-left site (mm)

Deflection
calculation (mm)

Deflection calculation/deflection
measured values

Combination beam with 2
million cyclic loads

0 1.20 1.10 0.92

1 1.25 1.15 0.92

1.5 1.25 1.17 0.94

3 1.25 1.14 0.91

5 1.27 1.07 0.84

5.5 1.25 1.13 0.9

10 1.30 1.22 0.94

20 1.25 1.18 0.94

50 1.22 1.21 0.99

80 1.20 1.15 0.96

100 1.23 1.18 0.96

120 1.23 1.06 0.86

140 1.18 1.04 0.88

160 1.36 1.23 0.9

180 1.30 1.12 0.86

200 1.30 1.05 0.81

Combination beam with 2.5
million cyclic loads

200 1.75 1.52 0.87

210 1.70 1.61 0.95

220 1.70 1.58 0.93

230 1.75 1.57 0.9

240 1.65 1.62 0.98

250 1.75 1.66 0.95

Combination beam with 2.8
million cyclic loads

250 2.40 1.97 0.82

251 2.38 2.05 0.86

255 2.35 2.02 0.86

260 2.42 2.15 0.89

270 2.38 1.99 0.84

280 2.31 2.09 0.9

Combination beam with 3.1
million cyclic loads

280 3.20 2.77 0.87

281 3.15 2.65 0.84

285 3.25 2.70 0.83

290 3.25 2.73 0.84

300 3.30 2.80 0.85

310 3.10 2.60 0.84

Statistical result
Mean 0.89

SD (%) 4.86%
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When x5 ≤ x ≤ x6, the expression of slip parameterW2 at
the interface between concrete and steel truss is obtained:

W2 = C61e
ffiffiffiffiffi
β6x

p
+ C62e

−
ffiffiffiffiffi
β6x

p
−
α6
β6

x + γ6
β6

, ð4Þ

where W2 is the slip parameter of the interface between
concrete and steel truss and α6 and β6 are the parameters of
x5 - x6 section.

Combining equation (3) with equation (4), we can know
from the boundary conditions that Wðx = 0Þ = 0 and W ′
ðx = x6Þ = 0; also, x0 = 0, and the total expression of slip
parameter Wi1ðxÞ is derived:

Wi1 xð Þ =
Ci1e

ffiffiffiffiffi
βix

p
+ Ci2e

−
ffiffiffiffiffi
βix

p
−
α2
β2

x, xi−1 ≤ x ≤ xi i = 1, 2, 3, 4, 5ð Þ,

Ci1e
ffiffiffiffiffi
β6x

p
+ Ci2e

−
ffiffiffiffiffi
β6x

p
−
α6
β6

x + γ6
β6

, x5 ≤ x ≤ x6:

8>><
>>:

ð5Þ

Among them, the values of α and β in each section of
the test beam are obtained from the following Table 1:

Since the slip and relative slip strain between the steel
and concrete at the fulcrum are all 0, the parameters Ci1
and Ci2 are further solved according to the boundary condi-
tions; then, the expression of the section curvature φ is
derived:

φ =
ðx5
x0

1
EI

V + K
m
W hc + hsð Þ

� �
dx + c1: ð6Þ

The relationship between curvature and bending
moment is

Ms

EsIs
= Mc

EcIc
= φ: ð7Þ

Incorporating formula (7) into the final derivation, the
expression of the total deflection f in the middle span of
the steel-concrete test beam after n fatigue load cycles is
obtained:

f =
ðl
0

Mci
�M

∑n
i=1EciIci

ds +
ð l
0

Msi
�M

∑n
i=1EsiIsi

ds: ð8Þ

3.3.2. Test Verification. The above calculation method is
used to calculate the midspan deflection value of the test
beam under fatigue loading of 154-220 kN for 0-2 million
times, fatigue loading of 154-244 kN for 500,000 times,
fatigue loading of 154-272 kN for 300,000 times, and fatigue
loading of 154-320 kN for 300,000 times, respectively, and
the comparison with the actual measured value is shown in
Table 2. It can be seen from Table 2 that the average value
of the ratio between the deformation value and the measured
value of composite beams is 0.89, and the standard deviation
is 4.86%. In addition, it can be found that with the increase
of fatigue loading times, the calculation accuracy of the
model decreases gradually. When the fatigue loading times

are more than 2.8 million times, the ratio of the calculated
value to the measured value is less than 0.85, and the calcu-
lation results are unsafe, so the adaptability of the calculation
model has certain limitations. Generally speaking, the calcu-
lation model proposed in this study fully considers the stiff-
ness and fatigue loading times of composite beams.
Compared with the measured results, the error is within
5%, so the accuracy is high, which can be used as a reference
for practical design

4. Conclusion

(1) The slip test results of test beam under the overlimit
static load show that the load-slip curve of the static
load before and after the overlimit fatigue load is
applied for 10,000 times shows a trend of linear
growth first and then slows down. When the ulti-
mate load is reached, the maximum slip values of
the two are 0.024mm and 0.038mm, respectively,
and the maximum slip value of the static load after
the overlimit fatigue load is applied for 10,000 times
is increased by 58.3% compared with that before the
overlimit fatigue load is applied

(2) The slip test results of test beam under variable
amplitude cyclic loading show that when the fatigue
cycle is 0-2 million times, the total slip and the resid-
ual slip percentage first decrease, then increase, and
then decrease. The residual slip increases with the
increase of the number of fatigue loading, with the
total slip amount between 0.019 and 0.026mm and
the residual slip percentage between 4.17 and
8.33%. When the loading times are 500,000, the
residual slip percentage reaches the maximum value
(8.33%).

(3) The test results under overload variable amplitude
fatigue loads show that the maximum residual values
are 0.022mm (the maximum residual slip percentage
was 7.14%), 0.027mm (the maximum residual slip
percentage was 7.40%), and 0.028mm (the maxi-
mum residual slip percentage was 7.14%) after 1.5
times, 2 times, and 3 times of overload and variable
amplitude fatigue loads, respectively, and the slip
values have no obvious fluctuation, all of which show
good working performance

(4) Fully considering the factors of shear stiffness and
fatigue cycles, the deformation calculation model of
the test beam is deduced. The average value of the
ratio between the deformation value and the mea-
sured value of composite beams is 0.89, and the stan-
dard deviation is 4.86%. The error between the
calculation results and the measured results is less
than 5%, with high accuracy
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In order to combine multimedia imagery and multispectral remote sensing data to analyze information, preprocessing becomes a
necessary part of it. It is found that the KNN algorithm is one of the classic algorithms of data mining. As one of the most
important branches in the field of data analysis, it is widely used in many fields such as classification, regression, missing value
filling, and machine learning. As a lazy algorithm, this method requires no prior statistical knowledge and no additional data
to train description rules and is easy to implement. However, the algorithm inevitably has many problems, such as how to
determine the appropriate K value, the unsatisfactory effect of data processing for some special distributions, and the
unacceptable computational complexity of high-dimensional data. In order to solve these shortcomings, the researchers
proposed the KNNLC algorithm. Then, taking the classification experiment as an example, through the comparison of the
experimental results on different data sets, it is proved that the average level of the classification performance of the KNNLC
algorithm is better than the classic KNN classification algorithm. The KNNLC algorithm shows better performance in most
cases, with an accuracy rate of 2 to 5 percentage points higher. An improved algorithm is proposed for the nearest neighbor
selection strategy of the traditional KNN algorithm. First, in theory, combined with the theory of sparse coding and locally
constrained linear coding, the classical KNN algorithm is improved, and the KNNLC algorithm is proposed. The comparison
of the experimental results on the data set proves that the average level of the KNNLC algorithm is better than the classical
KNN classification algorithm in terms of classification performance.

1. Introduction

Remote sensing image fusion is a technology that combines
multisource remote sensing images through advanced image
processing. It makes full use of the different characteristics of
a variety of data, so that the image has a higher spectral and
spatial resolution at the same time, and improves the vision
of the image. The effect and accuracy of image feature recogni-
tion and classification accuracy are shown in Figure 1 [1].
Remote sensing image fusion is a hot research topic in the
international remote sensing community in recent years. In
the method of image fusion, there are some classic algorithms,
such as HIS transformation method, COS transformation
method, HIS transformation method, and HSV transforma-
tion method. In recent years, with the introduction of wavelet
transform into the field of image processing, image fusion
methods based on wavelet transform have attracted people’s

attention. The fusion of SPOT panchromatic image and mul-
tispectral image based on 2-ary and 3-ary wavelet is studied,
respectively. However, these two algorithms simply replace
low-resolution images with high-resolution remote sensing
images for low-frequency components after wavelet decompo-
sition, without considering the loss of image features; although
the feature-based binary wavelet image is studied fusion, but
without considering the resolution of the image to be fused,
the fusion effect is not very good [2]. Based on the in-depth
study of wavelet transform fusion method, a new fusion
method is proposed, a feature-basedmultibandwavelet fusion.
The fusion results of SPOT image and TM5, 4, 3 image, SPOT
panchromatic image, and SPOT multispectral band image are
given and compared with other fusion methods [3]. The
experimental results show that the method in this paper has
obvious advantages compared with other fusion methods.
Although the KNN algorithm has a good effect on applications
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such as classification and prediction in many data sets, it inev-
itably produces many problems that need to be solved, such as
the high time complexity and space complexity of the algo-
rithm, and the K value. The processing effect is not ideal for
some special distributed data and the computational complex-
ity of high dimensional data is unacceptable. These shortcom-
ings must be solved for a mature algorithm. Therefore, experts
and scholars who are interested in this direction have done a
lot of research and obtained many optimization algorithms.

2. Literature Review

Jin, R. et al. systematically analyzed the effects of traditional
spectral parameters and two-band normalization and ratio
vegetation index under different observation angles in estimat-
ing wheat leaf nitrogen content (LNC), thereby establishing a
multiangle quantitative monitoring of wheat canopy leaf
nitrogen content model [4]. Du, JH et al. found that the can-
opy reflectance and the coefficient of determination of 40 con-
ventional spectral vegetation indices and LNC decreased with
the increase of the observation angle, regardless of the forward
or backward observation direction, and reached the maximum
at -20 in the backward direction value [5]. RI-1dB and EVI-1
have the closest relationship with LNC at -20° backward and
vertical angle, respectively. The areas with good correlation
between the ND and SR parameters of the original spectral
reflectance combination of the two bands and LNC are mainly
concentrated in the blue-red light band, the green-red band,
and the red-side red band combination range. This sensitive
area varies with the spectrum observation. The angle is differ-
ent. The new Multi-Angle Vegetation Index (MAVI), which
uses the combination of sensitive spectral parameters and
observation angles, can better estimate LNC. After indepen-

dent data testing at different years, the MAVIsRmodel is most
sensitive to leaf nitrogen content. By systematically analyzing
the angular sensitivity characteristics of different wavebands
and spectral parameters, Fang, X. et al. studied the quantitative
relationship between suitable characteristic parameters
extracted by different spectral analysis techniques and the nitro-
gen content of leaves. The results show that the correlation
between spectral vegetation index and leaf nitrogen content is
better than that of vertical and forward observation angles in
the backward observation angle. The red edge parameters
mND705, GND (750, 550), NDRE, and RI-1dB are compared
with LNC. The relationship is the closest, but the difference is
large under different experimental factors, especially when the
leaf nitrogen content is high (>4.5%), the spectral parameters
tend to be saturated [6]. Yang, FC and others found that the
newly constructed angle insensitive parameter (AIVI) reduces
the influence of different test factors. In the range of -10°~40°
observation angle, AIVI can establish a unified and stable mon-
itoring model, and it has been independently tested. According
to the data test, it is the best to construct a monitoring model of
wheat canopy leaf nitrogen content based on AIVI, which has
strong angle adaptability [7]. Ren, J. et al. found that the inver-
sion accuracy of wheat leaf nitrogen content based on FA-
BPNN analysis was significantly higher than that of conven-
tional spectral parameters under different observation angles
[8]. Therefore, both the new vegetation index AIVI and FA-
BPNN can reliably monitor the nitrogen content of wheat
leaves under different experimental conditions. By comparing
the relationship between various spectral analysis methods
and LAI under different observation angles, the appropriate
band sensitive to changes in LAI can be extracted, and the
observation angle; thus, a quantitative monitoring model for
wheat LAI was established. The results show that different
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spectral analysis methods are more suitable for monitoring LAI
(leaf area index) near the vertical angle. The spectral reflectance
and the correlation between spectral parameters and LAI (leaf
area index) in the backward observation direction are higher
than those in the forward observation direction. Li, J. et al.
found that the two-band ratio (SR) and normalized index
(ND) under different observation angles did not show out-
standing monitoring advantages, but the SR effect was better
than the ND method [9]. Using factor analysis technology, it
is found that the load of the green light band decreases with
the increase of the observation angle in the first factor and
increases with the increase of the observation angle in the sec-
ond factor. After independent test data in different years, the
wheat LAI (leaf area index) monitoring model established with
the spectral parameter VIopt as a variable has good test results
and can be used for accurate estimation of wheat LAI (leaf area
index). Torra, V. et al. analyzed and compared the saturation,
angle sensitivity, and variety sensitivity of commonly used veg-
etation indices for estimating LAI (leaf area index). The results
of wide-angle adaptability show that the accuracy of LAI (leaf
area index) estimation of spectral parameters is better for erect
varieties than for discrete varieties. Nonperpendicular observa-
tion angles did not significantly improve the ability of spectral
parameters to estimate LAI (leaf area index) [10]. Except for
EVI and TVI, the spectral parameters NDVI, SAVI, OSAVI,
MSAVI, WDRVI, MTVI, and mND705 all tend to be saturated
when LAI is greater than 4. KA Zweig et al. found that the angle
reduction coefficient Kf constructed based on green light and
near-infrared bands is closely related to LAI (leaf area index).
The product of VIs and Kf effectively alleviates the saturation
and variety sensitivity of LAI (leaf area index) estimation at
different observation angles, and significantly improves the
monitoring accuracy and adaptability of LAI (leaf area index)
[11]. V., Subramaniyaswam et al. found that in the above-
mentioned spectral parameters, except for WDRVI, EVI, and
TVI, the other spectral parameters and the Kf product estab-
lished a unified monitoring model at all observation angles.
The prediction model based on mND705 and OSAVI spectral
parameters is more accurate and reliable [12]. The effects of var-
ious spectral processing methods to estimate chlorophyll den-
sity were analyzed by integrating spectral data from different
observation angles, and a multi-angle remote sensing monitor-
ing model for wheat leaf pigment density was established. The
results show that the spectral reflectance that has a good corre-
lation with chlorophyll density is mainly concentrated in the
red edge and the near-infrared region (720-900nm). The spec-
tral parameters VOG1, RI-1dB, NDRE, SDr/SDb, and DD are
closely related to the chlorophyll density. The sensitive bands
of the normalized and ratio vegetation index of the two bands
in the backward observation direction are mainly concentrated
in the red area, and in the forward observation direction, they
are mainly concentrated in the blue and red light areas.
Research by Hu, J. et al. found that the first factor of the FA-
BPNNmodel is mainly concentrated in the blue and red bands
under different observation angles, and the second factor is
mainly concentrated in the near-infrared region. Backward
observation close to the vertical observation angle is beneficial
to improve the prediction accuracy of chlorophyll density.
The spectral parameters SDr/SDb, DD, ND (720, 760), and

ND (732, 738) are themost effective formonitoring wheat chlo-
rophyll density [13]. K nearest neighbors (KNN for short) is an
extension of the nearest neighbor method and is a lazy learning
method based on instance statistical classification. As one of the
classic algorithms for classifiers and machine learning, KNN’s
earliest related papers are nearest neighbor pattern classification
published by CoverTM and HartPE of Stanford University in
1967. In order to improve the KNN algorithm, the number of
nearest neighbors is set to K. The mathematical model of the
theory has been developed, opening the door to various
improved studies based on nearest neighbor theory.

3. Methods

3.1. KNN Algorithm. The basic idea of KNN: For an input
test sample with no assigned label, first compare the features
or attributes of the test sample with the corresponding fea-
tures or attributes of all training samples with existing labels;
then find the K nearest samples from the training samples,
and then sort the labels of these training samples in descend-
ing order, and the label corresponding to the first position in
the sequence is the label of the test sample. First, for a given
data set, if any data in the set has a class label, then this set is
called a training sample set, and the data in it is called a
training sample; conversely, if the class label of the data is
unknown, it is called the test sample, and the collection is
called the test sample set.

The working principle of the KNN classification algorithm
is to use a similarity measure to compare each attribute or fea-
ture of the test sample with the attributes or features corre-
sponding to all training samples in the training sample set,
and arrange the test samples corresponding to the similarity
in descending order. According to this, the firstK most similar
(measured nearest) training samples (K nearest neighbors)
can be found in the training set. Generally, K is selected as
an integer not greater than 20. Finally, sort the number of
occurrences of the class labels of the K training samples in
descending order, and the label corresponding to the first
place in the sequence is the class label of the test sample [14,
15]. First, for a given data set, if any data in the set has a class
label, Figure 2 is a classic example of the KNN classification
process. In Figure 2, the training sample includes two types
of triangles (Angle) and squares (Square). For the sake of sim-
plicity and clarity of description, we use T and S to represent
their numbers, respectively. The dots in the figure are test sam-
ples, andK is the number of training samples closest to the test
sample, that is, the number of nearest neighbors. When K =3,
T =2, S=1, and T > S in the small circle in the dotted line as
shown in the figure. According to the principle described
above, the test sample is assigned to the triangle type at this
time. When K =5 is adjusted, T =2, S=3, and T < S within
the large dashed circle in the figure; at this time, the test sam-
ple label is judged to be a square. Figure 3 is a flowchart of
KNN classification. The specific steps involved in calculating
the similarity measurement, selecting the nearest neighbor,
and classifying when executing the algorithm will be described
in detail later. The flow of the algorithm is described as follows:
Supposing that there arem samples in the training set, and the
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number of attributes of each sample is n, then the training set
can be recorded as

T = fXi = ðxi1, xi2,⋯, xinÞji = 1, 2⋯ ,mg. The set con-
sisting of the class label of each sample in the set can be
denoted as L = fCiji = 1, 2,⋯,mg. The test sample set is
denoted as S = fSi = ðsi1, si2,⋯sinÞji = 1, 2,⋯, ag, where a is
the number of test samples [16, 17]. Then, KNN classification
calculation, where a is the number of test samples. The KNN
classification algorithm can be described in Figure 2.

Simply put, the similarity between the test sample and
each training sample in the KNN algorithm is measured by
calculating the distance. For different data, using an appropri-
ate distance metric is the premise to obtain a good data pro-
cessing effect. The distance metrics commonly used in the
KNN algorithm are Euclidean Distance, Manhattan Distance,
MinKowsKi Distance, andHammingDistance. Given training
samplesX = ðx1, x2,⋯xnÞand test samplesS = ðs1, s2,⋯, snÞ,
then the distancedistðX, SÞbetween them is calculated with
the following formula.

See formula (1) for Euclidean distance:

dist X, Sð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1
xi − sið Þ2

s

: ð1Þ

See formula (2) for Mahalanobis distance:

dist X, Sð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1
xi − sij j

s

: ð2Þ

See formula (3) for Ming’s distance:

dist X, Sð Þ = 〠
n

i=1
xi − sij jð Þq

 !1/q

: ð3Þ

The Hamming distance is shown in formula (4):

dist X, Sð Þ = 〠
n

i=1
xi − sij j: ð4Þ

Minmax normalization is the most common data normali-
zation processingmethod. The principle of thismethod is to use
a mapping function to project attributes or eigenvalues into the

[0,1] interval. Minmax normalization can be expressed by the
following formula (5):

a′ = a −minF

maxF −minF
: ð5Þ

Among them, a is the original value, a′ is the value mapped
in the [0,1] interval, and minF and maxF are the lower and
upper bounds of the values belonging to the same attribute or
feature, respectively. There are many commonly used normali-
zation methods, but the basic principles are similar. For exam-
ple, the form introduced below is shown in formula (6):

aij′ =
aij

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m+1
i=1 ∑n

j=1a
2
ij

q
: ð6Þ

The rules of this voting mechanism will also be used in this
study. The mathematical representation of the most frequent
rule is shown in Equation (7):

CS = arg max 〠
x∈N

I v = Cxð Þ: ð7Þ

Since attributes naturally have such distribution characteris-
tics, in the algorithm, in order to make the processing results
better reflect the objective facts, weights are generally assigned
to each attribute. In the KNN algorithm, the weighting formula
of the label can be used as formula (8) form representation:

Cs = arg max 〠
x∈N

wi × I v = Cxð Þ: ð8Þ

Figure 2: An example of KNN algorithm.

Enter test sample data

Calculated distance measure

We get K nearest neighbors based
on the similarity measure

The label that appears most
frequently in the nearest neighbor i

 the label of the test sample

Figure 3: KNN algorithm flow chart.
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Among the many weighting methods, the weighting
method based on the reciprocal similarity is the most classic,
and it is also used consistently by the KNN algorithm. Its
mathematical expression is shown in Equation (9):

wi =
1

dist X, Sð ÞP
: ð9Þ

Among them, P is the weighted power exponent, usually
taken as P = 2, see formula (10):

wi =
1

dist X, Sð Þ2 : ð10Þ

3.2. Data Analysis and Utilization.A Locally Constrained Lin-
ear Coding Based on Related Research (Locality-constrained
Linear Coding, LLC) to improve the classic KNN algorithm.
Multiangle remote sensing data has the characteristics of rich
information and large amount of data. The selection of spec-
tral absorption characteristic parameters, sensitive angles,
and optimal calculation methods are important issues in the
study of hyperspectral remote sensing. In addition to the data
processing methods commonly used in conventional vertical
remote sensing, this study also adopted normalization (ND),
ratio (SR), and neural network (BP) analysis methods. The
specific methods are as follows: Figure 4 shows typical reflec-
tions of vegetation spectral curves, which form absorption val-
leys at 455 (blue light), 680 (red light), 980, 1200, and 1468nm,
and reflection peaks at 550 (green light), 1090, 1285, 1685, and
2200nm [18, 19].

Factor analysis is a statistical method for extracting com-
mon factors from multiple variables for the purpose of
dimensionality reduction. Factor analysis can make factor
variables more interpretable through rotation, as shown in
Figure 5. Use SPSS software to perform factor analysis on
the standardized spectrum data, select the critical factor

numbers whose cumulative contribution rate exceeds 99%,
and output the factor data. The BPNN model is provided
by Matlab’s Neural Network Toolbox. The network is
divided into an input layer, a hidden layer, and an output
layer. In this study, the input vector is I and the learning goal
is T. The input layer is a comprehensive factor with a large
contribution rate obtained after factor analysis: the number
of neurons in the middle layer is the number of comprehen-
sive factors, and the activation function of the middle hidden
layer is “TANSIG”; the neurons in the output layer are 1,
and the activation function is “PURELN”; the training func-
tion uses the TRAINLM function [20, 21].

4. Results and Analysis

In the classification experiment, we select 4 typical sample sets
from the UCI data set as experimental materials. The basic sit-
uation of the sample data is shown in Table 1. Among them,
Australian and Magic are data sets with only two labels,
respectively, and the experiments on them belong to the
binary classification experiment, while the experiments on
the two data sets ofMpgdata and Ins belong to the case ofmul-
tiple classification [21–23]. In the four data sets, Iris is a com-
mon data set prone to overfitting. The sample is quoted only
to show the feasibility of the algorithm and the degree of
improvement compared with the more classic algorithms. Its
classification effect is obviously difficult to reach in practice.
However, the amount of data in the Magic data set is relatively
large. Although it is not as good as the big data standard, it is
still not general. From this, the potential of the improved algo-
rithm in processing high-capacity data sets compared to tradi-
tional algorithms can be seen.

For algorithm classification performance, regardless of the
sample size and the number of label classes, the establishment
of the corresponding confusionmatrix (confusion1matrix) is a
relatively common and objective evaluation method [24, 25].
The following briefly introduces the confusion matrix. In the
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classification problem, due to the difference between the pre-
dicted result and the objective facts, the final result has four
possibilities, namely, TP (true positive), FP (false positive),
FN (false negative), and TN (true negative). They, respectively,
represent the four possibilities of pairing between the sample
and the label, and the corresponding confusion matrix is
shown in Table 2.

Table 2 shows a quantitative comparison of the two algo-
rithms on the four data sets. The use of the mean± standard

deviation makes the results more accurate. For classification
algorithms, accuracy is often one of the most concerned
evaluation criteria. Compared with the classic KNN classifi-
cation algorithm, the KNNLC algorithm shows better per-
formance in most cases, with an accuracy rate of 2 to 5
percentage points higher [26]. Absolutely, the classic algo-
rithm is classic because of its extensive effectiveness. For data
with different distributions, the adaptability of classic algo-
rithms may be more common. For the classification of
Mpgdata data sets, sometimes the effect of improved algo-
rithms is not satisfying. It shows that the KNNLC algorithm
is sensitive to specific distributed data and needs further
improvement. The results on high-capacity sample data sets
show that to a certain extent, the KNNLC algorithm may be
more suitable for processing high-dimensional data, and its
classification accuracy and stability are significantly better
than the classic KNN algorithm. On the whole, in the classi-
fication problem, the KNNLC classification algorithm has
better performance than the classic KNN classification algo-
rithm, and the higher the data dimension, the more obvious
this advantage. In fact, this is because KNNLC uses local
coding to obtain neighbor samples, which meets the expecta-
tions of theoretical research, as shown in Table 3.

Table 3 shows the quantitative comparison of the experi-
ments of the two algorithms on the four data sets, respectively,
using the form of mean± standard deviation to make the
results more accurate. For classification algorithms, accuracy
is often one of the most concerned evaluation criteria. As
can be seen from the above table, compared to the classic
KNN classification algorithm, the KNNLC algorithm shows
better performance in most cases, with an accuracy rate of 2
to 5 percentage points higher.

5. Conclusion

Research on the improvement of KNN algorithm and its
application in the field of image processing. This article mainly
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Figure 5: Factor contribution degree after t400-900rm band rotation.

Table 1: Basic situation of experimental materials.

Data set Number of instances Number of attributes

Inis 150 4

Mpgdata 390 7

Australian 690 14

Magic 19020 10

Table 2: Confusion matrix.

Predicted class
Actual class

Positive Negative

Positive TP FP

Negative FN TN

Table 3: Accuracy comparison of two classification algorithms
(mean± standard deviation).

Data set KNNLC KNN

Iris 0.9667士0.0470 0.9400士0.0857

Mpg data 0.8000士0.0551 0.7769士0.0745

Australian 0.8464士0.0445 0.7928士0.0305

Magic 0.8220士0.0055 0.8002士0.0088
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discusses and improves the traditional KNN algorithm and
the mean filtering algorithm from the perspective of the near-
est neighbor selection strategy. Therefore, in the process of
obtaining the neighbors, the neighbors with higher similarity
can be captured. At the same time, based on this idea, the tem-
plate selection of the mean filter is regarded as the neighbor
selection, and the membership function is combined to obtain
a more effective filter template, and experiments have proved
the advantages of the improved algorithm [27]. Aiming at
the problem that traditional KNN algorithm is sensitive to
data distribution, combined with sparse coding and LLC the-
ory, using the nearest neighbor selection strategy of local
coding, KNNLC algorithm is proposed, which improves the
effect of classic KNN algorithm. Through experiments on
multiple representative data sets, it is proved that the KNNLC
algorithm has great advantages and potential compared with
the classic KNN algorithm in classification performance. The
KNNLC algorithm shows better performance in most cases,
with an accuracy rate of 2 to 5 percentage points higher.

Data Availability
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In order to improve the effect of land resource management, this paper combines the Internet of Things technology and GIS
technology to build an intelligent management system for gradient resources to improve the efficiency of land resource
management. Aiming at the hybrid intelligent model of wetland resource remote sensing monitoring technology, this paper
analyzes and studies the remote sensing image processing theory. Moreover, this paper studies in detail remote sensing image
restoration, TM image reflectivity simulation imaging, image enhancement technology, optimal band selection based on the
characteristics of wetland resources, expert decision analysis, deep mining of image data, knowledge reasoning, and decision
tree analysis to form a theoretical support system for a hybrid intelligent classification model for wetland resources. The
research shows that the intelligent management system of land resources based on the Internet of Things and GIS technology
has a good effect in the collection and processing of land resource information and can effectively improve the management
efficiency of land resources.

1. Introduction

China has a vast territory and abundant resources in abso-
lute quantity, but the per capita quantity is insufficient.
Moreover, the natural resources, ecological and environ-
mental conditions, and social and economic development
vary greatly from place to place, and the stages of develop-
ment and the problems existing in the development are also
different. If we do not consider the characteristics and differ-
ences of regions and use the same standard to measure the
development of various regions, it will be difficult for the
evaluation to be objective and fair. At the same time, when
the same policy is used to guide the development of various
regions, the measures are often lacking in pertinence and
effectiveness. In addition, with the rapid increase of the pop-
ulation, on the one hand, the area of arable land in China
has dropped sharply, the land has been degraded, and the
land reserve resources are seriously insufficient. On the other
hand, extensive land use, low utilization rate, and low output
rate make the situation of land resources increasingly severe

and the contradiction between man and land increasingly
prominent.

The research on comprehensive land carrying capacity
has its own characteristics: first, the research on comprehen-
sive land carrying capacity is a systematic perspective on
regional land, grain, population, and social development. It
involves many aspects and is affected by many factors, of
which nature and humanity are the two most important
ones. Natural factors include the quantity and quality of land
resources, regional climatic conditions and water resources,
etc.; human factors include population status, the level of
social and economic development, the rationality of techno-
logical level resource utilization, etc. These factors together
affect the level of carrying capacity of land resources makes
it an intricate system. Secondly, while the research on com-
prehensive land carrying capacity has been improved with
the development of science and technology and some natu-
ral processes, it does not mean that it can develop perma-
nently and unrestrictedly. It is constrained by two aspects:
the absolute limit of the productivity of land resources and
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the relative limit over a certain period of time. The former
refers to the ultimate source of productivity of land resour-
ces—solar radiation energy is limited per unit area; espe-
cially, the conversion rate of solar energy cannot exceed a
certain limit, thus stipulating the limit of productivity of
land resources. In the foreseeable future, it is impossible
for the development of science and technology to break
through the limit of land productivity, such as the level of
grain yield per unit. The limit of land production capacity
determines the limit of land carrying capacity, which has
far-reaching significance for objectively grasping the
regional resource-population problem.

The “comprehensive” study of comprehensive land carry-
ing capacity includes two meanings [1]. On the one hand, for
the carrier, the land should not be limited to cultivated land
but should be a generalized land including garden land, forest
land, pasture land, urban settlements and industrial andmining
land, water area, transportation land, and unused land. On the
other hand is the question of what to carry, that is, carrying
substance. Land problems are caused by human social and eco-
nomic activities. The goal of land use is to coordinate human
social and economic activities with the corresponding environ-
ment and to protect and improve the land resources for human
survival and development. Therefore, the bearing object should
be various social and economic activities of human beings, such
as the city scale, economic output value, transportation scale,
land pollution capacity, etc., not only the bearing population
size and population consumption pressure, which forms the
“comprehensive carrying capacity of land.” The comprehensive
carrying capacity of land refers to the maximum population
and urban development scale that the land resources can bear
on the basis of the foreseeable level of technological, economic
and social development, the principle of sustainable develop-
ment, and the premise of maintaining the benign development
of the human ecological environment under the current devel-
opment stage [2]. That is to say, the size of the comprehensive
land carrying capacity is not only a reflection of the character-
istics of the natural geographical environment but also depends
on the development level of human society, economy, and tech-
nology; the effective use of land resources by humans; and the
improvement of the ecological environment [3].

This paper combines the Internet of Things technology
and GIS technology to build an intelligent management sys-
tem for gradient resources, improve the efficiency of land
resource management, and effectively promote the progress
and development of intelligent land management technology.

2. Related Work

Literature [4] establishes a real estate database management
system, which integrates the decentralized management of
land registers and other information, which greatly improves
work efficiency; in the application research of basic farmland
management information system, literature [5] uses MapGIS
secondary. The development library SDK builds a perma-
nent basic farmland database and uses C++ language to
design and implement a basic farmland demarcation system.
Based on the MapGISK9 platform, Yang Weibin of Xiamen
University adopts a combination of C/S and B/S architecture

to solve the possible defects of the basic farmland manage-
ment information system. Literature [6] developed the basic
farmland management information system of Ninghua
County based on ArcGIS Engine components and C# as
the development language. Literature [7] used Oracle as
the database management platform and ArcSDE as the spa-
tial database search engine, participated in the design and
establishment of the basic farmland management informa-
tion system in Sichuan Province, and used ArcGIS Server
server and WebService technology to enable the public to
conduct related business queries on the browser side. These
attempts in basic farmland information management have
provided effective advanced experience for the system con-
struction of farmland protection [8]. However, a large part
of the region has not established a comprehensive and effec-
tive basic farmland information system, and we still need to
explore and work together [9]. The use of UML language
and CASE tools is the trend of GIS software development
[10]. Literature [11] studies and summarizes the develop-
ment process of cadastral information system by adopting
the object-oriented GIS development method and combin-
ing with UML. Literature [12] describes the land change
process realized by drawing lines with the mouse using
UML and realizes the land change subsystem in the land
management information system by means of secondary
development. These studies reflect the application of UML
technology in land information management software devel-
opment from different angles and meet the needs of software
system development in GIS projects. On the basis of the
above practice, further research is carried out in combina-
tion with the characteristics of permanent basic farmland
data and applications. The theoretical technology of geo-
graphic information system has gone through the process
of desktop geographic information system, client/server
mode in local area network, and WebGIS [13]. At present,
the land information system is still in the stage of continuous
development and generally shows the following develop-
ment trends: (1) The integration with remote sensing system
(RS), global positioning system (GPS), and other technolo-
gies needs to be strengthened. Surveying and mapping tech-
nologies such as RS and GPS can provide strong technical
support for the real-time collection of large-area land use
information and achieve high precision and automation of
ground data collection [14]. (2) Modern land management
information systems not only care about the distribution
area, and it is a research direction of land management
information system [15]. (3) With the help of artificial intel-
ligence theory and expert system technology enables com-
puters to use expert knowledge to simulate human brain
thinking for reasoning, which can greatly improve work effi-
ciency, and its applications in cartography, spatial decision
support, and intelligent data processing need to be further
deepened [16]. (4) With the advent of the era of big data
and the rapid development of network technology, the use
of the Internet to publish spatial data and provide users with
the functions of spatial data browsing, query, and making
thematic maps and analysis has become an inevitable trend
in the development of land information systems [17]. Liter-
ature [18] proposes to build a “land and resources cloud”
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technology system and create an “Internet + land and
resources service” model, which is to make full use of
advanced concepts and technologies such as cloud comput-
ing and big data to achieve unified deployment of services
and comprehensive data sharing.

3. Remote Sensing Image Processing Based on
Internet of Things and GIS

After the GCP ground control point selection is completed,
the pixel coordinates (x, y) should be converted into image
coordinates that are related to the reference coordinates
(X, Y) through a mathematical model. The selected coordi-
nate change function (mathematical correction model) is a
polynomial correction model, and commonly used image
correction functions include polynomial, Legendre polyno-
mial, and collinear correction. Because the polynomial prin-
ciple is intuitive, the calculation is simple, and it has better
accuracy; the polynomial correction method is generally
chosen. In this study, a quadratic polynomial function is
used to perform precise geometric correction. The formula
is as follows:

x = a0 + a1X + a2Y + a3X
2 + a4XY + a5Y

2,

y = b0 + b1X + b2Y + b3X
2 + b4XY + b5Y

2:
ð1Þ

Polynomial coefficients (conversion parameters) are
obtained by least squares regression. According to the root
mean square error formula (RMSerror), the difference
between the estimated coordinates and the original coordi-
nates is obtained.

RMSerror =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x′ − x
� �2

+ y′ − y
� �2

r

, ð2Þ

That is, by calculating the root mean square error of each
control point, the ground control points with larger errors
can be checked, and the accumulated overall root mean
square error can be obtained, so as to obtain the accuracy
of coordinate change.

The absorptivity and reflectivity of an object vary with
the temperature of the object and the wavelength of incident
radiant energy, so we define the monochromatic reflectance
and monochromatic absorptivity of an object as [19]:

α λð Þ = Eα λð Þ
E

, ð3Þ

ρ λð Þ = Er λð Þ
E

: ð4Þ

In the formula, aðλÞ is the monochromatic absorptivity
of light with wavelength λ, ρðλÞ is the monochromatic
reflectance of light with wavelength λ, EaðλÞ is the energy
absorbed by light with wavelength λ incident on the surface
of an opaque object, ErðλÞ is the energy reflected by the light
with wavelength λ incident on the surface of an opaque
object, and E is the total incident energy.

We use the TM data to make the principle of simulated
reflectivity image, and the energy carried by the color light
of different bands and the weightWiof the total energy are
shown in the table. From this, we can obtain the total
reflected energy:

Eρ = 〠
5

i=1
WiTMi +W7TM7: ð5Þ

In the formula,Eρis the total reflected energy,Kiis the
weight of thei-th band in the total energy,TMlis the remote
sensing data of thei-th band,W7is the weight of the seventh
band in the total energy, andTM7is the remote sensing data
of the seventh band.

From Wien’s displacement theorem λ max = 2897/T, it
can be known that with the increase of temperature, the peak
value of radiant emission shifts to the short-wave direction.
When the surface temperature is -60°C, the wavelength peak
of the surface radiation is 13:6μm, and when the surface
temperature is 60°C, the wavelength peak of the surface radi-
ation is 8:7μm. The surface temperature is generally
between -60°C and 60°C, and the radiated wavelength peak
falls within the wavelength range of TM6. Therefore, the rel-
ative value of the energy lost by the earth due to long-wave
radiation can be represented by TM6.

The surface of the earth with the size of each pixel
receives the light energy of the sun as E0, then:

E = Ea + Ep, ð6Þ

a + p = 1: ð7Þ
The energy change of a pixel on the earth’s surface

(expressed as a temperature difference change) is EΔ, and
the scattered energy is Ee, then:

EΔ = E − Ee − Ep: ð8Þ

That is,

E − EΔ = Ee + Eρ: ð9Þ

Since the relative value of the energy lost by the earth
due to long-wave radiation can be represented by TM6, for-
mula (7) can be written as follows:

E − EΔ = TM6 + Eρ: ð10Þ

We set:

Psim λð Þ = Er λð Þ
E − EΔ

=
Er λð Þ

TM6 + Eρ

: ð11Þ

In a very small time, the temperature difference change
of the surface can be ignored; that is, EΔ = 0, and formula
(9) can be transformed into:
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Psim λð Þ = Er λð Þ
E

=
Er λð Þ

Etm6
+ Eρ

: ð12Þ

Since EΔ is not strictly equal to 0, we call Psin as the mono-
chromatic reflectance. Through the different energy values of
different bands, the monochromatic reflectance data of each
band in the TM band can be obtained, and the synthesized
color map is called the simulated reflectance map.

The first step in band combination is to select a band by
numerical evaluation according to the amount of informa-
tion contained in each band of a remote sensing image.
Through analysis, it can be determined which parts or which
bands (i.e., band subsets) contain the amount of informa-
tion. The standard deviation of each band reflects the total
dispersion of the gray value and the average value of each
pixel in the image and to a certain extent reflects the amount
of information in each band. The larger the value, the greater
the amount of information contained. The amount of
ground object information contained in each band of a TM
image is generally measured by the radiation quantization
level covered by the band image, that is, the range of bright-
ness values or brightness difference (maximum brightness
value-minimum brightness value).

The standard deviation formula is

S = 1
MN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

〠
n

Aij − A0
� �r

: ð13Þ

An image is Aij, ði = 1, 2, 3⋯⋯;j = 1, 2, 3⋯⋯Þ, its image
matrix size is M ×N , and Aorepresents the average gray
value of the whole image. The brightness difference reflects
the degree of change in the gray value, and its magnitude
is equal to the maximum brightness value minus the mini-
mum brightness value, and the formula is f rangeði, jÞ = f
max ði, jÞ − f min ði, jÞ. The mean vector represents the
average reflection intensity of the objects in the image.

f =
∑M−1

i=0 ∑N−1
j=0 f i, jð Þ

MN
: ð14Þ

The correlation coefficient between the bands reflects the
degree of information overlap between the two bands. If the
correlation coefficient between the two bands is large, it means
that their information overlap is high. Therefore, two channels
with high correlation can be combined into one or one of the
channels can be taken as one. The formula for the correlation
coefficient between the bands is as follows:

R =
S2ij
SijSj

: ð15Þ

In the formula, Sij = COVði, jÞ = ð1/NÞ∑n
k=1ðXik − XiÞ

ðY jkY jÞ.
Among them,i, jis the number of bands 1, 2, 3, 4, 5, and

7, andSijis the covariance between thei-th band and thej-th
band,�xiis the spectral gray mean value of thei-th band,�xis
the gray value of thek-th pixel in thei-th band, andY jkis the

gray-scale value of thek-th pixel in thej-th band.�Y j is the
spectral gray mean value of the j-th band; k = 1, 2, 3⋯⋯,n
is the number of pixels in the experimental sample area.
The larger the R, the greater the information overlap
between the bands. The calculation of the band correlation
coefficient matrix is relatively simple, and the general image
processing software has this function. The analysis of the
correlation coefficient becomes the basis of the band selec-
tion, and the calculation of the correlation coefficient is also
necessary for the optimal index method.

Because the larger the standard deviation of the image
data, the larger the amount of information it contains, and
the smaller the correlation coefficient between the bands,
which indicates that the independence of the image data in
each band is higher and the information redundancy is
smaller. Therefore, the concept of the optimal index (OIF)
proposed by Chavez in the United States can also be used.

OIF = ∑3
i=1Sl

∑3
r=1Rij

: ð16Þ

Among them,Siis the standard deviation of thei-th band,
andSijis the correlation coefficient of theiandjbands. The
larger the OIF, the greater the information content of the
corresponding combined image. The OIF values are
arranged from large to small, and the band corresponding
to the largest OIF value is the best band combination. This
method is currently the most commonly used band selection
method. Moreover, the calculation method is simple, easy to
operate, and closer to the principle of band selection.

The joint entropy represents the information amount of
the combination of multiple bands, and the combined band
with the largest joint entropy is the best band in the sense of
“the largest amount of information.” However, the joint
entropy method requires a considerable amount of calcula-
tion and is generally not easy to operate. When computing,
we need to write a program to implement it.

The entropy of an 8bit image X is

H xð Þ = −〠
255

i=0
pi log pi Bitð Þ: ð17Þ

In the formula, pi is the probability that the gray value of
the image pixel is i. Similarly, the joint entropy of 2-3 images
is as follows:

H x1, x2ð Þ = − 〠
255

i1,i2=0
pi1pi2 log pi,i2 ,

H x1, x2, x3ð Þ = − 〠
255

i1,i,i,3=0
pi,l3, ⋅ log pi,i2i3 :

ð18Þ

In the formula,Pi1, Pi2, Pi3represents that the gray value
of the pixel in the imageX1isi1; the gray value of the pixel
with the same name in the imageX2isi2, and the gray value
of the pixel with the same name in the imageX3is the joint
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probability ofi3. Generally speaking, the largerHðxÞ
andHðx1, x2, x3Þ, the richer the information contained in
the image (or group of images). Using entropy and joint
entropy, bands and band combinations with a large amount
of information can be obtained.

The learning process of BP algorithm consists of two
aspects: forward propagation and back propagation. In the
forward propagation process, the input pattern is processed
layer by layer from the input layer through the hidden layer
and finally transmitted to the output layer. The output state
of each layer of neurons only affects the input state of the
next layer of neurons. If the expected output cannot be
obtained in the output layer, backpropagation is performed,
the error signal is returned along the original path, and the
weights and thresholds between neurons in each layer are
corrected to make the error meet the requirements. For the
BP algorithm, the commonly used network error is the mean
square error function, which is defined as follows:

Ep =
1
2
〠
N

j=1
tpj − opj
� �2

: ð19Þ

Among them, Ep is the error of the p-th network vector,
tpj is the expected value of the j-th output neuron, and opj is
the actual value of the j-th output neuron.

The central idea of the BP algorithm is to adjust the
weights to minimize the total error of the network; that is,
the mean square error Ep between the expected value and
the output value of the neural network tends to be the smal-
lest. The negative gradient of the error function of the
weights points in the direction in which the error function
decreases the fastest. If the algorithm moves along this vec-
tor in the weight space, it will eventually reach a minimum,
at which point the gradient is zero. The weight adjustment
formula is mathematically described as follows:

ΔpWji∞−
∂Ep

∂wji
: ð20Þ

In the formula, △PWji represents the change of the
weight between the source neuron i in the L − 1 layer and
the destination neuron j in the L layer. This change in the
weights causes the gradient to change in the direction of
reducing the error in the weight space.

The goal of the entire BP algorithm is to determine how to
adjust each weight tomake the network converge. Formula (3)
describes the relationship that each weight wij will change in
the direction of the negative gradient where the local error
decreases most rapidly. Converting it into an expression suit-
able for computer implementation, the differential equation
required by the BP algorithm can be obtained:

Δpwjt = ηδpjOpi: ð21Þ

In the formula, η is the learning rate, δpj is the error signal
of the neuron j in the L layer, and 0pj is the output of the neu-
ron i in the L − 1 layer.

The error signal can be expressed as follows:
For output neurons: δpj = ðtpj −OpjÞOpjð1 −OpjÞ.
For hidden layer neurons: δpj =Opjð1 −OpjÞ∑kδpkωij.
In the formula, Opj represents the output of neuron j in

layer L, Opi represents the output of neuron i in layer L − 1,
and δpk represents the error signal of neuron k in layer L + 1.

According to the above description, the whole BP learn-
ing algorithm can be described as follows:

(1) The algorithm randomly gives the input layer unit to
the hidden layer unit, the hidden layer unit to the output
layer unit, the threshold value of the hidden layer unit, and
the threshold value of the output layer unit. Generally, a
small random number within (-1, +1) is assigned

(2) The algorithm performs the following operations on
ðxk, ykÞðk = 1, 2,⋯mÞ for the sample pattern

(2-1) The algorithm sends the value of xk to the input
layer unit and calculates the new activation value of the hid-
den layer unit of the network.

O 1ð Þ
pj = f j net 1ð Þ

pj

� �
j = 1, 2,⋯,M: ð22Þ

(2-2) The algorithm calculates the activation value of the
output layer unit.

O 2ð Þ
pj = f j net 2ð Þ

pj

� �
j = 1, 2,⋯,N: ð23Þ

(2-3) The algorithm calculates the output layer unit and
the generalization error.

δ
2ð Þ
pj =O 2ð Þ

pj 1 −O 2ð Þ
pj

� �
tpj −O 2ð Þ

pj

� �
j = 1, 2,⋯,N: ð24Þ

(2-4) The algorithm calculates the training error of the
hidden layer unit.

δ
1ð Þ
pj =O 1ð Þ

pj 1 −O 1ð Þ
pj

� �
〠
N

k=1
δ

2ð Þ
pk ω

2ð Þ
kj j = 1, 2,⋯,M: ð25Þ

(2-5) The algorithm adjusts the connection weight from
the hidden layer to the output layer.

Δwij = ηOpj
ð1Þδpj

ð2Þη is the learning rate, 0 < η < 1.
(2-6) The algorithm adjusts the connection weight from

the input layer to the hidden layer.

Δwkj = ηAkδ
1ð Þ
pj : ð26Þ

(2-7) The algorithm adjusts the threshold from the out-
put layer to the hidden layer.

Δrj = ηδ
2ð Þ
pj : ð27Þ
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Figure 1: Data flow and basic idea of hybrid AI system: (a) data flow in the rules; (b) rule discovery.
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(2-8) The algorithm adjusts the threshold of the hidden
layer unit.

Δθj = ηδ
1ð Þ
pj : ð28Þ

(3) The algorithm judges whether the error meets the
requirements. If the requirements are satisfied, the algorithm
executes step 5, otherwise, executes step 4

(4) The algorithm judges whether the maximum number
of iterations is exceeded. If it exceeds, it means that the train-
ing fails, and step 5 is performed; otherwise, it returns to step 2

(5) The algorithm ends
The shape and size of a feature is one of the important

signs to identify a feature. The description of the shape
includes regular geometric shapes, such as rectangle, square,
rhombus, diagonal, circle, ellipse, and pentagon, as well as
some irregular geometric figures. The shape soil of the mea-

surement object is the perimeter P and area A of the base-
inch object, and its shape index K is defined as follows:

K =
ffiffiffiffi
A
P

r

: ð29Þ

The shapes of various types of objects are summarized
into the following types.

3.1. Round. For areas of equal area, a circle has the shortest
perimeter, and an object that has the shape of a circle will
have the largest area/perimeter ratio. For any circular object,
it is not difficult to derive the following relationship:

ffiffiffiffi
A
P

r

=
1

2 ffiffiffi
p

p >
1
4
: ð30Þ
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Figure 5: The design of the database E-R mode: (a) ER model of land registry business; (b) ER model of the underlying geography.
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3.2. Square. Square objects can share the following relation-
ships:

ffiffiffiffi
A
P

r

=
1
4
: ð31Þ

The shape index of a square is smaller than that of a
circle.

3.3. Rectangle. If the long side of the rectangle is k times the
short side, it can have the following relationship:

ffiffiffiffi
A
P

r

=
ffiffiffi
k
2

r

k + 1ð Þ < 1
4
: ð32Þ

3.4. Linear Objects. Linear objects have small shape index
values, and such objects include roads, rivers, and airports.

3.5. Irregular Objects. The more complex the shape of this
type of object, the smaller its shape index. For some objects
that share obvious shapes, it is the most effective method to

use shape information to identify them. The shape index K
can be used as an important indicator to measure the shape
of an object. A complex or long object always has a smaller
shape index value. Conversely, a simple or round object
has a larger shape index value.

The area of an object can also be used as another impor-
tant shape indicator to identify some different types of
objects. For example, the shape index of a lake and a reser-
voir may be similar, but the area of a lake is much larger
than that of a reservoir, and they can be completely distin-
guished based on the area index.

After the knowledge is expressed in an appropriate way, it
is necessary to study the reasoning mechanism for using the
knowledge. Reasoning is the thinking process of drawing a
new judgment from a known judgment according to a given
principle. In the remote sensing image knowledge inference
system, rule inference and rule expression use production
rules to describe the solution to the problem. This kind of
rule-based inference is also called production inference. At
the same time, roughly speaking, production reasoning is the
reasoning engine selects the rules from the rule base and
applies the rules. When these selected rules are applied, they
perform the actions of the concluding part of the rules and
thus lead to the addition, deletion, modification, etc. of the
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Land form analysis
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National regulations

Improved plan
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area
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Cultural
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Figure 6: Basic work flow chart.
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facts in the fact base. Figure 1(a) is a schematic diagram of the
changes of rules and facts in the working process of the infer-
ence engine, and the direction of the arrow indicates the direc-
tion of data flow. Figure 1(b) is the rule discovery.

In the object-oriented knowledge representation, the oper-
ation of the object is contained in the object; that is, the rea-
soning is distributed in each object. Rules represent the way
and strategy of reasoning and are used to represent the experi-
ence of experts in the specific application of knowledge. Dur-
ing inference, when the fact expression is consistent with the
conditional expression of the rule in the knowledge base, infer-
ence can be generated according to the rule, and the credibility
value given by the expert can be obtained.

4. Intelligent Management of Land Resources
Based on Internet of Things and
GIS Technology

The design of the system database mainly adopts the top-
down design scheme and the object-oriented programming
idea. The top layer is the workspace, which includes three
parts: data source set, map set, and layout set. Map set and
layout set are mainly used for map output of spatial data,
and they are composed of map elements and layout ele-
ments, respectively. Moreover, the data source set can derive
subclass data source, the data source is composed of the data
set, and the data set is a subclass of the data set, which
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Middleware support

�e underlying database

Land reserve resource management system

Build a platform

Arc engine Microso�.net

Arc SDE

Oracle

Special database
Collapse survey library

Utilization database
Planning database

Basic geographic database

(a)
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Space query
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Map annotation
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(b)

Figure 7: Intelligent management system of land resources based on Internet of Things and GIS technology: (a) structure diagram of land
reserve resource management system; (b) schematic diagram of the overall structure of the frame.
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includes the vector data set attribute data record set. Its
structural frame is shown in Figure 2.

The data can be logically divided into spatial data, image
data, attribute data, public configuration data, and document
data. Spatial databases are divided into two categories. One
is basic geographic data, administrative area data, and image

data, which are provided to other applications as shared
data. The other category is each thematic application ele-
ments as shown in Figure 3.

The implementation strategy that goes hand in hand with
prototype trial, database building, and software customization
and transformation is specified. The implementation scheme

Table 1: The effect of intelligent treatment of land resources.

Number
Information
processing

Number
Information
processing

Number
Information
processing

Number
Information
processing

1 86.112 19 90.639 37 91.603 55 90.024

2 85.688 20 91.070 38 90.174 56 91.803

3 87.955 21 86.180 39 84.736 57 84.129

4 92.038 22 84.174 40 92.911 58 86.351

5 86.368 23 84.961 41 91.897 59 89.671

6 89.744 24 84.884 42 84.434 60 88.926

7 89.109 25 92.701 43 84.671 61 86.935

8 90.527 26 90.730 44 84.217 62 92.007

9 86.701 27 89.684 45 89.516 63 88.405

10 85.062 28 86.349 46 85.361 64 92.278

11 91.437 29 92.040 47 89.637 65 87.194

12 91.564 30 85.535 48 87.674 66 88.478

13 85.800 31 87.064 49 88.757 67 86.047

14 89.195 32 91.311 50 91.295 68 90.638

15 92.765 33 91.022 51 84.898 69 89.595

16 91.210 34 92.832 52 87.312 70 89.139

17 85.537 35 85.918 53 86.181 71 92.262

18 90.494 36 84.648 54 90.821 72 89.216

Table 2: The effect of land resource management.

Number Land management Number Land management Number Land management Number Land management

1 83.101 19 82.675 37 81.887 55 83.482

2 80.579 20 83.033 38 86.298 56 80.108

3 81.242 21 80.846 39 85.034 57 80.538

4 87.008 22 83.737 40 83.202 58 82.808

5 85.425 23 84.360 41 80.487 59 83.085

6 86.776 24 83.579 42 82.218 60 86.631

7 86.118 25 85.664 43 81.450 61 85.964

8 81.128 26 80.772 44 81.636 62 85.311

9 86.674 27 85.902 45 85.149 63 82.297

10 83.050 28 84.112 46 82.483 64 85.543

11 84.867 29 87.334 47 80.371 65 82.051

12 86.532 30 81.800 48 83.378 66 85.295

13 81.277 31 84.093 49 83.510 67 81.233

14 80.343 32 81.997 50 83.546 68 81.354

15 82.522 33 85.829 51 86.196 69 87.817

16 86.037 34 80.677 52 83.581 70 87.873

17 81.763 35 82.276 53 82.413 71 81.881

18 82.962 36 82.831 54 81.405 72 81.550
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of intelligent management of land resources based on the
Internet of Things and GIS technology is shown in Figure 4.

The design of the database E-R model is shown in
Figure 5, in which Figure 5(a) is the ER model of the land
registration business, and Figure 5(b) is the basic geographic
ER model.

The construction land resource evaluation study is based
on the workflow shown in Figure 6.

This system uses the current land survey data, planning
data, and agricultural special data as the analysis data; uses
C# as the development front-end; and is designed and devel-
oped based on ArcGIS Engine. The system structure is
shown in Figure 7(a), and the framework generally includes
five parts: map display, query module, analysis module, and
land evaluation, as shown in Figure 7(b).

On the basis of the above research, the intelligent man-
agement system of land resources based on the Internet of
Things and GIS technology proposed in this paper is evalu-
ated, and the effect of intelligent processing of land resources
and the effect of land resource management are counted, and
the results shown in Tables 1 and 2 are obtained.

From the above research, it can be seen that the intelligent
land resource management system based on the Internet of
Things and GIS technology has a good effect in the collection
and processing of land resource information and can effec-
tively improve the management efficiency of land resources.

5. Conclusion

According to the resource and environmental carrying
capacity, existing development density, and development
potential of different regions, this paper considers the future
population distribution, economic layout, land use, and
urbanization pattern and divides the land space into four
main functional areas: optimized development, key develop-
ment, restricted development, and prohibited development.
Moreover, this paper clarifies the main function, guides the
development direction, regulates the development order,
controls the development intensity, adjusts the development
policy, and gradually forms a new pattern of spatial develop-
ment in which population, economy, resources, and envi-
ronment are coordinated. The main functional area is the
product of implementing the scientific concept of develop-
ment, and the proposal of the main functional area plan is also
a new breakthrough in promoting the coordinated develop-
ment of the region, and it is the regional embodiment of the
sustainable development strategy. This paper combines the
Internet of Things technology and GIS technology to build
an intelligent management system for gradient resources.
The research shows that the intelligent management system
of land resources based on the Internet of Things and GIS
technology has a good effect in the collection and processing
of land resource information and can effectively improve the
management efficiency of land resources.
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In the digital economy era, digital technologies such as cloud computing, big data, artificial intelligence, mobile Internet, and
Internet of Things are becoming the new foundation of social operation and industry innovation. In order to achieve creative
transformation and innovative development of traditional opera culture and art, there is a need to actively embrace the new
digital technologies of the Internet. From the perspective of big data, according to the development status of Chinese opera art,
this paper examines the limitations of traditional means to protect and develop opera art and puts forward the inheritance of
opera culture and the prediction of future development direction based on cloud communication. This paper demonstrates the
matrix system and inheritance development direction of Kunqu Opera culture to realize cloud communication. The main
conclusions of this paper are as follows: firstly, promoting the overall digitalization of Kunqu Opera culture is the inevitable
choice to realize the inheritance and development of Kunqu Opera; secondly, it is scientific and feasible to promote the overall
digitalization and inheritance of Kunqu Opera culture. Thirdly, promoting the research and planning of cloud-spread opera
should be promoted to become a national cultural strategy.

1. Introduction

Opera art is a combination of Chinese excellent music,
dance, poetry, and other artistic elements. It is the cultural
symbol and life memory of a nation and a region and the
cultural root of people’s homesickness. As a unique Chinese
excellent traditional culture, it adds confidence and pride to
the hearts of the Chinese people and the Chinese nation and
is also the foundation and source of national cultural
strength and cultural industry development [1]. Print media,
mainly represented by newspapers and magazines, expanded
the exhibition space of opera performances to thousands of
households, and three-dimensional media such as radio,
film, and television also joined in, attracting new and old
audiences to the stage of opera performances from thou-
sands of households. Internet, big data [2], cloud computing
[3], artificial intelligence, and other new technologies and

new applications are rapidly influencing and changing our
society [4], changing our way of life, work, and study. How-
ever, at present, the operation of real society and the cogni-
tion and research of virtual space boundaries of the Internet
are becoming increasingly vague.

Promoting cloud dissemination of opera is an inevitable
choice for China’s traditional culture and opera industry to
meet the challenges of the Internet age. At present, the Inter-
net has not only brought about the great development of
productivity but also caused great changes in industrial
structure and cultural inheritance methods and paths. How
to deal with and integrate the Internet in culture and opera
determines the foundation, framework, and rules of inheri-
tance and operation of culture and opera. With the continu-
ous progress of the times, the development of traditional
culture cannot be limited to theatres. Audiences need operas,
and operas need audiences even more. Nowadays,

Hindawi
Journal of Sensors
Volume 2022, Article ID 1910766, 9 pages
https://doi.org/10.1155/2022/1910766

https://orcid.org/0000-0002-8598-8075
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1910766


marketability is a prominent feature of the cultural industry,
and the theme of the market is the audience. If the opera
wants to develop, it must be reformed to face the market
[5, 6]. The era of electronic media is an era surrounded by
all kinds of information such as words, images, audio, and
videos, and it is also the home of new media. People can pick
up mobile new media such as mobile phones and tablets at
hand at any time to look at information around the world.
Its timeliness, interactivity, mobility, cloud storage, and inte-
gration of multimedia push information dissemination to a
new stage [7]. In the current society and information age,
the traditional opera art has been impacted by itself and
the outside world, and people’s aesthetic style has changed.
Under the environment that the opera has not fully adapted
to the rapid development of media, its spread has shown
obvious decline. However, as an important part of Chinese
traditional culture and an important carrier of communica-
tion, the inheritance and development of opera cannot be
ignored. The research on the communication of opera cul-
ture in the current audio-visual media environment will
highlight its significance and value [8, 9].

In the era of digital economy, people cannot refuse the
convenience brought by smart phones, and opera culture
and art have naturally entered the era of digital communica-
tion. Cloud communication of opera is an inevitable move
for opera culture and art to actively embrace the new digital
technology of the Internet [10]. In the era of big data, data
has penetrated into every industry and business function,
which has led to earth-shaking changes in all walks of life.
However, the research and exploration on the field of opera
art are still in its infancy. In view of the current development
situation of traditional Chinese opera, this paper analyzes
from the perspective of communication and studies the
exploration of communication content, media, and audience
in the process of communication. Relying on the current
audio-visual media, this paper innovates communication
content, unblocks communication channels, and broadens
audience groups, so as to achieve effective and extensive
communication of traditional Chinese opera. Take Kunqu
Opera, the representative work of national intangible cul-
tural heritage, as an example to carry out the research of this
topic.

2. Related Work

Opera art is the unique “cultural heritage” and “civilized
memory” of the Chinese nation, with a long historical tradi-
tion, a profound realistic foundation, and a sustainable
future [11]. Document [12] puts forward the status and pro-
tection of opera as an intangible cultural heritage, and docu-
ment [13] describes the current situation of opera in the
process of urbanization and makes an in-depth analysis. Lit-
erature [14] summarizes and discusses the survival dilemma
and internal and external reasons of traditional Chinese
operas and puts forward new ideas and paths. However,
more research focuses on the transmission of performing
arts, the popularization of award-winning plays and repre-
sentative plays, the inheritance of talents, the publicity of
news media, etc. Literature [15] adapts Sichuan Opera from

the similarities of action and dialogue design between
Sichuan Opera and animation to realize the organic integra-
tion of opera and animation. Literature [16] said: “Facing the
world of economic globalization, communication globaliza-
tion and cultural diversity and diversity, the way to maintain
traditional cultural genes is to look at the world and keep
pace with the times.” Literature [17] points out that the reg-
ulation and modeling design of Sichuan Opera Theater has a
strong era, and the concept of Sichuan Opera’s inheritance
and development in each era also determines the choice of
acoustic and optical technologies that should be considered
in theater performance design in this era, and these perfor-
mance field designs can also promote the innovation and
development of Sichuan Opera. Literature [18] uses mobile
terminal animation to subtly spread and inherit traditional
culture and to make colorful description and nuanced
penetration.

Literature [19] also integrates traditional culture into
Internet products, forming a picture of the existence of tra-
ditional culture in the new era. Literature [20] puts forward
the research direction of “organic integration of traditional
culture and digital media,” and France has in-depth practical
and related theoretical research on promoting the traditional
cultural communication of digital media. Literature [21]
holds that “the new media represented by TV and Internet
have destroyed the traditional aesthetic sense of opera, such
as the aesthetic rules of virtual assumption stylization of
opera. He believes that opera can only be shaped and devel-
oped if it returns to the countryside.” Literature [22] holds
that the spread of traditional culture needs not only the tra-
ditional media but also the assistance of new media plat-
forms, which is of great significance to the spread of
traditional culture and the realization of the Chinese dream.
In literature [23], after an empirical analysis of the opera
websites, it is found that “Opera websites are mostly inde-
pendent survival types, with outstanding personalized char-
acteristics and distinctive public welfare color.” It needs to be
clearly recognized that although the Xiqu website has its
own space for rapid development, it is not the mainstream
of website development. From the perspective of drama, this
paper sorts out the concept, characteristics, and communica-
tion period of drama films. In literature [24], from the per-
spective of communication, this paper expounds the
influence of electronic media on opera communication and
puts forward constructive communication ideas from the
aspects of basic ways of communication, etc.

3. Research Method

3.1. Cloud Communication of Traditional Opera Cultural
Heritage. Based on the cloud communication supported by
big data technology, artificial intelligence technology, mobile
Internet technology, and cloud computing technology,
through the multidimensional and multistate fusion organi-
zation of these communication forms, the borderless and
borderless communication under the information society
ecology can be realized.

With the gradual maturity of big data technology, its
great value in scientific research, economy, society, and
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other aspects has become increasingly apparent. Therefore,
it has attracted great attention from the government, acade-
mia, business circles, and literary and art circles. All parties
are scrambling to seize the strategic high point in this field
and apply it to different industries and departments. How-
ever, the research on opera art by big data has just started.

Although the exhibition space of opera culture and art is
stage-centered, it is not the only display carrier of opera cul-
ture and art. Modern media integration is to make full use of
media carriers to comprehensively integrate different media,
such as radio, television, and newspapers, which have some-
thing in common but are complementary, in terms of man-
power, content, and publicity. With the help of the Internet-
based mode of media communication platform and driven
by the power of the masses, traditional opera culture and
art can quickly attract attention and quickly understand
the opinions and suggestions of the audience. Providing a
better shooting experience and a lower use threshold can
enable users to reinterpret and spread traditional opera cul-
ture easily and easily and can promote the audience’s per-
ception of the fragmentation of opera culture and art to
further explore the whole.

Opera breeds in the soil of new media, which is bound to
shape a new paradigm suitable for opera according to the
survival rules of new media and form a virtuous circle of
opera. Make full use of mobile terminal applications to
spread opera, and combine many advantages of WeChat
official account, such as multimedia presentation, instant
interactive communication, and longer service arrival time,
with traditional opera culture. Unlike the previous theater
linear communication, it changes the single linear social net-
work in which opera culture only stays in the personal car-
rier but cannot spread, and pays more attention to the
feedback of the audience.

Compared with traditional theater stage performances,
cloud communication has its unique advantages. First, the
network communication mode determines its wide audience
and fast speed, far exceeding the narrow theater capacity and
interpersonal communication mode of word of mouth. Sec-
ond, it can meet people’s demand for opera appreciation
anytime, anywhere. It can be based on any platform, any ter-
minal, any time, any place, any way, any node, and other
limitations, breaking the shackles of time, space, and place
of traditional theater opera dissemination.

Although the network teaching of Kunqu Opera is differ-
ent from the general school network course, under the top-
level design strategy of promoting digital data inheritance,
the network and platform system of network teaching of
Kunqu Opera has become a strong support for the govern-
ment to support this cultural cause, because the platform
support and resource support needed by network teaching
of Kunqu Opera need more powerful information means
and network technology. In order to build a simulation
and synchronous teaching experience platform, support the
participatory interactive teaching of virtual and realistic
technologies, support the specific expression language and
artistic image of Kunqu Opera to communicate with learners
in spirit, and support and meet the needs of learners with
different cognitive levels (see Figure 1).

Innovating the new network teaching mode of Kunqu
Opera, starting from the infrastructure of network teaching,
carry out the popularization activities of traditional opera
education in primary and secondary schools, bring the pop-
ularization teaching of traditional opera into the category of
characteristic education in primary and secondary schools,
and establish a number of demonstration bases for tradi-
tional opera teaching. Develop traditional opera teaching
materials of various operas; explore new modes of digital,
remote, and networked teaching; and form a reserve of tra-
ditional opera teaching materials with various styles and
characteristics.

From the form of drama communication, drama com-
munication is a present and nonreplicable form of accep-
tance, while network communication is nonpresent and
replicable. This change not only did not weaken the original
characteristics of opera but also enhanced the communica-
tion effect of opera because of the marriage with digitaliza-
tion. While the Internet has changed the traditional
concept of drama watching, on the one hand, it is necessary
to guide the audience reasonably and actively expand the
drama watching space outside the Internet on the other.
Use the Internet as a front to promote opera and national
quintessence, not only to capture the hearts of young people
but also to promote opera and national quintessence for for-
eign friends.

What cannot be underestimated is that the extended dis-
semination of opera has become the main way of communi-
cation nowadays, and it has effectively changed the
audience’s viewing habits, which has brought about a new
situation in the amount of information spread, the spread
surface, the interaction between communication and audi-
ence, etc. Cloud classroom solves the problem that tradi-
tional learning and training are limited in places, hardware,
software, teachers, distance, resources, etc. Any person or

Teacher

Medium Learning content

Student

Figure 1: Topology diagram suitable for network teaching
platform architecture of Kunqu Opera.
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institution can incite and promote an educational revolution
by renting space and technical services. Any educator who
has expertise in learning and teaching can preach and dispel
doubts to audiences distributed in various regions, ethnic
groups, and cultures through the cloud classroom, with
thousands of students at the same time.

3.2. Prediction of the Development Direction of Opera
Culture under the Background of Big Data. In the Internet
age, the “enabling organization” supported by digital tech-
nology refers to a platform that can endow social production
elements with stronger production and communication
capabilities. The core of “Internet Plus” is empowerment;
that is, with the help of digital platform, the relatively inde-
pendent production elements are optimized and integrated,
and a new production system and communication chain
are formed in the interrelated and interactive scene. The core
value of big data lies in the analysis of data. Through big data
analysis technologies such as cloud computing, the multidi-
mensional, scientific, and reasonable integration and induc-
tion of opera-related data scattered on the network, new
media, and other platforms can fully tap the huge value con-
tained in the data. Big data analysis technology can quickly
realize data processing. In the traditional ranking statistics
system of opera publications and box office, research institu-
tions or literary and art units may spend several weeks sort-
ing out, counting, and analyzing.

Using big data analysis and judgment may be the solu-
tion for the troupe to explore, create, and select scripts [9].
In the protection of traditional opera cultural heritage, pro-
tecting its “original ecology” is often emphasized repeatedly.
When creating new plays, on the one hand, strive to main-
tain the true character and essence of traditional opera, such
as aria, tunes, and operas. On the other hand, according to
the results of audience feedback value analysis, audience
hobby analysis, and communication behavior analysis based
on big data platform, the model is established by using var-
ious parameters, and then, the rational data conclusion is
obtained by careful data analysis. With the help of people’s
favorite modern art elements and traditional art elements,
the opera is packaged and transformed, and the aesthetic
principles of tradition and modernity are effectively recon-
ciled, so as to successfully realize the promotion and inheri-
tance of opera in contemporary society.

Developing creative products of opera culture is a new
way to protect and develop traditional opera art. Traditional
opera costumes, props, and various decorative patterns are
treasures of Chinese traditional art. Excavate the artistic
resources of opera; collect various opera props, masks, and
decorative patterns; excavate various artistic symbols in the
patterns; and sort them out to create the library of opera pat-
terns, basic elements, and common symbols. Apply the dec-
orative patterns seen in various traditional operas to
different characters, and apply them to contemporary art
forms such as TV, movies, animation, publishing, games,
and cartoons. Through cultural and creative products, the
information of opera culture is actively integrated into peo-
ple’s daily life, which arouses people’s concern and love for
opera art.

Consider that a recommendation system includes several
users and commodities, and each user has purchased some
commodities. The value of element aij in the user-
commodity relationship matrix is shown in the following
formula:

aij =
1 uj has chosen product oi,
0 uj commodity oi has not been selected:

(

ð1Þ

If user ui selects commodity oj, the commodity obtains
an initial resource of one unit, otherwise the initial resource
of the commodity oj is zero. Compared with different users,
the initial resources of the same commodity have different
values.

The weight skij represents the similarity between the user
ui and the target user uj with respect to the commodity ok,
and its calculation formula is as follows:

skij =
akisim ui, uj

� �
∑m

i=1akisim ui, uj

� � , ð2Þ

in which simðui, ujÞ represents the similarity of user ui, uj;m
represents the number of users in the system; aki represents
the selection relationship between commodity ok and user
ui; and ∑m

i=1akisimðui, ujÞ represents the sum of the simi-
larity between all users who have selected the product ok
and the target user uj in the system.

skij also satisfies the following equation:

〠
m

i=1
skij = 1: ð3Þ

That is, the sum of the relative similarities between all
users who have selected product ok and the target users is
0, which can ensure that the total amount of resources in
the bipartite graph remains unchanged.

The initial resources of commodity nodes in the com-
modity set flow to each user node in the user set. At this
time, the calculation formula of resources owned by user
node ul is

f ulð Þ = 〠
n

i=1

ail f oið Þ
k oið Þ : ð4Þ

The resources on the user ul come from n nodes in the
commodity collection.

wij integrates the contribution rate of the initial
resources of node oj to the final resources of node oi in these
two rounds of resource flows. Let the matrix W = fwijgn×n;
then, the resource flow process of the above two rounds
can be expressed as

f ′ =Wf , ð5Þ
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where f corresponds to the n-dimensional initial resource
vectors of n commodities in commodity set o and f ′ is the
final resource vector of these n commodities. Set the final
resource value of the commodities that the target user has
already purchased in vector f ′ to zero, and then, select L
commodities with the largest resource value as the recom-
mendation list made by the system for the target user.

User similarity can be calculated by cosine similarity for-
mula:

Sim user1, user2ð Þ = items of user1ð Þ ∩ items of user2ð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
items of user1ð Þj j ∗ items of user2ð Þj jp :

ð6Þ

The information recommendation process is to find the
product information to be recommended through the estab-
lished correlation matrix Sim. The formula for calculating
user u1 interest in information resource i1 is

interest u1, u2ð Þ = 〠
ui∈ reluser u1,Nð Þ∩itemsuser i1ð Þð Þ

Sim u1, uið Þ × ui, i1ð Þ:

ð7Þ

Among them, reluserðu1,NÞ represents the set of N
other users related to user u1, and such filtering can reduce
the scale of calculation. Itemsuserði1Þ refers to the set of
users interested in i1 resources, which can be obtained
through the inverted list.

The core of big data engine lies in the implementation of
recommendation algorithm, and the user-based collabora-
tive filtering recommendation algorithm is written by using
Scala language to call Spark RDD-related interfaces. The
flow is shown in Figure 2.

The implementation process of big data engine takes the
user information recommendation function as an example,
and its overall process includes the following four stages:

preparation stage (resource loading and data acquisition),
user relevance calculation, user information recommenda-
tion calculation, and ending stage (data collection and writ-
ing into database).

4. Result Analysis and Discussion

What are the attitudes and demands of audiences of opera
and new media? In order to illustrate the problem with data,
this paper uses questionnaires to prove it. Refine the data,
collect 5~10 people from each group, and then, convert the
results into percentages (Figure 3).

As can be seen from Figure 3, most of the new media are
used by young people, but a considerable number of middle-
aged people are using it. Secondly, on the issue of the inher-
itance of Kunqu Opera, people at all stages have reached a
consensus. Young people think that the combination of
Kunqu Opera and new media is a promising thing.

Building a three-dimensional communication channel of
opera culture based on new media can attract the wide atten-
tion of the audience. The new media communication of
Kunqu cultural heritage needs to attach importance to and
link the Internet platform of Kunqu culture at all levels,
which provides a good opportunity for the communication
of Kunqu cultural heritage through various intelligent termi-
nals such as smart phones and tablets.

With the maturity and continuous innovation of Inter-
net technology, the presentation and application of new
media are becoming more and more diversified. Under the
background that the policy environment and entrepreneur-
ial environment encouraging the development of Internet
content are becoming more and more perfect, the evolution
of new media forms and contents, on the one hand, the
video community applications with small videos and short
videos as the main bearing forms are increasing obviously;
on the other hand, the video live broadcast industry is also
developing extremely rapidly, and various live broadcast
platforms, live broadcast communities, and other nonmedia

Data procurement

User correlation meter

User information
recommendation calculation

Data collection and writing to
database

Create Spark Context

Create user-resource

Calculate user
resource table

Calculate user
association

Calculate user
relationship
matrix Sim

Collect spark
calculation results

Write to database

Figure 2: Implementation process of big data engine.
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platforms are growing into new self-media carriers. Figure 4
shows the statistics of short video user value research.

Figure 4 shows that the growth trend of short video users
in China is obvious and the demand is clear. The new spread
of Chinese traditional culture is also attracting more atten-
tion from young people with its own innovations and
attempts.

Opera WeChat official account is loved by opera lovers
because it pays attention to the standardization of content
and the diversity of communication modes in the push pro-
cess. To a great extent, the WeChat account of opera meets
the aesthetic needs of the audience. While spreading opera
knowledge, it conveys cultural positive energy and caters to
the audience’s emotions in terms of text expression.
Through investigation, the authors found that 89% of sub-
scribers said that opera stories, celebrity anecdotes, and so
on can attract and mobilize emotions, arouse inner excite-

ment and waves, and greatly stimulate interest in WeChat
official account (Figure 5).

In the era of new media, relying on the spread of
WeChat official account, it injects fresh blood into the opera
culture, makes it integrate with the times, and glows with
new and stronger vitality. For today’s opera circles and
media workers, they should not only create operas and inter-
pret the essence of operas but also learn to make full use of
the thinking of new media to expand the influence and com-
munication power of operas, so that operas can meet the
aesthetic needs of audiences to the maximum extent and
promote excellent national culture.

63.2% people think that the development of the Internet
has led to the decrease of the audience of opera, 46.55% peo-
ple think that the opera itself is too old, and 35.71% people
know that the opera is too mild, lacking in freshness and
excitement. As for the reasons why teenagers do not like
opera, 64.33% of the respondents said they are really not
interested, because they are too procrastinating and old,
49.32% of the respondents said they could not understand
it, and 23.28% of the respondents felt that they did not have
time to enjoy it (Figure 6).

The integration of big data engine and digital platform
adopts the way of database integration. The platform data-
base is used, and the actual research and comparison are
made on the selection of data engine. Select the most com-
monly used centralized database storage engine in MySQL
5.6.17 for research and testing. The final statistics are as fol-
lows in Figure 7.

The full application of online new media is manifested
not only in the full sharing of online resources but also on
the basis that resources can be found at any time. It is also
manifested in the drama taking the initiative to find its
own position in online new media, making full use of the
platform to publicize itself, publishing the latest drama
information, making it convenient for everyone to know
the performance information of the drama, publishing
advertisements, letting everyone know the existence of the
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online drama platform, and letting everyone pay attention to
this information, thus forming influence.

The simulation experiments of UB_CF (user-based col-
laborative filtering algorithm), WB_R (WB_R, web-based
recommendation algorithm) and UB_NR (user-based net-
work recommendation algorithm) proposed in this paper
are carried out, respectively. Figure 8 is the result chart of
prediction accuracy of recommendation algorithm.

It can be seen from the figure that the average absolute
error of UB_CF is the smallest. Although the prediction
accuracy of UB_NR improved in this paper is higher than
UB_CF, it is lower than that of the traditional recommenda-
tion algorithm based on network structure. It can be seen
that UB_NR has greatly improved the prediction accuracy
compared with the recommendation algorithm based on
network structure and narrowed the gap between the recom-

mendation algorithm based on network structure and col-
laborative filtering algorithm in prediction accuracy index.

Figure 9 is an experimental result diagram of the ranking
accuracy of the recommendation algorithm.

It can be seen from the figure that UB_NR has the high-
est promotion index value among the three algorithms,
which indicates that compared with the original recommen-
dation algorithm based on network structure, the improved
UB_NR in this paper has increased the ranking accuracy
by 8.66%.

Chinese traditional culture is the outstanding artistic
creation achievement created and precipitated by the Chi-
nese nation in the long historical development process for
thousands of years. Opera culture is not an exhibit in a
museum, but a movable work of art. To inherit opera cul-
ture, fundamentally innovate the concept of opera in the
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Figure 5: Investigation on the audience motivation of the opera WeChat official account.
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current media environment. The development and inheri-
tance of opera cannot just stay on the glory of the past but
should actively carry out independent innovation to meet
the aesthetic needs of people under the current popular cul-
ture and reflect the current aesthetic tendency of young peo-
ple on the basis of retaining the basic creative concept of
opera.

Today, with the development of the information age, the
sudden rise of new media has to be paid close attention to by
us. Its effective and rapid communication mode is an oppor-
tunity that cannot be ignored in the process of opera com-
munication. In the face of the current media opportunities,
opera should be fully prepared and boldly innovated to meet
the aesthetic needs of young people, and at the same time,
the classic traditional plays should be retained. Let the audi-
ence have more choices in the new media environment.

5. Conclusion

The protection and inheritance of opera art based on big
data technology are an active protection. Through the deep
integration of opera art and science and technology, the
opera culture will be full of vigor and vitality. Under the
background of digital economy, traditional opera culture
and art need to adapt to new development and changes,
improve innovation ability, replace context and reconstruct
scenes on the premise of maintaining excellent tradition,
and realize the innovative development of cloud-based
opera. The use of new media communication technology
and communication methods, with rapid and massive infor-
mation dissemination, will further meet people’s spiritual
and cultural needs and enhance people’s cultural quality
and cultural connotation, and at the same time, it is also
the actual needs and strong wishes of the general public.
Because of the comprehensive implantation of information
technology and cloud communication means, the Kunqu
Opera culture will make the inheritance elements and devel-
opment means of Kunqu show a young state, which will help
to rejuvenate the youth of Kunqu Opera and promote the
healthy realization of digital inheritance of Kunqu Opera
culture.

Data Availability

The labeled dataset used to support the findings of this study
is available from the corresponding author upon request.

Conflicts of Interest

The authors declare no competing interests.

Acknowledgments

This research was supported by Scientific Research Projects
of Shaanxi Provincial Department of Education (18JK1193).

References

[1] X. Wang, “Spiritual inheritance:a case study of Henan opera,”
Contemporary Educational Research, vol. 5, no. 9, p. 5, 2021.

[2] W. Liu, “Research on the application of multimedia elements
in visual communication art under the Internet background,”
Mobile Information Systems, vol. 2021, 10 pages, 2021.

[3] J. G. Peritz, “Orpheus's civilising song, or, the politics of voice
in late enlightenment Italy,” Cambridge Opera Journal, vol. 31,
no. 2-3, pp. 1–24, 2019.

[4] N. Vilkner, “The opera and the omnibus: material culture,
urbanism and Boieldieu'sLa dame blanche,” Cambridge Opera
Journal, vol. 32, no. 1, pp. 90–114, 2020.

[5] J. Zhou, “Statistical research on the development of rural tour-
ism economy industry under the background of big data,”
Mobile Information Systems, vol. 2021, 11 pages, 2021.

[6] Y. Wang and X. Hu, “Wuju opera cultural creative products
and research on visual image under VR technology,” Access,
vol. 8, pp. 161862–161871, 2020.

[7] X. Wang and Y. Ping, “Enabling original Chinese opera to go
global –China national opera house of cultural interviews of

1.2

1.7

2.2

2.7

3.2

3.7

0 0.2 0.4 0.6 0.8 1

Pr
ed

ic
tio

n 
ac

cu
ra

cy

Training set size
UB_CF
WB_R
UB_NR

Figure 8: Simulation results of recommendation algorithm.

0.65

0.7

0.75

0.8

0.85

0.9

0.95

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Ra
nk

in
g 

ac
cu

ra
cy

Training set size
UB_CF
WB_R
UB_NR

Figure 9: Experimental results of ranking accuracy of
recommendation algorithm.

8 Journal of Sensors



the five-year endeavor,” Cultural exchange between China and
foreign countries: English version, vol. 11, p. 4, 2017.

[8] P. Bhatt, B. Sedani, and N. Kotak, “Designing and simulation
of 30Gbps FSO communication link under different atmo-
spheric and cloud conditions,” International Journal of Engi-
neering Trends and Technology, vol. 69, no. 5, pp. 228–234,
2021.

[9] F. Jiao, “Peking opera costumes: a display of history, culture,
and fine craftsmanship,” China Today, vol. 69, no. 3, pp. 72–
75, 2020.

[10] J. Feng, “Peking opera costumes: a display of history, culture,
and fine craftsmanship,” China today: English version,
vol. 69, no. 3, p. 4, 2020.

[11] Y. Gao, Y. Wu, Z. Cui, H. Chen, and W. Yang, “Robust design
for turning and climbing angle-constrained UAV communica-
tion under malicious jamming,” IEEE Communications Let-
ters, vol. 25, no. 2, pp. 584–588, 2021.

[12] “None Tibetan opera: inscribed on the representative list of the
intangible cultural heritage of humanity in 2009,” China and
Africa: English version, vol. 2, pp. 60-61, 2020.

[13] X. Yu, F. Jiang, J. Du, and D. Gong, “A user-based cross
domain collaborative filtering algorithm based on a linear
decomposition model,” Access, vol. 5, pp. 27582–27589, 2017.

[14] G. Qiao, X. Liu, L. Ma, S. Mazhar, and Y. Zhao, “Residual
Doppler effect analysis of the FBMC/OQAM communication
system in underwater acoustic channel,” IEEE Communica-
tions Letters, vol. 25, no. 9, pp. 3090–3093, 2021.

[15] D. Margaris, A. Kobusinska, D. Spiliotopoulos, and
C. Vassilakis, “An adaptive social network-aware collaborative
filtering algorithm for improved rating prediction accuracy,”
Access, vol. 8, pp. 68301–68310, 2020.

[16] X. Yu, F. Jiang, J. Du, and D. Gong, “A cross-domain collabo-
rative filtering algorithm with expanding user and item fea-
tures via the latent factor space of auxiliary domains,”
Pattern Recognition, vol. 94, pp. 96–109, 2019.

[17] C. Cai, C. Zhe, J. Luo, H. Pu, M. Hu, and R. Zheng, “Boosting
chirp signal based aerial acoustic communication under
dynamic channel conditions,” IEEE Transactions on Mobile
Computing, vol. PP(99):1-1, p. 1, 2021.

[18] C. Tong, J. Qi, Y. Lian, J. Niu, and J. J. P. C. Rodrigues, “Time-
TrustSVD: a collaborative filtering model integrating time,
trust and rating information,” Future Generation Computer
Systems, vol. 93, pp. 933–941, 2019.

[19] H. Xu, “Empirical study on theories and techniques of ado-
lescent physical health promotion under the background of
big data,” Mobile Information Systems, vol. 2021, 13 pages,
2021.

[20] A. H. Sodhro, Z. Luo, G. H. Sodhro, M. Muzamal, J. J. P. C.
Rodrigues, and V. H. C. de Albuquerque, “Artificial intelli-
gence based QoS optimization for multimedia communication
in IoV systems,” Future Generation Computer Systems, vol. 95,
pp. 667–680, 2019.

[21] X.-d. Yin, “Dynamic data driven big data cooperative control
scheme with virtual visualization for mobile multimedia com-
munication,” Cluster Computing, vol. 22, no. S1, pp. 1541–
1548, 2019.

[22] S. Xu, X. Wang, and M. Huang, “Modular and deep QoE/QoS
mapping for multimedia services over satellite networks,”
International Journal of Communication Systems, vol. 31,
no. 17, 2018.

[23] A. A. Vasiliev, Y. V. Pechatnova, and Y. V. Pechatnova, “Legal
and environmental problems of personal data protection
under commercialization of big data,” Ukrainian Journal of
Ecology, vol. 10, no. 5, pp. 133–135, 2020.

[24] G. K. Audhya, S. C. Ghosh, and B. P. Sinha, “Lower bound on
bandwidth and channel assignment algorithm for multimedia
communication in cellular networks,” IEEE Transactions on
Mobile Computing, vol. 18, no. 8, pp. 1816–1830, 2019.

9Journal of Sensors



Research Article
Sports Action Recognition and Analysis Relying on
Inertial Sensors

Yutong Liu,1 Zunliang Zhou,1 Xiaolong Qian ,2 and Jiaming Chen 1

1Physical Education Department, Northeastern University, Shenyang, 110819 Liaoning, China
2College of Information Science and Engineering, Northeastern University, Shenyang, 110819 Liaoning, China

Correspondence should be addressed to Xiaolong Qian; 1971203@stu.neu.edu.cn and Jiaming Chen; 2001275@stu.neu.edu.cn

Received 7 March 2022; Revised 8 April 2022; Accepted 15 April 2022; Published 9 May 2022

Academic Editor: Wen Zeng

Copyright © 2022 Yutong Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The process of sports action recognition involves not only the change of motion speed but also the change of motion attitude, so it
is necessary to carry out coordinate system transformation and attitude behavior recognition in combination with the actual
situation, and inertial sensors play an important role in this process. Moreover, this paper combines inertial sensors to
construct a sports action recognition and analysis system. In addition, based on the STA/LTA-AIC vibration wave picking
method, an improved STA/LTA-AIC method based on wavelet packet decomposition is proposed to automatically identify the
first arrival of vibration waves. Through the experimental research, it can be seen that the sports action recognition system
based on an inertial sensor proposed in this paper has a good performance in sports action feature recognition.

1. Introduction

In a real environment or an indoor obstacle environment,
the user’s walking speed is difficult to control. Regarding
sensor signals, gait recognition by spatial angle sensor data
is rarely involved in previous studies. The reason for this is
that studies typically use sensors attached to the waist or
smart handheld devices placed in a trouser pocket. The body
part involved in this type of equipment is basically unable to
measure the angle change of the leg, so it can only be ana-
lyzed through acceleration data. The study measured the
angle change of each part of the whole leg. This method
can indeed better reflect the gait stage, but it still remains
at the laboratory level due to the need for a large number
of customized sensor equipment. Moreover, it is still worth
exploring using the built-in angle sensor of ordinary wear-
able smart devices to measure gait.

Special attention is required regarding the use of spatial
angle sensor data in wearable devices. The space angle defi-
nition of these devices usually adopts the Euler angle system,
which may cause the problem of Gimbal lock. The universal
lock is a problem that occurs when the dynamic Euler angle

is used to represent the rotation of a three-dimensional
object; that is, when the axis is rotated to coincide with the
axis, the degree of freedom is lost. Specifically, when an Euler
angle is rotated beyond 180 degrees, it will jump to a posi-
tion of -180 degrees. In recent years, the use of portable
mobile devices for object motion behavior monitoring is
one of the most popular researches in the field of mobile
computing in recent years, and the corresponding motion
behavior monitoring applications have also become a popu-
lar and popular category of various application software.

When the interactive behavior occurs in multiple differ-
ent time and place contexts, by observing the interaction
patterns in different contexts, the design content can be
brought into the user’s different contexts [1]. When users
move from one context to another, the multidimensional
cognitive content of the context is generated, including con-
text location, user subject, interaction behavior, interaction
barriers, and interaction guidance, which are all extremely
important concerns. Multidimensional context is a multian-
gle analysis of the acquisition results of historical contexts.
The information of these contexts can be obtained from
observation or extracted from user interviews or contextual

Hindawi
Journal of Sensors
Volume 2022, Article ID 7039019, 11 pages
https://doi.org/10.1155/2022/7039019

https://orcid.org/0000-0002-2821-6108
https://orcid.org/0000-0003-1774-8106
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7039019


storyboards [2]. By analyzing the content of different con-
textual dimensions, according to the relevant data of these
historical contexts, the designers in the current context are
provided with the context construction requirements [3].

This paper combines inertial sensors to construct a
sports action recognition and analysis system and builds an
intelligent system, which provides a reference for subsequent
sports action recognition and analysis.

2. Related Work

When discussing various statistical properties of stochastic
resonances, there are mainly the Langevin equation or the
corresponding Fock-Planck equation in theory. Under the
condition of adiabatic approximation, the literature [4] stud-
ied the SR effect of the two-state model of the bistable system
and obtained the adiabatic approximation theory, but this
theory has some shortcomings, it is only suitable for modu-
lation signals with very small frequency and amplitude, and
the transition probability formula it gives cannot predict the
higher harmonics in the output spectrum. In order to better
describe the output behavior of the bistable system, the liter-
ature [5] proposed the linear response theory of stochastic
resonance, so that the SR effect can be better predicted the-
oretically. Reference [6] proposed the residence time distri-
bution theory. The eigenvalue theory proposed in [7] is
also known as the Flock theory. The eigenvalue theory does
not require the assumptions made by the adiabatic approxi-
mation theory but regards the signal as a weak disturbance,
and according to the Fock-Planck equation, it obtains the
probability distribution and asymptotic spectral density of
the system. Reference [8] conducted such an experiment.
First, a modulation signal with a fixed frequency and ampli-
tude was input to the trigger, and a noise signal with variable
intensity was superimposed on this basis. Reference [9]
made an experiment on an optical system: the bistable state
in the system is the clockwise and counterclockwise motion
of the laser modes in the bidirectional ring laser, and the sto-
chastic resonance has been further proved in this experi-
ment, and also, the study of stochastic resonance has
entered a new stage. For the Langevin equation, people gen-
erally conduct a comprehensive experimental study through
the electronic circuit simulation method. Chinese scholars
Qin Guangrong, Hu Gang, and others have proved some
theories and predictions through experiments related to
electronic circuits. At the same time, they have given the dif-
ferences between theories and experiments, obtained the
scope of application of adiabatic approximation theory and
linear response theory, and pointed out stochastic reso-
nance: research direction and application prospect [10]. At
the same time as the in-depth study of stochastic resonance
mechanism, the research on signal detection and processing
using stochastic resonance is also vigorously carried out. It
has applications in electromechanical equipment fault detec-
tion, biomedicine, signal detection under the background of
ocean noise, and image information enhancement. For a
long time, the related application research of stochastic res-
onance in the field of signal detection has mainly focused
on the traditional bistable system [11]. Reference [12] men-

tioned that the phenomenon of stochastic resonance was
found in the underdamped monostable system, which sub-
verted the previously recognized stochastic resonance must
have three elements (nonlinear system with bistable or mul-
tistable, noise, and input signal). Subsequent researches on
stochastic resonance in monostable systems have continued
to progress. Reference [13] studied the stochastic resonance
caused by multiplicative noise and additive noise in a mono-
stable system. Due to the action of multiplicative noise, a
potential barrier appeared in the monostable potential well,
which essentially transformed the monostable system into
a bistable system. The literature [14] studies the stochastic
resonance phenomenon generated by the monostable system
composed of the monostable potential function as a piece-
wise linear function; the literature [15] studies the stochastic
resonance phenomenon in the single-mode nonlinear opti-
cal system; according to the analysis of the monostable sys-
tem, this paper deduces the general conclusion that the
system will have stochastic resonance if there is an inflection
point in the monostable function. Is there no inflection point
in the monostable function and no stochastic resonance?
The answer is no. The monostable function given in the lit-
erature [16] has no potential barrier, and there is no inflec-
tion point in the case of the paper. The system appears
stochastic resonance phenomenon under the action of addi-
tive noise and driving signal, which the author considers to
be a new type of stochastic resonance.

In previous studies, step symmetry was used to measure
gait symmetry (gait symmetry) [17]. Step symmetry is
defined as the ratio of step regularity to stride regularity.
By calculating the autocorrelation coefficient of the VT axis
acceleration signal data, the time period difference with the
most significant autocorrelation can be found [18]. If the
sensor is fixed on the subject’s waist in the experiment, each
peak corresponds to a step. At this time, since the step and
the stride appear in a time series in a cross, the peak corre-
sponding to the step regularity and the peak corresponding
to the stride regularity also appear in a cross. By looking
for the difference between the two peaks, the symmetry of
left and right foot movements can be illustrated [19]. The
calculation method of step regularity can also be obtained
in the study, which is to find the peak value in the autocor-
relation coefficient. Step regularity reflects whether the stride
is regular and uniform in the whole walking cycle.

Although gait features can be extended in the gait stage,
because the sensor data is susceptible to noise interference,
research on the gait stage is mostly carried out with high-cost
laboratory equipment, such as themotion capture device Vicon.
Some studies have attempted to classify gait stages using accel-
eration sensors at the waist of the human body [20]. This is a
very bold and worthwhile attempt, but due to the noise process-
ing involved in filtering and the division of stages too detailed,
the accuracy is still open to question. The research accuracy of
acceleration sensor data for the gait stage tends to be low,
mainly because the acceleration sensor captures the acceleration
data of body buffering or shaking. The meaning of this data is
not clear enough, the angle data is easier to capture, it is easier
to find characteristic points in the signal, and it is more consis-
tent with the various definitions of the gait cycle [21].
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3. Sports Action Recognition and Analysis
Relying on Inertial Sensors

The Short-Term Average/Long-Term Average (STA/LTA)
method is one of the commonly used automatic pick-up
methods for vibration waves. The principle of the STA/
LTA method is to use the ratio of STA (average value in a
short time window of the signal) to LTA (average value in
a long time window of the signal) to represent the change
in the energy or amplitude of the sports signal and to predict
the first arrival time of the sports vibration wave. Averages in
short time windows are more sensitive to rapid fluctuations
in time series amplitude, while averages in long time win-
dows reflect only background noise. Therefore, when the
sports signal comes, the variation of the average value in
the short-term window (STA) will always be greater than
the variation of the average value in the long-term window
(LTA), and the STA/LTA also increases significantly. When
the ratio of STA to LTA is greater than a preset threshold, it
is determined that a sports event occurs. At this time, the
mutation point of the ratio is the first arrival point of the
sports signal, and the time point of the mutation is the first
arrival time of the sports signal. The schematic diagram of
the STA/LTA method is shown in Figure 1.

According to different calculation methods, the calcula-
tion methods of STA and LTA can be divided into two types:
recursion and standard. The calculation formulas are shown
in formulas (1) and (2), respectively:

Recursive STA/LTA are

STAt = STAt−1 +
f c tð Þ − STAt−1

NSta
, ð1Þ

LTA= t = LTAt−1 +
f c t −NLta − 1ð Þ − LTAt−1

NLta
: ð2Þ

Standard STA/LTA are

STAt = STAt−1 +
f c tð Þ − f t −NStað Þ

NSta
,

LTAt = LTAt−1 +
f c t −NSta − 1ð Þ − f t −NSta −NLta − 1ð Þ

NLta
:

ð3Þ

In the above formula, STAt is the average value of the
signal in the short time window at time t, LTAt is the aver-
age value of the signal in the long time window at time t, and
f cðtÞ is the characteristic function value of the signal at time
t. NSta and NLta are the number of recorded sample points
included in the short-term average time window and the
long-term average time window, respectively.

When using the STA/LTA method to process sports sig-
nals, the stability and accuracy of the results obtained will be
affected by many factors, such as the selection of feature
functions, the size of the time window, and the setting of
the trigger threshold.

The selection of the characteristic function directly
affects the accuracy of the vibration wave pickup. The

long-short time window mean ratio method is used to iden-
tify the vibration wave and vibration wave. The more com-
mon characteristic functions are as follows:

f c tð Þ = Y tð Þj j,
f c tð Þ = Y tð Þ2,

f c tð Þ = Y tð Þ − Y t − 1ð Þ,
f c tð Þ = Y tð Þ2 − Y t − 1ð ÞY t + 1ð Þ:

ð4Þ

The calculation process of the mean ratio method of long
and short time windows is fast and simple, and it can better
carry out vibration wave pickup experiments in the environ-
ment of large-scale propagation paths and high signal-to-
noise ratio. However, when the initial fluctuation is not obvi-
ous and the environmental noise is large, the pickup effect of
the vibration wave is not good, and it is easy to produce large
errors. The selection of the length of the time window also
directly affects the accuracy of the automatic pickup of
vibration waves, and the length of the short time window
can be obtained from the above STA/LTA calculation
formula.

In order to more clearly confirm the optimal threshold,
this paper introduces the parameter Q to represent the per-
ceptual quality of the early warning system, where Q is the
ratio of the accuracy rate to the false alarm rate. According
to the experimental results in Table 1, Figure 2(b) plots the
numerical variation of the ratio Q of the accuracy rate to
the false alarm rate under different thresholds. The larger
the value of Q, the higher the accuracy and the better the
effect of the early warning system.

Figure 2(a) shows that the accuracy and false alarm rate
of the STA/LTA method change with the threshold R. It can
be seen from this figure that the accuracy rate increases with
the increase of the threshold and the false alarm rate
decreases with the increase of the threshold R. When the
optimal threshold point is reached, the false alarm rate
increases continuously with the increase of the threshold R,
which indicates that the threshold is set too high, and some
vibration events that meet the requirements are ignored and
not identified. Combining with Figures 2(a) and 2(b), we can
find that in the experimental environment of this paper,
when the threshold R is equal to 2, the vibration recognition
accuracy is the highest, so the threshold size of the STA/LTA
method involved in this paper is set to 2.

3.1. Setting of Long and Short Time Windows. The short time
window (STA) is mainly used to obtain a time window for
sports signals, so the shorter the short time window, the
more advantageous it is for the acquisition of sports signals
in a short period, and the long time window (LTA) is used
to measure the time window. STA/LTA can automatically
adjust the acuity of the sports signal according to the noise
level in the background environment. It is necessary to find
the optimal choice of long time window and short time win-
dow in this experimental environment. This paper uses a
fixed long time window size to analyze the picking results
corresponding to different short time windows and uses a
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fixed short time window size to analyze the picking results cor-
responding to different long time windows and determines the
size of the long and short time windows. It is obtained that the
accuracy rate reaches the highest when the short-time window
size is 0.2 s and the long-time window size is 2 s. Therefore, the
short-time window size in this paper is set to 0.2 s, and the
long-time window size is set to 2 s.

When processing the data using the ∣YðtÞ ∣ andY2ðtÞ char-
acteristic functions, it only reflects the change in the amplitude
of the vibration wave in sports, and cannot highlight the change
in frequency. Although Y ðtÞ − Y ðt − 1Þ can reflect the changes
of amplitude and frequency, the recognition effect is poor in the
background of low signal-to-noise ratio. Based on the low

signal-to-noise ratio of the data collected by the inertial sensor,

YðtÞ2 − Yðt − 1ÞYðt + 1Þ is used as the feature function of this
paper to characterize the data, and the result after characterizing
the data is shown in Figure 3.

After the sample data is processed by the feature function,
the abnormal vibration waveform features can be significantly
amplified under the condition that the signal-to-noise ratio is
relatively low. Therefore, after the sample data is characterized
by the feature function YðtÞ2 − Yðt − 1ÞYðt + 1Þ, the pick-up
rate of the STA/LTA algorithm can be effectively improved.

The Akaike Information Criterion (AIC), also known as
the minimum information criterion, is used to measure the
estimated model complexity and the goodness of the model’s
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Figure 1: Vibration wave of STA/LTA method.

Table 1: Recognition effect of sports action feature of sports action recognition system based on inertial sensor.

Number Sports recognition Number Sports recognition Number Sports recognition

1 92.19 17 92.24 33 93.76

2 88.46 18 93.99 34 90.78

3 88.47 19 93.47 35 92.30

4 90.29 20 90.51 36 93.83

5 88.91 21 89.51 37 92.92

6 90.54 22 91.91 38 92.85

7 92.38 23 90.03 39 88.22

8 91.98 24 88.06 40 92.23

9 93.66 25 90.74 41 92.90

10 89.41 26 91.55 42 87.30

11 93.15 27 88.00 43 88.11

12 93.89 28 88.36 44 90.15

13 90.56 29 89.34 45 89.40

14 90.78 30 87.02 46 92.22

15 90.76 31 89.12 47 88.98

16 87.95 32 87.26 48 89.61
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fitting data. The basic expression of AIC is shown in

AIC = 2k − 2 ln likelihood functionð Þ: ð5Þ

Among them, k is the number of parameters.

The basic principle of using the AIC method to identify
sports vibration waves is that the point corresponding to the
minimum point of the AIC curve is the optimal dividing
point between the sports signal and the background environ-
mental noise. The AIC curve of the sports signal is solved in
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the corresponding time window, and the minimum point
corresponding to the curve is the point where the vibration
wave reaches. The basic schematic diagram of the AIC algo-
rithm is shown in Figure 4.

Its expression is shown in

AIC = C − 2 log Lð Þ: ð6Þ

Among them, C is a constant and L is the maximum
likelihood function.

The sports signal recording can be divided into two
steady-state process sequences (sports signal and noise),
and the first arrival of the vibration wave is used as the divid-
ing line to distinguish the two steady-state processes of the
sports signal and noise, which means that the minimum
point of AIC is the vibration wave. At that time, in the
boundary point of the two steady-state processes, the arith-
metic expression of AR-AIC is shown in

AIC Kð Þ = K −Nð Þ log σ2
1,max

� �

+ M −N − Kð Þ log σ2
2,max

� �
+ C:

ð7Þ

In the above formula, N is the order of fitting the auto-
regressive model data, M is the length of the sports data,
σ2
1,max and σ22,max are the variance of the data fitting in the

two time intervals, and C is a constant.
The expression of VAR-AIC is shown in

AIC Kð Þ = K × log var x 1, K½ �ð Þf g
+ M − K − 1ð Þ log var x K + 1,M½ �ð Þf g: ð8Þ

Among them, K includes all the sample points of the
input sports signal x, which is the corresponding serial
number of the sample points in the selected time window,
and var ðx½1, K�Þ and var ðx½1, K + 1�Þ are the variances of
two different time series. At this moment, the minimum
value of the AIC curve is the first arrival point of the
vibration wave.

Through the analysis of the experimental results of
using the STA/LTA method and the AIC method alone
to pick up the first arrival time of the vibration wave,
the AIC method alone has a large deviation from the real
arrival time of the vibration wave. The AIC method has a
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smaller deviation but also has a larger pickup error. At
present, the STA/LTA-AIC comprehensive method is
widely used. The specific steps of using this method in this
paper are as follows:

(Step 1) It uses the characteristic function determined.

(Step 2) It uses the STA/LTA calculation formula to cal-
culate the value of STA/LTA, and the obtained
ratio is compared with the previously set
threshold R. When the ratio is larger than the
threshold R, the algorithm proceeds to the next
step, and when it is smaller than the threshold R
, the algorithm ends.

(Step 3) The algorithm uses the AIC criterion within the
time window of 2 s before and after to calculate
the corresponding AIC curve.

The minimum value of the curve is the arrival time of
the vibration wave.

Figure 5 is the flow chart of the STA/LTA-AIC inte-
grated method to pick up the vibration wave when the vibra-
tion wave arrives.

Traditional vibration signal analysis and processing gen-
erally use windowed Fourier analysis. This method is an
analysis method in which the window function does not
change, so it cannot explain the characteristics of vibration
signals such as short duration, frequency domain time
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domain localization, and nonstationarity. Wavelet analysis is
a time-domain localized analysis method with variable shape
but constant window area. In this method, only the low-
frequency signal is decomposed and decomposed again,
and the high-frequency signal is not decomposed again,
and the frequency resolution will decrease as the frequency
increases. The transformation formula is as follows:

ck+12n = I0 ckn
� �

, ck+12n+1 = I1 ckn
� �

: ð9Þ

Among them, ckn = fckn, jgj∈z , ck+12n = fck+12n,jgj∈z , ck+12n+1 =
fck+12n+1,jg j∈z , and the expressions of operators I0 and I1 such

as formula (10) are

I0 SKf g jð Þ =〠
k∈z

Skdk−2j,I1 Skf g jð Þ =〠
k∈z

Skgk−2j: ð10Þ

Wavelet packet analysis divides the frequency bands at
multiple levels and decomposes each frequency band again
after decomposing and obtains more detailed signal decom-
position than wavelet transform. In the first decomposition
of the wavelet packet, two parts of high frequency and low
frequency are obtained, and the two parts are decomposed
simultaneously in the second decomposition. Moreover,
two sequences are obtained after each decomposition. The
wavelet packet decomposition tree is shown in Figure 6.

The original sports signal is regarded as the decomposition
transformation c00 of the scale zero node (0, 0), that is, fc00,jgj∈z.
The algorithm performs wavelet packet decomposition trans-
formation on the zero node (0, 0) through formula (10) to
obtain two nodes (1, 0) and (1, 1) with a scale of 1. The corre-
sponding coefficients are c10 and c

1
1, which, respectively, include

the low-frequency and high-frequency parts of the original
sports signal. Following this rule, the coefficient corresponding
to a node of scale k is denoted ck0, ck1,⋯, ck2k−1.

The wavelet packet avoids the disadvantage that the local
performance of the spectrum is deteriorated due to the
increase of the scale of the wavelet transform and can ana-
lyze the sports signal more accurately. Therefore, this paper
proposes the method of wavelet packet decomposition and
reconstruction to decompose and reconstruct abnormal
vibration signals.

Based on the STA/LTA-AIC vibration wave picking
method, this paper proposes an improved STA/LTA-AIC
method based on wavelet packet decomposition to automat-
ically identify the first arrival of vibration waves. The basic
idea of the method is as follows:

(Step 1) The algorithm uses the STA/LTA method to
roughly pick up the picked original signal and
compares the STA/LTA ratio with the threshold
Rset in Section 2. When the ratio is greater than
the threshold R, the algorithm proceeds to the
next step, and when the ratio is less than the
threshold R, the algorithm ends the experimen-
tal step.

(Step 2) The algorithm decomposes the original vibra-
tion signal with three-scale wavelet packet and
reconstructs the original vibration signal using
the decomposed coefficients.

(Step 3) The algorithm then calculates the AIC curve of
the reconstructed signal in the time window of
t ± 2s under the three scales according to for-
mula (8) and then superimposes the AIC curves
of the three scales, and the minimum value
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Figure 5: Flow chart of the STA/LTA-AIC method for picking up the vibration wave when the vibration wave arrives.
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obtained is the arrival time of the vibrational
wave.

Figure 7 is the flow chart obtained when the STA/LTA-
AIC method based on wavelet packet decomposition pro-
posed in this paper is used to pick up the first arrival of
the vibration wave.

4. Sports Action Recognition and Analysis
System Based on an Inertial Sensor

The intelligent sports action recognition system uses
motion sensor (including acceleration sensor and angular
velocity sensor) data for learning and judgment. Action
sensors are susceptible to noise, especially shaking when
the body is in motion. For the operation of sports recogni-
tion, recognition using angle sensor data is another path.
The data from the angle sensor is easier to process and
characterize. In addition, another way to improve sports
recognition is by adding a filter model of the user’s motion

state to the data processing model. Figure 8 shows an iner-
tial sensor-based sports motion recognition technique. The
sports action recognition technology directly performs ges-
ture recognition based on the data in the data buffer.
Through the additional process, the data in the buffer is
first processed, the motion cycle data is extracted, and the
motion data is modeled. Moreover, by means of signal sub-
traction or filtering, the interference of the motion state to
gesture recognition can be reduced, and the recognition
accuracy can be improved.

On the basis of the above analysis, the sports action rec-
ognition system based on inertial sensor proposed in this
paper is verified, the sports action recognition effect is
counted, combined with multiple sets of data for compara-
tive analysis, and the statistical test results are shown in the
following Table 1 and Figure 9.

From the above research, it can be seen that the sports
action recognition system based on inertial sensor proposed
in this paper has a good performance in sports action feature
recognition.
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the data"
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Thread sleep
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Batch data 1
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Figure 8: Sports action recognition process based on inertial sensors.
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Figure 9: Intuitive statistics of sports action feature recognition effect of inertial sensor-based sports action recognition system.
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5. Conclusion

Previous studies mostly used speed as a variable to analyze
the impact of movement speed on the use of smart devices.
However, the real situation is more detailed and specific.
When a user moves in a certain motion state, his body
shakes, and visual and cognitive resources are scattered. In
particular, motion causes instability of the device screen,
making the use of smartwatches difficult. Furthermore, they
refine the study of specific gait conditions and the impact of
specific phases of the stride on performance. In addition, in
previous studies, the preferred walking speed was used as the
setting to control the movement state. This method can
quantitatively measure the movement state, but it is only
applicable to the experimental environment on the tread-
mill. In this paper, the inertial sensor is used to construct a
sports action recognition and analysis system, and an intelli-
gent system is constructed. Through experimental research,
it can be seen that the sports action recognition system based
on inertial sensors proposed in this paper has a good perfor-
mance in sports action feature recognition.
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In the foggy environment, the images collected outdoors are prone to problems, such as low contrast and loss of details. In order to
solve this problem, this paper proposes an algorithm based on multiscale parallel-depth separable convolutional neural network
(MSP-DSCNN) to remove fog from foggy images and improve image quality. The multiscale feature extraction module extracts
texture feature details from fog images at different scales and extracts high-dimensional and low-dimensional features from fog
images by using parallel depth and shallow channels. In order to further optimize the network model, a split convolution
method is proposed, which can split the feature graph into two categories, one is the main feature and the other is the
secondary feature. The key information is extracted from the main features with high complexity, and the compensation
information is extracted from the minor features with low complexity. Experiments show that compared with other
algorithms, the model constructed in this paper has obvious advantages in defogging effect, natural color of restored images,
good detail retention, and dominant indicators. It effectively solves the problems of incomplete haze, color offset, and poor
visibility of detail maintenance in the current image.

1. Introduction

Intelligent equipment such as video surveillance plays an
important role in the application of computer vision system.
Because of the existence of fog and haze, the quality of
images collected by imaging equipment is seriously
degraded, and the target object cannot be well monitored,
which brings great inconvenience to the visual system
[1–3]. Therefore, image defogging has very important prac-
tical significance, research value, and practical value.

The visibility of fog image decreases evidently, due to the
existence of fog. There are two main reasons to produce
foggy images: first, the reflected light of the object is
absorbed and scattered by suspended particles in the atmo-
sphere, resulting in the attenuation of reflected light energy
and the reduction of image brightness and contrast. Second,
much of the ambient light, such as sunlight, is scattered by
scattering materials in the atmosphere to form a bright back-
ground [4]. In various applications based on computer
vision, input foggy images may lead to system performance
degradation or even errors [5–8].

In recent years, image defogging has attracted extensive
attention. Based on the atmospheric scattering model [9],
many single-image defogging methods have been developed.
The key idea shared by most methods is to adopt various
image priors, such as dark channel priors [10] and color
attenuation priors [11]. Literature [12] estimated the local
aerial components of the image and then used the multiscale
fusion method to restore the fog-free image. In reference
[13], the transmission image is estimated by using per-
pixel alpha mixing method by estimating the light source
region and nonlight source region, respectively; thus, they
are effectively mixed, since the distance between different
things and the camera in foggy images has different trans-
mission coefficients and the assumption of each close cluster
in fog-free images. Literature [14] makes each cluster to
become a line in RGB space in foggy images, and the algo-
rithm can use these lines to recover depth maps and fog-
free images. These methods are not ideal when dealing with
foggy images under complex imaging conditions.

In order to improve the shortcomings of traditional algo-
rithms, deep learn-based defogging methods develop rapidly
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and become the mainstream direction of image defogging.
The method uses convolutional neural network (CNN) to
train the required features by constructing an end-to-end
Network architecture.

Literature [15] built a Dehaze-Net defogging network
based on deep CNN to train the transmittance, and recovered
fog-free images with the help of atmospheric scattering model,
which achieved good results, especially in the sky area. How-
ever, this network is constructed with a priori or assumption
in traditional methods, which has certain limitations. The
end-to-end gated fusion defogging network GFN proposed
in literature [16] realizes the final defogging through a series
of operations such as white balance, contrast enhancement,
and gamma correction, but the network implementation pro-
cess is quite complicated. AOD network proposed in literature
[17] integrates transmittance and atmospheric light into a uni-
fied parameter K, training through the formula of deformed
atmospheric scattering model, changes the previous methods
of training atmospheric light and transmittance separately.
However, due to the small number of network layers and
limited accuracy, good defogging effect cannot always be
achieved. Literature [18] proposed a feature attention net-
work FFA-NET combining channel attention and pixel atten-
tion mechanism since different channel features contain
completely different weighted information and fog concentra-
tion distribution on different image pixels is also different.
Because this network only considers the difference between
images with fog and images without fog, and does not start
from the overall style of the image. Although it has a good
effect on the composite image, there are still serious details
on loss and incomplete removal of fog in the real scene. Liter-
ature [19] found through the statistics of different color chan-
nels of many foggy images that foggy areas are mainly
concentrated in the brightness channel of Ycbcr color space.
Therefore, the atmospheric lighting priori is proposed and
the AIPNet fog removal network is built. The image quality
is improved to a certain extent, but there are still incomplete
feature extraction and residual fog in some restored images.

Based on the above traditional methods and the shortcom-
ings of existing networks, in this paper, an image defogging
model based on multiscale parallel-deep split convolution
neural network (MSP-DSCNN) is proposed. This model
draws on the idea of multiscale information extraction [20]
in target detection [21]. In the network training stage, convo-
lution of different sizes is used to check the input image for
convolution operation; then, the extracted features are fused.
And then, the fused feature images are put into deep channel
and shallow channel, respectively, for learning. In order to fur-
ther optimize the network model, a split convolution opera-
tion is proposed, which divides the feature graph into two
categories, namely, primary concern feature and secondary
concern feature, simplifying the process of defogging and
highlighting the importance of features.

In the study of fogging image removal, the main innova-
tions of this paper are as follows.

(1) The multiscale feature extraction module is used to
extract image feature information from different
scales

(2) The parallel deep and shallow channels are proposed
to extract high- and low-dimensional features from
foggy images, respectively

(3) A split convolution operation is proposed to further
reduce the number of network parameters, accelerate
the reasoning speed of the model, and improve the
model’s defogging accuracy

This paper consists of the following four main parts.

(1) The first part is the introduction

(2) The second part is the image defogging model

(3) The third part is the experiment and analysis

(4) The fourth part is the conclusion

Besides, there are also abstract and references.

2. Image Defogging Model

2.1. Problem Description. Assume that the foggy image is I,
the fogged image is J , and the foggy noise image in the foggy
image is Q. Equation (1) can be obtained as follows.

I = J +Q, ð1Þ

F Ið Þ = J: ð2Þ

In the traditional convolutional neural network, the
foggy image I is taken as the network input, and the map-
ping model formula (2) from I to J is directly learned by
training the model. However, it is very difficult to train the
model in such a direct way of learning network mapping,
and the precision of defogging is not high. Therefore, this
paper uses residual learning strategy to reduce the difficulty
of network learning. The outputs and inputs of the network
form a large residual unit.

The actual mapping that the network learns is shown in
Formula (3), that is, the network learns the image Q of fog
noise distribution in the image.

R Ið Þ = I − J: ð3Þ

The residual learning method can transform the haze
removal image mapping obtained by direct learning into
the fog noise distribution in the haze image, which reduces
the difficulty of network learning and improves the model’s
fog removal accuracy.

2.2. Multiscale Feature Extraction Module. In the convolu-
tional neural network, the receptive field is the mapping
region on the input image corresponding to the output
image of each layer in the convolutional neural network.
The larger the receptive field, the larger the area of input
image to focus on. In the image input stage, three convolu-
tion kernels of different scales (1× 1, 3× 3, and 5× 5) were
used for feature extraction. A large convolution check
should have a larger receptive field, which can extract
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features in a large range. Small convolution kernel can
extract small range of detail features.

The feature fusion method of parallel superposition [22]
is used to fuse all feature maps together as the input of depth
channel, see Figure 1. ReLU layer is the activation function
layer. The purpose is to improve the nonlinearity of the
model, as shown in Equation (4).

ReLU ið Þ =Max 0, ið Þ: ð4Þ

In actual model training, a 5× 5 convolution kernel with
a cavity step of 2 is used. The number of model parameters
remained unchanged while expanding the receptive field.

2.3. Deep and Shallow Channel Parallel Method. This paper
uses parallel depth and shallow channels to extract feature
information of different dimensions from foggy images.
The shallow channel is composed of 6 layers of neural net-
work, which is mainly used to extract low-dimensional fea-
ture information.

The deep channel is composed of 16 layers neural net-
work, which is used to extract high-dimensional feature infor-
mation. The feature fusion method of parallel superposition is
used to merge the depth and shallow channel information.

2.4. Split Convolution Operation. To further optimize the
network model, a split convolution operation is proposed,
as shown in Figure 2. Feature maps of the same layer pro-
posed from the image often have similar results and feature
redundancy. Therefore, in accordance with the principle of
bisection, the feature graph of each layer is divided into
two parts for independent convolution operation. Group
convolution with a convolution kernel size of 3× 3 and
group number of 2 was used to conduct group convolution
operation on some feature graphs to obtain the main fea-
tures of interest. Meanwhile, for the remaining feature
graphs, point convolution operation with convolution kernel
size of 1× 1 is used to obtain the features of secondary con-
cern. Then, the global average pooling operation is carried
out on the feature graph Pc by using Equation (5) to generate
the initial weight value of each channel [23–25] and obtain
S1 and S2, respectively, where B and M represent the height
and width of the feature map, respectively.

Sc = F Pcð Þ = 1
B ×M

〠
B

x=1
〠
M

y=1
Pc x, yð Þ, c ∈ 1, 2f g: ð5Þ

In order to dynamically adjust the weight of each chan-
nel, the generated S1 and S2 are stacked together and passed
to the full connection layer. Then, Softmax function is used
to regenerate the main and secondary attention features,
and the weight α and β of each channel, as shown in
Equation (6).

α =
eS1

eS1 + eS2
β = 1 − α: ð6Þ

The network output after deconvolution is shown in
Equation (7).

J = α∙P1 + β∙P2: ð7Þ

2.5. Overall Structure of MSP-DSCNN Model. As shown in
Figure 3, the overall framework of model MSP-DSCNN con-
sists of four parts. In the initial stage of the network, a multi-
feature extraction module is used to extract the detail
features of the foggy images at multiple scales by using con-
volution kernels of different sizes. The upper part of the
model is Sconv Block module, whereSconvis separable con-
volution operation andBNis batch regularization. The shal-
low channel module consists of 6 layers of networks. Each
separable convolution operation is followed by a BN and
ReLU. The deep channel module consists of 16 layers of net-
works. In order to reduce the difficulty of network learning,
residual network is first used to directly transfer the features
of the first layer of separable convolution processing to the
fifth, ninth, and thirteenth layers. Then, the feature fusion
module of parallel superposition is used to merge the infor-
mation extracted from depth channel. Finally, a layer of con-
volution operation is used to transform the feature graph
into the output image of the first layer. In order to reduce
the learning difficulty of the whole network, the whole net-
work is composed of a large residual unit. The input and
output form a subtraction operation. In this way, the net-
work can directly learn the fog noise distribution in the fog
image, instead of directly learning the clean image.

This paper uses mean square error as the loss function of
the model, as shown in Equation (8), whereRðIxÞrepresents
the residual image block obtained from network learning
andIx − Jyrepresents the actual residual image block, that
is, the label.

ReLU

Input layer

ReLU ReLU

ReLU ReLU

1×1 1×1

3×3 5×5

1×1

Feature fusion

Figure 1: Multiscale feature extraction diagram.
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Loss−MSE =
1
T
〠
T

x=1
R Ixð Þ − Ix − Jxð Þk k22: ð8Þ

The convolution kernel size and the number of output
channels of each layer of model MSP-DSCNN are shown

in Table 1. The first layer is the multifeature extraction layer,
which consists of 48 1× 1 convolutional kernels, 64 3× 3
convolutional kernels, and 32 5× 5 (cavity step 2) convolu-
tional kernels. In depth channel, separable convolution oper-
ation is used first. The main feature is 2, 38 convolution
operations with a size of 3× 3. Secondary features 26
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convolution kernels of 1× 1 size are used for feature comple-
tion operation. Then, 64 feature layers of each depth channel
are superimposed together in parallel. After the convolution
layer of the last layer 1 output channel, the residual image
block is obtained.

3. Experiment and Analysis

In order to verify the effectiveness and rationality of the pro-
posed network, quantitative evaluation of its defogging effect
on synthetic images and real images is made in this paper,
and the results are more convincing by comparing with the
current advanced algorithms from two aspects of visual
effect and objective data.

3.1. Experimental Settings and Data Sets. The network
implementation in this paper is based on Pytorch frame-
work. UseM2000GPU inUbuntu environment to train defog-
ging network. Set the initial learning rate to experience value
0.0001 and batch size to 32. The momentum decay exponents
of Adam optimizer are, respectively, beta 1=0.899 and beta
2=0.999. The number of iterations is 40, and the training time
for one iteration is 32 minutes. Finally, the size of the trained
network model is 1608KB.

The training network of RESIDE (Realistic Single Image
Dehazing) [26] is used in this paper. RE⁃SIDE Images are
selected from NYU2 [27] depth data set. By randomly select-
ing atmospheric light A (A∈(0.8, 1.0)) and scattering coeffi-
cient β (β∈(0.5, 1.5)), different foggy images are synthesized.
It includes Indoor Training Set (ITS), Outdoor Training Set
(OTS), and Synthetic Objective Testing Set (SOTS), the ITS
data set in RESIDE as the training set and SOTS as the test
set. The training set (ITS) includes 1399 clear images and
13990 foggy images with different fog concentrations. The test
set SOTS includes 500 indoor foggy images and 500 outdoor
foggy images. In addition, in order to better verify the effec-
tiveness and practicability of the proposed network, fog
images with rich colors in the real environment are selected
for testing.

In terms of quantitative evaluation of network perfor-
mance, this paper selects some representative algorithms in
the field of defogging for comparison, including traditional
algorithm [28] based on physical model and algorithm [29]
based on literature. Literature [28] algorithm, and literature
[30] algorithm based on deep learning.

3.2. Quantitative Evaluation of Synthetic Image Data Sets

3.2.1. Subjective Evaluation. The network was evaluated
from both subjective and objective aspects on the synthetic
image data set SOTS, and one indoor image and one outdoor
image were randomly selected for effect evaluation. The
defogging effect of each algorithm is shown in Figures 4
and 5. The image obtained by the method in reference [28]
is completely defogged, but the overall image is darker than
the renderings of other algorithms, and the sky region is
seriously distorted due to the limitations of dark channels,
as shown in Figure 5. In addition, the estimation of transmit-
tance at the edge mutation is inaccurate, leading to the
occurrence of halo and block effect at the edge of the

restored image. As shown in Figure 5, there is halation
around the roof. The image obtained by the method of liter-
ature [29] has natural color, especially the sky area, but there
are problems of incomplete defogging and serious loss of
details. In Figure 4, there is obvious residual fog in the back-
ground wall area. And in Figure 5, the details of the lawn are
blurred. Compared with the algorithm in reference [28], the
algorithm in reference [28] has improved color bias in sky
region, but some images have problems of incomplete defog-
ging and color oversaturation. The fourth image in Figure 4
and the fog removal effect in Figure 5 are poor. The image
obtained by the method in reference [30] has good color
fidelity and thorough defogging. However, due to the shal-
low network structure, the feature extraction is not very rich,
and the detail recovery of the remote area is poor, as shown
in Figure 5. For the fog-free image obtained by the algorithm
in literature [28], the indoor image has a good defogging
effect and the restored image has a natural color, while the
outdoor image is not completely defogged, but the sky area
has a natural color and no obvious color deviation, as shown
in Figure 4. Comparing with the previous classical algo-
rithms, the algorithm presented in this paper has a signifi-
cant effect on defogging, with good details and no obvious
distortion, color deviation, and other problems. The color
of defogging images is natural and has good performance
in both indoor and outdoor images.

3.2.2. Objective Evaluation. Objective evaluation indexes
adopt Structural Similarity Index Measurement (SSIM) and
Peak Signalto Noise Ratio (PSNR), which are uniformly used
in deep learning. Among them, the structural similarity
SSIM is used to measure the similarity degree of two images,
and the value range is [0,1]. The peak signal to noise ratio
(PSNR) is used to represent the ratio of useful signal to noise
in an image, and the larger the better. The corresponding
mathematical expressions of the two indicators are shown
in Formula (9) and Formula (10), respectively.

SSIM x, yð Þ =
2μxμy + c0

� �
σxy + c1
� �

μ2x + μ2y + c0
� �

σ2
x + σ2

y + c1
� � , ð9Þ

Table 1: Network structure parameters of model MSP-DSCNN.

Convolution layer Convolution kernel
Output
channel

Level 1 l× 1, 3× 3, 5× 5 48, 64, 32

Shallow channel
Grouping convolution:

3× 3 38

2~5 layers Point convolution: 1× 1 26

Deep channel
Grouping convolution:

3× 3 38

Layer 2~13 Point convolution: 1× 1 26

Feature fusion
layer

None 64× 2

The 15th floor 3x3 1
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where μx and μy are the mean values of images x and y, σx and
σy are the standard deviations of the two images, σxy is the
covariance of the two images, and c0 and c1 are constants.

PSNR = 101a
MAX2

MSE
, ð10Þ

where MSE is the minimum mean square error of the image
after defogging and the clear image and MAX is generally
255. Objective indicators on SOTS are shown in Table 2 (data
are mean values). The pictures obtained by the network pro-
cessing proposed in this paper. SSIM index is ahead of other
algorithms, PSNR index is better than most algorithms, and
good results are obtained. The validity of the proposed net-
work is verified.

3.3. Quantitative Evaluation of Real Image Data Sets

3.3.1. Subjective Evaluation. In order to further confirm the
practical value of the proposed network, this paper conducts
an experimental evaluation on its effect images in real

scenes, and the defogging effect of each algorithm is shown
in Figure 6. You can see that the algorithm in literature
[28] has a good defogging effect on images with rich close-
range, but due to the misestimation of transmittance caused
using the minimum filter, the recovered image is prone to
halo at the edge, and the inaccurate estimation of atmo-
spheric light leads to serious distortion of the defogging
image in the distant area with the sky. Compared with other
algorithms, both the algorithm in literature [29] and the
algorithm in literature [28] have problems such as incom-
plete defogging and serious detail loss. The algorithm in lit-
erature [30] has a remarkable effect of defogging, especially
in the sky area, where the color is restored to nature. How-
ever, the degree of defogging in some images is too large,
resulting in the loss of some pixels and darkening of images.
Compared with other algorithms, the effect picture of the
algorithm in this paper is completely defogged, the details
are maintained well, and the scene is clear and natural.

3.3.2. Objective Evaluation. Objective evaluation adopts the
unreferenced image quality evaluation method often used

(a) Hazy image (b) Literature [28]

(c) Literature [29] (d) Literature [28]

(e) Literature [30] (f) Proposed

Figure 4: Comparison of fogging effect of various algorithms in indoor synthetic hazy image.
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in the field of real scene defogging [31], whose evaluation
indexes include the number of saturated pixels m, the
number of visible edge sets E, the average gradient R,
and the running time T (unit is second). The smaller the
number of saturated pixels and the running time, the bet-
ter the performance of the algorithm. The larger the value
of visible edge set e and mean gradient R, the better the
algorithm is.

Each index in each algorithm is shown in Table 3 (the
data in the table is the mean value).

As it can be seen from Table 3, the network proposed in
this paper performs well in the number of saturated pixels
and the running time, and has a leading advantage in the
number of visible edge sets and the mean gradient. Compar-
ing with other algorithms, the proposed network improves
the number of visible edge sets by 20.6% and the average
gradient by 20.9%.

3.4. Ablation Experiment. In order to further verify the con-
tribution of the proposed modules to the result of fog

(a) Hazy image (b) Literature [28]

(c) Literature [29] (d) Literature [28]

(e) Literature [30] (f) Proposed

Figure 5: Comparison of restoration effects of various algorithms in outdoor synthetic hazy image.

Table 2: SOTS data set evaluation indicators.

Items Literature [28] Literature [29] Literature [28] Literature [30] Proposed

Indoor
SSIM 0.804 0.817 0.796 0.821 0.898

PSNR 16.887 26.331 24.647 24.269 26.967

Outdoor
SSIM 0.791 0. 840 0.796 0.859 0. 954

PSNR 16.175 22.302 19.429 20.208 26.863
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removal, an image in the SOTS data set was randomly
selected for the ablation experiment as follows.

It mainly includes the following steps.

(1) Only the features (LF) in a wide range of foggy images
are extracted to reconstruct the original image

(2) Only a small range of detail features (DF) of foggy
images are extracted to reconstruct the original image

(3) Large range of features and small range of detail fea-
tures work together

It can be seen from the comparison diagram in Figure 7.

The large range feature image only retains some global
features and loses a lot of details. The detail information
of small range detail feature image increases obviously,
but there are problems of incomplete defogging and color
deviation. In contrast, the image under the joint action of
the two features not only retains the color of the original
image but also has obvious details, and which is more
thoroughly defogged. Each image index is shown in
Table 4.

As it can be seen from Table 4, the SSIM and PSNR of
the image obtained under the combined action of the two
features were significantly improved.

(a) Hazy image (b) Literature [28]

(c) Literature [29] (d) Literature [28]

(e) Literature [30] (f) Proposed

Figure 6: Comparison of fog removal effects of various algorithms in real scenes.

Table 3: Evaluation indicators of real scenes.

Items Literature [28] Literature [29] Literature [28] Literature [30] Proposed

m 0.0008 0.03 0.0189 0.0022 0.001

e 5. 5273 6. 8498 5.9726 6.4361 7.4745

r 1.259 1.3359 1.394 1.6454 1.6989

t/s 1.6562 2.843 2.1151 1.0774 l.1270
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4. Conclusion

In order to keep details as much as possible while defogging
the image, a multiscale parallel-depth separable convolu-
tional neural network (MSP-DSCNN) was designed in this
paper. By comparing the experimental results, compared
with other comparison algorithms, model MSP-DSCNN
has better performance in both subjective visual effect and
objective evaluation indicators. At the same time, the net-
work ablation experiment proves that the proposed multi-
scale feature extraction module and the parallel strategy of

shallow and deep channels have a good effect of haze
removal and high image fidelity. Comparing with other
algorithms, the algorithm has distinct advantages and effec-
tively solves the problems such as incomplete defogging of
the current image, poor color offset, detail retention, and
reduced visibility. The accuracy and accuracy of fog
removal have also been further improved. The split convo-
lution operation further reduces the number of parameters
in the network model, improves the feature redundancy of
traditional convolutional neural network, and accelerates
the training and convergence speed of the network. The
overall experiment shows that the model MSP-DSCNN
can finish the image defogging task faster and better. How-
ever, since the restoration module of the network essentially
relies on the atmospheric scattering model, some restored
images still have shortcomings in detail preservation and
color fidelity of sky area. Therefore, improving the accuracy
of the defogging model will be the focus of further research
in the future.

(a) Synthesis of hazy image (b) Only LF

(c) Only DF (d) LF+DF

(e) Clear image

Figure 7: Comparison of ablation results.

Table 4: Comparison of evaluation indexes in SOTS data set.

Items Only LF Only DF LF+DF

SSIM 0.8028 0.8735 0.9574

PSNR 16.9104 17.9054 24.7789
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With the development of the market economy and changes in the demand for talents in the market, the cultivation of innovation
and entrepreneurship (IAE) among university students has been emphasized, and how to improve the quality of IAE education
and promote the overall development of university students has become a key concern of university teachers. Therefore, the
design and implementation of the IAE project management system should be explored in the study, starting from the IAE
education of university students. The thesis addresses the current situation and characteristics of IAE development of
university students and develops a WEB system applicable to the project management of IAE for university students at this
stage. Cluster analysis is a mathematical statistical method for grouping and categorising similar data. The design of a
classification system based on university innovation and entrepreneurship data proposes a new definition of outlier index for
outliers detected in real time, combined with the concept of CBLOF(t). On this basis, the system also implements the
monitoring function for abnormal data, thus serving as system optimisation and fault warning. The system implements the
main functions such as login, registration, project release, project declaration, and management.

1. Introduction

To date, the majority of universities do not have a system for
the declaration and management of innovative projects [1]
for the students, and the declaration of projects mainly relies
on manual registration and approval by special personnel,
which is inefficient and not easy to manage. Therefore, it is
urgent to develop an efficient and stable project declaration
system [2]. The development of an innovative project decla-
ration system will gradually move from the original single
and simple to diversified and intelligent. The future inno-
vation project declaration system for university students
will be an efficient and stable information management
system built on the basis of the Internet and supported
by a database [3].

An analysis of the IAE project practice reveals that it
plays a key role in cultivating the innovation, entrepreneur-
ship, and practical ability of university students [4] and that
after China proposed to implement IAE education for uni-
versity students in the field of higher education, many

schools have made corresponding practical exploration in
this regard [5], creating idealized conditions for the cultiva-
tion of IAE ability of university students. However, it must
be clearly noted that in order to give play to the important
role of innovative and entrepreneurial educational practices
of students [6], universities must promote the improvement
of the technical level of educational practices with the help of
scientific management. It is therefore essential to analyse the
project management aspects of student IAE to ensure that
scientific management can free student managers from the
tedium of management, improve management efficiency
and level, and strive to provide diversified services to the stu-
dent community [7–9].

The IAE management system can create certain conve-
nience for the management, and the analysis of the manage-
ment system shows that the IAE project management
platform system for students is mainly an information man-
agement system for university students to participate in IAE
projects [10]. The system is designed with B/S architecture
and MVC model, which can provide support for students
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to participate in IAE project management and implement
information audit and management of relevant information,
which has strong practical significance for the management
of university students’ IAE projects at present [11]. There-
fore, it is necessary to strengthen the exploration of the man-
agement platform system in view of the basic situation of the
management of the IAE projects of college students in
China, so as to the platform system and promote the stable
development of the IAE practice activities of college
students.

The focus of university students’ IAE project manage-
ment is to analyse the current problems on the basis of a
comprehensive understanding of the project management
characteristics and then to clarify the problems that exist
in it. The work is then combined with different business
requirements to complete UML modelling and determine
scientific and reasonable measures for authority control
[12]. In general, the comprehensive promotion of university
students’ IAE project management can enhance the adapt-
ability of university students to society, cultivate their entre-
preneurial ability, and cultivate high-level entrepreneurial
development talents for the country [13].

A systematic study of the construction of the IAE system
for students reveals that the B/S architecture is introduced in
the design and planning of the system, which can meet the
needs of project management and promote the realization
of diversified functions of the system [14]. With the support
of the system, assessment experts and relevant instructors
can have a comprehensive grasp of the project’s operation
and provide effective guidance, as well as facilitate students’
access to their own IAE practices [15]. In planning the man-
agement platform system, it is necessary to promote the con-
venience of operation, but also to have the stability of
functions, to ensure the accuracy and safety of data, so in
the design and planning of the system, it must be analysed
from multiple perspectives, to improve the management sys-
tem, to develop the information backup and statistical anal-
ysis functions with the support of modern tools, and to
ensure that it can be combined with the participation of stu-
dents in IAE. The system should be designed and planned
from multiple perspectives, and the management system
should be improved [16], and the information backup and
statistical analysis functions should be developed with the
support of modern tools, so as to ensure the effective educa-
tion and management of university students in the context
of their participation in IAE education, to provide a corre-
sponding platform for university students to participate in
IAE education and practice, and to ensure that the basic
work can be done well and the comprehensive development
of university students’ IAE education can be improved. In
this way, reform and innovation of IAE education for uni-
versity students can be carried out [17], and the comprehen-
sive work level will be improved comprehensively, which
will play a good role in promoting the implementation of
IAE education for university students. Based on the theory
of cluster analysis, this paper adopts the weighted K-means
algorithm based on Euclidean distance, establishes a cluster-
ing model by analyzing a large amount of normal historical
data, and then, according to the actual operation, succes-

sively proposes the definition of the outlier index of param-
eter points within the cluster and the definition of the outlier
index of abnormal parameter points outside the cluster and
proposes a university innovation and entrepreneurship pro-
ject management system based on this model.

2. Analysis of Basic System Requirements

According to the characteristics of the management of entre-
preneurship for the Department of Innovation [18, 19],
there are four roles involved in the system. The main func-
tions are shown in Figure 1.

The system adopts an object-oriented approach [20],
abandoning the traditional approach the development,
instead of making full use database design tables based on
the Java code corresponding to the entities written and the
mapping files of the entity objects. This approach reduces
the need to write cumbersome SQL statements to build the
tables directly. The use of reverse engineering to generate
the corresponding database tables from the entity objects’
Javabean and their corresponding mapping files (xml files)
[21] reduces data redundancy.

The supervisor provides guidance to the student leader
and analyses the student leader’s project in the context of the
actual situation and provides appropriate guidance. In general,
the supervisor has the function of reviewing the project decla-
ration, the midterm check, and the closing of the project. The
EMS is based on the real needs of the development and man-
agement of student IAE projects. The system is used to ensure
that students and teachers are involved in the process of each
project, to guarantee the effective implementation of student
entrepreneurship projects, to give full play to the important
role of student IAE projects, and to promote the overall
improvement of the quality of personnel training.

2.1. Entity Object Design. Based on a comprehensive analysis
of the entity objects required by the system and their
relationships, eight entity objects were identified, these are
the administrator entity, the project application entity, the
project applicant entity, the project reviewer entity, the
new project entity, the old project entity, the project issuer
entity, and the project executor entity.

In the proposed management system, there are 26 data-
base tables, for the project declaration, and project evalua-
tion modules are the core of the system, and there is a
close relationship between project declaration and project
evaluation. In the study, a variety of different database tables
are discussed, and in this study, the identity information
table and the project information table are selected for spe-
cific analysis. The administrator is able to keep up-to-date
information about the student innovation and entrepreneur-
ship projects in the management system. In general, their
main job responsibility is to follow the realistic needs of stu-
dent entrepreneurship, the output of the declaration plan
and the evaluation plan, the information on the projects,
etc., on the platform, thus ensuring that a scientific evalua-
tion plan is developed. It is the focus centre of the whole sys-
tem and can exchange information on the front page module
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[22]. The relationship between the various entities is shown
in Figure 2.

3. Cluster Analysis Theory

The so-called cluster analysis algorithm works on the princi-
ple that for all vectors in an m-dimensional space R, the
algorithm clusters each vector and achieves a category of
vectors by minimising the distance between each vector
and the centre of the cluster [23, 24]. That is, the greater
the intraclass correlation, the better, and the smaller the
interclass correlation, the better. As an unguided learning
problem, the purpose of clustering is to obtain some intrin-

sic data pattern by dividing the original set of objects into
similar groups or clusters.

3.1. Introduction to Clustering Algorithms. There are many
kinds of clustering algorithms, such as hierarchy-based, divi-
sion-based, and density-based algorithms [25]. In this paper,
the most common and reliable division-based K-means
algorithm is used for analysis. The K-means algorithm
divides n vectors xiði = 1, 2,⋯, nÞ into k classes Giði = 1, 2,
⋯, kÞ and find the cluster centres of each class so that the
objective function of the nonsimilarity (or distance) index
is minimized. When the metric between the vector xl and
the corresponding cluster centre Ci in the i-th class Gi is
chosen as the Euclidean distance, the objective function
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Figure 1: Functional diagram of system roles.
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can be defined as

J = 〠
i=1

k

Ji = 〠
i=1

k

〠
l,xl∈Gi

xl − ci
2: ð1Þ

Here, Ji =∑l,xl∈Gi
xl − ci

2 is the objective function Gi

within the class, the apparent J size of which depends on
the Gi shape of the cluster centre ci, and the J smaller the
cluster, the better the clustering.

The basic idea of the K-means algorithm is as follows.

(1) First, k vectors are randomly selected as the centres
of each class

(2) Let U be a 2-dimensional subordination matrix of c
∗ n. If the jrd vector xj belongs to class i, then the
element uij in matrix U is 1; otherwise, it is 0; i.e.,

ð2Þ

(3) Based uij on the value of the calculated objective
function, stop if it is less than a threshold or if the
difference between two consecutive times is less than
a threshold

(4) uij Calculate the centre Gi of each cluster according
to Ci:ci =∑l,xl∈Gi

xl/jGij, jGijbeing the number of ele-
ments in the cluster. Then, return to (2)

The system entity object to database table relationship
analysis and implementation entity object to relational table
implementation process is shown in Figure 3.

3.2. Weighted Clustering Algorithms. The K-means algo-
rithm has its limitations in that it takes into account all fac-
tors in the clustering analysis and assumes that these factors
have an equal effect on distance. Relying equally on similar-
ity measures for all attributes can be misleading [26, 27]; one
effective way of overcoming this dimensionality trap can be
achieved by assigning weights to each attribute, so that dif-
ferent attributes can achieve optimal results in the clustering

process based on their own weights. In terms of the Euclid-
ean space from a data perspective, adding weights is equiva-
lent to lengthening the axes corresponding to the attributes
of interest and shortening the axes corresponding to the
attributes with smaller weights.

To this end, the objective function should be kxl − cki2
replaced by ∑i=1

k ðwjðxlj − cijÞÞ2 an objective function that J
also depends on the weights wj, the size of which can be
determined by experienced staff using expert scoring
methods to determine the importance of the equipment
parameters for production optimisation and fault warning,
thus solving the “dimensional trap” problem.

3.3. Concepts and Definitions of Outlier Indices. To date,
there is no formal and generally accepted definition of an
outlier. More recent findings are given in the relevant litera-
ture [28, 29]. To first give an example to illustrate this basic
idea, consider the two-dimensional data set in Figure 1,
where it can be found that there are four cluster centres, of
which C1 and C3 are outliers. Since outliers are defined as
data that are not inside any large cluster, here clusters C2
and C4 are to have the vast majority of the data and C1
and C3 are not part of clusters C2 and C4, so they are out-
liers. In order to show the physical characteristics of outlier
data, an index is designed for each identified outlier data
object, called CBLOFðtÞ, some concepts are given below,
and the absolute value of C is used to indicate the number
of data points in C.

Definition 1. Let A1,⋯, Am denote a series of data points
whose value domain is D1,⋯,Dm such that the result of
clustering the database D is denotedC = fC1, C2,⋯, Ckg;
here, Ci ∩ Cj ≠Φ and C1 ∪ C2 ∪⋯∪Ck =D, by the number
of clusters k.

Definition 2. Suppose C = fC1, C2,⋯, Ckg is the order of the
clusters: jC1j ≥ jC2j ≥⋯≥jCkj, given two numerical
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Figure 3: Generating data tables using control reversal reverse engineering.

Table 1: Comparison of the parameters of the 4 clusters.

Serial number Central value Radius Percent

Cluster 1 0.52,0.63 0.32 0.62

Cluster 2 0.17.0.21 0.06 0.04

Cluster 3 0.21,0.56 0.17 0.21

Cluster 4 0.32,0.41 0.23 0.13
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parameters: αand β; we let b be the boundary of the size clus-
ter, then

C1j j + C2j j+⋯+ Cbj jð Þ ≥ Dj j ⋅ α,
Cbj j/ Cb+1j j ≥ β:

(
ð3Þ

The first part of equation (3) takes into account that the
vast majority of data points in a data set are not outliers, so
that a cluster that contains the vast majority of data points is
a large cluster. The second part of equation (3) takes into
account that the main difference between large and small
clusters is the number of data points within the cluster, e.g.,
set β to 5, and then, any cluster in LC is 5 times larger than
in SC [30].

Definition 3. Putting the above analysis together, assuming
that C = fC1, C2,⋯, Ckg is the order of clustering: jC1j ≥ j
C2j ≥⋯≥jCkj, and consistent in the definitions of pijðtÞ, α,
β, b, LC, and SC and setting the number of clusters in LC
to n, the resulting outlier index for any data point t is

CBLOF tð Þ = Cij j ⋅min distance t, Cj

À ÁÀ Á
, ð4Þ

where t ∈ Ci, Ci ∈ SC, Cj ∈ LC, j = 1 to b.

According to Definition 3, the outlier index of a data
point is determined by the size of the cluster in which it is
located and the distance of this data point from the edge of
its nearest large cluster.

4. System Design and Implementation

The process of using clustering models to guide production
optimisation has been implemented in the previous work.
The basic process is as follows: the clustering model is
trained with a large amount of historical data of normal
operation, and then, the corresponding actual data of the
field operation is collected and put into the clusters of aggre-

gation; if it is not included in any of the clusters, it means
that it is an abnormality, and an alarm should be prompted
to the staff to check the equipment, which serves as an early
warning function. The detected anomalies belonging to any
of the clusters mean that the equipment is operating nor-
mally and can be further explored in order to optimise the
equipment.

4.1. Raw Data Preprocessing. Since the units of the parame-
ters used in the design of the system vary considerably
between orders of magnitude, the data must first be proc-
essed to make them dimensionless, and the standardised
metric used in this paper is

xif =
zif − hf
Sf

, ð5Þ

where zif is an actual parameter, hf is the mean zif of n, and
Sf is the mean standard deviation.

Sf =
1
n
〠
i=1

n

zif − hf
�� ��: ð6Þ

4.2. Analysis of the Off-Kernel Indices of the Parameter Points
within Clusters. Using IAE at the Shanghai Jiaotong Univer-
sity as the application context, five years of relevant actual
production data were collected, the data were processed with
standardised metric values and stored in a database, and the
corresponding parameters were trained to form a clustering
model using a weighted K-mean algorithm. The similarity of
the actual parameters within the clusters to the cluster cen-
tres was then analysed.

The similarity between the other parameters within the
cluster and the central parameter is calculated using the cor-
relation coefficient method and the Euclidean distance,
respectively; the Euclidean distance has been described ear-
lier, and the following equations are used for the correlation

29.49%
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Figure 4: Comparison of pie charts of radii and percentages of clusters.
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Figure 5: Ratio of the number of parameter points to the total number of clusters at different degrees of similarity.

Table 2: Relationship between anomalous parameter points and clustering models.

Exceptional parameter points Cluster 1 Cluster 2 Cluster 3 Cluster 4

1 0.65 0.51 0.75 0.58

2 0.62 0.49 0.69 0.61

3 0.59 0.41 0.71 0.56

4 0.63 0.45 0.72 0.52
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coefficient method.

rij =
∑k=1

m xik − xið Þ xjk − xj
À Á

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k=1

m xik − xið Þ2
q

×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k=1

m xjk − xj
À Á2q , ð7Þ

where xi = 1/m∑k=1
m xik∑

k=1
m xik and xj = 1/m∑k=1

m xjk. When xj
is the cluster centre, rij is the similarity measure between

the other parameters and the centre parameter. A total of
20,000 points were collected, and all data were clustered into
4 clusters; the results of which are shown in Table 1.

A pie chart of the radii and percentages of the four clus-
ters is given in Figure 4.

Then, the ratio of the number of equipment parameters
to the number of parameters in the whole cluster was
obtained for different correlation coefficients, and the ratio
of the number of parameters in this point to the number
of parameters in the whole cluster was obtained for different
ratios of the distance from the parameter point to the centre
of the cluster to the maximum radius, and the ratio was
obtained in Figure 2(b). From Figure 2(a), it can be seen that
the correlation with the central parameter is greater than 0.8
in more than 90% of the cases, while the proportion below
0.6 is less than 3%. Similar results are obtained for the other
equipment parameters; the same analysis is also reflected in
Figure 2(b). Examining these four clusters, the data points
within 20% of the maximum radius each already account
for more than 50% of all data points. This indicates that

the equipment has been operating in a performance opti-
mised condition for a long time and that once the equipment
parameters have deviated from the optimised condition, the
staff immediately call back to bring them back to the opti-
mised condition, so that a large proportion of the parameters
are close to the centre of the cluster and a small proportion
are far from the centre. The above results show that the mag-
nitude of the dispersion of these data is related not only to
the similarity of this point to the central point but also to
the proportion of the points occupied, such that the kernel
dispersion index of the parameter points within the cluster
can be defined as

SCAF tð Þ =
r t, Cj

À Á ffiffiffiffiffiffiffiffiffiffiffiffi
p/ Cj

�� ��q
,

1 − d t, Cj

À ÁÀ Á
/r j

Á ffiffiffiffiffiffiffiffiffiffiffiffi
p/ Cj

�� ��q
,

8><
>: ð8Þ

where p represents the number of device parameter points at
point t.

The curve of where the data points are located and the
error detection parameters in the system at this time is
shown in Figure 5. Cluster 1 represents a normal and good
operating condition of the system; cluster 2 is an overad-
justed state with a low error rate and a good system; clusters
3 and 4 are the result of the system not being retuned in
time, and clusters 3 and 4 also show that the marginal values
(points with large dispersion) of the clusters are of poor
error quality.

With the above analysis, after training the clustering
model with a large amount of historical data of normal oper-
ation, when monitoring the operating conditions of the
equipment in real time, when a real-time parameter point
is within a cluster, this model can not only indicate in which
cluster it is but also know the off-kernel index of the param-
eter point.
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Figure 6: Comparison effect of anomalous parameter points for the four clustering models.

Table 3: Clustering accuracy data for the four clusters.

Category Cluster 1 Cluster 2 Cluster 3 Cluster 4

Experiment 1 89.56 95.86 93.42 85.32

Experiment 2 90.24 95.32 94.21 84.68
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4.3. Analysis of Outlier Indices for Anomalous Parameter
Points Outside Clusters. When the monitored real-time
parameter point was outside the cluster, it was an anomaly.
In order to be able to analyse the extent of the outliers of
the anomaly, the outlier index CBLOFðtÞ was first calculated
using equation (3), and the propane content of the dry gas at
this point was checked. As shown in Table 2, the outlier
index 1 for the outlier point was larger than for the outlier
point 2, but the propane content was not high at this time.
The analysis shows that if outlier a is closer to a cluster with
fewer parameter points and further away from a cluster with
more and outlier b is closer to a cluster with more parameter
points and further away from a cluster with fewer, CBLOF
ðbÞ > CBLOFðaÞ is calculated, but in reality, outlier a may
be more outlier than outlier b. The outlier index of an outlier
is related not only to the distance of this outlier from the
nearest cluster but also to the distance between this cluster
and other clusters and the number of clusters within it. Also
taking into account the weighted nature of clustering, a new
definition of outliers for anomalous parameter points is
obtained.

NCF tð Þ = 〠
j=1

k

ffiffiffiffiffiffiffi
cj
�� ��
N

s
⋅min distance t, cj

À ÁÀ Á
: ð9Þ

When a parameter point is not in a cluster, a new outlier
index can be used to analyse it, which gives insight into the

system operation and provides a basis for monitoring the
system operation in an optimised state.

Point pairs of anomalous parameters for four of the clus-
tering models are shown in Figure 6.

Two sets of experiments were conducted using cluster
analysis theory to cluster 20,000 data points from four clus-
ters, and the detailed data distribution of cluster accuracy for
the four clusters is given in Table 3.

The comparative effect of the clustering accuracy data
for the four clusters in the two sets of experiments is given
in Figure 7.

5. Conclusion

The design and implementation of the IAE project manage-
ment system is mainly based on the real demand for the
development and management of university students’ IAE
projects, to achieve coordinated management with the
power of the system, thus ensuring that the teacher and stu-
dent groups can participate in each project process, reducing
the management workload and improving the comprehen-
sive effect of management. Cluster analysis itself is a method
of grouping data based on a certain similarity measure, and
this paper adopts the weighted K-means algorithm based on
the Euclidean distance to establish a clustering model by
analysing a large amount of normal historical data and then,
according to the actual operation, successively proposes the
definition of the off-kernel index of parameter points within
clusters and the definition of anomalous parameter points
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Figure 7: Comparison of clustering accuracy data for the four clusters in the two sets of experiments.
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outside clusters. The definition of the outlier index of the
parameter points within the cluster and the definition of
the outlier index of the abnormal parameter points outside
the cluster were then proposed according to the actual oper-
ation. The management system proposed in this paper can
monitor the historical data of the system running in an opti-
mised state, thus enabling the effective implementation of
the innovation and entrepreneurship project, but due to
the many uncontrollable factors in the actual operation, fur-
ther development of the system is necessary to make the
innovation and entrepreneurship project management sys-
tem practically useful.
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With today’s rapid economic growth, the role of agriculture in production and life has come to the forefront. Many problems in
China’s agricultural economy have seriously constrained the vitality of Chinese agriculture. Therefore, it is necessary to further
strengthen the study of an agricultural economy, inject new impetus into an agricultural development, develop targeted
solutions, and lay a solid foundation for the sustainable development of China’s agricultural economy. Therefore, in this paper,
based on the theory of sustainable development of an agricultural economy, this paper constructs a sustainable agricultural
development index system in Jiangsu province from five aspects of the DPSIR model: driving force, pressure, state, impact and
response and uses principal component analysis to make a comprehensive evaluation of the level of sustainable agricultural
development in Jiangsu province from 2010 to 2016. The analysis results show that Jiangsu’s agricultural economy is overall
better and steadily improving, and it has made a huge leap in the seven-year period from 2010 to 2016, showing better
sustainability. We found that the state subsystem exposed some social problems after analyzing the subsystem, and if relevant
measures are not taken in time to solve the emerged problems, it will affect the other subsystems and the sustainability of the
agricultural economy.

1. Introduction

As the material basis for human survival and development,
natural resources play an important role as energy sources
and spatial carriers in social and economic development,
and play an irreplaceable role [1–4]. However, with the
growth of population and the acceleration of urbanization,
some problems limit the sustainable development of agricul-
ture, such as the reduction of arable land area and quality,
groundwater over-exploitation and deterioration of an agri-
cultural ecological environment [5–8]. The sustainable devel-
opment of an agricultural economy is a development that
ensures the regenerative function of natural resources as
much as possible and poses no harm to natural resources
while satisfying the people of the present [9, 10]. This will
not only affect the conservation of natural resources for
future generations but will also lead the country to evolve
in a more rational and harmonious direction [1, 11–13].
Vigorously promoting sustainable agricultural development
is not only an inevitable requirement for transforming an

agricultural development model and building modern agri-
culture but also an inevitable choice for realizing the “five-
in-one” strategic layout and building a beautiful country-
side [14, 15].

In terms of sustainable use of regional resources, some
problems limit kinds of evaluation methods and conceptual
models in the international arena [16–21]. In the process of
implementing sustainable development strategy, people must
deal with the balance of the four factors of “society, economy,
resources and environment,” of which resources are an
important supporting factor, resources originate from the
environment, the environment breeds resources, resources
themselves are a component of the environment, and some
factors in the environment are also resources. Therefore,
resources are more important, and when resources are
depleted, the environment will be completely deteriorated.
In recent years, domestic and foreign experts and scholars
often use the DPSIRmodel to analyze the problem of sustain-
able development of agricultural resources and economy, are
an evaluation model proposed by OECD in 1993, and were
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first adopted by the European Environment Agency to assess
the environment [22–24]. Next, we analyze the sustainable
development of the agricultural economy in Jiangsu Province
(as shown in Figure 1) as an example. Jiangsu is located in
the north-south climate transition zone, ecological types
and agricultural production conditions are unique, known
as the “land of fish and rice.” Jiangsu is the largest japonica
rice producing province in the south of China and is also a
national advantageous area for the production of high-
quality weak-grained wheat, corn, peanuts, oilseed rape,
and a variety of mixed grains, mixed beans, and other spe-
cial grain crops throughout the province and wild herbs
more than a thousand kinds. Luoma Lake is located in the
north of Jiangsu Province, spanning Xuzhou and Suqian.
The lake is 27 kilometers long, with a maximum width of
20 kilometers, and a water area of 296 square kilometers
(corresponding water level 21.81 meters). Hongze Lake,
the water surface area is 1597 square kilometers, the average
water depth is 1.9m, the maximum water depth is 4.5m,
and the volume is 3.04 billion cubic meters. The lake has
a length of 65 kilometers and an average width of 24.4 kilo-
meters. The water level in flood season or flood year can be
as high as 15.5m, and the area can be expanded to 3500
square kilometers. The waters of the whole lake are com-
posed of Chengzi Lake Bay, Lihe Lake Bay, and Huaihe
Lake Bay. Gaoyou Lake is 48 kilometers long and 28 kilo-
meters wide. The general elevation of the bottom of the lake
is 4.5 meters. When the water level is 6 meters, the water
area is 700 square kilometers; when the water level is 5.70
meters, the area is 650 square kilometers; when the water
level is 9 meters, the water area is 780 square kilometers.
Taihu Lake is located on the southern edge of the Yangtze
River Delta, known as Zhenze and Lize in ancient times, is
one of the five largest freshwater lakes in China, ranking third
[1, 2], bounded by 30°55°40″~31°32°58″ north latitude and
119°52°32″~120°36°10″ east longitude, located in the south
of Jiangsu Province, bordered by Jiangsu Wuxi to the north,
Zhejiang Huzhou to the south, Jiangsu Changzhou and
Jiangsu Yixing to the west, and Jiangsu Suzhou to the east.

2. DPSIR Conceptual Model

In the DPSIR [25–28] conceptual model as shown in Table 1
and Figure 2, “Driving Force” refers to the core factor that
dominates the development and direction of an agricultural
system and determines its fundamental fate, and is the fun-
damental force and essential cause [29, 30].

We can see from Table 2, in the process of assessing the
sustainable development of Jiangsu’s agricultural economy,
that Driving Force is the main influencing factor and has
become the leading driver of Jiangsu’s sustainable agricul-
tural economy. The common driving factors are as follows:
population growth, urbanization, market changes, economic
growth, and other factors. The growth of China’s population
will drive consumer demand and a broader market for
related agricultural products. On the other hand, urbaniza-
tion will reduce the number of farmers, which in turn leads
to the reduction of an agricultural land, bringing it close to

the land red line, which has a serious negative impact on an
agricultural development. Market changes, as a direct influ-
ence, can have a significant impact on agriculture directly.

Some problems limit factors that affect market prices
and agricultural production materials, such as harvest,
weather, supply, and demand. This can lead to a series of
price reactions that can have particularly severe effects on
the structure and scale of production in agriculture. Eco-
nomic growth, on the other hand, stimulates the consump-
tion of the relevant agricultural products. Therefore, to
summarize, we combine an agricultural GDP per capita
and price index of agricultural production materials as eco-
nomic indicators in this study and Engel’s coefficient, natu-
ral population growth rate, and urbanization rate as social
drivers.

This set of indicators puts a series of “pressures” on the
sustainability of agriculture, as shown in Table 3, which are
reflected in the overconsumption of natural resources,
including energy and minerals, which in turn has a strong
social impact on agricultural systems. Examples include
environmental damage, overexploitation of resources, and
adaptive imbalance of ecosystems. Combined with the above
analysis, we use indicators such as value added in agriculture
per 10,000 Yuan, electricity per 10,000 Yuan, water per
10,000 Yuan, and water resources development and utiliza-
tion rate to reflect the metrics of socioeconomic drivers of
pressure on agriculture. In addition, we also consider the
overexploitation and utilization of natural resources such
as water and soil resources and labor resources by the sec-
ondary and tertiary industries, as well as the competition
among them as an influencing factor, and the competitive
intensity of such influencing factors can be reflected by the
land competition index and water competition index. Simi-
larly, the rural labor force is more likely to be attracted by
the wage level of secondary and tertiary industries, which
is the income of an agricultural production; thus, the compe-
tition intensity of secondary and tertiary industries on rural
labor resources can be reflected by the index of per capita
income difference between urban and rural residents. The
resource competition index refers to the ratio of industrial
and an agricultural output value per unit of resources
(including water resources and land resources). The income
difference index between urban and rural residents is
expressed by the ratio of urban residents’ disposable income
to rural residents’ per capita disposable income.

The “state” refers to the state of resource utilization, an
agricultural productivity, as shown in Table 4, management
efficiency, and living standards of rural people as well as the
state of the agricultural environment, etc. of the entire agri-
cultural system under the action of driving forces and pres-
sures, among which the state of agricultural resources is
expressed by the reclamation index (land area land area),
water resources per unit area of land for an agricultural
use, natural disasters. The rate of disaster, forest greening
rate (the sum of actual forest area and orchard area at the
end of the year and the ratio of the city’s land area), and
other indicators to indicate an agricultural production effi-
ciency and management level with indicators such as
replanting index, an agricultural land productivity (total
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output value of plantation per unit of land area), and an
agricultural labor productivity (total output value of agricul-
ture per unit of an agricultural labor) with rural per capita
disposable income to indicate the standard of living of
farmers with a unit area of pesticides.

“Impact” refers to the impact of the system formed by
the structure of the agricultural industry on human produc-

tion and life as shown in Table 5. It is used to describe the
change in the state of the environment caused by various
social factors and reflects the final result of the state change,
for example, vegetation cover, etc.

“Response” refers to the integration of an agricultural
industry structure and consumption structure. To achieve
sustainable development of an agricultural industry and

Luoma lake

624.4

Hung-tse lake

Tai lake

Gaoyou lake

448.2
43.8

Figure 1: Jiangsu Province map.

Table 1: Composition of subsystems of Jiangsu agricultural system and their weights.

Target layer Jiangsu agricultural system
System layer Driving force subsystem (D) Pressure system (P) Status system (S) Impact system (I) Response system (R)

Weights 0.2284 0.2028 0.2246 0.1394 0.2049

3Journal of Sensors



protection of an agricultural environment, as shown in
Table 6, human production and life are inseparable from
the state of an agricultural system.

Therefore, the model has a clear causal relationship
among the factors, is able to monitor the continuous feed-
back mechanism among the indicators, is an effective way
to find the causal chain between human activities and envi-
ronmental impacts, and thus is generally recognized and
applied. In conclusion, the DPSIR conceptual model pro-
vides clear ideas to help select relevant elements and indica-
tors, organize data, or information, can ensure that key
elements and information are not overlooked, and helps to
systematically analyze environmental or sustainable devel-
opment issues, as shown in Figure 3.

The DPSIR model describes a causal chain between the
origins and outcomes of environmental problems, which
suggests that social problems are considering, as shown in
Figure 3, and economic and demographic development act
as long-term drivers of environmental stress, resulting in
changes in ecological status. This causal chain shown that
social, economic, and demographic developments act as
long-term drivers on the environment, thus exerting pres-
sures on the badlands and causing changes in the ecological
state, resulting in various impacts on the ecological environ-
ment, such as arable land resources; these impacts lead to
human responses to changes in the ecological state, which
in turn act on the social, economic, and demographic com-
plex system or directly on the environmental pressures,
state, and impacts. These impacts drive human responses
to changes in the state of the ecosystem, which in turn act

on the complex system of social, economic, and demographic
factors or directly on environmental pressures, states, and
impacts. In the DPSIR model as a whole, the drivers, pres-
sures, states, and impacts describe the objective state of each
factor in the environment, and the responses are the mea-
sures taken to keep the ecological environment in harmony
and sustainable development. The cause-and-effect relation-
ship among the five components of the DPSIR model is not
only static but also reflects a dynamic mechanism. For exam-
ple, the relationship between driving forces and pressures
generated through human socioeconomic activities is a rela-
tionship between a technical ecoefficiency function and a use
function, with more driving forces utilized while generating
less pressure indicating high ecoefficiency. Similarly, the rela-
tionship between impacts on humans or ecosystems and the
state of the environment depends on the carrying capacity
between these systems. Whether society responds to impacts
depends on how those impacts are perceived and evaluated,
the results of social responses to drivers depend on the effec-
tiveness of the response.

3. Evaluation Methodology

The principal component analysis method was chosen for its
factor analysis, and the formula was calculated as follows.

Ui = 〠
n

i=1
MijZij, i = 1, 2, 3, 4,⋯, n, ð1Þ

Weights

Driving force subsystem (D)
Pressure system (P)
Status system (S)
Impact system (I)
Response system (R)

0.2284

0.2028

0.2246

0.1394

0.2049

Figure 2: Rate of weights.

Table 2: Indicators of the driving force subsystem.

System layer Drive system (D)
Abbreviations D1 D2 D3 D4 D5

Indicator layer
An agricultural value
added per capita

An agricultural production
materials price index

Engel system
Natural population

growth rate
Urbanization rate

Unit Yuan/person % Yuan/yuan ‰ %
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UA = 〠
n

i=1
UiVi, i = 1, 2, 3, 4,⋯, n: ð2Þ

Therefore, the Jiangsu Agricultural Economic Sustain-
ability Index AESDI − LYG can be calculated as follows.

AESDI − LYG = 〠
n

i=1
WiUi, i =D, P, S, I, R: ð3Þ

The meanings of the parameters are shown in Table 7.

4. Experimental Results

4.1. Analysis of Subsystem. We can see initial eigenvalue
from Figure 4. First, we have to analyze the various indica-
tors of this subsystem and the five indicators listed by the
author on its principal component analysis, and we can see
this data from the histogram. Because too much data will
affect the calculation, so we follow the contribution rate

Driving forces
system

Responses
system

Pressures
system

Impacts
system

State
system

Figure 3: DPSIR analytical model affecting sustainable agricultural
development.

Table 4: Indicators of the state subsystem.

System layer Abbreviations Indicator layer Unit

State system (S)

S1 Cultivation index %

S2 Amount of water used for agriculture per unit area of cultivated land m3/hm2

S3 Natural disaster incidence %

S4 Forest greening rate %

S5 Replanting index /

S6 An agricultural land productivity million yuan Million yuan/hm2

S7 An agricultural labor productivity 10,000 yuan/person

S8 Per capita disposable income of rural residents Yuan

S9 Amount of fertilizer applied per unit area kg/hm2

S10 Pesticide use per unit area kg/hm2

Table 5: Indicators of the state subsystem.

System layer Abbreviations Indicator layer Unit

Impact system (I)

I1 Rural arable land area per capita hm2/person

I2 Grain yield per unit area kg/hm2

I3 Grain possession per capita kg/person

I4 Meat intake per capita kg/person

I5 Vegetables per capita kg/person

Table 6: Indicators of the response subsystem.

System layer Abbreviations Indicator layer Unit

Response system (R)

R1 The proportion of expenditure on local financial allocations for science and technology %

R2 Expenditure on agriculture, forestry, and water affairs %

R3 Percentage of local financial expenditure on environmental protection %

R4 Labor quality

R5 Soil erosion control rate (proportion of area under control) %

R6 Proportion of water-saving irrigation area %
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greater than 85% to extract the main influence components
and then get the expression of the driving force subsystem as

F1 = 0:53ZD1 − 0:36ZD2 − 0:49ZD3 − 0:27ZD4 + 0:53ZD5,
ð4Þ

F2 = 0:15ZD1 − 0:18ZD2 − 0:43ZD3 − 0:87ZD4 − 0:02ZD5,
ð5Þ

Q1 =
λ1

λ1 + λ2
F1, ð6Þ

Q2 =
λ2

λ1 + λ2
: ð7Þ

Combining equations (5) and (6), we can calculate the
following values:

UD1 =Q1F1, ð8Þ

UD2 =Q2F2: ð9Þ
Combining and summing them gives the following

values:

UD =UD1 +UD2, ð10Þ

UP =UP1 +UP2, ð11Þ
US =US1 +US2, ð12Þ
UI =UI1 +UI2, ð13Þ

UR =UR1 +UR2: ð14Þ
ZDi is the standardized data calculated by the Z − Score

method under the driver system, UD is the sustainability
index of the Jiangsu agricultural driver subsystem, and F1
represents the proportion of the eigenvalues corresponding
to each principal component to the sum of the total eigen-
values of the extracted principal components to calculate
the driver system values as weights.

Table 7: Parameters and meaning.

Parameters Meaning

Ui Is the systematic value that is not multiplied by the contribution margin

Zij Standardized data for the j-th factor and indicator extracted by system i

Mij Contribution of the j − th factor of system i

n Is the total number of extracted factors for system i

UA The system value of the requested system, the sustainability index of each system layer i

Vi The contribution of a principal component of system i

AESDI − LYG Reflecting the low level and strong capacity of sustainable development of Jiangsu’s agricultural economy

Ui Is the system value of system layer i, i.e., the sustainability index of each system

Wi i system layer weights on the target layer

Data from the “Jiangsu Statistical Yearbook” and the statistical information of enterprises, agricultural bureaus, show parks in each county (township and
township) within Jiangsu.
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Figure 4: Initial eigenvalue.
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From Figure 5, we can know that the comprehensive
index of sustainable development UD jumped from -1.7654
in 2010 to 1.8778 in 2016, which is a huge progress and a
rapid improvement of sustainable development, which indi-
cates that the excessive driving force causes the whole system

to show a strong vitality. Specifically, the driving force
subsystem includes a total of five basic indicators, mainly
economic indicators, among which the indicators of an agri-
cultural GDP per capita and urbanization rate have been
growing rapidly in recent years, while the Engel coefficient
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Figure 5: The comprehensive index.
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Figure 6: The comprehensive index of the pressure system.
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has been on a decreasing trend, indicating that the level of
economic and social development in rural Jiangsu has been
steadily improving, urbanization has been developing rap-
idly, and the scale of an agricultural economy has been
growing.

The stress subsystem contains six underlying indicators,
and we initially analyzed these six relevant indicators. The
results of the principal component analysis were extracted
from the two main principal components for the analysis,
and the total variance contribution rate was 94.212% cumu-
latively. As can be seen in Figure 6, the UD value showed an

overall increasing trend, with the highest value in 2015,
followed by a fall of about 0.25. This indicates that some fac-
tors have appeared to interfere with the composite value,
which may be related to resource and energy consumption,
such as water consumption, electricity consumption, and
energy consumption, and objective causes should be found
and corrected in time for him to not have the problem of
declining year after year, so as to maintain sustainable devel-
opment efforts. It indicates that the way of crude growth of
Jiangsu agriculture, which is mainly resource consumption,
is gradually changing, while the competition index of water
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Figure 7: The comprehensive index of the state system.
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Figure 8: The comprehensive index of the impact system.
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and soil resources, which reflects the competition between
secondary and tertiary industries and agriculture in resource
utilization, and the index of per capita income gap between
urban and rural residents have an upward trend, but the
magnitude is not large; thus, the overall result is that the
value of the pressure subsystem is in a downward trend.

The state subsystem contains far more basic indicators
than other indicators, which is since the state subsystem is
influenced by so many factors, and various dimensions and
types of factors can affect it from all angles. After analyzing
its principal components, it is found that the total variance
contribution is 91.3245% accumulated by extracting 3 prin-
cipal components. Based on the Figure 7, we can see that the
combined parameters of the state subsystem are positive
except for 2013. However, its data trend is very unstable,

showing a stable upward trend in the first three years and
a particularly high volatility in the latter years, which hides
the deep-seated reasons behind. For example, resource sta-
tus, the average amount of water per acre of arable land
for an agricultural use, forest greening rate, an agricultural
land productivity, replanting index, an agricultural labor
productivity, fertilizer and pesticide carrying capacity per
unit area, etc. all have a strong influence on it.

The impact subsystem contains five base indicators,
which are lower than the state subsystem and the response
subsystem. This is because the state subsystem is influenced
by so many factors, and various levels and types of factors
can affect it from all angles. The factors influencing the state
subsystem mainly include rural per capita arable land area,
grain yield per unit area, per capita grain share, per capita

–2.3347 –2.113

–0.4462 0.256 0.6893
1.8664 2.5784

–0.8657
–0.4252

1.4671
1.1449 0.2782

0.356 –1.113

–1.6439
–1.755

–0.203

–0.2241

0.5758

1.5779
1.9993

–6

–5

–4

–3

–2

–1

0

1

2

3

4

5
Response subsystem principal components and composite score values

F1
F2
F3

Figure 9: The comprehensive index of the response system.
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meat share, and per capita vegetable share. We can see
experiments from Figure 8. After analyzing its principal
components, it was found that 2 principal components were
extracted, and the total variance contribution was 93.1435%
cumulatively. Through the histogram, we can see that the
impact subsystem sustainability index of the sustainable
development system of Jiangsu agricultural economy is in a
situation of steadily increasing, the trend, from -1.4345 in
2010 to 1.9467 in 2016, indicating that the state of the
sustainable development system of agriculture in Jiangsu is
relatively strong for the changes generated by the ecosystem,
and the resource environment, etc. achieve better self-
healing ability.

The response subsystem sustainability index (UR) analy-
sis processed the seven basic indicators contained in the
response subsystem of Jiangsu agricultural economy by prin-
cipal component analysis, and a total of three principal com-
ponents were extracted, whose total variance contribution
rate was 91.8% cumulatively. The base indicators are lower
than the state subsystem and more than the other subsys-
tems. This is because the response subsystem is affected by
so many factors, and various levels and types of factors can
affect it from all angles. As can be seen from Figure 9, the
overall trend of the UR of the response subsystem value of
Jiangsu agriculture in the seven years from 2010 to 2016 is
increasing, from -1.6439 in 2010 to 1.9993, indicating that
Jiangsu modern-type agriculture has a stronger ability to
adjust to the current economic and social development,
wasteful consumption of agricultural resources, pollution of
the agricultural ecology and environment, and the sustain-
able development of agriculture to external pressure. The
adjustment mechanism of sustainable agricultural develop-
ment to external pressure is gradually improving. Specifi-
cally, the seven basic indicators contained in the Jiangsu

agricultural response subsystem mainly reflect some mea-
sures taken by Jiangsu in the process of promoting
sustainable agricultural development, which have played a
role and achieved some better results.

4.2. Analysis of Jiangsu Agricultural Sustainable Development
Level Composite Index (TASDI). The sustainable develop-
ment values of the five major systems were calculated using
the linear weighting method to obtain the Jiangsu Agricul-
tural Sustainable Development Index (TASDI). The smaller
the value of TASDI, the lower the level of sustainable agri-
cultural development; the larger the value, the higher the
level of sustainable agricultural development. The calculated
results of the comprehensive evaluation of the sustainable
development of agriculture in Jiangsu from 2007 to 2013
are shown in Figure 10.

Through the measurement and analysis of the five indi-
ces, it is generally clear that the level and development
trend of Jiangsu’s agricultural economic sustainability has
been increasing over the seven-year period from 2010 to
2016, and although it remained stable in 2012-2013, it
began to rise steadily again in 2014. This indicates that
Jiangsu’s agricultural economic sustainability has been
steadily enhanced by all system junctions except the state
subsystem under the premise of comprehensive socioeco-
nomic development. The state subsystem, however, shows
great variability. The combined parameters of the state sub-
system are positive except for 2013, but its data trend is
very unstable, showing a steady upward trend in the first
three years and particularly high volatility in the latter
years, which hides a deep-seated reason behind. In the pro-
cess, the majority of construction indicators show a steady
trend toward improvement. However, the various levels of
sustainable development of an agricultural economy are
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Figure 11: The comprehensive index of the TASDI system.
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still unbalanced, and some of the indicators are not com-
pleted satisfactorily, such as the increase of natural popula-
tion growth rate, the low rate of water quality compliance
of drinking water sources, and the decrease of degraded
land restoration rate. At present, the comprehensive index
of ecological sustainable development in Jiangsu is high
and in a high state of sustainable development, we can
see experiments from Figure 11.

Therefore, in the future, the relevant construction should
be promoted in a comprehensive and coordinated manner
while paying more attention to the construction of weak
links, adhering to the scientific concept of development as
the leader, conscientiously implementing the “Jiangsu An
agricultural Economy Sustainable Construction Master
Plan,” actively promoting the relevant We should adhere to
the scientific development concept, conscientiously imple-
ment the “Master Plan for Sustainable Construction of
Jiangsu An agricultural Economy,” actively promote relevant
infrastructure construction, strive to change the economic
growth model, and increase efforts to coordinate an agricul-
tural economic development and an agricultural environ-
mental protection.

5. Conclusions and Recommendations

In general, from 2010 to 2016, the comprehensive score of
Jiangsu’s agricultural economic sustainability has increased
year by year, from -1.30342 in 2010 to 1.63766 in 2013, it
only started to be a value greater than 0 in 2014, and the
overall agricultural sustainability has improved significantly.
From the evaluation score, among the five systems of the
DPSIR model, the best development status and trend is the
Jiangsu agricultural response subsystem, followed by the
impact subsystem, which is the pressure subsystem, then
the driver subsystem, and the pressure subsystem, and the
response subsystem is ranked last. Specifically, first, com-
pared with other subsystems, the overall pressure subsystem
of Jiangsu agricultural economy is steadily increasing, indi-
cating that the pressure on the development of Jiangsu agri-
cultural economy is gradually increasing, thus hindering the
sustainable development of Jiangsu agricultural economy;
second, the steady improvement of Jiangsu agricultural
economy, the speed of urbanization, and the growing scale
of the economy have led to the good development of the
driving force system of Jiangsu agriculture, which promote
the benign development of its sustainability; third, the overall
development of the state subsystem of Jiangsu’s agricultural
economy has a tendency to fluctuate drastically, indicating
that despite the pressure of rapid economic and social devel-
opment, accelerated urbanization, resource consumption,
and resource competition, the state subsystems of society,
resources, and environment under Jiangsu’s agricultural
economy have received drastic impacts, which seriously
restrict the sustainability of the system; fourth, the response
of Jiangsu’s agricultural economy subsystem, indicating that
to achieve and promote the sustainable development of
Jiangsu’s agricultural economy, corresponding measures
must be taken to increase the intensity of an agricultural
investment and investment in an agricultural scientific

research, transform the development model of an agricul-
tural production, intensively use agricultural resources, and
protect and improve the agricultural ecological environ-
ment; fifth, the development of the five subsystems of Jiang-
su’s agricultural economy sustainable development system is
still uneven, the level of Jiangsu’s agricultural economy sus-
tainable development. In general, the level of sustainable
development of Jiangsu agricultural economy has shown a
clear and steady upward trend. Through the evaluation
and analysis of the sustainable development of Jiangsu’s
agricultural economy from 2010 to 2016, the overall com-
prehensive index of Jiangsu’s agricultural economy has
maintained a steady growth, and the sustainable develop-
ment of agriculture is in a good trend, but there is still room
for significant improvement. To achieve sustainable agricul-
tural development, given the actual sustainable agricultural
development in Jiangsu and the problems in the utilization
of resources, it is recommended that first of all, it is neces-
sary to strengthen organizational leadership, strengthen the
implementation of responsibilities, continue to introduce a
series of favorable policies and measures for Jiangsu’s agri-
cultural economy and ecological environmental protection,
and establish a long-term management mechanism, and
while coordinating an agricultural production, it is necessary
to pay more attention to the environmental protection of
agricultural resources. We need to increase the protection
of arable land, water, forest, wetland, and other resources,
develop green, ecological, recycling, and water-saving agri-
culture, and improve the efficiency of an agricultural
resource utilization and the benefits of an agricultural eco-
logical environment. Secondly, we need to improve the
monitoring system, strengthen the publicity and guidance,
to ecological environmental protection, an agricultural input
reduction, resource recycling, and an agricultural ecological
restoration as a means to strengthen scientific and techno-
logical support, increase investment to promote the compre-
hensive prevention and control of an agricultural surface
pollution, focusing on the implementation of eight projects,
and strive to achieve the city’s “one control, two reduction,
three basic” goal, and effectively improve the rural ecological
environment to enhance the sustainable development of the
agricultural economy of Jiangsu. Finally, the construction of
Jiangsu beautiful countryside has an opportunity to fully
explore the ecological and economic value of the country-
side, the ecological advantages effectively into development
advantages, and the rural energy saving and emission reduc-
tion work into the ecological village and new rural construc-
tion assessment system, at the same time, to cultivate the
concept of rural green consumption, supply-side reform to
promote the rural ecological environment governance, to
provide strong support for rural ecological environment
governance, and to ultimately achieve sustainable agricul-
tural development.
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The development and application of new energy have been paid more and more attention by governments of various countries
since the 21st century. It is of practical engineering significance to study reactive power compensation of wind turbine
distribution network. In view of the problems of poor grid quality and increased active power loss caused by a large amount of
reactive power transmission during the operation of wind farms, based on the improved genetic algorithm, aiming at the
minimum compensation capacity and the minimum voltage deviation of load nodes, a multiobjective optimization scheme of
reactive power in wind farms is proposed, and an example is analyzed in Matlab. The results verify the effectiveness of the
improved genetic algorithm in reactive power optimization of wind motor.

1. Introduction

Energy consumption, as the focus of all countries in the
world in the new era and new stage, not only promotes the
rapid development of global economy and continuous inno-
vation in the field of science and technology but also triggers
a series of energy security challenges [1–5]. A series of
energy security challenges, such as resource competition
among countries, global energy shortages, and environmen-
tal pollution caused by excessive use of fossil energy, have
caused problems for countries all over the world and seri-
ously threatened humanity’s survival and development.
Since the twenty-first century, China’s overall national
strength has grown, as has its energy consumption for social
development and scientific and technological innovation [6].
In recent years, research shows that China has surpassed the
United States and become the world’s largest energy con-
sumer. Although China is rich in total resource storage,
there are great drawbacks in energy consumption structure,
mainly reflected in low per capita resource reserves, unbal-
anced regional distribution of energy, high utilization rate
of nonrenewable resources such as coal and oil in the energy
system, etc. Figure 1 shows the appearance of wind motor.

To avoid the potential consequences of energy consump-
tion, the United Nations places a high value on energy con-
sumption and other issues [7–11] and makes an extremely
harsh appeal: before the twenty-second century, all countries
must reduce greenhouse gas emissions to zero. As one of the
five permanent members of the United Nations Security
Council, China has fulfilled its responsibilities and responded
to the call of the United Nations with practical actions. At the
APEC meeting held in Beijing, China promised that relevant
departments should do a good job of supervision and strictly
control the emissions of greenhouse gases from various facto-
ries; at the same time, the proportion of nonfossil energy in
total energy consumption increased to about 20%, and the car-
bon dioxide emission per unit GDP decreased by 60%-65%
compared with that in 2005. Later, at the G20 meeting in
Hangzhou, China declared that in the second half of this cen-
tury, it is necessary to fulfill the requirements of the United
Nations and reduce greenhouse gas emissions to zero. In order
to realize China’s commitment on energy consumption, vari-
ous types of factories must be reformed, and the energy con-
sumption will gradually transform from fossil energy to
renewable clean energy such as wind power, hydropower,
and photovoltaic.

Hindawi
Journal of Sensors
Volume 2022, Article ID 7037451, 8 pages
https://doi.org/10.1155/2022/7037451

https://orcid.org/0000-0003-0026-3620
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7037451


At present, all countries in the world have realized the
importance of renewable energy. Wind energy resources
have been widely used because of its large energy storage,
wide distribution, and green and clean energy in the world.
According to the prediction of the Global Wind Energy
Council (GWEC), by 2030, the annual new market of wind
power will reach 145GW, and the cumulative market will
reach 2110GW. By 2050, the annual new market will reach
208GW, and the accumulated market capacity will reach
5806GW [2].

Reactive power optimization (RPO) of a power system
refers to a special optimal power flow problem that seeks
the ideal reactive power flow distribution that satisfies defi-
nite physical and safety restrictions under the condition that
the active output power of the generator set is decided, so
that the power grid operation cost (minimum loss) or volt-
age quality is the highest.

In order to better save energy and reduce emissions,
expand the installed capacity of wind power, and solve the
problems of voltage exceeding limit, reactive power surplus,
and waste of electric energy caused by wind turbines; it has
become an important research topic.

2. Related Work

Reactive power optimization (RPO) of a power system refers
to a special optimal power flow problem that seeks the opti-
mal reactive power flow distribution that satisfies certain
physical and safety constraints under the condition that
the active output power of the generator set is determined,
so that the power grid operation cost (minimum loss) or
voltage quality is the highest [12, 13]. RPO is the most com-
monly used measure for the system to adjust the node volt-
age balance and maintain all kinds of equipment in a stable
working state [14]. By changing the number of reactance/
capacitor switching groups, OLTC tap position, adjusting
generator output, etc., the goal of not exceeding the limit
of node voltage and minimizing the cost of equipment oper-
ation and inspection is achieved [15].

2.1. Fan in Reactive Power Optimization. The introduction
of distributed generation will alter the security and stability
of the distribution network. Experiment results in recent
years show that energy nodes and capacity factor of distrib-
uted generation are closely related to the power system’s
safety performance index [16–18]. The location of distrib-
uted generation needs to consider various factors, such as
energy richness of installation location, distance from urban
area, and economic cost. The selection of suitable installa-
tion location and the determination of installed capacity
can solve a series of problems caused by the access of distrib-
uted generation to distribution network and promote the
popularization of distributed generation. Therefore, it is of
great significance to rationally plan the installation position
and determine the installed capacity of distributed genera-
tion for reactive power and voltage regulation of power sys-
tem [19]. Figure 2 shows a general configuration of an OWF
network.

Scholars in the United States and abroad have conducted
extensive research on the location and capacity determina-
tion of DG. The selection of DG nodes in this manner not
only consumes a significant amount of planner time but also
introduces some human factors into the problem of distrib-
uted generation location and capacity determination. In gen-
eral, planners are more willing to select the planning model
of the unknown distributed generation access points to be
selected, i.e., to find a group of DG access points to be
selected from the DG location model using a mathematical
method. The notion of equivalent net loss incremental rate
calculates the iterative rate using a sensitivity analysis
method and sorts it to determine the best DG installation
position.

2.2. Reactive Power Optimization Model and Optimization
Algorithm. Carpentier, a French electrical engineer, devel-
oped an early mathematical model of reactive power optimi-
zation through rigorous mathematical deduction and
introduced a series of equality and inequality constraints
such as upper and lower voltage limits, line power limits,
and reactive power compensation limits, as well as tradi-
tional intelligent methods to solve the optimal power flow
problem [20]. Literature [21] proposes to control wind farms
with DFIG units by hierarchical voltage control mode. The
upper layer is reactive power optimization of distribution
network considering global economic cost, and the lower
layer carries out DFIG automatic voltage control according
to the control results of the upper layer. The literature [16]
established a computational formula of reactive power opti-
mization that begins with a comprehensive cost analysis of
the distribution network, in which the influence of equip-
ment operation times was considered, and the wide range
of tool times was reduced to adjustment cost, as well as the
loss cost and adjustment cost. A two-population particle
swarm optimization algorithm is proposed, which effectively
solves the control variable optimization problem via special
coding.

In reference [18], a reactive power optimization model
based on equipment action cost is established according to
the control requirements of the actual regional power net-
work. In this model, not only the switching changes of
OLTC in adjacent periods are considered, but also the con-
straints of capacitor switching times are considered in com-
bination with the actual operation principle of variable
capacitors. The improved hybrid intelligent algorithm is
used to effectively solve the reactive power optimization
model.

Figure 1: Appearance of wind motor.
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2.3. Intelligent Optimization Algorithm. Conventional opti-
mization algorithms have high requirements on the accuracy
of mathematical models and cannot solve the problem of
multiextremum. And the processing of discrete variables is
poor, and most reactive power compensation equipment
are discrete variables, so it is difficult for them to meet the
requirements of real-time state control of complex power
systems. In recent years, the intelligent optimization algo-
rithm has been continuously developed, gradually replacing
the conventional optimization algorithm, and applied to
solving reactive power optimization problems [15]. Simu-
lated annealing algorithm belongs to a probabilistic algo-
rithm, which effectively solves the difficulty that the
calculation process easily falls into local optimum by giving
the search process a time-varying probability jump which
eventually tends to zero. In the iterative process of the algo-
rithm, the regression of the optimization results may occur,
and the convergence speed is slow [12].

3. Improved Genetic Algorithm

The first step in the search for genetic algorithm optimiza-
tion is to accomplish the mapping of individuals from
phenotype to genotype using reasonable coding operations
and then form the first generation population [8, 9]. The
superiority of the first people is closely related to the algo-
rithm’s optimization efficiency and solution convergence.
Although a population of random individuals can better
reflect all of the information in the sample space, it will
lose the initial population’s superiority [10]. Figure 3
shows the proposed optimal connection topology of the
wind farm network.

3.1. Adaptive Crossover Operator. Crossover operation is an
important way to produce excellent individuals, which pro-
motes the evolution from feasible solution to optimal solu-
tion. If the initial crossover rate of iteration is still adopted

Wind turbines Offshore substations

Internal MVAC grid HVAC transmission system

Onshore
connection
point(OCP)

Figure 2: General configuration of an OWF network.

Possible connection without cable
crossing

Direct connection
Offshore electrical substation
Wind turbine, 6MW

Figure 3: Optimal connection topology of the wind farm network.
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at this time, the proportion of excellent individuals in con-
temporary population will be reduced, which will increase
the convergence difficulty of the algorithm and affect the
quality of the solution.

Therefore, this paper adopts the adaptive crossover oper-
ator which changes with the evolution of population,
namely,

Pc = Pc1 −
Pc1 − Pcminð Þd

D
, ð1Þ

in which Pc1 is the initial crossover rate, d represents the cur-
rent population evolution times, d represents the maximum
population evolution times, and Pcmin is the minimum pop-
ulation crossover rate.

In this paper, when using genetic algorithm to solve the
problem, triple convergence criterion is adopted:

(1) Reaching the maximum number of evolutions

(2) The difference of the optimal solution of successive
generations of genetic algorithm is smaller than the
preset small positive number

(3) The fitness value of the objective function is less than
the preset small positive number

In this paper, the triple convergence criterion is applied
to enhance the efficiency of the algorithm and the quality
of the solution.

3.2. Reactive Power Optimization Algorithm Flow. The
genetic algorithm operates with only an arbitrary initializa-
tion population and gradually evolves the population into
an increasingly optimal region in the search space through
selection, heredity, crossover, mutation, and other opera-
tions, in order to find the best solution to the problem.
The genetic algorithm is continued to improve in this paper
as follows:

(1) The initial population selection adopts the method of
uniform distribution sampling, which avoids the
generation of infeasible solutions by random
methods. The solution space is evenly divided into
n subspaces, the same number of M chromosomes
are selected in each subspace, and them ∗ n chromo-
somes are used as the initial population

(2) The coding improvement adopts the combination of
binary coding and floating-point coding to reduce
the search space of the system. The switching state
of reactive power compensation device is selected
as the control variable in wind farm reactive power
optimization, which is expressed by integer. The
switching amount of reactive power of reactive
power compensation device, the position of on load
transformer tap, and the terminal voltage of wind
turbine generator are selected as control variables,
which are expressed by floating-point numbers

Figure 4 shows the proposed reactive power optimiza-
tion algorithm flow.

Input

–GA and network data
–Initial population

Evaluation of Cinvest and
constraints

Selection and reproduction

NoMax iteration

Genetic algorithm Yes

Output

Optimal network configuration

Coding of network configuration

For each chromosome Xi

Prim’ s algorithm

Matrix
power S

Filling procedure
(Fig.3)

Matrix distance Li

Figure 4: Reactive power optimization algorithm flow.
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4. Experiment and Analysis

The wind power simulation equivalent model is established
in Matlab, and the whole offshore wind farm is treated with
equivalent modeling scheme. See Figure 2 for the model. In
this paper, the reference capacity of the system is
100MVA, the transformer capacity of wind turbine genera-

tor set is 20MVA, and the transformer capacity of offshore
booster station is 80MVA. Node 15 is identified as the bal-
ance node, and the remaining nodes are all designated as
PQ nodes. The amount of reactive power demand compen-
sation is greatest whenever the wind turbine is running,
when the output is at full load, so the offshore wind farm
set in this paper is in the case of 100 percent output state.

Figure 5: An example model diagram of the offshore wind farm.

Table 1: Voltage stable modal value of each node of the offshore wind farm.

Node number Voltage stable mode value Node number Voltage stable mode value Node number Voltage stable mode value

One 0.01124 Six 0.00925 11 0.00126

Two 0.01003 Seven 0.00829 12 0.01093

Three 0.00745 Eight 0.01017 13 0.00982

Four 0.01367 Nine 0.01218 14 0.00871

Five 0.01136 10 0.00698 15 0.00115
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Figure 6: Node number and wiring diagram of the offshore wind farm.

Figure 7: Node system diagram.
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The schematic diagram of offshore wind farm example
model is shown in Figure 5. The technique described in
Chapter 4 is used to perform the voltage stability mode
shapes of each node of an offshore wind farm, and the volt-
age stability modal values of each node are solved as shown
in Table 1 below. Figures 6 and 7 show the node system dia-
gram and node number with wiring diagram of the offshore
wind farm.

Select the point in Figure 3 with the smallest steady-state
voltage modal value as the offshore wind farm’s reactive
power compensation point; then, compare the quantitative
value of each node in Table 1, and the voltage stability modal
values of nodes 11 and 15 are the smallest, which can be used
as power factor correction nodes. Using the improved fast
nondominated sorting genetic algorithm with elite strategy,
the Pareto optimal solution with the least power factor cor-
rection capacity and the least voltage deviation of load nodes
is obtained. The genetic algorithm’s parameter settings are
shown in Table 2.

Comparing the data in Table 1, the voltage stability
modal values of node numbers 11 and 15 are the smallest,
which can be used as reactive power compensation points.
The improved genetic algorithm is used to solve the Pareto
optimal solution with the minimum reactive power compen-

sation capacity and the minimum voltage deviation of load
nodes. The Pareto solution is shown in Table 2, and the volt-
age deviation diagram of load nodes is shown in Figure 8.

Fuzzy weight method is used to optimize the objective
function. From an economic point of view, firstly, the reac-
tive power optimization goal of at least 1F of reactive power
compensation capacity of wind turbine is considered and
given the maximum fuzzy weight, and secondly, the reactive
power optimization goal of at least 2F of voltage deviation of
load node of wind turbine is considered. From the above
Table 2, it can be seen that the optimal solutions of voltage
deviation of load nodes are in line with the requirement that
the absolute value of positive and negative voltage deviation
should not exceed 10% of the nominal voltage in Technical
Provisions for Wind Farm Access to Power Grid. According
to the priority of objective function considered in this paper,
the experimental results under different specific gravities are
compared and weighed, as shown in Figure 9.

5. Conclusion

In this paper, an investment strategy based on genetic algo-
rithm is proposed, and an improved reactive power optimi-
zation scheme is proposed for wind turbines. The

Table 2: Parameter setting of the improved genetic algorithm.

Encoding
The

population
size

Crossover
operation

Crossover
probability

Mutation
probability

Optimal front-end individual
coefficient

Maximum
iteration

Real integer mixed
encoding

100
New mutation

operator
0.9 0.01 0.2 50

0.1

0.06

0.07

0.08

0.09

0.05
0 1 2 3 4 5 6 7 8 9 10 11 13 13 14 15

Figure 8: Voltage deviation diagram of load node.

1.12

0.96

1

1.04

1.08

0.92
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.950.5 1

Figure 9: F minimum under different weight coefficients.
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effectiveness of the new algorithm in reactive power optimi-
zation of wind farms is tested in a simulation example of
wind turbines, and the optimization results show good per-
formance in voltage quality, active power loss, and node
voltage deviation of wind turbines. However, the problem
of complex current collection network in wind turbine has
not been considered in this paper, and whether reactive
power optimization of wind turbine can adapt to this
scheme needs further study.

Data Availability

The labeled dataset used to support the findings of this study
is available from the corresponding author upon request.
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An information-based and intelligent comprehensive energy consumption management system should not only collect, manage,
and analyze energy consumption data but also monitor the environmental data inside the building, to manage and display the real
energy consumption and internal environmental quality more effectively and reliably. In order to solve this problem, the design
and construction of the front-end hardware of the energy consumption management system are proposed, mainly including the
design of data acquisition node and data centralization end. The design of data acquisition node includes the selection of DSP
controller, wireless communication module, and data acquisition module and the design of main circuit and peripheral
circuits. The design of data centralization end includes the selection of its high-performance processor and the transplantation
of Linux operating system. This paper only introduces the design and research of lighting control algorithm and applies fuzzy
control algorithm to intelligent lighting. The fuzzy control system is introduced, and a fuzzy controller based on intelligent
lighting is created. The fuzzy control rule table and fuzzy control query table of the intelligent lighting system are obtained
through the fuzzy control algorithm. According to the basic rules of light intensity control, when the indoor light intensity is
greater than the set value of light intensity, the LED lamps are turned off, so when e < 0, the LED lamp is off and the PWM
output value is 0. Therefore, when designing the fuzzy controller of intelligent lighting system, the basic domain of
illumination intensity error E is ½0500�, excluding the case that the indoor illumination intensity is greater than the set value of
illumination intensity.

1. Introduction

As we all know, the global environmental and resource
problems have become increasingly prominent and contra-
dictory. Countries have begun to actively seek ways to pro-
tect the environment and save energy. Due to the needs of
social development and people’s life, lighting is carried out
every day. The global energy consumed by lighting is huge
one day. If countries can eliminate waste in lighting power
consumption, then the energy consumed for power genera-
tion will be reduced, and the environmental problems
caused by power generation can be effectively controlled
[1]. Therefore, countries around the world began to advocate
and focus on the development of intelligent lighting projects.
As shown in Figure 1, people began to get involved in the

field of intelligent lighting. The direct benefits brought by
intelligent lighting made people realize that intelligent light-
ing can not only bring higher living comfort but also protect
the environment and save energy, which has been widely
promoted by all walks of life. Intelligent lighting has devel-
oped rapidly in the field of global lighting, and countries
have opened the era of intelligent lighting. In order to meet
the international development trend and according to the
actual situation of China, the research and development of
intelligent lighting industry can bring many benefits to
China, that is, it can improve the lighting quality, provide
a lighting environment beneficial to people’s life, save elec-
tric energy, and protect the environment, to truly reduce
the energy consumption index and meet people’s growing
needs [2]. However, according to the current research,
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people’s research on intelligent lighting mostly focuses on
commercial lighting and office lighting, excessively pursuing
people’s comfort and economic benefits in indoor lighting,
ignoring that the power consumption of urban road lighting
is also very huge and the lighting quality and effect of urban
roads also need to be improved. With the rapid development
of the Internet of things and semiconductor electronic
devices, people’s demand for urban lighting is no longer lim-
ited to traditional memory, but only limited to the goal of
brand lighting. With the emergence of intelligent lighting,
more and more people hope that it can realize networking
function (i.e., networking), intelligent function (i.e., intellec-
tualization), and saving function (i.e., energy saving) and
apply the above three functions to street lamps, meet peo-
ple’s demand for urban road lighting, and realize energy
conservation and environmental protection. Compared with
traditional road lighting, street lamps with intelligent light-
ing system have obvious advantages. Computers are used
as the control platform to process relevant information,
and wireless communication technology is used to transmit

information wirelessly; the perfect combination of the two
technologies can remotely control the lighting lamps, which
not only reduces the workload of managers but also can
monitor, manage, and maintain the lighting situation in real
time. According to the data fed back from the on-site envi-
ronment, it can automatically adjust the LED lamps intelli-
gently and provide lighting according to the actual
situation of the site, to truly save electricity and protect the
environment [3]. However, at present, the research of street
lamp lighting in intelligent lighting is still missing or imper-
fect. The existing intelligent lighting street lamps are uni-
formly controlled on and off by the terminal, and there is a
lack of design of single street lamp control. In addition, the
existing street lamps are kept on for a long time during the
night, and the lighting on demand is not achieved. If a street
lamp breaks down, the street lamp cannot alarm the com-
puter terminal by itself. The administrator cannot know
the light and dark state of the street lamp at the first time,
nor can he determine which street lamp has a problem
through the computer terminal, which is not convenient
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Figure 1: Development of intelligent lighting project.
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for people to manage the street lamp. If the above problems
can be properly solved, it will undoubtedly bring new color
and impact to people’s night traffic, save more electric
energy on modern urban road lighting, effectively reduce
energy consumption, and improve environmental problems
through power generation. Therefore, the research on LED
intelligent lighting system based on Internet of things will
bring more benefits to the country and people [4].

2. Literature Review

Liu and others used a BP neural network to create visual pat-
terns of light entering a room. The inputs of the BP neural
network model include the vertical illuminance of natural
light, the height and azimuth of the sun, the temperature
of outdoor environment, the distance between the illumi-
nance prediction point and the window, the reflectivity of
indoor wall, and the number and orientation of windows.
The output is the illuminance value of the target point.
Finally, the accurate control of the illuminance of the target
point is realized. This method successfully solves the trouble
caused by the cumbersome layout of indoor illuminance
sensors in the use of natural light [5]. Tikhomirova and
others took an office building in Dubai as the research
object, designed an office building indoor lighting control
system with building energy consumption monitoring func-
tion from the aspects of energy utilization and residents’
health, and evaluated the impact of natural light used for
indoor lighting on indoor lighting and temperature energy
consumption, realizing the coordinated control of natural
light and artificial light source [6]. Rohimi and others inves-
tigated the light comfort of office buildings. The results show
that when the natural light is completely blocked, the com-
fort of indoor personnel is very weak and the office efficiency
is low [7]. Chen and others analyzed the research results of
indoor light environment and light comfort in recent years
and put forward the evaluation index of light comfort, which
provides a theoretical basis for the design of buildings [8].
Hassan et al. propose an improved research algorithm to
improve the energy consumption of lighting. Manage light-
ing control systems to reduce lighting consumption through
extreme value detection. The hardware of the system is
designed, and the practicability and effectiveness of the con-
trol method are verified by using the hardware platform [9].
Yousuf and others invented an intelligent lighting control
system, which supports intelligent heterogeneous lighting
technology. Using ZigBee technology, a wireless sensor and
actuator network is constructed to collect information such
as natural illumination and indoor personnel activities and
change the light intensity through server control to meet
visual comfort [10]. Liu and others proposed an intelligent
LED lighting control system based on fuzzy logic control
theory [11]. The system can be divided into two modes. In
the automatic mode, the light changes with the person’s
position, and the light intensity can also be controlled
according to the natural light intensity. In manual mode,
people can manually adjust the light intensity by using an
application on a Bluetooth-enabled smartphone. In addition,
the application also adds various lighting effects to users.

Users can create and use different scene modes by using
their mobile phone. On the premise of not affecting users’
visual comfort, they can reduce energy consumption by
adjusting lights and related control systems. As China pays
more and more attention to building energy conservation,
national experts and scholars are also studying the rational
use of natural light. Combining natural lighting with artifi-
cial lighting, the quantitative model of comfort evaluation
index is established, the corresponding lighting control algo-
rithm is studied, and a double fuzzy controller is established.
The main fuzzy controller controls the opening angle with
the external solar altitude angle and sky light mode as inputs
to achieve rapid response. In order to improve the control
accuracy, the angle fine adjustment is carried out by taking
the opening angle and illumination deviation value as the
input from the fuzzy controller. Under the environment of
MATLAB and Dialux, based on different sky light modes
and solar altitude angle, the comfort of light environment
before and after light supplement as well as the energy-
saving effect of only artificial lighting and natural daylight-
ing is compared. It is proved that the proposed control
method can achieve good lighting effect, and the energy-
saving effect is 47% compared with the traditional method.
The intelligent model of indoor illumination based on con-
stant illumination is constructed by Leonard et al. Huang
and others used the control idea of “daylight control” for
the light environment of office space, combined natural light
with artificial light supplement in the daytime, conducted
experimental research on the energy-saving design of office
lighting control system, and realized “green lighting” [12].
Durgalakshmi and others established an intelligent lighting
model based on personnel displacement. The mathematical
formula used in the model described the relationship
between personnel position, artificial lighting equipment,
and natural light and output the model using particle swarm
optimization algorithm based on penalty function to find
out the optimal combination of equipment dimming [13].
Chen and others established an expert system to control
the indoor lighting control system combined with natural
light and established an optimization model based on
improved particle swarm optimization algorithm, realized
the method of finding the best brightness combination of
lamps in the shortest time, and achieved the lowest total
energy consumption of lamps [14].

3. Method

In the communication process of the Internet of things, the
accuracy and efficiency of information interaction are the
most critical. In the building energy consumption manage-
ment system, the selection of appropriate wireless communi-
cation mode is the primary problem, and many factors such
as networking structure, communication distance, and eco-
nomic cost need to be considered. At present, mature, stable,
and widely used wireless communication technologies are
within the scope of selection, such as UBW, Wi-Fi, ZigBee,
GSM, and Bluetooth. UWB technology is a mature wireless
communication mode under IEEE 802.15.3a standard. It
uses wireless carrier communication technology with

3Journal of Sensors



RE
TR
AC
TE
D

frequency bandwidth above 1GHz. However, as a point-to-
point communication network, it cannot meet the needs of
one-to-many networking, so it does not have the conditions
for application in large-scale building energy consumption
acquisition system. Both Wi-Fi and ZigBee networks have
the characteristics of reliable transmission and simple net-
working. ZigBee can complete multinode wireless network-
ing and is widely used in various industries, making its
development relatively simple, low cost, and short R&D
cycle. It is the preferred wireless communication mode of
the system; GSM network has fast communication speed
and good stability, but at the same time, it has the character-
istics of relying on communication operators. In Bluetooth
wireless networking, one device can form a one-to-many
network with up to seven subordinate devices at the same
time, which cannot meet the networking requirements of
many data acquisition nodes [15]. Based on the comparison
of the characteristics of the above commonly used wireless
communication technologies, GSM and ZigBee wireless
communication networks can be selected and applied to
the wireless communication under different environmental
conditions in the large-scale building energy consumption
acquisition system. The layout of energy consumption
acquisition nodes should generally follow the methods of
expanding the layout area, ensuring the layout density, no
dead corner, and no blind area. However, due to the limita-
tions of cost and productivity and the low annual utilization
rate of some areas in the building, the reference value of
energy consumption data is low. Therefore, in order to
determine the specific layout of energy consumption data
acquisition nodes, whether to install acquisition nodes is
determined according to the importance of different areas
in large buildings, that is, the importance of different areas
is solved by using the method of weight analysis, to obtain
the node layout. The specific process is shown in Figure 2.
Analytic hierarchy process (AHP) is a decision-making
method proposed by Thomas L. Saaty, a professor at the
University of Pittsburgh, in the 1970s. It combines qualita-
tive judgment and quantitative analysis to decompose the
problem into multiple different constituent factors according
to the nature of the problem and the objectives to be

achieved. According to the correlation and influence
between the factors and the subordinate relationship, the
factors are gathered and combined according to different
levels to form a multilevel analysis structure model, so as
to finally make the problem boil down to the determination
of the weight of the lowest level (schemes and measures for
decision-making) relative to the highest level (ultimate goal)
or the arrangement of the order of advantages and disadvan-
tages. Therefore, the weight of different regions can be deter-
mined by analytic hierarchy process, to judge whether to set
acquisition nodes. The specific steps are as follows [16–18].

(1) The hierarchical structure model is established to
compare the decision-making objectives, consider-
ations, and decision-making objects. The compari-
son results are expressed by relative quantitative
values, as shown in Table 1, and the judgment matrix
A

A = aij
À Á

n∗n
, ð1Þ

where aij > 0, aij = 1/aji, n is the number of weight evalu-
ation factors.

(2) Normalize the columns of judgment matrix A

�aij =
aij

∑n
k=1aij

: ð2Þ

(3) Find the sum wi of the elements in each row of the
judgment matrix A

�wi = 〠
n

j=1
aij: ð3Þ

(4) Normalize �wi to obtain w = fw1,w2,⋯,wig

wi =
�wi

∑n
i=1wi

: ð4Þ

(5) Consistency of inspection results

The consistency test index is CI = λmax − n/n − 1, where
λmax is the maximum characteristic root of A. Refer to the
order in Table 2 to obtain the average random consistency
index RI.

Then, the consistency ratio CR = CI/RI.
When CR < 0:1, the consistency is satisfied, otherwise

matrix A is corrected.

Table 1: Scale of relative quantized value.

Factor I versus factor j Quantized value

Equally important 1

Slightly important 3

More important 5

Strongly important 7

Extremely important 9

Judge intermediate value 2.4.6.8

Table 2: Order correspondence.

Order 1 2 3 4 5 6 7 8 9

R 0 0 0.6 0.9 1.1 1.2 1.3 1.4 1.5
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(6) Establish judgment factor matrix t

T =
t11 ⋯ t1m

⋯ ⋯ ⋯

tn1 ⋯ tnm

2
664

3
775, ð5Þ

where matrix T is the n ×m order matrix; n is the num-
ber of judgment factors, m is the location label of the collec-
tion node layout, and then tnm represents the weight value of
the nth judgment factor corresponding to position m, which
is determined according to the actual object situation.

(7) Calculation of comprehensive judgment matrix

Normalize the vectors of each row of the judgment factor
matrix t to obtain the comprehensive judgment matrix R:

R =
r11 ⋯ r1m

⋯ ⋯ ⋯

rn1 ⋯ rnm

2
664

3
775: ð6Þ

(8) Calculate the installation weight vector of acquisition
node

B =w ⋅ R = b1, b2,⋯, bmð Þ, ð7Þ

where w is the weight vector of judgment factors; b1, b2
,⋯, bm is the weight of the layout position of each acquisi-
tion node.

(9) Establish fuzzy judgment vector

Fi =
0, bi < bo,
1, bi > bo,

(
ð8Þ

F = F1, F2,⋯, Fif g: ð9Þ
Among them, Fi is the optimization result of the instal-

lation position weight of acquisition node i, bi is the installa-
tion position weight of acquisition node i, 0 < I <m, and bo
is the weight threshold, which is taken according to the
actual situation of the object. Then, bi > bo, that is, when Fi
is taken as 1, the position has high weight, and the acquisi-
tion node needs to be installed; bi < bo. If 0 is taken, the
metering device does not need to be installed. F in equation
(9) is the fuzzy evaluation vector.

The weight of each node can be determined according to
the above node distribution method [19, 20].

The data centralization end is responsible for summariz-
ing the data collected by multiple data collection nodes and
uploading it to the data management terminal. The applica-
tion object of this subject is large public buildings, so the

data centralization system is installed in each area. Its struc-
tural framework is shown in Figure 3.

The work of the data centralization end includes receiv-
ing, sending and analyzing data information, and connecting
with the data terminal by using TCP/IP and gateway. Ordi-
nary DSP controller is difficult to realize complex functions,
so the main control part of the data centralization end selects
Exynos 4412 dual core processor produced by Samsung
company. The processor has powerful functions. By running
Linux system in the processor, a large number of complex
functions can be realized. In addition to the wireless com-
munication module, an Ethernet card is also connected to
the processor port to realize the rapid reflection of various
instructions transmitted by wireless communication and
TCP/IP protocol and analyze and process the data packets
sent by the acquisition terminal and management terminal
in time. At the same time, it is also equipped with synchro-
nous dynamic random access memory (SDRAM), NAND
flash memory, and SD expansion card slot to store data, so
as to improve the cache processing ability of the system for
a large amount of data. Fuzzy controller includes four parts:
fuzzification, fuzzy reasoning, knowledge base, and clarity.
The schematic diagram of fuzzy controller is shown in
Figure 4.

The work of the data centralization end includes the recep-
tion, transmission and analysis of data information, and the
connection with the data terminal by using TCP/IP and gate-
way. It is difficult for the ordinary DSP controller to realize
complex functions, so the main control part of the data cen-
tralization end selects the Exynos 4412 dual core processor
produced by Samsung. The processor has powerful functions.
By running Linux system in the processor, a large number of
complex functions can be realized. In addition to the wireless
communication module, an Ethernet card is also connected to
the processor port to realize the rapid reflection of various
instructions transmitted by wireless communication and
TCP/IP protocol and analyze and process the data packets sent
by the acquisition terminal and management terminal in time.
At the same time, it is also equipped with synchronous
dynamic random access memory (SDRAM), NAND flash
memory, and SD expansion card slot to store data, so as to
improve the cache processing ability of the system for a large
amount of data [21, 22].

Fuzzy control has the following basic operations.

3.1. Fuzzification Operation.

x = Fz xoð Þ, ð10Þ

where xo is the clarity of the input, x is the fuzzy set, and
Fz is the fuzzier.

3.2. Sentence Connection Operation.

R = also R1, R2,⋯, Rnð Þ, ð11Þ

where Ri, i = 1, 2, 3,⋯, n; numbers represent the fuzzy
implication represented by this provision; also represents
the combinatorial operation of all relationships.
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3.3. Synthesis Operation.

z = x and yð ÞoR, ð12Þ

where x and y represent the input fuzzy quantity, z rep-
resents the output fuzzy quantity, and represents the sen-
tence connection operator, and “o” represents the
composition element operator.

3.4. Clarity Calculation. The calculation results obtained
above are fuzzy quantities, which must be used in the actual
operation and control, and finally need to carry out clarity
calculation.

zo = Df zð Þ, ð13Þ

where zo represents the clarity amount and Df is the clar-
ity operator.

At present, the common network software platform
architecture is generally divided into C/S and B/S. The previ-
ous building energy consumption management platform
usually adopts the form of traditional C/S architecture, that
is, client/server architecture. Its feature is that users connect
to special servers through client software, and all operations
are completed based on the client. Therefore, the operation

of C/S architecture needs to establish a special local server
to complete various connections and information interac-
tion, which is less flexible. At the same time, the client soft-
ware is developed for special projects and servers, which is
difficult to upgrade and maintain and has low universality.
The B/S architecture, namely, browser/server, is an improve-
ment based on the C/S architecture. In order to solve the
problem of poor universality and flexibility of the original
C/S architecture, the application of Internet and web side
technology is added. Through the application of dynamic
web page technology and cloud server technology, the B/S
architecture can realize cross space and cross platform devel-
opment and use. Users only need to visit the web page
through the browser anytime and anywhere to realize the
functions that need complex client software in C/S architec-
ture, which greatly reduces the development cost and opera-
tion and maintenance cost of the platform.

The infrastructure of B/S architecture is divided into pre-
sentation layer, application layer, and data layer, as shown in
Figure 5 [23, 24].

When using this mode, the operations of various func-
tions are mainly concentrated on the web page, and the data
interaction is realized through the connection between the
web server and the database with the help of the browser
software on the personal computer and mobile phone. Users
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Figure 3: Structural block diagram of data centralization terminal.
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can use a variety of browsers, such as Internet Explorer,
Google Chrome browser, and 360 browser to access the
web interface. Only the commonly used browser can solve
the functions that can be realized by the specific and profes-
sional application client required in the original traditional
mode.

There are many contents of ZigBee protocol. CC2530
chip has provided ZigBee physical layer and MAC layer
functions. ZigBee development is mainly for various specific
applications. The upper layer protocol needs to use a mature
ZigBee protocol stack, which is implemented by code. All
devices in the same network must conform to a protocol
stack specification. Z-stack is a protocol stack launched by
TI company and ZigBee alliance. It is suitable for TI’s
CC2530 series chips. CC2530 chip is used in the hardware
design of intelligent lighting system, so Z-stack protocol
stack is used for development. Z-stack is constructed with
the idea of the operating system and adopts the event round
robin mechanism. After the initialization of each layer is
completed, the system enters the low-power mode. When
an event occurs, the system is awakened and enters the inter-
rupt processing event. After the event is completed, it reen-
ters the low-power mode. If several events occur at the
same time, the system will judge the priority and process
them one by one. This system can greatly reduce the power
consumption of the system. The workflow of Z-stack mainly
includes system startup, driver initialization, osal initializa-
tion and startup, and task polling of the operating system.
The structure of Z-stack protocol stack is shown in Figure 6.

According to IEEE 802.15.4 and ZigBee standards, the Z-
stack protocol stack implements API application function
interface layer, Hal hardware abstraction layer, MAC media

access layer, NWK network layer, osal operating system
abstraction layer, security layer, and ZDO device object
layer [25].

In the protocol stack, the application layer has covered
the APS sublayer and ZDO connected with the network
layer. The network layer ensures the correct operation of
the MAC layer and provides a suitable interface to connect
the application layer, including two service entries: data ser-
vice entry and management entry. The former realizes net-
work level protocol data unit and protocol specific routing.
The latter can configure a new device, start a network, join
or leave the network, address allocation, etc. The security
specification involves the security methods provided by Zig-
Bee, including key establishment, key transmission, frame-
work protection, and device management. The media
access control layer follows the IEEE 802.15.4 protocol and
is responsible for the establishment, maintenance, and ter-
mination of wireless data links between devices, data trans-
mission and reception in confirmation mode, optional time
slots, low delay transmission, and supports various network
topologies. Each device in the network is addressed with a
16-bit address. The semiopen source code, media access
layer, network layer, and application support layer of Z-
stack protocol stack have not been modified, but the devel-
opers of Z-stack provide a fully functional API function set
to modify and write to meet the needs of practical applica-
tions. The general steps for Z-stack protocol stack to realize
wireless data communication are networking, calling the
networking function of the protocol stack, and adding the
network function to realize the establishment of the network
and the addition of nodes. Sending: the sending node calls
the wireless data sending function of the protocol stack to
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Figure 5: Basic B/S architecture.
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Figure 6: Z-stack protocol stack structure.
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realize wireless data sending. Receiving: the receiving node
calls the wireless data receiving function of the protocol
stack to realize wireless data receiving. The main workflow
chart of Z-stack is shown in Figure 7.

The intelligent lighting system is composed of PC host
computer measurement and control center and wireless
sensor control network. The PC host computer measure-
ment and control center is the host computer human-
computer interaction interface made by LabVIEW, and
the wireless sensor control network is composed of ZigBee
network. ZigBee network includes ZigBee coordinator, Zig-
Bee LED dimming node, and ZigBee illumination intensity
node. PC upper computer measurement and control cen-
ter communicates with ZigBee coordinator through serial
port; ZigBee coordinator communicates with light inten-
sity node and dimming node through ZigBee wireless net-
work; ZigBee LED dimming node is equipped with LED
lamps, and the light intensity node is equipped with light
intensity sensor. The overall framework of intelligent light-
ing system based on ZigBee technology is shown in
Figure 8.

The main tasks of ZigBee coordinator in ZigBee wireless
network include device discovery, device identification, and
network establishment. ZigBee coordinator communicates
with PC upper computer measurement and control center
through serial port, obtains the control command sent by
it, and uploads the light intensity detection data. Figure 9
is the workflow chart of ZigBee coordinator.

ZigBee’s network establishment includes two processes:
the coordinator initiates the network establishment and
channel selection process. Routing node and terminal node
join the network process. ZigBee sensor network is estab-
lished by the network initiated by the coordinator. In the
layered communication protocol, the upper and lower layers
communicate through the service access point (SAP). The

new network starts with the request function NLME_NET-
WORK_FORMATION.request primitive and establishes
the network by calling the network layer request function
NLME networkformationrequest0. It is mainly divided into
the following seven steps:

(A) The application layer sends NLME networkforma-
tionrequest to the network layer

(B) After receiving the request, the network layer sends
the MAC_MlmeScanReq request to the MAC layer

(C) MAC layer starts channel energy detection and
feeds back the MAC_MLME_SCAN_CNF detection
results to the network layer

(D) The network layer selects the best channel group
according to the result returned by the MAC_
MLME_SCAN_CNF and sends a request to the
MAC layer using the MAC_MlmeScanReq
primitive

(E) MAC layer scans the channel and reports the scan-
ning information to the network layer

(F) The network layer selects the channel and pan iden-
tifier according to the scanning results and then sets
the 16-bit short address 0x0000 of the coordinator
in the network

(G) The network layer sends the MAC_MlmeStartReq
request primitive to the MAC layer. If the status
information returned by the MAC layer function
MAC_MLME_STAR_CNF is success, the network
is established successfully

The coordinator establishes ZigBee network through the
above seven steps. After completing network establishment
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Figure 7: Z-stack workflow.
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and channel selection, the coordinator is equivalent to a
routing device in the network. The network establishment
process is shown in Figure 10.

If each equipment wants to join the network established
by the coordinator, it must join the network access process
through a certain application. After the establishment of
the network coordinator, the coordinator passively waits
for the network device to apply to join the network. As long
as the received MAC layer sends the MAC mlmessociatereq
request primitive, it indicates that there is a node device
applying to enter the network through the MAC layer, as
shown in Figure 11, mainly through the following eight
steps.

LabVIEW programming environment is the same as
other visual development environments. The program inter-
face and code are separated. The program interface is called

VI front panel, and the code is called VI program block dia-
gram. The front panel is a graphical user interface with
interactive input and output VI controls, which are called
input control and display control, respectively. Input con-
trols, including switches, buttons, and other types of input
devices, can input the input control data and provide it to
the program block diagram. The display control includes
graphics (graph and chart), LED, and other display output
objects. The data processed by the program block diagram
is displayed through the display control. The front panel
inputs and outputs data, and the data processing is realized
by program code programming. The program programming
in LabVIEW is built in the form of block diagram. The pro-
gram block diagram is the graphical source code to realize
the logic function of VI system. The programming elements
in the block diagram include not only the connection
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Figure 8: Overall framework of ZigBee-based intelligent lighting system.
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terminals corresponding to the controls on the front panel.
There are also functions, sub-VI, constants, structures, and
connections. The node types and functions of the program
block diagram are shown in Table 3.

Each object is wired to create a program block diagram.
Connection connects the input control with the display con-
trol and function or sub control, from the data of the input
control to the stream function and sub-VI, then from these
functions and VI to other functions and sub-VI, and finally
to the display control. The intelligent lighting system of

green building is mainly composed of ZigBee wireless sensor
control network and PC host computer measurement and
control center. The ZigBee coordinator in the wireless sensor
control network is connected with the PC host computer
measurement and control center through 230 to USB serial
port. The communication connection between the two
completely depends on serial communication, so the host
computer needs to configure the driver and related pro-
grams of serial communication, that is to say, serial commu-
nication is the most critical step to be realized by LabVIEW.
Ni company provides users with a variety of hardware
devices in LabVIEW to meet different measurement and
control requirements, including data acquisition hardware
(DAQ), real-time measurement and control, GPIB, serial
port and instrument control, and sound and vibration mea-
surement and analysis; through rich drivers, LabVIEW can
easily connect and communicate with any hardware device
provided by Ni. Through general drivers or interfaces, such
as visa, IVI, OPC, and ActiveX DLL, LabVIEW can commu-
nicate with almost any manufacturer or even self-made
hardware. The connection between the upper computer of
the intelligent lighting system and the wireless sensor con-
trol network can be realized by calling the visa serial port
function through LabVIEW.

The above eight VI can be configured with serial com-
munication function, and the specific functions are shown
in Table 4.

Intelligent lighting system PC: the main functions of
host computer measurement and control center are as fol-
lows: analyze the light intensity data uploaded by ZigBee
coordinator through serial port; display the light intensity
data after analysis; display the historical data drawing of
light intensity data; save the historical data of light intensity;
after analyzing the light intensity data, the brightness PWM
value of the lamp is transmitted to the ZigBee coordinator
through the serial port; users can turn on and off the lights
manually; users can send instructions directly to ZigBee
coordinator through serial port.

On the basis of hardware circuit design and system func-
tion design of intelligent lighting system, the overall scheme
of intelligent lighting system and the overall framework of
intelligent lighting system are designed. This paper intro-
duces the software development environment of wireless
sensor control network and PC host computer measurement
and control center, designs the program of ZigBee coordina-
tor, ZigBee light intensity node, and ZigBee LED dimming
node of wireless sensor control network, and designs the
LabVIEW program of green building intelligent lighting sys-
tem of PC host computer measurement and control center.

4. Experiment and Discussion

The fuzzy controller includes four parts: fuzzification, fuzzy
reasoning, knowledge base, and clarity. The schematic dia-
gram of the fuzzy controller is shown in Figure 12.

Each input of the fuzzy controller corresponds to a fuzzy
language variable [26]. The value of fuzzy language variable
is not an exact number, but a fuzzy set composed of some
fuzzy languages. For example, if “the influence between
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two things” is taken as a fuzzy language variable, the value of
fuzzy language variable is a fuzzy set composed of fuzzy lan-
guages such as “big” and “big.” Fuzzification is to transform
the precise input into the membership degree of each lan-
guage value of fuzzy language variable. The knowledge base
consists of two parts: database and rule base. The database
contains the parameters required for the scale transforma-
tion of input variables, the fuzzy segmentation of universe
space, the selection of membership function, and so on.
The rule base contains the rules of fuzzy reasoning, which
is composed of a series of fuzzy language rules in the form
of “If then.” Each fuzzy rule includes antecedent and conse-
quent. The antecedent is composed of input and state, and
the output variable is consequent. Fuzzy control rules are
the basis of fuzzy control. Fuzzy rules can be obtained
through expert experience, control engineering knowledge,
operator experience, and so on. Fuzzy reasoning is to carry
out fuzzy reasoning according to the rules in the rule base.

It is assumed that a fuzzy rule base is established for a two
input one output fuzzy controller, as shown in

R2 if x isA2 and y isB2 thenZ isC2,
RN if x isAn and y isBn thenZ isCn,
R1 if x isA1 and y isB1 thenZ isC1:

ð14Þ

If the input x of the controller is A and y is B, the expres-
sion of the output fuzzy variable Z can be deduced according
to the fuzzy rules in the rule base, as shown in

c = A andBð Þ ∘ R,
R ≡ ∪

n

j=1
Rn,

Rn = An andBnð Þc:

8>>><
>>>:

ð15Þ

Table 3: Node types and functions.

Node type Function

Function The elements of a function in execution are equivalent to operators and functions

Sub-VI Take the whole VI program Z as a part of another VI program, which is equivalent to a subroutine

Express Sub-VI assisting in measurement tasks

Structure Execute control elements, such as for loop, while loop, and conditional structure

Table 4: Serial port subplate selection node.

VI name Function

Visa configuration serial port Serial port initialization configuration

VISA write Writes data from the buffer to the specified serial port

VISA read Read the byte length of the specified length from the serial port to the buffer

Number of bytes of visa serial port Returns the number of input buffer bytes of the specified serial port

Visa serial port interrupt Send interrupt operation to the specified serial port

Visa set I/0 buffer size Sets the size of the serial port IO buffer

Visa off Close the serial port

Visa empties the I/O buffer Clear serial port I/O buffer

Knowledge base

Fuzzy
controller

Fuzzy Fuzzy Cleared
(unfuzzy)

Controlled
object

Reference
input

Figure 12: Schematic diagram of fuzzy controller.
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Among them, the “and” operation usually uses the
method of taking the small or quadrature, and the “O” syn-
thesis operation usually uses the method of maximum, min-
imum, or maximum product. Clarity is to solve the fuzzy.
The output fuzzy quantity is obtained through fuzzy reason-
ing. For the actual control computer, only the accurate
quantity can be recognized. Defuzzification is to accurately
solve the output fuzzy quantity. The fuzzy quantity is trans-
formed into the required accurate quantity. There are usu-
ally methods such as maximum center of gravity method
and maximum center of gravity method.

As explained above, fuzzy control is a method of sim-
ulating human actual control. In the process of practical
manipulation, the following kind of speech formula is usu-
ally used to express the actual control mode of experts. If
(meet some conditions) then (draw some corresponding
conclusions) this formula is full of fuzzy concepts. For
example, “if the air humidity is low, wear more clothes”
and other sentences, in which “low” and “more” are vague
and unclear. Such if then formula is usually called fuzzy
conditional statement. Therefore, fuzzy control principles
belong to fuzzy statements. The premise is the assumption
in the application of objective reality, and the conclusion
is the solution to this assumption. For the fuzzy system
of input or output, there are corresponding solutions such
as multiple input and multiple output and multiple input
and single output. For example, for the scheme of multiple
input and single output, the expression of fuzzy control
rules is shown in [27]

R1 : if x = A1, y = B1, then z = c1,
R2 : if x = A2, y = B2, then z = c2,
R3 : if x = A3, y = B3, then z = c3:

ð16Þ

The three letters belong to language variables, but x
and y are conditional input variables, and Z belongs to
control variation. Ai, Bi, and Ci ð= l, 2,⋯Þ, they are the
amount of language change in their respective domains,
and all these principles together form a rule database.

Fuzzy control has the following basic operations.

(1) Fuzzification operation

x = Fz xoð Þ: ð17Þ

(2) Sentence connection operation

R = also R1, R2,⋯, RNð Þ: ð18Þ

(3) Synthetic operation

z = x and yð ÞoR: ð19Þ

(4) Clarity operation

The calculation results obtained above are fuzzy quanti-
ties, which must be used in the actual operation and control,
and finally need to carry out clarity calculation.

zo = DF zð Þ, ð20Þ

where zo represents the clarity amount and DF is the
clarity operator.

The knowledge base of fuzzy controller consists of two
parts. One part is the database used, and the other part is
the collection of all fuzzy control rule bases. The database
contains some parameter data related to data analysis, such
as numerical conversion and spatial segmentation rules.
Fuzzy control rules are the experience of system operators
in years of hard work.

4.1. Input Conversion. For the processing of actual input var-
iables, it is necessary to convert them to the required range
in a linear or nonlinear way.

Table 5: Uniform quantization.

Quantization
level

-5 -4 -3 -2 -1 0 1 2 3 4 5

Variation range
(-5.5,
-4.5)

(-4.5,
-3.5)

(-3.5,
-2.5)

(-2.5,
-1.5)

(-1.5,
-0.5)

(-0.5,
-0.5)

(0.5,
1.5)

(1.5,
2.5)

(2.5,
3.5)

(3.5,
4.5)

(4.5,
5.5)

Table 6: Nonuniform quantization.

Quantization
level

-5 -4 -3 -2 -1 0 1 2 3 4 5

Variation range
(-3.2,
-1.60)

(-1.6,
-0.8)

(-0.8,
-0.4)

(-0.4,
-0.2)

(-0.2,
-0.1)

(-0.1,
0.1)

(0.1,
0.2)

(0.2,
0.4)

(0.4,
0.8)

(0.8,
1.6)

(1.6,
3.2)
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The universe is either continuous or discrete. Generally
speaking, quantization can be uniform or nonuniform.
Tables 5 and 6 show the case of uniform quantization and
the case of nonuniformity, respectively.

4.2. Fuzzy Segmentation of Input and Output Space. Various
hypothetical languages in the relevant provisions of fuzzy
control form the fuzzy input space, and the language repre-
senting the corresponding solutions forms the fuzzy output
space. The variable values of various hypothetical situations
all belong to the fuzzy language pseudonym Lu, and all these
language names together constitute the fuzzy set of various
hypothetical languages. Each fuzzy language name will be
associated with a fuzzy set, and how fine its fuzzy control
can depend entirely on its order of magnitude. If negative
Bi stands for negative large, it is called NB for short; negative
medium stands for negative medium, referred to as NM for
short; negative small stands for negative small, abbreviated
as NS; zero stands for zero, abbreviated as ZE; positive small
stands for positive small, abbreviated as PS; positive medium
stands for center, referred to as PM for short; positive big
stands for Zhengda, abbreviated as Pb. The number of fuzzy
segmentation also gives the number of fuzzy rules in the
optimal case. For example, for a two input single output
fuzzy system, the fuzzy segmentation number is 3 and 7,
and then, the rule of the optimal number of products is 21.
Therefore, the more the number of fuzzy segmentation, the
more the number of controllable criteria; the fuzzy segmen-
tation cannot be too large; otherwise, more controllable rules
are needed, which also makes things complicated. Similarly,
if the number of fuzzy segmentation is small, the rules will
be too general and it is difficult to adjust the relevant situa-
tions. Nowadays, there is still a lack of a guiding way and
process that can give a good number of fuzzy segmentation,
which still needs to seek experience and try.

According to the theory of fuzzy control and the compo-
sition principle of fuzzy controller, the intelligent lighting
system adopts the error e = Ed − Ei and error change Se
between indoor light intensity Ei and illuminance set value
Ed as the input variables of fuzzy controller, and the output
is the system control value PWM to form a two-dimensional
fuzzy controller. In building characters, the standard of light
intensity is generally more than 150 lx. It will not exceed
750 lx. According to the illuminance requirements of build-
ing lighting, the universe of light intensity is ½0, 1000 lx�,
the set value of light intensity of building lighting is ed =
500 lx, the basic universe of light intensity error E is ½−
500,500�, the basic universe of error change Oe is ½−100100
�, and the basic universe of system control value PWM out-
put is ½0,100%�. According to the basic rules of light intensity
control, when the indoor light intensity is greater than the
set value of light intensity, the LED lamp is turned off.
Therefore, when e < 0, the LED lamp is turned off and the
PWM output value is 0. Therefore, when designing the fuzzy
controller of intelligent lighting system, the basic domain of
illumination intensity error E is ½0500�, excluding the case
that the indoor illumination intensity is greater than the
set value of illumination intensity, which verifies the effec-
tiveness of the experiment.

5. Conclusion

Aiming at the problem of energy consumption in build-
ings, in response to the key energy-saving project “green
lighting” of the 12th Five-Year Plan, a green building
intelligent lighting system based on the Internet of things
is designed. The specific work is mainly divided into four
stages: intelligent lighting system design, system hardware
design, system software design, and system fuzzy control
algorithm design. Firstly, the task function of the intelli-
gent lighting system of green building is analyzed as a
whole. The main tasks of the intelligent lighting system
are detecting the light intensity of indoor specified posi-
tion, intelligent dimming of indoor specified position light
source, uploading the indoor light intensity data, and light
source working state data. The wireless sensor network
and intelligent lighting control system are selected and
analyzed, and then, the basic lighting sensor network and
intelligent lighting control system are selected from the
PC. After determining the functional requirements of the
intelligent lighting system, the hardware circuit of the
intelligent lighting system is designed. From ZigBee selec-
tion and light intensity sensor selection in wireless sensor
control network to ZigBee wireless communication module
circuit design, light intensity sensor circuit design and
LED lamp driving circuit design. Finally, cc2530f256 of
Company II is selected as the ZigBee chip of wireless sen-
sor control network, and bh1750fvi digital light intensity
sensor is selected as the sensor of system light intensity
acquisition node. Based on the hardware circuit design
and system function design of intelligent lighting system,
the overall software scheme of intelligent lighting system
is designed. The overall framework of intelligent lighting
system is designed. This chapter introduces the software
development environment of wireless sensor control net-
work and PC upper computer measurement and control
center, designs the program of ZigBee coordinator, ZigBee
light intensity node, and ZigBee LED dimming node of
wireless sensor control network, and designs the LabVIEW
program of green building intelligent lighting system of
PC upper computer measurement and control center.
Finally, the design and research of intelligent lighting sys-
tem control algorithm are introduced, and the fuzzy con-
trol algorithm is applied to intelligent lighting system. In
this paper, the fuzzy control system is introduced, and
the fuzzy controller of the intelligent lighting system is
designed. The fuzzy control rule table and fuzzy control
query table of the intelligent lighting system are obtained
through the fuzzy control algorithm. The best adjustment
value of the intelligent dimming can be obtained through
the fuzzy control query table. The intelligent dimming
control of intelligent lighting system can be realized by
command. For the work done in this paper, the following
aspects can be further studied in the future: for different
types of building structures and facility types, further
study the node layout strategy for energy consumption
data collection and expand the collected data types so that
the system can be universal in various types of buildings.
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In order to improve the intelligence level of urban agglomeration landscape, this paper conducts dynamic observation and
simulation prediction of urban agglomeration landscape based on geographic information system. There are many
characteristics of GIS technology itself that can be well matched with urban landscape research, so in the process of actually
studying the green space landscape pattern, GIS technology has a very large space to play. The first is to use GIS technology to
collect basic data of different types of scenic spots. Raster data and vector data are two important data in GIS technology.
Among them, vector data with point, line, and surface morphology can relatively express the landscape ecology. Raster data is
to determine the specific position of each pixel through the vertical and horizontal row and column relationship of the pixel,
which is relatively simple in structure and easy to topology. According to the characteristics of the urban agglomeration
landscape, the urban agglomeration landscape is reconstructed on the virtual simulation platform using GIS technology. It can
meet the long-term sustainable development of the ecological environment of the scenic area. The research of this paper
mainly belongs to the scope of practical research. Taking the existing research results as the first point of experimental
research, combined with the relevant research results of design, the dynamic observation and simulation prediction algorithm
of urban agglomeration landscape are constructed.

1. Introduction

In the process of urban environment planning in the past, it
was often based on paper maps combined with correspond-
ing historical data and information to integrate all the data
through manual on-site surveys, so as to realize the planning
of the urban environment. In this way, it not only consumes
a lot of manpower, material resources, and financial
resources but also because of the large amount of content
designed in urban environmental planning; the workload is
large, the process of manual data collection is slow, and there
is a certain information gap, which leads to information col-
lection [1]. Inaccurate and untimely phenomena occur. GIS
technology, geographic information system, and RS technol-
ogy, remote sensing technology, combined with advanced
computer technology, can efficiently collect and store urban
environmental spatial information and output the collected

information in the form of data, with extremely high infor-
mation collection and transmission capabilities, so it also
has higher application value. In urban environmental plan-
ning, RS and GIS technologies can efficiently collect urban
population information, building structure, urban greening
distribution, and other information and form a complete
urban environmental information database, which is proc-
essed by advanced computer technology such as layer over-
lay and makes GIS used as a database in urban
environmental planning [2–4].

With the continuous development of science and tech-
nology, in the process of urban environmental planning,
the application of GIS technology has become more and
more obvious, which can greatly improve the efficiency of
urban environmental planning, increase the efficiency of
staff, and thus promote urban development. However, in
the actual application process, some cities still have certain
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problems in the application of GIS technology in urban
environmental planning, and the application level is low,
which restricts the pace of urban environmental planning.
The timely and accurate urban environmental information
obtained by using GIS technology can greatly reduce the
burden of manual surveys, thereby completing more plan-
ning tasks within a certain period of time [5–9]. However,
in the actual application process, GIS technology is only
used as information query, and simple icon drawing tools
did not apply GIS technology in depth, which not only
affected the urban environmental planning process but also
caused a serious waste of available resources[10-11].

The geographic information system integrates relatively
complete spatial information and geographic distribution
data. GIS uses computer hardware and software as the tech-
nical carrier to realize the functions of geographic distribu-
tion data collection, storage, calculation, analysis, and
display [12]. The application of GIS technology in landscape
planning and analysis of landscape development trends is
more common in foreign countries. With technical
exchanges and cooperation, the frequency of using GIS in
landscape planning in China has gradually increased. With
the acceleration of the information age, the state has
increased its efforts to build smart scenic areas, and the plan-
ning of vegetation landscape patterns has become an impor-
tant part of smart scenic areas. In this study, GIS is used as a
technology to support the dynamic observation and simula-
tion prediction algorithm of the simulated urban agglomer-
ation landscape. The specific realization ideas are as
follows: ① using GIS technology to obtain basic data of the
research area, including topographic point cloud data, sur-
face orthophotos, vegetation distribution maps, and other
information, and calculate and analyze the vegetation land-
scape pattern index of the area and analyze the vegetation
distribution;② plan the vegetation pattern of the scenic spot
according to the advantages and disadvantages of vegetation
distribution, and use basic data to build terrain, trees, and
grassland models in the computer to present a virtual vege-
tation pattern simulation [13, 14]. As a result of planning,
the use of simulation for vegetation planning in smart scenic
areas is conducive to changing the landscape pattern index
in real time, revising the vegetation layout, predicting the
planning efficiency and scientificity of vegetation in scenic
areas, and providing decision support for smart city cluster
landscape planning and design.

2. GIS Technology-Based Urban Agglomeration
Landscape Dynamic Observation and
Simulation Prediction Algorithm

2.1. Color Description of Urban Agglomeration Landscape
Pictures Based on GIS Technology. RGB color balance is a
very typical color description method. The light matching
to be measured satisfies Glassman’s law. The specific R, G,
and B tristimulus values are shown in the following formula:

C C½ � = R R½ � +G G½ � + B B½ �: ð1Þ

In

R =
ð
λ

kφ λð Þ�r λð Þdλ,

G =
ð
λ

kφ λð Þ�g λð Þdλ,

B =
ð
λ

kφ λð Þ�b λð Þdλ,

8>>>>>>>><
>>>>>>>>:

ð2Þ

where C represents the color to be measured, ½M� repre-
sents three stimulus value units, λ represents the wavelength
of the light to be measured, k represents the spectral distri-
bution coefficient, φðλÞ represents the spectral distribution
function, and �r, �g, and �b represent the three stimulus values
of the spectrum. The modeling process through the image
map is shown in Figure 1.

2.2. Urban Height Form. The research on the height of the
city should establish dimensions from the perspectives of
managers and experiencers. From the perspective of city
managers, continue the landscape pattern, shape the charac-
teristic city image, and establish the city’s morphological
order from the overall level; from the perspective of city
experiencers, outline a beautiful city outline at the human
scale and experience the city space [15, 16]. Based on this
goal, a three-dimensional interactive model is used as a tool
to guide the shaping of the height of the city. Multifactor
evaluation is to extract the important evaluation factors that
are highly controlled by the city, assign weight values, and
establish evaluation standards and systems to obtain a highly
partitioned extended model. Using GIS as the platform,
through the determination of the guidance range and sys-
tematic calculation, a three-dimensional guidance model is
initially established. Based on the guiding objectives, two
levels of “functionality + environmental,” three types of ele-
ments, and six specific land use factors are selected for com-
prehensive evaluation. Functional factors mainly consider
factors related to the potential of land use, including two
types of factors, land value and land accessibility, and specif-
ically cover four types of specific land use factors, planning
location, benchmark land price, urban roads, and urban
hub stations; environmental factors mainly from the per-
spective of human settlements, based on landscape elements,
two types of specific land use factors in mountainous areas
and waterfront areas are evaluated. (1) For land benchmark
land price and location value, the land benchmark land price
reflects the current value of the land parcel and reflects the
overall level and changing trend of land prices in the land
market. The value of land parcels sensitively reflects various
land use conditions such as location, urban facilities, and
environmental factors. These conditions spontaneously
dominate the reasonable construction height of land use
and potentially reflect the differences in land economic con-
ditions and intensive use value. The planned location reflects
the future value of the plot. The central area of the city plays
a positive role in economic development and has compara-
tive advantages over other areas [17]. For value assignment
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method, judge the value of the plot based on the weight of
the planned area. The higher the weight of the plot, the
higher the value of the land. In the core area of the city,
the weight of land parcels is the highest, followed by the
weight of the city subcenter and core land parcels, and the
weight of other parcels in the periphery is the lowest. Dock-
ing functional units with high-level partitions and establish a
partitioned and hierarchical overall height control system.
Delimit high priority development areas, high general devel-
opment areas, and highly strictly controlled areas. High pri-
ority development areas are mainly landmark skyscrapers
and super high-rise buildings to fully demonstrate the image
of the city; high general development areas are mainly small
high-rise and high-rise buildings to create a rich city skyline;
highly strictly controlled areas are multistorey and low-rise
buildings; the construction is mainly based on strict control
of construction in accordance with rigid requirements, view-
ing corridors, wind corridors, landscape relations, and air-
ports. At the same time, the corresponding partitions of
the building height are divided into nine levels, which more
clearly expresses the control of the base building height of
the plot [18].

2.3. Ecological Landscape Indicators. Through the analysis
method of landscape index and space, the relationship
between topography and landscape structure characteristics
can be quantitatively obtained, and the condition of land-
scape structure can be accurately evaluated, so as to better
explain the relationship between landscape structure and
function and finally adjust protection based on this ecologi-
cal environment and economic structure. The ecological
landscape pattern reflects the gathering and dispersion of
landscape elements in the space. The elements are the loca-
tion, size, type, direction, shape, and direction of the space.
Quantitative analysis of landscape pattern is to construct
the connection of landscape structure, phenomenon, and
process, which can better explain and understand the func-
tion of landscape [19]. Landscape ecologists have proposed
a variety of evaluation indicators for the spatial pattern of
the landscape; various indicators rely on information as
shown in Figure 2.

Calculates the mean of the vegetation landscape type
dimension.The dimension value reflects the shape character-
istics of the vegetation landscape and is an important indica-
tor of the complexity of the shape of the landscape patch.
The analysis of the spatial landscape pattern can be realized
through the quantification of the dimensions [20]. The cal-
culation method of the average value of the subdimensions
of the landscape type is

Z =
∑m

j=1∑
n
i=1 2In 0:25Qi,j

� �
/In λij

� �� �
H

, ð3Þ

where the patch area, number, and patch perimeter of
the vegetation landscape are represented by λij, H, and Q,
respectively; the proportion of vegetation patch i in the total
vegetation is Qi; and m and n represent the total number of
vegetation patch types and the number of patches covered
by different types of vegetation patches.

(1) Diversity Index. Set the number of a certain type of
block type i as m and the area as aij; then, the area
formula of this type of block is [21]

Ai = 〠
m

i,j=1
aij: ð4Þ

On this basis, use the spatial analysis of GIS to obtain the
landscape element transfer matrix. The Shannon diversity
index of the landscape is used to reflect the number of land-
scape elements and the changes in the proportions of all
landscape elements. When the prime area of all landscapes
is equal, the diversity of the landscape is the highest, which
is expressed by Hmax.

H = −〠
n

i=1
pi log 2

pi, ð5Þ

where pi represents the ratio of the total area occupied by
landscape type i and n represents the total number of types.

GIS-based crop
image dataset

Green urban garden
landscape planning

Crop data and growth
monitoring

Green urban garden GIS Image recognitions
using SCR

Figure 1: GIS city data processing.
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The Shannon evenness index E of the landscape is used to
describe the uniformity of the distribution of different land-
scape elements, and the formula is as follows:

E =
H

Hmax
∗ 100%: ð6Þ

(2) For the calculation of species diversity index, there
are many calculation methods for diversity index.
This study adopts Shannon diversity index [22].
The calculation of this index involves evenness index
and species richness index. The calculation formula
is

D = −〠
F

i=1
BiInBi, ð7Þ

where Bi represents the proportion of the important
value of the ith species, F is the species richness index, D is
the Shannon diversity index, and V is the Pielou evenness
index. The upper limit of the species diversity index and
the actual surveyed species diversity index are represented
by Dmax and D, respectively, and the Pielou uniformity index
is the ratio of D to Dmax.

(3) Dominance Degree. The dominance degree is used to
measure the degree of dominance of one or more
landscape types within the structure of the landscape
[23]. The specific calculation formula is

D = log 2n + 〠
m

i=1
pið Þ∙log 2pi : ð8Þ

In the formula, D represents the degree of dominance,
and the meaning between pi and m is the same as the above
formula. The smaller the value of D, the closer the propor-
tions of landscape types are; the larger the value of D, it
means that the landscape is controlled by only one or a
few types. However, it needs to be pointed out that when
D = 0; this type of index has no effect in a completely homo-
geneous landscape.

(4) Fragmentation Degree. It reflects the degree of frag-
mentation of landscape patches by measuring the
number of plates per unit area [24]. The specific cal-
culation formula is

F =
∑m

i=1ni
A

, ð9Þ

where F represents the fragmentation degree of the land-
scape, ni represents the number of patches of the ith land-
scape type, and A represents the total area of the
landscape. The larger the F, the more fragmented the
patches of the landscape.

(5) Subdimension. Previous studies have proved that,
compared to the shape and structure of all other
landscape types, mosaics in the landscape are the
most typical fractal geometry. Fractal theory can be
used to study quantification and then be measured
by the shape of perimeter. The fractal dimension
describes the characteristic parameters of the geo-
metric shape. Because the shape of other graphs
reflected as a function of perimeter changes with
perimeter changes, it can also quantitatively test the
fractal structure of landscape mosaics [25]. The for-
mula of the fractal dimension value model of the
landscape type is as follows:

Landscape
Plant species and area plant coverage

Plant photos

Landform image

Digital topographic map

Road route design information

Design data of slope greening along road

Design data of road ancillary facilities

Climatic and meteorological data

Animal data along the road

Construction along the road

Terrain

Road facilities

Other

Basic
information

Figure 2: Basic information structure diagram.

4 Journal of Sensors



ln A rð Þ½ � = 2
Di

ln P rð Þ½ � + C, ð10Þ

where AðrÞ represents the area, PðrÞ represents the
perimeter, r represents the measurement scale, Di represents
the fractal dimension in the two-dimensional Euclidean
space, and C represents the constant. According to the
perimeter and area data of all patches, by constructing a
regression model with the shape of the above formula, the
fractal dimension Di of this landscape type can be obtained.
The size of Di represents the stability and complexity of the
landscape type. The specific numerical theoretical range is
between 1 and 2. The larger the value, the more complex
the shape of the landscape; Di = 1 represents the shape of
the landscape patch. It is a square; Di = 2 means that the
shape of the landscape patch is the most complicated. In
addition, the fractal dimension Di can be used to compare
the pattern characteristics of landscape elements to deter-
mine the impact of different ecological factors on the land-
scape pattern. If two landscape pattern elements have the
same fractal dimension, it means that there is a certain pat-
tern difference between the two.

(6) Optimal Planning of Urban Ecological Landscape.
The urban ecological landscape image texture is ana-
lyzed by analyzing the contrast, information entropy,
correlation coefficient, and angular second-order
four texture features, and the maximum likelihood
method is used to classify its ecological landscape
data to realize the optimal layout of the layout [26].
If n″ represents the pixel value, pði″, j″Þ represents
the element in the i″ row and j″ column in the land-
scape image cooccurrence matrix; ði″, j″Þ represents
the gray value of the cooccurrence matrix of the eco-
logical image, using the above method to describe
the vector of texture features that are widely used
in practical applications and analyze the texture of
the urban ecological landscape image, and the
selected vectors of texture features are information
entropy (ENT), angular second moment (ASM),
contrast (CON), and correlation function (COR).
The specific calculation formula is as follows:

ENT = 〠
n′′

i′′=1
〠
n′′

j′′=1
p i′′, j′′
� �

× ln p i′′, j′′
� �

, ð11Þ

ASM = 〠
n′′

i′′=1
〠
n′′

j′′=1
p i′′, j′′
� �2

, ð12Þ

CON = 〠
n′′

i′′=1
〠
n′′

j′′=1
p i′′, j′′
� �

× i′′ − j′′
� �2

, ð13Þ

COR =
∑n′′

i′′=1∑
n′′
j′′=1i′′ ∗ j′′p i′′, j′′

� �
− μxμy

h i
σxσy
� � : ð14Þ

3. Result Analysis

Human modern life and urban construction continue to
erode and invade urban green space, severely breaking the
ecological stability and ecological functionality of the origi-
nal landscape pattern and also destroying the biodiversity
of the original habitat [27, 28]. The pace of urban green
space construction cannot keep up with the wanton and dis-
orderly urban expansion process, which has broken the
green space matrix pattern in the natural state, causing it
to be fragmented into a large number of highly fragmented
patches of different sizes. The ecological function and ecol-
ogy of the green space landscape benefits are greatly reduced.
The construction of a reasonable ecological network can
alleviate and suppress the high fragmentation of urban green
landscapes and can effectively enhance the continuity of
urban green landscapes [29]. Therefore, urban ecological
corridors should be constructed rationally and used as links
to connect discrete patches to form a scientific and rational
ecological network and urban green space system. Through
the three-dimensional analysis and research of the virtual
urban landscape, planning managers can analyze and evalu-
ate the color design, layout, spatial volume relationship, and
the relationship between the building and the environment
of the planning technical solutions of important areas in
the city according to requirements, so as to develop and con-
struct in the city. Pursue a corresponding balance in eco-
nomic, social, and environmental benefits. At the same
time, planning managers can also use the simulated three-
dimensional landscape to track the construction and devel-
opment of urban morphology, and according to the require-
ments of different stages of urban construction and
development, timely adjust the corresponding regulatory
detailed planning and urban design plan to better guide
the urban landscape construction.

In order to verify the overall effectiveness of the method
for optimizing garden landscape spatial pattern gradient
under big data analysis, it is necessary to test the method
of optimizing garden landscape spatial pattern gradient
under big data analysis. In this test, plant diversity is impor-
tant for evaluating garden landscape spatial pattern gradient
[30]. Indicators, using the gradient optimization method of
garden landscape spatial pattern under big data analysis
(Method 1), the gradient optimization method of spatial
landscape at all levels under the background of rapid urban-
ization (Method 2) and the gradient optimization method of
landscape pattern based on land use (Method 3) perform
tests to establish the spatial coordinate system of the garden
landscape spatial gradient pattern and compare the plant
species in the garden landscape spatial pattern gradient opti-
mized by three different methods. The test results are shown
in Figure 3. The different shapes in the figure represent dif-
ferent plant species. According to the test results of the gra-
dient optimization method of garden landscape spatial
pattern under big data analysis, it can be seen from the
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analysis of Figure 3 that using the method of gradient opti-
mization of garden landscape spatial pattern under big data
analysis, there are many kinds of plants in the gradient pat-
tern, and the distribution is even. The test results of the gra-
dient optimization method of the spatial landscape at all
levels under the background of rapid urbanization, the anal-
ysis shows that the gradient pattern obtained by the gradient
optimization method of the spatial landscape at all levels
under the background of rapid urbanization has fewer plant
species and the gradient optimization method of the land-
scape pattern based on land use, like Figure 4. According
to the analysis of the test results, the plant species in the gra-
dient pattern obtained by using the land-use-based land-
scape pattern gradient optimization method are relatively
single. Comparing the optimization results of the three dif-
ferent methods and Figure 5, it can be seen that there are
more plant species in the gradient pattern optimized by the
gradient optimization method of the garden landscape spa-
tial pattern under the big data analysis.

4. Effect Evaluation

Figure 6 shows the test results of the gradient optimization
method of garden landscape spatial pattern under big data
analysis. The gradient pattern optimized by the method of
garden landscape spatial pattern gradient optimization
under big data analysis has more plant species. Figure 6 rep-
resents the comprehensive measurement of the gradient of
the garden landscape spatial pattern. The value is taken in
the interval [-2, 2]. The closer the value of Q is to 0, the bet-
ter the obtained optimization result of the spatial pattern
gradient of the garden landscape. The gradient optimization
method of garden landscape spatial pattern under big data
analysis, the gradient optimization method of spatial land-
scape at all levels under the background of rapid urbaniza-
tion, and the gradient optimization method of landscape
pattern based on land use were tested [31].

The degree of fragmentation of the landscape in the
study area has been kept in a relatively high state as a whole,
which is related to the fact that the terrain of the area is more
mountainous and hillier. The degree of landscape frag-
mentation first increased due to the rise of scattered urban
buildings and the impact of human deforestation and land
reclamation activities, and then, the degree of fragmenta-
tion began to decline due to the closure of reclaimed areas
and scattered buildings [32]. It reflects the characteristics
of landscape ecology in the process of urban development.
Socio-economic and policy planning factors play an
important role in the change of urban landscape pattern,
and good management and planning intervention have a
positive impact on urban ecological construction, like
Figure 7.
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Figure 3: Comprehensive force measurement of three different
methods.
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After the method is applied, it has effectively improved
the actual environmental problems of the city. Compared
with the data from 2012 to 2018, the research method has
significantly reduced the sulfur dioxide and smoke and dust
content of the city, and the rainfall and green areas have
increased. The research method fully takes into account
the area and area and proportion of its ecological landscape,
and the diversity of the planned ecological landscape allows
the city’s environmental problems to be effectively con-
trolled during the test period. In order to further verify the
effectiveness of the research method through simulation,
on the basis of the above experiments, experiments are car-
ried out on the accuracy of the optimal planning of the
urban ecological landscape color balance layout with differ-
ent methods. The higher the accuracy, the higher the preci-

sion of the method application process planning. If the
accuracy of the method is low, it will directly lead to a rough
problem of the landscape planning effect, which cannot meet
the current basic requirements in this field.

It can be seen from the experimental results in Figure 8
that the accuracy and adaptability of the two methods fluctu-
ate during the landscape planning process, but the accuracy
of the research method fluctuates less and has better adapt-
ability. Within a reasonable length of landscape planning,
the research method has a higher precision of landscape
planning, indicating that the method proposed by the
research is more precise in application. The above experi-
ments prove that the research method has a good effect on
the color balance planning of urban ecological landscape,
like Figures 8 and 9.

5. Conclusions

Vegetation planning virtual simulation technology to study
vegetation is the main coverage part of the smart scenic area.
This article uses GIS technology to obtain the problems in
the vegetation pattern of the scenic area and rationally plans
the vegetation of the smart scenic area in the virtual simula-
tion platform, which is the long-term sustainability of the
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smart scenic area. Development provides a scientific refer-
ence basis to improve the intelligent level of vegetation plan-
ning in scenic spots.

In order to keep up with the process of urbanization, the
gradient pattern of the garden landscape space needs to be
optimized. When the current gradient optimization method
is used to optimize the garden landscape spatial pattern gra-
dient, the optimized gradient pattern has few plant species
and uneven distribution, which cannot effectively optimize
the garden landscape spatial pattern gradient. A big data
analysis of the garden landscape is proposed. The spatial
pattern gradient optimization method solves the shortcom-
ings of the current method and optimizes and improves it,
laying the foundation for the development of garden land-
scape. Provide technical support for ecological environment
management and protection. However, limited by the depth
and breadth of the research, this design did not accumulate
data on the rich animal and plant resources of the wetland.
This point will be the focus of the next stage of research,
and special research work will be carried out. On the other
hand, in-depth research on the optimal design of counter-
measures for the dynamic evolution of wetland landscapes
provides suggestions for improving the ecological restora-
tion rate of wetland landscapes.

Secondly, the vegetation landscape planning method
uses GIS technology as an auxiliary guidance technology,
which is a quantitative reference tool for rational planning
of vegetation patterns. In future research, the role of GIS in
spatial pattern planning and design will be further exerted,
and a complete spatial pattern planning system will be con-
structed by combining GIS technology and modern techni-
cal means, starting from digital image processing and
imagery. Information feature extraction, digital technology
to obtain multi-level ground data, in-depth exploration of
the temporal and spatial variation factors and influencing
mechanisms of vegetation coverage by means of a combina-
tion of maps and numbers, provide a scientific basis for in-
depth optimization of vegetation coverage. ecosystem.
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Monitoring and evaluating the state variables of garden ecological processes on a long-term scale is one of the hot issues in
current garden ecosystem observation research. In view of the problems of poor real-time transmission and storage of
observation data in garden ecosystem observation stations, low data sharing, serious data fragmentation, weak construction
of big data analysis platform, and lack of real-time prediction and early warning of garden fires, this paper combines
remote sensing technology, vorticity correlation technology, and monitoring and sensing technologies such as quadratic
survey technology and wireless sensor network, realizes long-term and continuous comprehensive observation of water,
soil, air, and growth elements in garden ecosystems, provides the real-time automatic storage and display of carbon budget
data, water flux data, flux of energy and meteorological data between garden ecosystems and the atmosphere, storage and
display of garden ecosystem service functions, and quantity of value, realizes the monitoring of garden fires and the
prediction and early warning of garden fire risks, and can also provide technical support and exploration for the long-term
automated observation used for garden ecosystems.

1. Introduction

Long-term and continuous human disturbance seriously
threatens the stability and species diversity of garden ecosys-
tems. How to continuously and effectively realize the moni-
toring of the ecosystem is a key topic and direction worthy of
research and has received great attention from experts
within the industry in recent years [1, 2].

The experimental stations established for the observation
of garden ecosystems continue to emerge, and the combina-
tion of remote sensing observation and ground point observa-
tion makes the observation scale change from the station scale
to the regional scale [3, 4]. Typical comprehensive observa-
tions of garden ecosystems include the National Ecological
Observation Network (NEOT), the International Long-term
Ecological Observation and Research Network (ILTER), and
the Global Carbon Flux Network (FLUXNET) [5, 6]. In China,
some exploration and analysis have also been made in the
monitoring of garden ecosystems, typically in terms of
involvement and analysis of monitoring technology and mon-

itoring content [7, 8]. However, there are still problems such as
poor real-time transmission and storage of observation data,
low data sharing, serious data fragmentation, and weak con-
struction of big data analysis platforms. Wireless sensor net-
work (WSN) technology has the advantages of real-time
monitoring and rapid response. Therefore, it has real-time
transmission and storage of sensor data and saves it within a
certain period of time, which lays the foundation for subse-
quent data analysis and mining while providing support.

Forest fires seriously affect the forest type, carbon
reserve, and biodiversity of the garden ecosystem, leading
to the risk of the decline of the function of the garden eco-
system, the transformation of the forest type, and even the
disappearance of the garden [9, 10]. In recent years, climate
warming and human activities have made the forest fire sit-
uation more severe. There are frequent sightseeing tours in
the forest farm and frequent sacrificial activities of nearby
residents, which brings challenges to garden fire prevention.
Therefore, real-time monitoring of garden fires is crucial for
maintaining the safety of garden ecosystems. The existing
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garden ecosystem observation station focuses on the
research on the impact of fire on the garden ecosystem,
and there are few related reports on the real-time monitor-
ing and forecasting and early warning of garden fires [11,
12]. However, it should be noted that due to the particularity
of the composition of gardens, the ecosystem needs to be
studied, especially in terms of an ecological environment
that can provide a “beautiful landscape” for subsequent sus-
tainable development [13, 14].

For the monitoring of garden ecological environment, it
is often necessary to integrate sensor observation and soft-
ware integration. By focusing on the analysis of garden eco-
system, water flux, energy change, spatiotemporal dynamic
change, driving mechanism, etc., this provides correspond-
ing support for the garden ecological environment relying
on multiple technologies such as sensor network, telemetry,
and flux observation. In view of these deficiencies and
requirements, this paper realizes long-term and continuous
observation of various related elements of the garden ecosys-
tem (water, energy, soil, and air), etc. relying on monitoring
and sensing technology, and realizes the especially early
warning judgment and analysis of evolution trend and gar-
den fire of the garden ecosystem through real-time storage
and timely processing, to further protect the garden ecosys-
tem and improve the protection efficiency and quality.

2. Monitoring Sensing Technology

For monitoring sensors, it mainly includes specific sensitive
components and corresponding circuits. The monitoring
sensors can be used to realize the conversion of measure-
ment information into signals according to certain rules,
realize the output of specific forms of information, and real-
ize the information transmission, processing, and analysis of
data.

For the intelligent monitoring architecture of the sensor
network, by integrating the data of various sensing devices
such as video and infrared, the characteristics of the relevant
targets are obtained from multiple angles and aspects, form-
ing a diverse feature space dimension, which is more condu-
cive to the identification and extraction of targets [15, 16].
The specific fusion is shown in Figure 1. Through the fusion
of images, videos, and other data, the characteristics of the
target are associated and extracted into a vector file to iden-
tify the target characteristics.

The corresponding data collection, sorting, processing,
analysis, and fusion of the data collected are performed by
all sensing devices (such as remote sensing and telemetry
sensing devices) in the sensor network. As far as the multi-
media monitoring network is concerned, streaming media
data processing has higher requirements on the accuracy of
data collection and data processing capability. Currently,
the main body is the data fusion of graphics and images,
and other sensor networks involve data for comprehensive
time fusion. In particular, the corresponding feature fusion
recognition for the target is to perform the corresponding
recognition processing based on the combined associated
features after classification [17, 18].

The processing and analysis of target images mainly
involve video data, audio data, and basic data. Among them,
the basic data mainly includes infrared sensing equipment
and traditional telemetry data. Usually, the basic data is
characterized by a small data flow. Compared with basic
data, audio and video data are relatively large and redun-
dant. It needs to be collected, processed, organized, and ana-
lyzed with the help of means and hardware devices with
strong computing power, so as to realize data compression
and feature processing.

According to the corresponding displacement speed
information, the change of the pose state is judged, so as to
obtain its own motion trajectory and realize relative posi-
tioning. Then, the corresponding state and speed informa-
tion are obtained and calculated by

Xh kð Þ = Xh k − 1ð Þ +
cos αh k − 1ð Þð Þ
sin αh k − 1ð Þð Þ

" #
⋅ V kð Þ ⋅ ΔT ,

αh kð Þ = αh k − 1ð Þ + θ kð Þ:

8>><
>>:

ð1Þ

The comprehensive positioning technology needs to
measure both the direction and the velocity of the mobile
node. If the initial position and movement direction of the
node are known, without the influence of other external fac-
tors, the positioning trajectory in the ideal state should be
exactly the same as the actual movement trajectory [19,
20]. However, it cannot be ignored that errors are bound
to exist, and the positioning accuracy will eventually be
affected by the corresponding angle error, speed error, etc.,
resulting in a certain deviation in the positioning accuracy.

(a) Original initialization: at this stage, set the corre-
sponding initialization value, and meanwhile, set
the initial state of relative positioning as shown in

Xh 0ð Þ = 0 0½ �T ,
αh 0ð Þ = 0

(
ð2Þ

It should be noted that the initialized position can also
be set to other values, which is only a certain measurement
reference and does not represent the actual meaning.
MSNIMA only makes comprehensive use of relative posi-
tioning instead of absolute positioning.

(b) Position evaluation: on the basis of initialization, the
historical results of relative positioning are evaluated
with an algorithm, to obtain the current position
information, and the accuracy �p of radio frequency
positioning is directly used for calculation

(c) Determining the threshold value and setting the cor-
responding threshold value and the length of the his-
tory record

The specific process is as follows:
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(1) Express the most recent N times of effective RF posi-
tioning results with

YkN
r = Xr k −Nð Þ, Xr k −N + 1ð Þ,⋯,Xr k − 1ð Þ½ � ð3Þ

(2) Translate the relative positioning result and the radio
frequency positioning result so that the center of the
two is the origin, and the translated coordinate
matrix is expressed by

CYkN
r = CXr k −Nð ÞCXr k −N + 1ð Þ⋯ CXr k − 1ð Þ½ � =

Xr k −Nð Þ − CkN
r Xr k −N + 1ð Þ − CkN

r ⋯ Xr k − 1ð Þ − CkN
r

� �h i
,

ð4Þ

CYkN
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i=0
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N
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The height of the flux observation tower of the super
observatory is 40m. Meteorological sensors and infrared

thermal imagers are distributed on the tower, as shown in
Figure 2. The 30m × 30m plots around the super observa-
tory are also distributed with vegetation DBH sensors, litter
sensors, soil temperature sensors, soil moisture sensors, and
soil heat flux sensors.

2.1. GetCapabilities Interface (Table 1). GetCapabilities is
used to obtain the information of the service itself, and the
user will determine the functions provided by the service
to the outside world according to the information of the ser-
vice itself.

The response of the server after receiving the GetCap-
abilities request is CapabilitiesDocument, and the content
contained in CapabilitiesDocument mainly includes Servi-
ceIdentification: SPS service identity.

2.2. DescribeTasking Interface (Table 2). DescribeTasking
mainly provides task planning for users who sends requests
and is a very important operation of the SPS service.

The response of this interface is DescribeTaskingReques-
tResponse. The structure description is shown in Figure 3.

3. Construction of Field Observation
Test Platform

The field observation experiment is composed of ground
observation, Landsat TM/OLI sensor, and Terra MODIS
sensor observation. The ground observation includes three
scales: plot scale, vegetation transect scale, and regional
scale. From the perspective of observation targets, the basic
experiments are divided into five categories, namely, carbon
budget observation, water flux observation, energy flux
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Figure 1: Heterogeneous sensing feature fusion process.
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observation, garden fire risk monitoring, and scale conver-
sion experiments.

3.1. Carbon Budget Observation. In this experiment, accord-
ing to the carbon cycle process of the garden ecosystem,
three types of parameters related to carbon cycle were
selected for observation, namely, carbon flux, vegetation bio-
mass, and soil carbon transect reserve.

(1) Observation of Carbon Flux. Eddy correlation systems
are considered the best way to measure carbon dioxide

fluxes. In order to carry out the research on the vertical
distribution of CO2 concentration, the installation
heights of the 7-layer closed-circuit CO2/H2O meter are
1m, 7m, 11m, 15m, 23m, 31m, and 38m, respectively

(2) Observation of Vegetation Biomass. Vegetation bio-
mass is divided into belowground biomass and above-
ground biomass. The underground biomass of four
15m × 15m plots was measured by root-drill sam-
pling, weighing method after dried, and the forest
age was observed in four plots of 15m × 15m

(3) Observation of Soil Carbon Reserve. Vegetation soil
samples were collected at sampling depths of 0-
10 cm and 10-30 cm, respectively. The laboratory
used potassium dichromate volumetric method
which is used to measure soil organic matter content
to estimate soil carbon storage

3.2. Water Flux Observations. Garden ecosystems play an
important role in the terrestrial water cycle. After the

Fire monitoring Fire forecast Conservation of
water sources

Soil
conservation

Database serverWeb server

5G

Figure 2: Overall framework of the platform.

Table 1: GetCapabilities parameter description.

Name Whether mandatory Client side Server side

Service Yes User specified Check the user’s request parameters

Request Yes User specified Request parameter value

Accept versions No Automatically added by the system Check parameters

Sections No The system provides default values Respond according to parameter value

updateSequence No The system provides default values Respond according to parameter value

AcceptFormats No The system provides default values Respond according to parameter value

Table 2: DescribeTasking parameter description.

Name Actual meaning Type
Whether
mandatory

Service Type of service Character string Yes

Request Name of the operation Character string Yes

Version Version Character string Yes

SensorID Device ID of the sensor Character string Yes
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precipitation is intercepted by the garden and falls to the
ground, a certain amount of precipitation and runoff will
be formed. Therefore, vegetation evapotranspiration and soil
water conservation are the two most important links in the
water cycle of garden ecosystems.

(1) Precipitation Observation. The precipitation data of
the 30m × 30m observation plot was measured by
the automatic weather station tipping bucket rain
gauge, and the precipitation data of the super obser-
vation station was measured by the rain sensor
installed at a height of 23m

(2) Observation of Vegetation Evapotranspiration. At
the super observatory, one set of open-circuit CO2/
H2O meters and seven sets of closed-circuit CO2/
H2O meters were used to observe H2O concentration
to obtain continuous time series observation data to
estimate vegetation evapotranspiration in garden
ecosystems

(3) Observation of Soil Moisture Content. In order to
verify the accuracy of the satellite remote sensing
inversion of soil moisture and to study the law of
surface heat and moisture transfer, the burial depth
of the sensor is set to [5,100]

3.3. Energy Flux Observation. Solar short-wave radiation and
atmospheric long-wave radiation are the energy sources of
garden ecosystems. In the 30m × 30m observation plot,
the automatic weather station measures the photosyntheti-
cally active radiation. The soil heat flux plates were buried
at a depth of 3 cm and 5 cm, to measure the soil heat flux.

3.4. Garden Fire Monitoring. Meteorological factors (wind
speed, wind direction, precipitation, air temperature, and
relative air humidity), litter volume, and soil moisture are
the input parameters of the garden risk forecast model,
and the model outputs the garden fire risk level according
to real-time data. At the super observatory, wind speed
and direction are measured by three-dimensional ultrasonic
anemometers and three-layer wind speed sensors (installa-
tion heights of 1m, 7m, and 11m); air temperature and rel-
ative humidity are measured by three-layer atmospheric
temperature and humidity sensors (installation heights of
1m, 7m, and 11m). In the 30m × 30m observation plot,
wind speed, wind direction, air temperature, and relative
air humidity were measured by automatic weather stations.

In the super observatory, the infrared thermal imager
installed at a height of 38m has an effective monitoring

radius of 3 km, which realizes all-weather 360° panoramic
monitoring of garden infrared thermal images.

3.5. Scale Conversion Test. Developing a scale conversion
method between ground observation points and multisource
and multiscale remote sensing pixels has always been one of
the core issues faced by ecologists [21, 22]. The experiment
integrates remote sensing technology, flux observation tech-
nology, quadratic survey method, etc., provides vegetation
NPP, surface temperature, and soil water content observa-
tion data at three scales (sample plot scale, vegetation tran-
sect scale, and regional scale), and provides data support
for the research on multiscale conversion methods of tem-
perature and soil water content.

4. Simulation Experiment

The carbon budget data, water flux data, energy flux data
and meteorological data automatically observed by the field
observation and test platform are automatically transmitted
to the database server in real time through the wireless sen-
sor network, which provides data support for the construc-
tion of the data visualization platform.

4.1. Ecological Wireless Sensor Network. The wireless sensor
network is a multihop self-organizing network formed by
the ecological observation sensors deployed in the area and
communicating with each other through the wireless net-
work communication protocol, which realizes the real-time
and automatic acquisition and storage of the measurement
data. Landscape-scale observations based on wireless sensor
networks fill the scale gap between ground point observa-
tions and remote sensing satellites and can provide pixel-
scale observations for verification and scale conversion of
remote sensing inversion results.

The user requirements for the wireless sensor network
design of the entire observation system are as follows:

(1) The exact location of the sensor nodes is determined
by experts and mainly depends on the characteristics
of forest type and site conditions. The network tech-
nology must be able to support the placement of sen-
sor nodes in arbitrary locations. Furthermore, in
order for the collected data to be representative of
plant physiology and ecology, the sensor network
must be able to cover 1-1.5 km2 and consist of more
than 70 sensor devices

(2) The network must be able to operate on its own with-
out any mandatory user intervention. They must be
able to withstand temperature fluctuations, heal

Describe tasking

Frequency Location Scope Priority

Figure 3: DescribeTaskingtResponse structure.
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themselves when the environment changes, and be
able to operate for years without human intervention

(3) Each node must be able to report sensor measure-
ments every 30min. The network must successfully
and securely transmit sensor data to the gateway
device, and it must provide users with remote mon-
itoring capabilities, i.e., the ability to remotely assess
the health of the network. Ecologists must be able to
access the data collected by the sensors within
minutes of the measurement

4.2. Collection System Design. The core of the entire garden
ecological monitoring and sensing is to realize data collec-
tion, that is, to use the data collection module to realize
the collection of various elements of the principle ecosystem,
and to achieve specific display, storage, processing, and out-
put through the data processing module. The particular
acquisition system is shown in Figure 4.

From the data acquisition structure diagram in Figure 4,
its main data acquisition part includes two major parts: data
acquisition and data processing. The monitoring sensor is an
important medium to realize data collection. The main func-
tion of the sensor is to use the specific object to be monitored
to realize the transformation of the physical parameter signal
and realize the output of the signal for data transmission.
Therefore, the relative accuracy of data acquisition is largely
subject to the inherent performance requirements of the sen-
sor itself. In the specific design process, it may be necessary
to analyze the data collection from hardware and software
according to the corresponding garden ecological environ-
ment requirements.

From the perspective of the specific garden ecosystem, the
data information of garden temperature and humidity can be
collected through outdoor temperature and humidity sensors,
and the corresponding technology can be used to collect data.
The main function of the system is to use data collection, data
processing, data analysis, and visualization. According to the
specific needs and status quo of the garden ecosystem, it is
set to 1min, 5min, etc. according to the specific time mode.
After the data collection button is turned on, by selecting the
corresponding interval, the system can automatically collect
data, separate the data, save it as a text file, and judge whether
the system is running normally through these data [23, 24].

4.3. Design of Remote Monitoring System. Relying on the
analysis of the garden ecosystem based on monitoring and
sensing, its monitoring mainly realizes the monitoring and
analysis of the temperature, illumination, humidity, and
rainfall within the garden and transmits the collected data
to the actual client through 5G communication, so that the
staff can use the Internet browser to browse and analyze
the data information. The specific structural design of the
remote monitoring system is shown in Figure 5.

The whole system of monitoring and sensing mainly
includes four modules: monitoring sensor, data acquisition
and analysis, system server, and remote client side. Among
them, the role of the system server is to provide services.
In a specific garden ecosystem, the main role of the server

side is to provide services for corresponding parameters
and analyze specific sensor technologies.

The remote client side provides users with local basic
programs and services and realizes the connection between
the client side and the server based on the garden ecological
server to ensure the normal operation of the program.

SmartMesh IP is a low-power wireless network product
based on the IEEE802.15.4e TSCH standard developed by
the Dust Networks Product Group of Linear Technology,
which meets the above user requirements. SmartMesh IP
consists of a single network manager (for monitoring and
managing network performance and security and for receiv-
ing data to be uploaded to the data center) and up to 100
wireless nodes (for collecting and relaying data). The nodes
form a redundant multihop and self-healing wireless mesh
network around the manager (Figure 6). Currently, 76,000
SmartMesh networks have been deployed worldwide. The
reliability of data transmission exceeds 99%, and the average
current consumed on the routing node is less than 50μA,
making the battery life more than 10A.

Currently, 5 SmartMesh networks are deployed in this
experiment. Among them, 4 SmartMesh networks are
deployed in 4 observation plots of 30m × 30m; each Smart-
Mesh network consists of a manager, 14 sensor nodes, and
multiple relay nodes, in case some sensor nodes are deployed
too far from the rest of the network to connect. The Smart-
Mesh network deployed at the super observatory consists of
a manager, 29 sensor nodes, and multiple relay nodes. The
network manager is installed 2m above the ground and
uploads sensor data and network statistics to the data center
server via GSM/GPRS/4G.

The location of sensor nodes is selected according to char-
acteristics such as forest type and site conditions. The sensor
nodes cover an area between 1 and 1.5 km2. Network man-
agers are deployed in open areas with good cellular connectiv-
ity. Once the sensors and network manager are in place and
the device is turned on, utilize the monitoring tools built into
the manager to verify connectivity between the sensors. The
relay nodes are placed iteratively and the updated connection
information is verified. When verifying the connection infor-
mation, the Dust Networks’ rule is followed; that is, each node
has at least 3 neighbors connected to it, and its received signal
strength is higher than -85dBm.

4.4. Function of the Platform

4.4.1. Service Function Subsystem of Garden Ecosystem. The
service function of garden ecosystem refers to the natural
environment conditions and utility that the garden ecosys-
tem provides for human survival.

(1) Observation and Evaluation of Carbon Fixation and
Oxygen Release Function. Based on vegetation bio-
mass data, carbon flux data, and satellite remote sens-
ing data, the platform simulates the regional-scale net
primary production (NPP) and further estimates the
carbon fixation and oxygen release function of garden
ecosystem. Specific functions include query and statis-
tical analysis of CO2 concentration, vegetation DBH,
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and litter thickness; estimation, query, and statistical
analysis of vegetation carbon storage and soil carbon
storage; and estimation, query, and statistical analysis
of forest carbon sequestration and oxygen release
and its ecosystem service value [25, 26]

(2) Observation and Evaluation of Water Conservation
Function. The platform simulates regional-scale soil
water content based on water vapor flux data, soil
temperature and humidity data, atmospheric tem-
perature and humidity data, and satellite remote
sensing data and further estimates the water conser-
vation function of garden ecosystems. Specific func-
tions include query and statistical analysis of
precipitation, H2O concentration, and soil water
content; estimation, query, and statistical analysis

of evapotranspiration; and estimation, display, and
statistical analysis of garden water conservation and
its ecosystem service value

(3) Observation and Evaluation of Conservation Soil
Function. The platform simulates the regional-scale
soil nitrogen, phosphorus and potassium content
based on soil nitrogen, phosphorus and potassium
content data, and satellite remote sensing data and
further estimates the soil function of garden ecosys-
tem conservation. Specific functions include query
and statistical analysis of soil nitrogen content, soil
phosphorus content, and soil potassium content
and estimation, display, and statistical analysis of
garden soil retention and fertilizer retention and its
ecosystem service value

Garden ecological
environment

Temperature and 
humidity sensor Light sensor

Data acquisition
module

Data processing
module

Output reality Data printing Data storage

Rain sensor

Figure 4: Structure diagram of data acquisition system.

Sensor Data acquisition
module

Service-Terminal

Remote client

Figure 5: Structure diagram of remote monitoring system.

Wireless sensor node Network manager Data center

Figure 6: Observation system network topology.
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4.4.2. Forest Fire Management Subsystem. The forest fire
management subsystem consists of two parts: the prediction
and early warning of the garden fire danger level and the
monitoring of the garden fire.

(1) Prediction and Early Warning of Garden Fire Dan-
ger Level. Based on meteorological factors (wind
speed, wind direction, precipitation, air temperature,
and relative air humidity), litter volume, and soil
moisture content, the platform establishes a garden
fire risk forecast model to evaluate and warn the gar-
den fire risk level. Specific functions include query
and statistical analysis of meteorological factors,
ground combustibles, and soil moisture content
and real-time forecast, mid-term forecast, and his-
torical data query of fire danger levels

(2) Garden Fire Monitoring. The platform uses infrared
thermal imagers to monitor garden fires in a 360° pan-
orama around the clock. Once the image pixel value
exceeds the threshold, a fire alarm will be triggered
and a rescue plan will be generated. There are 4 spe-
cific functional modules: (1) fire monitoring module,
which provides real-time video monitoring, fire alarm,
and dynamic playback functions; (2) fire inspection
module, which provides fire alarm, fire information
query, patrol check-in, and sudden fire use approval,
issuing notices, inspection and assessment, and fire fil-
ing functions; (3) firefighting module, which provides
two-dimensional and three-dimensional electronic
sand table, formulating and issuing firefighting plans,
command, and dispatching functions; and (4) basic
information module, which provides query and dis-
play of geomorphic information firefighting, road
information, water source information, equipment
information, population distribution, sensitive points,
and biological isolation zones

4.4.3. Scale Conversion Subsystem. Based on the observation
data of 30m × 30m observation plots and super observation
stations and Landsat TM/OLI image data (spatial resolution
of 30m), the platform uses remote sensing data-driven model
to realize the data of garden vegetation GPP and NPP and
realize the conversion of garden vegetation GPP, NPP, and soil
water content data from site scale to 30m spatial resolution
scale with remote sensing data-drivenmodel. Based on the site
observation data, Landsat TM/OLI image data, and Terra
MODIS sensor image data (with a spatial resolution of
500m), the model was used to realize the conversion of garden
vegetation GPP, NPP, and soil water content data from site
scale to 30m spatial resolution scale and 500m spatial resolu-
tion. The platform provides query and display of garden veg-
etation GPP, NPP, and soil moisture data at four scales: site
scale, 30m, 500m spatial resolution scale, and regional scale.

4.5. System Design

4.5.1. Overall Design. In order to facilitate development and
maintenance of good scalability, this paper divides the SPS

service into four layers, and its architecture diagram is
shown in Figure 7.

4.5.2. Processing Flow. According to the above overall design,
when processing user requests, the core interface operations
and extended interface operations of SPS will complete a
series of operations according to a consistent processing
flow.

Through the request of the 3 versions and parameter
verification, it will be called by the service layer interface.
The BasicSensorPlannerOperator service first checks
whether the request has additional requirements. Currently,
the request is not allowed to have additional requests by
default. The task ID is obtained from the procedure param-
eter of the request and then reads the corresponding infor-
mation from the database. The successfully obtained task
description information will also be returned to the user in
xml format, as shown in Figure 8.

4.6. Application Implementation

4.6.1. Development Environment. The ultimate purpose of
studying SPS service specification in this paper is to integrate
it into the ecological environment monitoring system. Due
to the advantages of java language cross-platform, once

Interface layer

Business layer

Service layer

Persistence layer

Database

Figure 7: SPS service architecture.

Begin

Request parameters

Parse and encapsulate

parameter check

Access to information

Task description
results

Figure 8: DescribeTasking logic flow.
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compiled, and executed everywhere, this system will be
implemented mainly by using java language.

4.6.2. Application Demonstration and Testing. Since the SPS
service studied in this paper is a part of the ecological envi-
ronment monitoring system, in order to facilitate the testing
of the service, the front-end test page is designed while the
server-side development of the SPS service is completed.

After testing, the submit interface and the other six inter-
faces can achieve the corresponding functions according to
the expected design, and the SPS service can run normally.
It can be seen that the SPS service can complete various
functions of the sensing resource task planning stage. Simu-
lation experiments show that monitoring and sensing tech-
nology can effectively support the research of garden
ecosystem.

5. Conclusions

In order to practice “lucid waters and lush mountains are
invaluable assets,” it is necessary to pay more attention to
the protection of garden ecosystems along with economic
development. However, due to the vast territory of China,
it is difficult to achieve full coverage by relying solely on
human resources for traditional monitoring and analysis.
In response to these requirements and deficiencies, this
paper attempts to introduce monitoring and sensing tech-
nology, through long-term and continuous comprehensive
observation of water, soil, air, and biological elements in
the garden ecosystem, to try to explore the coupling between
the atmosphere, biosphere, and geosphere. It provides
important data support for the contribution of the garden
ecosystem in the regional carbon cycle, realizes the monitor-
ing, prediction, and early warning of garden fires, and
enhances the comprehensive application of wireless sensor
network technology, remote sensing technology, flux obser-
vation technology, and methods, and finally, it provides an
important basis for garden protection. The simulation
experiment results show that the monitoring sensor technol-
ogy can effectively realize the support of garden ecosystem
research.
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With the increasing elderly population, the information intellectualization demand also rises substantially. At the same time,
intelligent information interaction system- (IIIS-) controlled wheelchair’s automatic obstacle avoidance techniques have
become extremely important in an intelligent social context. Therefore, this paper proposes an IIIS to help disabled groups and
some older people enjoy the barrier-free information design and improve product information manipulation experience.
Firstly, the functional requirements of the IIIS are analyzed, and the overall scheme of the IIIS is designed. Then, the control
mode of IIIS is determined. Secondly, following research on the obstacle avoidance algorithm (OAA) based on fuzzy control,
the obstacle avoidance control strategy is formulated for the elderly accessible wheelchair IIIS. Finally, experiments are
designed to verify the control performance and simulate the automatic OAA of the designed IIIS. The experimental results
indicate that the touch screen control system (TSCS) of mobile phone (MPHN) is more sensitive for the elderly accessible
wheelchair control information system. By comparison, the joystick control system (JCS) is more straightforward to
manipulate than the touch screen. The practicability of these two control methods is very strong. These two independent
control methods meet the control performance requirements and improve the automatic obstacle avoidance performance of
IIIS. The proposed IIIS based on TSCS and JSC can respond to input commands in real time, help the IIIS avoid obstacles,
and acquire images, among other functions. Therefore, the proposed intelligent wheelchair design improves the interactive
performance of the intelligent operating system, facilitates the travel of the elderly and the disabled, and has good practical value.

1. Introduction

Today, the overall world population is aging. For the first
time in history, older people might outnumber children in
years to come. Like many developed countries, China has
also entered an aging society. Nevertheless, Chinese society
has some unique characteristics. For example, as the Chinese
tradition extends, respect and care for the elderly are deemed
a virtue, and people pay more attention to the life of the
elderly. Meanwhile, with the rapid social development and
family planning policies, most Chinese families have under-
gone substantial structural changes. As a result, many
elderlies are left unattended or forced to live alone, aggra-
vated by rapid urbanization that has attracted most young
people out of their hometowns. Not to mention the many
disabled who still demand further social attention to lead a
better life. These social matters have become a concern for

both the state and society. Thus, more attention is being paid
to improving the life quality of the elderly and the disabled.
Notably, the present work holds that barrier-free informa-
tion communication is the most important for these partic-
ular groups. It has high practical significance under science
and technological development and the intelligent era [1].

Information interaction design is an interdisciplinary
subject of information design, interaction design, and sen-
sory design. Information design deals with the organization
and representation of data: transforming data into valuable
and meaningful information. Interaction design is carried
out according to the sensory needs of different users to
improve information efficiency. In this paper, the interaction
design based on fuzzy control theory is carried out for the
elderly accessible wheelchair operating system. It was aimed
at improving the user experience of elderly wheelchair users.
At present, wheelchairs have become a scientific and reliable
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resort for many people with physical impairment, including
some elderly and physically disabled groups. Mainly, wheel-
chairs can either be controlled manually or electronically
(automatically). Apparently, the manual operation requires
family or professional nurses’ assistance, sometimes not fea-
sible for low-income or solidary groups. On the other hand,
the automatic wheelchair control system performs poorly in
obstacle avoidance, especially in multiobstacle environments.
The handling of information interaction systems needs to
be improved. In a nutshell, these wheelchairs are far from
intelligent [2, 3]. For example, most available wheelchairs
are not equipped with an antilock braking system (ABS)
to avoid skidding [4]. Accordingly, Wu et al. [5] introduced
a wheelchair-intelligent ABS structure to improve user
safety, including the adaptive neural fuzzy inference system
(ANFIS) and friction coefficient estimation system. The fric-
tion coefficient estimation system used a particle filter (PF)
to quickly adapt to nonlinear states and unknown environ-
ments. The system provided accurate ABS braking control
according to the road’s friction coefficient range. The ABS
used a gyroscope to detect wheelchair acceleration and
angle and then calculated the parameters. The user could
click the on-chair stop button to activate the ABS. The
results implied that the proposed ABS could effectively
shorten the braking time and distance and improve wheel-
chair riding safety. Luo et al. [6] designed a toilet-assisted
wheelchair system to solve the problems of difficulty getting
up and unsanitary toilet treatment for the disabled, the
elderly, and other wheelchair users. The designed wheelchair
system adopted a single-chip microcomputer (SCM) for
intelligent information control. It had two main functions:
assisting wheelchair users in getting into the wheelchair and
collecting the pollutants discharged. Experiments showed
that the toilet-assisted wheelchair was more ergonomic in
helping users get up and more convenient and hygienic in
treating toilet waste than similar products.

With the rapid development of mobile terminal platform
technology and the increasing popularity of the smartphone
(SPHN), more and more services have been offloaded to ter-
minals. Android operating system has been widely used as
the mainstream mobile operating system because of its free
features and powerful functions. Employing the Android
platform to realize more daily applications, especially mobile
portable medical devices, has become an important research
field. Arguably, with the growing trend of worldwide popu-
lation aging, the intelligent wheelchair will get a higher
market share shortly. Meanwhile, all nations invest more
resources into intelligent and more user-friendly wheelchair
Research and Development (R&D). Moreover, designers
need to fully consider the actual scenarios and users’ practi-
cal needs during the marketization of intelligent wheelchairs.
For example, there is an increasing number of solitary elderly
wheelchair users. Monitoring functions and more accessible
human-computer interaction (HCI) design might be of great
importance for these groups. Based on the above analysis, the
present work designs a wheelchair intelligent information
interaction system (IIIS) based on obstacle avoidance algo-
rithm (OAA).Then, the wheelchair IIIS’s obstacle avoidance
function is improved using fuzzy control theory. The obstacle

avoidance performance is verified through experimental
design. Therefore, the proposed wheelchair IIIS can improve
the convenience of system operation, facilitate the elderly and
the disabled to move more conveniently and quickly, and has
certain practical value

2. Materials and Methods

2.1. IIIS Information Scheme Design of Wheelchair
Operating System

2.1.1. Information Function Requirements of Wheelchair
Operating System. A wheelchair IIIS is designed to facilitate
the movement of the elderly and some particular groups.
Safety is the top priority. Meanwhile, the wheelchair should
be designed with easy-to-accessible and detailed information
operating systems. Overall, the design should adhere to
safety, reliability, and accessibility principles [7, 8]. The
functions of the wheelchair IIIS read as follows:

(1) The intelligent wheelchair can turn around, change
direction, and emergency brake during driving.
These systems should be made simple and with
remote monitoring functions

(2) Upon encountering obstacles, the intelligent wheel-
chair should avoid obstacles automatically

(3) To enable users to control better, the intelligent
wheelchair should be able to monitor the surround-
ing environment in real time

(4) On irregular road sections, the wheelchair should
not fall, and it can automatically alarm against an
emergency

2.1.2. Overall IIIS Scheme Design. Generally, the intelligent
wheelchair comprises a mechanical structure and operating
system. The operating system is similar to human organs
and is the core part of the entire intelligent wheelchair,
whereas the mechanical structure is identical to the human
body, carrying the hardware circuit of the operating system
[9, 10]. There are two most common wheelchairs: traditional
wheelchairs and simple electric wheelchairs. Traditional
wheelchairs generally need extra assistance to manipulate
and, thus, increase the labor cost. The electric wheelchair
controls the movement through the joystick, with certain
potential safety concerns in use [11, 12]. Against these prob-
lems, this section designs a wheelchair IIIS with a personnel
monitoring function and automatically obstacle avoidance
function.

The intelligent wheelchair mounts a chassis driven by a
four-wheel robot. The seat is installed on the moving mech-
anism. Three ultrasonic sensors are installed in the forward
direction of the wheelchair. The control joystick and control
button are installed on the right armrest of the wheelchair,
which can control the moving direction and accelerate and
decelerate, brake, and whistle. The wheelchair IIIS equips
with both the touch screen control system (TSCS) and joy-
stick control system (JCS). Additionally, a camera is set above
the wheelchair to collect the environmental information.
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Then, the wireless communication module transmits the
camera images to the SPHN so that the user can understand
the surroundings in real time, to better control the wheel-
chair. Figure 1 presents the overall framework of the designed
wheelchair IIIS.

Figure 1 reveals that the microcontroller (MC) is the
core part of the wheelchair IIIS, responsible for controlling
the wheelchair operating system. The motor drive module
controls the forward and the reverse rotations, acceleration,
and deceleration. Meanwhile, the motor drive module
detects obstacles and transmits the information to the MC
to avoid the obstacles automatically. Wireless fidelity (Wi-
Fi) module is connected with the MC through the serial port
to realize the remote control. The angle sensor module mea-
sures the inclination angle of the wheelchair during move-
ment to judge the wheelchair’s real-time states. In front of
the steps, the wheelchair IIIS can timely brake to prevent
the wheelchair from falling. Even if the wheelchair falls acci-
dentally, the monitoring alarm module will send an alarm
signal in time to the guardians of the user in the form of
short messages. Simultaneously, the wheelchair IIIS can
alarm to remind the surrounding people to help the vulner-
able users. The camera module collects the environmental
images around the wheelchair. It transmits them to the
SPHN for users to observe the situation behind the wheel-
chair and operate safely.

2.1.3. Design of Intelligent Wheelchair Control Mode. Most
wheelchair users are either the elderly or with impaired legs
and feet. Therefore, the advantages and disadvantages of
control methods for different groups differ significantly,
which should be a top concern in wheelchair IIIS design.
So far, two control methods prevail in the market: TSCS
and JCS. Figure 2 illustrates the existing form of HCI mode.

(1) Voice Control System. The user sends instructions to the
operating system in the form of speech. Upon receiving user
instructions, information identification and response are
activated. Thanks to the fast-growing speech recognition
technology in recent years, voice control is seeing broader
applications in intelligent terminals. However, voice control
has some defects. For instance, unclear voice commands can
hardly be correctly recognized. Thus, the current voice con-
trol technology heavily depends on users’ voice clarity. The
interactive effect of voice information needs to be improved.

(2) TSCS. Users can simply slide their fingers on the SPHN
screen to send commands to the operating system. It is
widely used because TSCS is easy to learn, convenient, and
simple to operate. Besides, it can also be remotely operated
through SPHN.

(3) Visual Control System. This control method collects the
user’s gestures and other limb movements through the visual
sensor. The advantages are easy to operate and highly reli-
able. The disadvantages are high requirements for hardware
equipment, complex control algorithm, cross-disciplinary
methodology, high price, and some technical problems.

Therefore, the visual control mode will not be considered
in the proposed wheelchair IIIS.

(4) JCS. Mainly, the JCS sees applications in electric wheel-
chairs. It is relatively straightforward and flexible, so it is
widely used.

Therefore, the proposed wheelchair IIIS combines the
TSCS with JCS to simultaneously realize traditional control
and remote control based on the analysis above.

2.1.4. Design of Obstacle Avoidance Mode of the Wheelchair
IIIS. Wheelchair IIIS uses sensors to collect environmental
information to avoid obstacles automatically. In recent years,
there have been many kinds of sensors. Still, only three types
are often used in robot obstacle avoidance, namely, ultrasonic
measurement, infrared measurement, and image acquisi-
tion [13].

(1) Ultrasonic Measurement. The so-called ultrasonic sensor
detects objects through ultrasonic waves, as shown in
Figure 3. The ultrasonic sensor module sends out the short
wavelength sound signals to detect direction. The sound
wave will be reflected from the object along the way, and
the MC will pinpoint the object according to the calculated
reflection time. Such a detection method is relatively simple
and is more robust against environmental influences.

(2) Infrared Measurement. Like ultrasonic measurement,
the wave (light) is reflected once it reaches an object. The
reflection time is used for measurement. Nevertheless, unlike
ultrasonic measurement, it is highly sensitive to environmen-
tal impact.

To sum up, the ultrasonic measurement is relatively sim-
ple and more robust to environmental factors. Thus, the
proposed wheelchair IIIS employs ultrasonic sensors.

2.2. Elderly Accessible Wheelchair IIIS Design Based on Fuzzy
Control. Obstacle avoidance system (OAS) is the crucial link
of wheelchair IIIS, so there are high requirements for its reli-
ability. Specifically, it should mainly concern two functional
requirements: the sensor control module and OOA. Because
of the complexity of the wheelchair environment, there are
many uncertainties, such as motor effects, which might
affect the performance of wheelchair IIIS [14]. To this end,
this section applies the fuzzy control algorithm in the OAS
of wheelchair IIIS.

2.2.1. Fuzzy Control. The idea of fuzzy control is to control
objects with computers over people. Essentially, it is a com-
puter simulation of people’s ideas of control [15]. Artificial
control experiences will be coded into fuzzy rules. Thus,
fuzzy control is an intelligent control approach, as demon-
strated in Figure 4.

Figure 4 indicates that the fuzzy controller contains the
fuzzy interface, inference engine, defuzzification interface,
and knowledge base. The fuzzy interface maps the accurate
input variable into the corresponding fuzzy quantity to
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promote the controller to identify the output quantity. The
inference engine can change fuzzy input into fuzzy output.
The defuzzification interface is responsible for transforming
the unrecognizable fuzzy quantities into recognizable quan-
tities. Lastly, the knowledge base includes a database and
rule base. The database can save the data in the controller.
At the same time, the rule base is a fuzzy rule collection writ-
ten in fuzzy language simulating human thought [16, 17].
Fuzzy controllers work like this: firstly, it fuzzifies the output

and then turns it into the fuzzy quantity the fuzzy system
recognizes. Secondly, it infers the input based on fuzzy con-
trol rules through an inference engine to obtain the output of
the fuzzy system. Thirdly, it transforms the output into iden-
tifiable quantities and transmits them to the controlled
objects. Finally, it completes an entire control process. Fur-
ther, the fuzzy controllers compare the input and output
and calculate the deviation, and a new round of the fuzzy
control process begins to obtain a new control quantity.
Overall, the fuzzy control is an iteration process based on
one such circle [18, 19].

Advantages of fuzzy control are as follows: (1) fuzzy con-
trol is a rule-based control, which directly adopts language
control rules. The starting point is the control experience of
field operators or the knowledge of relevant experts. It does
not build an accurate mathematical model of the controlled
object, so the control mechanism and strategy are easy to
accept and understand. The design is simple and easy to
apply. (2) It is easier to establish language control rules from
the qualitative understanding of industrial processes. Thus,
fuzzy control is very suitable for those objects whose mathe-
matical model is difficult to obtain, dynamic characteristics
are challenging to grasp, or changes are very significant. (3)
The model-based control algorithm and system design
method easily lead to significant differences due to different
starting points and performance indexes. Nevertheless, a
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system language control rule has relative independence. The
fuzzy connection between these control rules makes it easy to
find a compromise choice, so the control effect is better than
that of the conventional controller. (4) Fuzzy control is
designed based on heuristic knowledge and language deci-

sion rules, which is conducive to simulating the process and
method of manual control, enhancing the control system’s
adaptability, and making with a certain level of intelligence.
(5) The fuzzy control system has strong robustness and has
significantly weakened the influence of disturbance and
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parameter change on the control effect. Hence, it is especially
suitable for controlling nonlinear, time-varying, and pure
delay systems.

A fuzzy controller can be one-dimensional (1D), two-
dimensional (2D), or even three-dimensional (3D). The 1D
fuzzy controller contains only one input, the deviation
between system output and expected value. Equation (1)
expresses its fuzzy relationship:

R x,yð Þ = ∪
n

i
Ai × Bi: ð1Þ

In Equation (1), Ai represents the input subset, and Bi
denotes the output subset.

The 2D fuzzy controller has two inputs: deviation and
the deviation derivative to time. At present, the 2D fuzzy
controller is most widely used. Equation (2) calculates its
fuzzy relationship:

R x,y
� �

= ∪
n

i=1
A1i × A2ið Þ × Bi: ð2Þ

In Equation (2), A1i and A2i represent the input subset,
and Bi indicates the output subset.

The 3D fuzzy controller has three inputs: deviation,
the first derivative of deviation to time, and the second
derivative of deviation to time. Because the 3D fuzzy con-

troller has many input variables, multiple control rules are
required, increasing system calculation and the control
time while reducing system response. Therefore, 3D fuzzy
controllers are hardly seen in practical applications.

2.2.2. Design Method of Fuzzy Controller

(1) Fuzzification. The fuzzification process collects sensor
information and converts them into language quantity.
Then, it establishes membership function (MF) for different
language quantities and finally expresses it through a fuzzy
set [20]. In general, the method of changing digital variables
into fuzzy linguistic quantities reads as follows:

(1) Single point set method: it fuzzifies the input data x’s
exact value and then turns it into two separate fuzzy
sets. The fuzzy set is marked as A, and the single
point set is as follows:

μA =
1 x = x0ð Þ
0 x ≠ x0ð Þ

(

ð3Þ

Importantly, the single point set method only transforms
the digital quantity into fuzzy quantity on the surface, but it
does not transform the digital quantity into fuzzy quantity in
essence.

(2) Triangular fuzzy set method: the noisy fuzzy input is
a fuzzy random variable. Such MF is regarded as an
isosceles triangle. In fuzzy triangular sets, the vertices
are the average of random numbers, and the length
of the bottom edge is 2σ (σ is the standard deviation
(SD) of a random number)

(3) Normal distribution function method: it is the most
commonly used MF among fuzzy variables, as
expressed by

μA xð Þ = e− x−xoð Þ2/2σ2 ð4Þ

In Equation (4), xo refers to the expected value, and σ
represents the SD.

(2) Knowledge Base. The knowledge base is at the core of
the fuzzy controller and is a set of expert-generated rule
bases [21]. Fuzzy rules can be established through param-
eter settings, such as state, output, and control variables.
Meanwhile, the knowledge base should consider the com-
patibility and integrity between control rules. Usually, the
description accuracy depends on the input of fuzzy variables.
Precisely, more input leads to higher accuracy and more
complex rules until the control rules become too complex
to maintain proper efficiency and control effect. Therefore,
the fuzzy variables should be set according to the specific sit-
uation. Each fuzzy rule determines a fuzzy Ri relationship.
Then, iteratively, the fuzzy relationship R of the whole system

Figure 5: Wheelchair OAS path selection.
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can be obtained through the logical relationship between
fuzzy statements, as shown below:

R = R1 ∪ R2∪⋯∪Rm = ∪
m

i=1
Ri: ð5Þ

(3) Fuzzy Reasoning. Simply put, fuzzy reasoning compares
the fuzzy input with the fuzzy rule base and then outputs
the reasoning results according to the reasoning method. It
often uses the likelihood inference method and the min-
max method.

(4) Defuzzification. Generally, the control signal is an exact
quantity, but fuzzy reasoning generates a fuzzy quantity, so
it is necessary to fuzzify the output [22]. Barycenter,

weighted average, and maximum membership methods are
often used in practical applications.

2.3. Fuzzy Obstacle Avoidance Information Interactive
Control Strategy for Wheelchair IIIS Operating System. The
right priority selection strategy is adopted to improve the
efficiency and accuracy of wheelchair OAS. In simple terms,
the wheelchair will prefer to move towards the right when it
gets too close to an object. Nevertheless, if the obstacle is
happened to be on the right, the wheelchair will choose to
move to the left. Since obstacles’ relative positions to the
wheelchair are random, the wheelchair OAS might choose
different paths every time. Figure 5 manifests the wheelchair
OAS flow.
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Figure 6: Flow of fuzzy control program.
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Further, practical applications have to consider dead cor-
ners in wheelchair operations. In that case, the wheelchair
will be surrounded by obstacles from three directions.
Therefore, a reverse path selection design must be included
in wheelchair OAS. Specifically, against multiple obstacles,
the wheelchair OAS first selects a path, remembers it, and

then selects the new path based on historical memories if
the path is still obstructed. The operation will repeat itself
until all obstacles are avoided.

2.4. Software Implementation of OAA. Subsequently, OAS
inputs the obstacle distance information and the direction
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angle between the wheelchair and the target and outputs the
wheelchair steering angle. Here, the OAA of the wheelchair
IIIS is coded by C programming language. Figure 6 demon-
strates the core part of the fuzzy control-based wheelchair
OAA.

This section proposes to combine the wheelchair OAS
operating system with a fuzzy control-based active user con-
trol strategy. Doing so improves the information collection
rate, the information interaction effect, and the obstacle
avoidance performance of the wheelchair. Specifically, the
wheelchair motion control is realized by the user. The pro-
posed automatic obstacle avoidance control strategy will
guide the wheelchair to avoid obstacles successfully.
Figure 7 displays the procedure flow of the proposed fuzzy
automatic obstacle avoidance control strategy.

Based on Figure 7, the programming software codes
the wheelchair OAA. Then, the OAA will be further tested
through practical obstacle avoidance experiments.

3. Results

3.1. Information Interactive Performance Test of Wheelchair
IIIS Operating System’s Directional Control. The experimen-
tal steps of the control and operation performance test of
the wheelchair IIIS are as follows. First, the TSCS experi-
ment is designed for the intelligent wheelchair IIIS. Then,
the JCS experiment is carried out. The proposed wheelchair
IIIS controls the front, rear, left, and right acceleration and
deceleration of the wheelchair, respectively. SPHN TSCS
interface is more suitable for elderly information acquisition.
Specifically, it marks the four virtual buttons with prominent
direction symbols. Then, it develops the acceleration, decel-
eration, emergency stop, braking, and whistle buttons. As

such, it substantially improves the controllable interactive
performance of the interface. Now that everything is ready,
the TSCS and JCS control the wheelchair to accelerate, decel-
erate, and brake in the front, rear, left, and right directions,
respectively. Figure 8 specifies the results.

Figure 8 indicates that the accuracy of SPHN TSCS is
98.1%, the average angle is 93°, and the total time cost is
54 seconds. The accuracy of the JCS is 99.2%, the average
angle is 89°, and the total time cost is 50 seconds. Hence,
the sensitivity of SPHN TSCS is higher than JCS; the joystick
is more convenient to manipulate than the SPHN touch
screen. The practicability of these two control methods is
both very strong. Therefore, the proposed two independent
control methods meet control performance requirements.

3.2. Angle Acquisition and Measurement. Mpu-6050 triple-
axis gyroscope module is used to collect the inclination angle
of the wheelchair. The theoretical measurement range is
-180°~180°, and the accuracy is 0.01°. Here, the accuracy of
angle acquisition and measurement is measured by absolute
error (AERR). AERR is the difference between the analysis
result and the actual value. The accuracy is usually expressed
through error. The smaller the error is, the higher the accu-
racy of the analysis result is. Figure 9 displays the actual
measurement results.

Figure 9 signifies that the maximum measurement error
of the module is 0.3° and the minimum is -0.45°. Thus, the
measurement accuracy is very high, and the functional per-
formance is stable and reliable, meeting the design require-
ments. The obstacle avoidance control realized by the
ultrasonic module can achieve a good obstacle avoidance
effect in single and multiple obstacle environments. Ultra-
sonic obstacle avoidance has a larger obstacle avoidance
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angle and is safer than infrared obstacle avoidance. There-
fore, the proposed fuzzy obstacle avoidance control strategy
is feasible and meets the design requirements.

3.3. Simulation Analysis of OAA. The learning conditions in
the obstacle avoidance simulation experiment are set as fol-
lows: the total number of moves per time is 1,000 steps, and
the number of learning times is 20. Figure 10 illuminates the
specific simulation effect and learning effect.

Figure 10 corroborates that during the learning process
of automatic obstacle avoidance, the number of steps of
autonomous walking of the intelligent wheelchair fluctuates
significantly at the beginning and gradually decreases at
the end. The steps of the obstacle avoidance movement also
change greatly at the beginning and then slowly stabilize a
little later. The learning effect is the ratio of the number of
steps of autonomous walking to the number of steps of
obstacle avoidance movement. The learning effect is signifi-
cantly improved with the increase of learning times, so the
obstacle avoidance performance of the proposed wheelchair
IIIS has been improved.

4. Conclusion

Nowadays, there has been a rising voice for improving the
quality of life of the elderly and the disabled. The present
work holds that the elderly’s convenience to move is of
utmost importance and practical significance. To this end,
this paper designs a wheelchair IIIS based on fuzzy control
theory and OAA. At the same time, a fuzzy obstacle avoid-
ance control strategy is proposed for the wheelchair IIIS.
Then, practical experiments are designed to test the perfor-
mance of the proposed OAA of wheelchair IIIS. The experi-
mental outcomes are as follows. (I) The accuracy is 98.1%,
the average rotation angle is 93°, and the total time cost is
54 seconds for the TSCS. (II) For JCS, the accuracy is 99.
2%, the average angle is 89°, and the total time cost is 50 sec-
onds. Hence, the SPHN TSCS is more sensitive than the JCS,
and the control joystick is more convenient to manipulate
than the touch screen in the SPHN for the elderly. The two
independent control modes meet the control performance
requirements, which improves the automatic obstacle avoid-
ance performance of the wheelchair IIIS and has certain
practical value. Based on their sensory functions, elderly
users can obtain new experiences through different control
methods. Also, they can enjoy barrier-free interaction
between people and information equipment. The research
deficiency is that the OAS experiment only involves static
objects and lacks a dynamic performance test. Therefore,
there is a need to continue to expand the use scene of the
wheelchair IIIS in future research.
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While yeast manufacturing consumes a large amount of water per unit of product, water use efficiency varies widely within the
industry due to disparity in water-saving technologies. By stipulating water intake per unit of product, the Norm of Water
Intake––Part 41: Yeast Production (GB/T 18916.41-2019) will standardize production water use and improve the water-saving
level of the yeast manufacturing industry. This paper estimates the industry’s production capacity from 2020 to 2024 through
regression analysis. It examines the distribution of water use efficiency under different policy scenarios based on the standard
for water intake, including the business-as-usual scenario, the bottom-line scenario, the ideal scenario, and the expected
scenario. Then, the water use of the yeast manufacturing industry under different scenarios is calculated, and the water-saving
potential is analyzed by comparing it with the business-as-usual scenario. The results indicate that depending on the intensity
of policy implementation, the average annual water savings will range from 2:5 × 106m3 to 14 × 106m3. The cumulative water
savings will add up to 16 × 106m3 to 51 × 106m3 in the next five years, which is very large.

1. Introduction

Common challenges regarding water resources in the world
include rising demands for water resources due to popula-
tion growth, difficulty in balancing agriculture and urban
development, and various consequences of changing cli-
mate. The water-saving potential is an essential indicator
to measure and guide water resource allocation and plan-
ning. As a part of the fermentation industry, the yeast
manufacturing industry mainly produces yeast and yeast
derivatives. While yeast manufacturing consumes a large
amount of water per product, water use efficiency varies
widely due to disparity in water-saving technologies. At
present, water intake per product unit stands at about
70~100m3/t for yeast and 95~120m3/t for yeast derivatives.
There is considerable room for water saving in the industry
as a whole. The Norm of Water Intake––Part 41: Yeast Pro-
duction (GB/T 18916.41–2019) [1], one of China’s national

standards for water use, specifies water intake per unit of
yeast and yeast derivatives. Under this norm, water authori-
ties carry out planned water management and water licens-
ing, and yeast manufacturers control water saving. The
standard reflects the current level of water use in the yeast
manufacturing industry and will steer the drive towards a
higher level of water saving.

Many studies on potential energy savings and emission
reductions regarding energy and resource conservation can
be found. Typical models include the Market Allocation of
Technologies Model (MARKAL) [2, 3], the Asian-Pacific
Integrated Model (AIM) [4], the Long-range Energy Alter-
natives Planning System (LEAP) [5, 6], the Computational
General Equilibrium Model (CGE) [7], and cluster analysis
[8]. Regarding water-saving areas, research mainly focuses
on agricultural irrigation [9], residential water use, and total
water consumption in regions or cities. The Alliance for
Water Efficiency [10] evaluated water-saving potential for
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single-family households in Detroit via inefficient toilet
replacement and estimated a saving value of 9,721 gallons
per year. The average potential for potable water savings
by using rainwater and greywater ranges from 39.2% to
42.7% among the sample blocks in southern Brazil [11].
Analysis for the water-saving potential in California shows
that water savings would be 0.74 million to 1.6 million
acre-feet per year in the commercial, institutional, and
industrial sectors, and 2.2 million to 3.6 million acre-feet
water per year would be reduced at home due to the consid-
erable progress in improving water use efficiency [12]. Qin
et al. [13] calculated the water-saving potential of the
Beijing-Tianjin-Hebei area in the dimensions of water sav-
ing and resource saving by analyzing the process and
influencing factors of water use in various industries in the
region. Zhu [14] compared the industrial water use effi-
ciency of different areas in China and estimated the water-
saving potential of other provinces with the water use effi-
ciency of Shandong Province as a reference. Song and Gao
[15] identified the advanced level of urban water use based
on the normal distribution and comprehensively proposed
a coefficient to assess urban water-saving potential. Zhao
et al. [16] examined the water consumption of thermal
power generation and evaluated its water-saving potential
by comparing it with the indicators in the relevant national
standards. Zhao Z et al. [17] evaluated the water resource
utilization efficiency and water-saving potential develop-
ment landscape and path of different scenarios in 2035 in
comparison to Shenzhen. Recently, study on the coal-to-
synthetic natural gas process showed that by taking water-
saving gasification technology, zero liquid discharge, inte-
grating the water networks, and improving other units,
water consumption can be lower than 3.50 t/kNm3 water
saved [18].

The existing studies on water-saving potential are mainly
conducted about water appliances and unconventional water
use at a regional scale, with few studies specific to industries.
Water quota is also rarely considered. Without adequate
decision-making support for quotas and policy targets, the
norm fails to produce the desired effect. The scenario analy-
sis is commonly used in forecasting and assessing the water
availability and consumption [19, 20], simulation and
impact of technological introduction, and governance
regimes about water [21–24].

In this work, we used a combination of regression anal-
ysis and scenario analysis to explore the changes in the cor-
responding industry scale and water intake after the
implementation of the water intake quota standard, establish
a water-saving forecast model, and explore its water-saving
potential.

2. Method

Based on stipulated water use level, combined with survey
data, industry size in five years (2019–2024) after the Norm
of Water Intake––Part 41: Yeast Production (GB/T
18916.41–2019) enters into force is identified through
regression analysis. Taking into account the distribution of
water use levels in the industry when the standard was

released (2019), three policy scenarios of water use are
designed, in contrast to the business-as-usual (BAU) sce-
nario where the norm is absent, to analyze the possible
impact of the standard on water use efficiency. Water sav-
ings under these scenarios are estimated, that is, the water-
saving potential brought by the standard under different
scenarios.

3. Production Capacity Forecast

Yeast and yeast derivatives are the main products of the
yeast manufacturing industry, approximately representing
70% and 30% of the industrial production capacity, respec-
tively. Yeast, characterized by complete yeast cells, includes
highly active dry yeast, fresh yeast, nutritional yeast, and
inactive yeast. Yeast derivatives encompass yeast extract,
autolysed yeast, yeast protein, polypeptide, yeast cell wall,
and yeast zymosan. According to the China Yeast Industry
Analysis Report, 2020–2026: Development Model and Plan-
ning, China’s yeast production grew year by year from
2012 to 2018 as the specific numbers are 280,000 tons,
294,000 tons, 308,000 tons, 318,000 tons, 330,000 tons,
350,000 tons, 373,000 tons, and 394,000 tons (Figure 1).

Based on the 2012–2018 data of yeast production, the
linear regression equation for annual yeast production is cre-
ated in Excel, as shown below:

y = 1:5845x + 25:957: ð1Þ

The results show that the correlation coefficient (r) of
variables in the linear regression equation is 0.9798. In other
words, yeast production is positively and increasingly corre-
lated with the year.

According to the equation, it is inferred that, after imple-
menting the norm mentioned above, the annual yeast pro-
duction will be 402,000 tons, 420,000 tons, 438,000 tons,
457,000 tons, and 474,000 tons from 2020 to 2024, respec-
tively. Since yeast and yeast derivatives account for 70%
and 30% of the total production capacity according to indus-
try research, it is estimated that the annual output of yeast
derivatives during this period will reach 172,000 tons,
180,000 tons, 188,000 tons, 196,000 tons, and 203,000 tons,
respectively.

4. Scenario Analysis of Water Use in the Yeast
Manufacturing Industry

The structure of production capacity with different water use
efficiency before the Norm of Water Intake––Part 41: Yeast
Production (GB/T 18916.41–2019) takes effect (2019) is
regarded as the BAU scenario (scenario 0). Based on the
standard for water intake specified in the norm (Table 1),
three states of water use efficiency distribution after the entry
into force of the norm are drawn, i.e., the bottom-line sce-
nario (scenario 1), the ideal scenario (scenario 2), and the
expected scenario (scenario 3), to represent different water-
saving management levels and policy implementation inten-
sity. Table 2 shows the specific scenario setting method and
the policy implication.
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According to the survey of yeast factories, yeast output
totals 202,000 tons. Among them, about 32,000 tons, that
is, 16% of the surveyed production capacity, used 85m3/t
of water per unit of product in 2016. In addition, 60% met
the standard (70m3/t) for water use efficiency of newly built
(renovated and expanded) enterprises, while 24% reached
the advanced level (65m3/t).

Enterprises covered by the survey are generally large and
technologically advanced in China. Those not included in
the study may be small and relatively backward, with a weak
capacity to promote cleaner production and advanced tech-
nology. Hence, their water use efficiency is very likely to
exceed 85m3/t. Taking into account the water use efficiency
and production capacity of such enterprises, more than 30%
of the yeast production capacity in China has water use effi-
ciency higher than 85m3/t; about 55% has water use effi-
ciency up to the minimum standard, but still below the
standard for newly built (renovated and expanded) enter-
prises (70~85m3/t); about 10% reaches the standard for
newly built (renovated and expanded) enterprises, but not
the advanced level (65~70m3/t); and around 5% achieved
the advanced level (65m3/t).

Suppose the norm of water intake is not adopted. In that
case, under the BAU scenario, the water efficiency is slowly
improving from 30%, 55%, 10%, and 5% of 2019 to 10%,

60%, 20%, and 10% of 2024 for the production capacity of
more than 85m3/t, in the range of 70~85m3/t, in the field
of 65~70m3/t, and less than 65m3/t, respectively, as in
Figure 2.

In the bottom-line scenario, with the norm’s implemen-
tation, the backward production capacity meets the stan-
dard, and five years after the norm takes effect, the main
production capacity (60%) reaches the bars for newly built
enterprises, and the production capacity that only passes
the bars for existing enterprises and reaches the advanced
ones, respectively, accounts for 20%. More specifically, the
production capacity of water use efficiency in the range of
70~85m3/t, in the field of 65~70m3/t, and less than 65 m3/
t slowly changed from 70%, 20%, and 10% to 20%, 60%,
and 20%, respectively, as shown in Figure 3. The production
capacity below the minimum standard is eliminated in the
ideal scenario. All the production capacity reaches the
advanced level five years after the norm enters into force
(2024), as shown in Figure 4. The production capacity below
the minimum standard is eliminated in the expected sce-
nario. 70% of the production capacity in the industry gradu-
ally reaches the standard for newly built (renovated and
expanded) enterprises, and 30% reaches the advanced level
five years after the norm enters into force (2024), as shown
in Figure 5.

5. Analysis of Water-Saving Potential

Water savings from yeast and yeast derivative production
are estimated by calculating water use under different sce-
narios and comparing it with the BAU scenario.

5.1. Calculation of Water Use under the BAU Scenario. The
BAU scenario (scenario 0) assumes that the industry water
efficiency is slowly increasing, including the backward
capacity that does not meet existing enterprises’ standards.
In the BAU scenario, water efficiency remains the same after
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Figure 1: Yeast production capacity, 2012–2019.

Table 1: The quota for water intake specified in the norm GB/T
18916.41-2019 (in cubic meters per ton).

Yeast
Yeast

derivatives

Existing enterprises 85 115

Newly built (renovated, expanded)
enterprises

70 100

Advanced enterprises 65 90
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2019 as in 2018. In other words, 30%, 55%, 10%, and 5% of
the production capacity have water use per unit of product
larger than 85m3/t, in the range of 70~85m3/t, in the field
of 65~70m3/t, and less than 65m3/t, respectively. With the
advancement of technology, the water efficiency of the
industry is slowly improving. By 2024, the excellent produc-
tion capacities that achieve the above water efficiency will be
10%, 60%, 20%, and 0%. From 2019 to 2024, the water used
for yeast production is calculated to be 31:27 × 106m3,
31:56 × 106m3, 32:60 × 106m3, 33:62 × 106m3, 34:68 ×
106m3, and 35:55 × 106m3, respectively. The water used to
produce yeast derivatives is estimated to be 18:40 × 106m3,

18:56 × 106m3, 19:25 × 106m3, 19:92 × 106m3, 20:58 ×
106m3, and 21:11 × 106m3, respectively. Thus, the water
consumption of the yeast manufacturing industry as a whole
in the next five years will reach 49:67 × 106m3, 50:12 × 106
m3, 51:85 × 106m3, 53:54 × 106m3, 55:25 × 106m3, and
56:66 × 106m3, respectively. Table 3 shows the output and
water use of different products and the total water use under
the BAU scenario in the next five years.

5.2. Water-Saving Potential in the Bottom-Line Scenario. The
bottom-line scenario (scenario 1) assumes that the backward
production capacity meets the standard, and five years after

Table 2: Scenario design for water-saving potential calculation.

No. Parameter setting method Policy implication

Scenario 0:
BAU scenario

Industry water efficiency is slowly increasing, including the
backward capacity that does not meet the standard for

existing enterprises (Figure 2).

The norm is not implemented, a benchmark scenario
compared to other scenarios.

Scenario 1:
bottom-line
scenario

The backward production capacity meets the standard. Five
years after the norm takes effect, the main production

capacity (60%) reaches the bars for newly built enterprises.
The production capacity that only passes the bars for
existing enterprises and reaches the advanced ones,

respectively, accounts for 20% (Figure 3).

Policy implementation is weak. Only the minimum
requirements are met, representing the bottom line of water

savings.

Scenario 2:
ideal scenario

The backward production capacity meets the standard. Five
years after the norm takes effect, all the production capacity

is advanced (Figure 4).

The norm plays a significant role in significantly improving
the water efficiency of the yeast manufacturing industry. The

estimates represent the ideal amount of water savings.

Scenario 3:
expected
scenario

The backward production capacity meets the standard. Five
years after the norm takes effect, with the replacement of
production capacity, 70% of the production capacity in the
industry reaches the bars for newly built enterprises, and

30% reaches the advanced level (Figure 5).

The norm plays a role in improving the water efficiency of
the yeast manufacturing industry. The estimates represent

the expected amount of water savings.
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the norm takes effect, the main production capacity (60%)
reaches the bars for newly built enterprises, and the produc-
tion capacity that only passes the bars for existing enter-
prises and reaches the advanced ones, respectively,
accounts for 20%. That is to say, in the bottom-line scenario,
the production capacity of water use efficiency in the range
of 70~85m3/t, in the field of 65~70m3/t, and less than

65m3/t slowly changed from 70%, 20%, and 10% to 20%,
60%, and 20%, respectively. From 2019 to 2024, the water
used for yeast production is calculated to be 29:06 × 106
m3, 29:19 × 106m3, 30:01 × 106m3, 30:79 × 106m3, 31:60
× 106m3, and 32:23 × 106m3, respectively. The water used
for the production of yeast derivatives is estimated to be
17:37 × 106m3, 17:42 × 106m3, 17:97 × 106m3, 18:50 ×
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106m3, 19:00 × 106m3, and 19:39 × 106m3, respectively.
Therefore, the water consumption of the yeast manufactur-
ing industry as a whole in the next five years will be 46:42
× 106m3, 46:61 × 106m3, 47:98 × 106m3, 49:29 × 106m3,
50:60 × 106m3, and 51:62 × 106m3, respectively. Compared
with the BAU scenario, water savings in the bottom-line sce-
nario are expected to reach 3 ~ 5 × 106m3 per year and 24
× 106m3 in total by 2024, the water efficiency increased by
8.9%. Table 4 shows the output and water use of different
products and the total water use in the next five years in
the bottom-line scenario and water savings compared with
the BAU scenario.

5.3. Water-Saving Potential in the Ideal Scenario. The ideal
scenario (scenario 2) assumes that the backward production
capacity meets the standard, and five years after the norm
takes effect, all the production capacity is advanced. In other
words, under the ideal scenario, 100% of the production
capacity uses less than 65m3/t of water per unit of product.
In the early implementation of the norm, the water use of
the whole industry will shrink due to water use efficiency
improvement of inefficient production capacity. Still, later,
it will tend to rise, driven by a substantial increase in pro-
duction. From 2019 to 2024, the water used for yeast pro-
duction is calculated to be 29:06 × 106m3, 28:18 × 106m3,
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Figure 5: Water efficiency distributions in scenario 3.

Table 3: Water use calculation of the yeast manufacturing industry in the BAU scenario, 2019–2024.

Year 2019 2020 2021 2022 2023 2024

Yeast

Output (×103m3) 394 402 420 438 457 474

Water efficiency distribution (%)

<65m3/t 5 6 7 8 9 10

65-70m3/t 10 12 14 16 18 2

70-85m3/t 55 56 57 58 59 6

>85m3/t 30 26 22 18 14 1

Water intake (×106m3) 31.27 31.56 32.60 33.62 34.68 35.55

Yeast derivatives

Output (×103m3) 169 172 180 188 196 203

Water efficiency distribution (%)

<90m3/t 5 6 7 8 9 10

90~100m3/t 10 12 14 16 18 2

100~115m3/t 55 56 57 58 59 6

>115m3/t 30 26 22 18 14 1

Water intake (×106m3) 18.40 18.56 19.25 19.92 20.58 21.11

Total water intake (×106m3) 49.67 50.12 51.85 53.54 55.25 56.66
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27:84 × 106m3, 27:46 × 106m3, 28:04 × 106m3, and 28:44
× 106m3, respectively. The water used for the production
of yeast derivatives is estimated to be 17:37 × 106m3, 16:87
× 106m3, 16:78 × 106m3, 16:66 × 106m3, 17:01 × 106m3

and 17:26 × 106m3, respectively. Hence, the water consump-
tion of the yeast manufacturing industry as a whole in the next
five years will stand at 46:42 × 106m3, 45:05 × 106m3, 44:62
× 106m3, 44:12 × 106m3, 45:05 × 106m3, and 45:70 × 106
m3, respectively. Compared with the BAU scenario, annual
water savings under the ideal scenario are expected to
reach3 ~ 11 × 106m3, making a total of46 × 106m3by 20
shows the output and water use of different products and the
total water use in the next five years under the bottom-line sce-
nario and water savings are shown in Table 5.

5.4. Water-Saving Potential in Expected Scenarios. The
expected scenario (scenario 3) assumes that the backward
production capacity meets the standard, and five years after

the norm takes effect, 70% of the production capacity
reaches the bars for newly built enterprises, and 30% reaches
the advanced level. In other words, in the expected scenario,
70% and 30% of the production capacity reduce water use to
65~70m3/t and less than 65m3/t, respectively. In the early
implementation of the norm, the water use of the whole
industry will decline due to water use efficiency improve-
ment of inefficient production capacity. Still, it will increase
later as production expands significantly. From 2019 to
2024, the water used for yeast production is calculated to
be 29:06 × 106m3, 28:96 × 106m3, 29:55 × 106m3, 30:07 ×
106m3, 30:60 × 106m3, and 30:× 106m3, respectively. The
water used to produce yeast derivatives is estimated to be
17:37 × 106m3, 17:30 × 106m3, 17:72 × 106m3, 18:10 ×
106m3, 18:45 × 106m3, and 18:68 × 106m3, respectively.
Hence, the water consumption of the yeast manufacturing
industry as a whole in the next five years will amount to
46:42 × 106m3, 46:26 × 106m3, 47:27 × 106m3, 48:17 ×

Table 4: Water use calculation of the yeast manufacturing industry in the bottom-line scenario, 2019–2024.

Year 2019 2020 2021 2022 2023 2024

Yeast

Output (×103m3) 394 402 420 438 457 474

Water efficiency distribution (%)

<65m3/t 10 12 14 16 18 20

65-70m3/t 20 28 36 44 52 60

70-85m3/t 70 60 50 40 30 20

Water use (×106m3) 29.06 29.19 30.01 30.79 31.60 32.23

Yeast derivatives

Output (×103m3) 169 172 180 188 196 203

Water efficiency distribution (%)

<90m3/t 10 12 14 16 18 20

90-100m3/t 20 28 36 44 52 60

100-115m3/t 70 60 50 40 30 20

Water intake (×106m3) 17.37 17.42 17.97 18.50 19.00 19.39

Total water intake (×106m3) 46.42 46.61 47.98 49.29 50.60 51.62

Annual water savings (×106m3) 3.25 3.51 3.87 4.24 4.65 5.04

Total water savings (×106m3) 3.25 6.76 10.63 14.87 19.52 24.56

Water efficiency increased (%) 6.5 7.0 7.5 7.9 8.4 8.9

Table 5: Water use calculation of the yeast manufacturing industry under the ideal scenario, 2019–2024.

Year 2019 2020 2021 2022 2023 2024

Yeast

Output (×103m3) 394 402 420 438 457 474

Water efficiency distribution (%)

<65m3/t 10 28 48 64 82 1

65-70m3/t 20 25 28 36 18 0

70-85m3/t 70 47 24 0 0 0

Water intake (×106m3) 29.06 28.18 27.85 27.46 28.04 28.44

Yeast derivatives

Output (×103m3) 169 172 180 188 196 203

Water efficiency distribution (%)

<90m3/t 10 28 48 64 82 1

90-100m3/t 20 25 28 36 18 0

100-115m3/t 70 47 24 0 0 0

Water intake (×106m3) 17.37 16.87 16.78 16.66 17.01 17.26

Total water intake (×106m3) 46.42 45.05 44.62 44.12 45.05 45.70

Annual water savings (×106m3) 3.25 5.07 7.23 9.42 10.20 10.97

Total water savings (×106m3) 3.25 8.32 15.55 24.96 35.16 46.13

Water efficiency increased (%) 6.5 10.1 13.9 17.6 18.5 19.4
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106m3, 49:05 × 106m3, and 49:61 × 106m3, respectively.
Compared with the BAU scenario, 3 ~ 7 × 106m3 of water
can be saved annually under the expected scenario, making
30 × 106m3. By 2024, the water efficiency will increase by
12.5%. Table 6 shows the output and water use of different
products and the total water use in the next five years under
the expected scenario and water savings compared with the
BAU scenario.

6. Conclusion

This study uses a combination of regression analysis and
scenario analysis to explore the changes in the correspond-
ing industry scale and water intake after the implementation
of the water intake quota standard, establish a water-saving
forecast model, and explore its water-saving potential. The
results show that under the guidance of different implemen-
tation efforts and policies, the predicted average annual
water saving within five years after implementing the stan-
dard is 5 ~ 9 × 106m3. The accumulated water saving will
be about 24~46 million m3, and the water efficiency will be
increased by 8.9~19.4%. Due to the high concentration of
yeast manufacturing industry, the likely expected scenario
is that all production capacity will meet the new (reconstruc-
tion and expansion) index requirements stipulated in the
water intake quota standard, and 30% of them will reach
the advanced value after five years. Compared with the
BAU scenario, the annual water saving after implementing
the standard will get more than 7 × 106m3. The total water
savings will exceed 30 × 106m3 by 2024 in total. The water
efficiency will increase by about 12.5% in the typical situa-
tion. Therefore, the water intake norm will help create huge
water-saving potential in the yeast manufacturing industry.
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Water resource is an important factor restricting social-economic development. Hebei Province is one of the regions suffering
from severe water shortage in China. Based on the Water Resources Assessment and Planning model, population growth,
economic growth, water-saving, and integrated scenarios were established. The water demand and supply in Hebei Province in
2025 and 2035 were forecasted in this study. The research results show that agriculture is the main unmet water demand
sector. In the absence of large-scale population inflows, the local population growth has little impact on the changes in water
supply-demand. Economic development is one of the main factors affecting water balance. The water-saving scenario has the
greatest impact on water supply-demand. Compared to population and economic growth scenarios, the simulation results of
water demand and unmet water demand were the smallest. Under an integrated scenario, the current situation of water
shortage in Hebei has been greatly improved, but there is still a demand shortage of 44:12 × 108 m3 in 2030. It is necessary to
take measures to improve the carrying capacity of water resources in various regions of Hebei Province and narrow the
regional gap. This study provided a reference for the rational utilization of water resources.

1. Introduction

Water is the source of all life. With the development of social
economy, the available water resources are gradually
decreasing globally [1–3]. Water scarcity has been listed as
a major crisis of the 21st century [4, 5]. Globally, approxi-
mately 71% of the population suffers from moderate to
severe water stress for at least 1 month per year [6]. By
2025, two-thirds of countries will face water scarcity [7].
The per capita water resources in China are only 1/4 of the
world’s per capita availability [8]. At present, water
resources have become a restrictive factor affecting sustain-
able economic and social development. Hebei, as one of
the “capital circle” regions, is an important part of the
national regional development [9]. However, the per capita
water resources in Hebei Province are only 1/7 of the
national average, which is a serious water shortage area.

The shortage of water resources and the imbalance of
supply-demand restrict the economic and social develop-
ment seriously, and it is imminent to allocate and utilize
water resources rationally [10, 11].

Water supply-demand balance analysis refers to the
analysis of the structural relationship between water supply
and water demand in a certain region [12, 13]. Many
scholars have studied the water supply-demand and its
influencing factors. The prediction of impact factors mainly
focuses on population, economy, land use area, and water
quota. Fullerton and Cardenas [14] applied a linear transfer
function (LTF) for short-term forecasting of water demand
for residential and nonresidential customers in Phoenix.
Sun [15] used the logistic model and the grey prediction
model to predict the population and agricultural irrigation
area, respectively. The domestic and agricultural water
demand was calculated. Socioeconomic, environmental,
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and landscape pattern indicators were selected to predict
urban water demand by employing a weighted model [16].
The dynamic change of water resources is affected by multi-
ple factors. The study of a single factor is slightly insufficient
for simulating water resource demand. As a new generation
of water resource management software, the WEAP model
can simulate the interaction between various factors [17].
The assessment of specific water resource issues can be
placed within a comprehensive framework that better simu-
lates changes in the water system. The WEAP model has
been widely used in the balance of water supply-demand
due to its comprehensiveness, intuition, and ease of opera-
tion. The Water Resources Assessment and Planning
(WEAP) and Modular Three-dimensional Finite-difference
Ground-water Flow (MODFLOW) models were used to
evaluate the water balance in seven water basins of Syria
[18]. Zerkaoui et al. [19] analyzed the demand for water
resources under the changes of individual factors such as
population growth, climate change, and agricultural land
use changes and explored the possibility of water resource
allocation in Mabtouh watershed. Abdi and Ayenew [20]
evaluated the application of the WEAP model in the Ketar
subwatershed and used the WEAP model to simulate the
hydrological process of the subwatershed. Yang et al. [21]
used the WEAP model to evaluate the water shortage in
the Beijing catchment area at the watershed scale and dis-
cussed the application advantages of the WEAP model in
water resource management. Liu et al. [22] established a
water energy model by coupling the WEAP and Low Emis-
sions Analysis Platform (LEAP) models and discussed the
energy-saving and water-saving effects of different policies
in Beijing. The balance of water supply and demand is insep-
arable from the local social and economic development. It is
important to the choice of scale for the study of urban water
balance. However, according to the current research, most of
the research focuses on the basin scale, and the related
research on the administrative area scale is seriously
insufficient.

The reasonable prediction of future changes in water
resources is of great value to water resource utilization. Sce-
nario analysis has become the main method for studying the
response of water resources to changing environmental con-
ditions. Under the assumption that a phenomenon or trend
will continue into the future, scenario analysis makes predic-
tions about the possible situations or consequences of a pre-
dicted object [23, 24]. Milano et al. [25] analyzed the
hydrological-climatic characteristics of water crisis in the
SPM basin based on historical monitoring data and pro-
posed the implementation of effective water-saving policies.
Wang et al. [26] explored the response of river water quan-
tity and water quality to environmental changes by establish-
ing a combined model of water quantity and water quality in
the Luanhe River Basin. Freund et al. [27] used the Soil and
Water Assessment Tool (SWAT) and Regional Climate
(HIRHAM) models to carry out a scenario analysis of the
impact of global change on the water volume of the Black
Sea Basin. At present, there are many researches on the
response mechanism of natural conditions when setting
the scenario of water supply and demand balance. Further,

the research of one or several scenarios was focused, but
the simulation analysis of comprehensive scenario was
limited.

Owing to uneven spatiotemporal distribution of water
resources in Hebei, the utilization of water resources varies
with cities, and the problem of water supply and demand
has become increasingly prominent. Given to the uncer-
tainty of national social and economic development, the
establishment of multifactor and all-round scenarios can
better provide scientific advice and reference for dealing
with future water resource crises. In this paper, the popula-
tion growth, economic growth, water-saving, and integrated
scenarios were established at the administrative district scale.
The water resources in Hebei Province were predicted under
different scenarios. This study closely combined the balance
of water supply-demand with socioeconomic development,
which can identify the intraregional differences in water sup-
ply-demand, providing theoretical support for water man-
agement and sustainable development in Hebei Province.
Hebei Province is located in the southeastern part of North
China (36° 03′~42° 40′ N, 113° 27′~19° 50′ E), with Beijing
and Tianjin in the inner ring and Bohai Sea in the east,
which is an important province in North China. Hebei Prov-
ince has a land area of 188,800 km2 with high terrain in the
northwest and low terrain in the southeast. It is the only
province in China with plateaus, mountains, hills, plains,
lakes, and seashores. The plain area in Hebei Province
accounts for 43.3%, about 81,459 km2; the mountainous area
is 90,280 km2, accounting for 48.1% of the total area.

The average surface water resources in Hebei Province
for many years are 120:17 × 108m3, and the distribution of
surface water resources is uneven. According to the 2020
Hebei Water Resources Bulletin, Chengde has the most
abundant surface water resources, and Hengshui has the
least. Moreover, Hebei Province has the most serious over-
exploitation and the largest funnel area in China, accounting
for 1/3 of the total overexploitation area. The groundwater
overexploitation plain area in Hebei Province is
67,000 km2, accounting for 90% of plain area [28].

The average water supply in Hebei Province from 2010
to 2020 was 185:2 × 108m3. As shown in Figure 1, ground-
water supply accounts for 62% of the total water supply,
which is the main water source; surface water and other
account for 35% and 3%, respectively. Hebei Province

62% 3%

Surface water
Ground water
Other

35%

Figure 1: Water supply structure in Hebei Province.
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Table 1: Data sources of the study area.

Data types Scale Description Data sources

Vector
data

Geographic Boundaries, reservoirs, DEM Geospatial Data Cloud (http://www.gscloud.cn/search)

Water
supply

Meteorology
Monthly
(1950-
2020)

Precipitation, temperature, evaporation
China Meteorological Science Data Sharing Network;

European Centre for Medium-Range Weather Forecasts

Runoff
Monthly
(2000-
2020)

Streamflow European Centre for Medium-Range Weather Forecasts

Reservoir
Yearly
(2000-
2020)

Initial storage, volume
Hebei Provincial Department of Water Resources,

Annual Report on national water situation

Groundwater
Yearly
(2000-
2020)

Groundwater initial storage, maximum
withdrawal

Hebei Water Resources Bulletin

Water supply
network

Yearly
(2000-
2020)

Leakage rate of water supply network
Hebei Water Resources Bulletin, China Urban Statistical

Yearbook

Water
demand

Domestic water

Yearly
(2000-
2020)

Annual water use rate, consumption,
reuse rate

Hebei Statistical Yearbook, Hebei Water Resources
Bulletin, Water Resources Bulletin and statistical

yearbook of each city, literature

Industrial
water

Agricultural
water

Environmental
water

Social
and
economic

Population

Yearly
(2000-
2020)

Resident population, birth rate,
mortality rate, natural growth rate

Hebei Statistical Yearbook, Hebei Water Resources
Bulletin

GDP
Industrial added value, water

consumption per 1570 dollars of
industrial added value

Land use Irrigation area, glassland
Hebei Rural Statistical Yearbook, China Environmental

Statistical Yearbook
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Figure 2: The water consumption structure of Hebei Province from 2010 to 2020.
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Figure 3: The schematic model of the Hebei WEAP.

Table 2: Key assumptions of the population growth scenarios.

Population change (P) High-speed growth (P1) Medium-speed growth (P2) Low-speed growth (P3)

Natural population growth rates (‰) 4 2 0.5
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mainly includes four water use sectors: as shown in Figure 2,
total water consumption decreased from 193:68 × 108m3 to
182:77 × 108m3. The agricultural sector is the main source
of water consumption in Hebei Province. Due to the imple-
mentation of agricultural water-saving policies, agricultural
water consumption has been declining in recent years.

In this work, we proposal a WEAP model to analysis the
water resources in China. Reference scenario, population
growth scenario, economic growth scenario, water-saving
scenario, and 27 integrated scenarios were set up. This study
provided a reference for the rational utilization of water
resources.

2. Materials and Methods

2.1. Data Collection and Analysis. The spatial vector data
used in this study was obtained from the Geospatial Data
Cloud (http://www.gscloud.cn/search). The meteorological

data was collected from China Meteorological Science Data
Sharing Network (http://data.cma.cn/) and European Centre
for Medium-Range Weather Forecasts (ECMWF) (https://
cds.climate.copernicus.eu/).

In this paper, water supply data mainly includes river
runoff, groundwater resources, and reservoir water storage.
The water consumption data was divided into four catego-
ries: agricultural water, industrial water, domestic water,
and environmental water. The socioeconomic data used in
this study mainly include the resident population of each
city, population birth rate, population mortality rate, natural
population growth rate, irrigation area, effective utilization
coefficient of farmland irrigation, industrial added value,
water consumption per 1570 dollars of industrial added
value, leakage rate of water supply network, and reuse rate
of industrial water. The data sources include “Hebei Water
Resources Bulletin,” “Hebei Statistical Yearbook,” “Hebei
National Economic and Social Development Statistical
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Figure 4: Water demand of different sectors in Hebei Province from 2022 to 2030 under reference scenario.

Table 4: Key assumptions of the water-saving scenarios.

Water-saving (W) High efficiency (W1) Medium efficiency (W2) Low efficiency (W3)

Residential water consumption quota (L/(person·d)) 60 80 110

Water consumption per 1570 dollars of industrial added value (m3) 8 10 12

Effective utilization coefficient of farmland irrigation 0.747 0.714 0.68

Reuse rate of industrial water (%) 98 95 93

Leakage rate of water supply network (%) 8 10 12

Glassland water consumption quota (m3/m2·a) 0.5 0.6 0.7

Table 3: Key assumptions of the economic growth scenarios.

Economic development (E) High-speed growth (E1) Medium-speed growth (E2) Low-speed growth (E3)

Growth rate of industrial added value (%) 10 6 4.6
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Bulletin,” “Hebei Rural Statistical Yearbook,” “China Envi-
ronmental Statistical Yearbook,” “China Urban Statistical
Yearbook,” Water Resources Bulletin and statistical year-
book of each city, and literature. The main data sources are
shown in Table 1.

2.2. WEAP Model Description. By generalizing the water
resource system, the WEAP model could realize the simula-
tion, prediction, and management of water resources. Gen-
erally, the water resource system is generalized into the
following elements: demand sites, rivers, catchment basins,
reservoirs, groundwater, transmission links, return flows,
wastewater treatment, etc. [29]. The WEAP model is a new

generation of water resource planning software developed
by the Stockholm Environment Institute. It is a comprehen-
sive model that considers water resource development in the
context of water supply, water quality, and ecosystems.
WEAP software studies a city, a single subcatchment, or a
complex river system [17, 30].

2.3. Model Generalization. According to the completeness of
data collection, 2011 was used as the current base year in this
study, and the water supply-demand from 2022 to 2030 was
forecasted. In this paper, month was selected as the time
step, and January was taken as the starting year of hydrol-
ogy. The study area was divided into Baoding (BD),

Agr
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Figure 5: Proportion of water demand of cities in Hebei Province under reference scenario: (a) 2025; (b) 2030
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Figure 6: Proportion of unmet water demand of cities in Hebei Province under reference scenario: (a) 2025; (b) 2030.
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Chengde (LH), Cangzhou (CZ), Handan (HD), Hengshui
(HS), Langfang (LF), Qinhuangdao (QHD), Shijiazhuang
(SJZ), Tangshan (TS), Xingtai (XT), and Zhang jiakou
(ZJK) (all these cities are located in China). Combined with
the characteristics of water consumption in Hebei Province,
the water resources system was generalized into a network
consisting of rivers, reservoirs, and groundwater as water
supply sites and domestic, agricultural, industrial, and eco-
logical water consumption as demand sites. The final gener-
alization of Hebei Province is 44 demand sites, 11 catchment
basins, 11 rivers, 11 groundwater nodes, 11 wastewater treat-
ment plant nodes, 22 runoff/infiltration links, 85 transmis-
sion links, and 44 return flow links. The generalized
diagram of the Hebei WEAP model is shown in Figure 3.

2.4. Model Calibration. To ensure the reliability of the data,
the model accuracy needs to be verified. According to the
Water Resources Bulletin and the statistics of water con-
sumption data, the water shortage in Hebei Province in
2011 was 68:41 × 108m3. The simulation result of unmet
water demand in 2011 is 66:65 × 108m3, which was close
to actual result. Therefore, in this paper, the Hebei WEAP
model established could meet the accuracy requirements of
the balance analysis of water resource supply-demand.

2.5. Model Scenario Design. Based on the current account
year parameters, the reference scenario simulates future

changes without the intervention of any external factors,
such as new policies and technologies. In the reference sce-
nario, the factors affecting water supply and demand were
estimated based on historical years.

Population growth scenarios. Combined with the current
socioeconomic development and fertility policies, low-speed
growth, medium-speed growth, and high-speed growth sce-
narios have been set. According to the “Hebei Province
Urban System Plan (2016-2030),” the total population will
be controlled at about 84 million by 2030. Refer to the
“Hebei Province Population Development Plan (2018-
2035)” and “National Population Development Plan (2016-
2030),” considering the current population changes in Hebei
Province; the natural population growth rates of the differ-
ent scenarios are shown in Table 2.

According to the development goals of the 14th Five-
Year Plan of Hebei Province, with reference to the regional
GDP of Beijing-Tianjin-Hebei in recent years and the cur-
rent economic situation, the economic high-speed,
medium-speed, and low-speed development scenarios have
been established (Table 3).

Based on the “14th Five-Year Plan for Urban and
Municipal Infrastructure Construction in Hebei Province,”
“Hebei Province Water-Saving Action Implementation
Plan,” “Hebei Province Agricultural Sustainable Develop-
ment Plan (2016-2030),” “National Water-Saving Action
Plan,” “Beijing-Tianjin-Hebei Coordinated Development
Outline,” and “Hebei Water Consumption Quota,” water-
saving scenarios were set. The main indicators are shown
in Table 4.

3. Scenario Analysis

3.1. Reference Scenario Analysis. Based on reference scenario,
water demand of different sectors is shown in Figure 4. With
the development of social economy and population growth,
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Figure 7: Water demand in different population growth scenarios from 2022 to 2030.

Table 5: Water demand of different population growth scenarios in
2025 and 2030 (unit: 108m3).

Year Reference
High-speed
growth (P1)

Medium-speed
growth (P2)

Low-speed
growth (P3)

2025 204.72 205.22 204.97 204.78

2030 216.64 217.67 217.15 216.77
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the total water demand has an increasing trend. The total
water demand will increase from 194:15 × 108m3 in 2011
to 204:71 × 108m3 in 2025 and will reach 216:64 × 108m3

by 2030. Agricultural, domestic, industrial, and environmen-
tal water demand will increase to 138:13 × 108m3, 24:93 ×
108m3, 33:60 × 108m3, and 8:05 × 108m3 in 2025. By 2030,
four categories of water demand will reach 140 × 108m3,
25:31 × 108m3, 42:89 × 108m3, and 9:36 × 108m3, respec-
tively. The agricultural sector is the main water-requiring
project in Hebei province. In 2025, the agricultural water
demand will account for 67.74% of the total water demand,
and the industrial, domestic, and environmental water
demand will account for 16.41%, 12.18%, and 3.93%, respec-
tively. Compared with 2025, the proportion of industrial
water demand will increase, accounting for 19.8% of the
total water demand in 2030.

The water demand structure of cities in Hebei Province
is shown in Figure 5. In 2025, the agricultural water demand
in Chengde and Xingtai will account for a larger proportion
of total water demand, 81% and 77.81% in 2025, while Han-
dan and Qinhuangdao account for only 45.52% and 48.66%,
but the proportion of domestic water demand is the largest.
Qinhuangdao, Tangshan, and Handan will account for the
largest proportion of industrial water demand, accounting
for 31.85%, 30.38%, and 24.11%, respectively. Hengshui
and Shijiazhuang will have a larger proportion of environ-
mental water demand, accounting for 12.98% and 8.89% of

the total water demand. By 2030, to a certain extent, the pro-
portion of industrial water demand will increase in all cities.
In the future, the industrial development of Hebei Province
and the high-tech transformation of traditional industries
will become important factors for water demand [31].

The simulation results showed that unmet water demand
was derived from agricultural irrigation. In 2025 and 2030,
the unmet water demand of agricultural sector will reach
63:39 × 108m3 and 63:92 × 108m3, accounting for 83% and
81.67% of the total, respectively. According to the future
development trend and simulation results, the proportion
of environmental and domestic water unmet demand will
increase, and the industrial water unmet demand will be less.
As shown in Figure 6, the unmet water demand in Shijia-
zhuang will be the most serious. However, the proportion
of water shortage in all cities will decrease by 2030, while
the proportion of water shortage in Tangshan, Hengshui,
and Xingtai will increase year by year.

3.2. Population Growth Scenario Analysis. Over time and
population, the simulation results show a gradual upward
trend between population growth scenarios. There is a cer-
tain difference in the range of changes between different sce-
narios. Compared with reference scenario, the P1, P2, and
P3 scenarios will increase the water demand by 0:5 × 108
m3, 0:25 × 108m3, and 0:06 × 108m3 in 2025. By 2030, water
demand will increase by 1:03 × 108m3, 0:51 × 108m3, and
0:13 × 108m3, respectively (Figure 7 and Table 5). Figure 8
and Table 6 show the changes in unmet water demand
under population growth scenarios. Under P1, P2, and P3
scenarios, the water shortage in 2025 will increase by 0:4 ×
108m3, 0:2 × 108m3, and 0:04 × 108m3, respectively. Com-
pared with reference scenario, while in 2030, it will increase
by 0:85 × 108m3, 0:43 × 108m3, and 0:1 × 108m3.
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Figure 8: Unmet water demand in different population growth scenarios from 2022 to 2030.

Table 6: Unmet water demand of different population growth
scenarios in 2025 and 2030 (unit: 108m3).

Year Reference
High-speed
growth (P1)

Medium-speed
growth (P2)

Low-speed
growth (P3)

2025 76.38 76.78 76.58 76.42

2030 78.27 79.12 78.70 78.37
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Due to the large population of Hebei Province, the dif-
ferences in the simulation results between the population
growth scenarios are limited. Additionally, because of the

economic and cultural development gap between Hebei
and Beijing-Tianjin, the population of Hebei Province has
mainly moved out to Beijing and Tianjin for many years
[32, 33]. In the absence of large-scale population inflows in
Hebei, the local population growth alone has little impact
on the carrying capacity of water resources. However, it is
necessary to improve the leakage rate and water supply
capacity of the water supply pipe network in time.

3.3. Economic Growth Scenario Analysis. The results show
that water requirement and water demand will increase
exponentially under economic growth scenarios as a whole.
The change rate of industrial added value under the low-
speed economic growth scenario is smaller than that of ref-
erence scenario, and the unmet water demand is slightly
smaller than the simulation results of reference scenario.
As shown in Figure 9 and Table 7, compared with E1 and
E2 scenarios, the water demand in 2025 will be reduced by
2:27 × 108 m3 and 9:44 × 108m3 under E3 scenario; by
2030, the water demand will be reduced by 4:27 × 108m3

and 25:41 × 108m3. Under E1 scenario, the water demand
in 2025 and 2030 will increase by 8:8 × 108m3 and 26:41 ×
108m3 compared with reference scenario. Under E1, E2,
and E3 scenarios, the water demand in 2030 will be 1.25,
1.14, and 1.11 times that of 2011, respectively. As can be seen
from Figure 10 and Table 8, compared with reference sce-
nario, the change in unmet water demand is smaller under
E2 and E3 scenarios, but larger in the E1 scenario.
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Figure 9: Water demand in different economic growth scenarios from 2022 to 2030.
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Figure 10: Unmet water demand in different economic growth
scenarios from 2022 to 2030.

Table 7: Water demand of different economic growth scenarios in
2025 and 2030 (unit: 108m3).

Year Reference
High-speed
growth (E1)

Medium-speed
growth (E2)

Low-speed
growth (E3)

2025 204.72 213.52 206.35 204.08

2030 216.64 242.05 220.91 215.04

Table 8: Unmet water demand of different economic growth
scenarios in 2025 and 2030 (unit: 108m3).

Year Reference
High-speed
growth (E1)

Medium-speed
growth (E2)

Low-speed
growth (E3)

2025 76.38 76.94 76.48 76.34

2030 78.27 80.22 78.56 78.16
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From the above analysis results, it can be seen that com-
pared with the current year, the economic growth scenarios
will increase the pressure on the water supply-demand in
Hebei Province in the future. In particular, under the condi-
tions of rapid economic growth, the contradiction between
supply and demand of water resources is more prominent.
Economic development will have a significant impact on
the balance of water supply and demand, which is one of
the main factors affecting the water balance.

3.4. Water-Saving Scenario Analysis. For the water demand
in Hebei Province, the role of water-saving measures is more
obvious. Compared with the reference scenario, under high-
efficiency water-saving measures (W1), the water demand in
2025 and 2030 will be reduced by 32:7 × 108m3 and 39:36
× 108m3, respectively; under the low-efficiency water-
saving scenario (W3), the water demand will be reduced by
10:51 × 108m3 and 14:99 × 108m3 (Figure 11, Table 9).
From Figure 12 and Table 10, it can be seen that under the
water-saving scenarios, the unmet water demand does not
change significantly with time, but the unmet water demand
varies greatly under different scenarios. Compared with the
reference scenario, the W1, W2, and W3 scenarios will
reduce unmet water demand by 8:95 × 108m3, 22 × 108m3,
and 34:5 × 108m3 in 2030, respectively.

Liu [34] established a water-saving development sce-
nario for Beijing-Tianjin-Hebei and concluded that water
demand and unmet water demand in Hebei will be 186:61
× 108m3 and 52:69 × 108m3 in 2030. The calculation results
are within the simulation results of the three water-saving
scenarios established in this paper, which is relatively close
to the medium-efficiency water-saving scenario. The water-
saving scenarios could reduce the amount of water resources
used by changing the water consumption of different sectors,
improving the utilization efficiency, and reducing water loss.
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Figure 11: Water demand in different water-saving scenarios from 2022 to 2030.
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Figure 12: Unmet water demand in different water-saving
scenarios from 2022 to 2030.

Table 9: Water demand of different water-saving scenarios in 2025
and 2030 (unit: 108m3).

Year Reference
High

efficiency
(W1)

Medium
efficiency (W2)

Low
efficiency
(W3)

2025 204.72 172.02 183.67 194.21

2030 216.64 177.28 190.28 201.65
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Compared with the population growth scenario and the eco-
nomic growth scenario, the water-saving scenario has the
greatest impact on water supply-demand. Therefore, under
the premise of ensuring normal economic and social devel-
opment, it is necessary to develop water-saving measures
to improve the sustainable utilization and development of
water resources.

3.5. Integrated Scenario Analysis. Simulation results of water
resources in different scenarios in 2025 and 2030 in Hebei
Province are shown in Table S1. Combining with popula-
tion, economy, and water-saving factors, 27 kinds of scenar-
ios were established to study the impact on water supply-
demand under the combined action of three scenarios.

Due to the limitation of space, this paper discussed the
balance of water supply-demand by taking “high-speed pop-
ulation growth, medium-speed economic growth, high-
efficiency water-saving” (S6) as an example. Under S6 sce-
nario, due to the change of per capita water consumption
quota and the improvement of water resource utilization
efficiency, the water demand and unmet water demand
showed a gradual decreasing trend compared with reference
scenario (Table 11).

As shown in Figures 13 and 14, the water demand of
industrial sector in Hebei Province will grow faster from
2022 to 2030, but the unmet water demand will be less.
The main reason is that water-saving measures have reduced
the water consumption of 1570 dollars of industrial added
value and improved the reuse rate of industrial water greatly.
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Figure 13: Water demand in different sectors of Hebei Province
from 2022 to 2030 under S6 scenario.
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Figure 14: Unmet water demand in different sectors from 2022 to
2030 under S6 scenario.

Table 10: Unmet water demand of different water-saving scenarios
in 2025 and 2030 (unit: 108m3).

Year Reference
High

efficiency
(W1)

Medium
efficiency (W2)

Low
efficiency
(W3)

2025 76.38 43.56 55.59 68.44

2030 78.27 43.77 56.27 69.32

Table 11: The supply and demand of water resources in Hebei
Province under S6 scenario.

Water demand
(108m3)

Unmet water
demand (108m3)

Year 2025 2030 2025 2030

Reference 204.71 216.64 76.38 78.27

S6 172.94 179.50 43.73 44.12

Table 12: Water demand of each city under S6 scenario (unit:
108m3).

Scenario Reference S6
Year 2025 2030 2025 2030

BD 29.72 30.23 26.97 27.15

CD 18.97 20.64 17.05 18.27

CZ 14.92 15.84 12.78 13.32

HD 13.08 14.13 10.13 10.81

HS 11.24 12.24 9.05 9.49

LF 14.72 14.96 12.80 12.78

QHD 7.58 8.31 5.30 5.57

SJZ 34.06 35.36 28.17 28.74

TS 28.99 31.46 22.02 23.32

XT 20.31 21.72 18.51 19.50

ZJK 11.12 11.75 10.16 10.56
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The results showed that agricultural water consumption will
have a downward trend but will account for the vast major-
ity. In the next decade, the water demand and unmet water
demand will still be dominated by agricultural water.

Compared with reference scenario, the water demand of
each city will decrease (Table 12). Therefore, under the con-
straints of water-saving measures, despite rapid population
growth and moderate economic growth, the contradiction
between water supply and demand cannot be exacerbated.
Figure 15 showed the proportion of water demand by differ-
ent sectors in each city in 2025 and 2030. For example, in
2025, the proportion of domestic and industrial water
demand in Cangzhou will be 13.53% and 12.01%, respec-
tively, while industrial water demand will exceed the propor-

tion of domestic water demand in 2030. For Tangshan City,
the proportion of industrial water demand, domestic water
demand, and agricultural water demand will reach 16.85%,
8.31%, and 72.48% in 2025, respectively; in 2030, agricul-
tural water demand will drop to 68.22% and industrial water
demand will increase to 21.30%. With the strengthening of
ecological protection in recent years, the ecological water
demand in various cities is also steadily improving. It can
be seen that with the changes of economic society or human
activities, the structure of water demand in Hebei Province
will also change.

Under S6 scenario, there will be significant changes in
unmet water demand. For example, the unmet water
demand in Handan City in 2025 and 2030 will be 2:08 ×
108m3 and 2:47 × 108m3, respectively. However, there will
be no unmet water demand in Handan under S6 scenario.
In addition, the unmet water demand in other cities will also
be significantly improved. The contradiction between supply
and demand will be greatly alleviated (Table 13 and
Figure 16). In 2025 and 2030, the agricultural unmet water
demand in all cities will be more than 80%, followed by
domestic sector. Due to the improvement of the environ-
ment, environmental water demand and unmet water
demand are also increasing. It is necessary to further ratio-
nally allocate water for the ecological environment.

4. Discussion

4.1. Analysis of Results and Suggestion. Under the coordi-
nated development of Beijing-Tianjin-Hebei, Beijing-
Tianjin industries are gradually transferring to Hebei Prov-
ince. In addition, Hebei Province needs to ensure the safety
of water supply and ecological security in Beijing-Tianjin,
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Figure 15: Proportion of water demand of different sectors in cities of Hebei Province under S6 scenario: (a) 2025; (b) 2030.

Table 13: Unmet water demand of each city under S6 scenario
(unit: 108m3).

Scenario Reference S6
Year 2025 2030 2025 2030

BD 5.82 5.61 1.23 1.06

CD 0.00 0.00 0.00 0.00

CZ 7.99 8.01 5.70 5.69

HD 2.08 2.47 0.00 0.00

HS 8.03 8.71 5.34 5.70

LF 9.99 9.51 7.58 7.08

QHD 0.00 0.00 0.00 0.00

SJZ 21.76 22.04 11.89 11.76

TS 9.53 9.86 3.61 3.64

XT 11.19 12.07 8.38 9.19

ZJK 0.00 0.00 0.00 0.00
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so that the tension of water supply will further increase. At
present, most scholars have evaluated the supply and
demand of water resources in Beijing-Tianjin-Hebei
[35–38]. However, due to the economic differences in Bei-
jing-Tianjin-Hebei, the development and utilization of water
resources are different [38].

From the perspective of each city, there will be no unmet
water demand in Handan under S6 scenario. Zhangjiakou,
Chengde, and Qinhuangdao still have better utilization of
water resources, and there is no water shortage. The research
results by Yu et al. [9] and others show that Zhangjiakou and
Chengde have better ecological environment and higher
water carrying capacity, which are important water conser-
vation areas. However, Shijiazhuang, Cangzhou, Xingtai,
Langfang, and Hengshui have a heavy industrial structure
and low water resource utilization efficiency, which is con-
sistent with the results of this study [9]. Due to natural con-
ditions and policy factors, the water carrying capacity in
central Hebei is higher than that in northern and southern
Hebei [39]. The water resources in the central and southern
regions of Hebei are generally poor, and the unmet water
demand level is relatively high [40]. Zhang et al. [41] ana-
lyzed cities in Hebei Province from four dimensions: water
ecology, water environment, water quantity, and water use.
The study found that the water ecology was suboptimal in
Zhangjiakou, Chengde, Tangshan, and Qinhuangdao; Bao-
ding, Cangzhou, Xingtai, and other places had poor water
environment; Chengde, Qinhuangdao, and Zhangjiakou
had better water quantity; Handan City has a good degree
of water use. The water resources are sufficient to support
local residents’ water use in Handan. Overall, the simulation
results in this paper are similar to the previous results. Dur-

ing the “14th Five-Year Plan” period, Hebei Province should
take measures to narrow the regional gap [39].

The research in this paper showed that agriculture will
be the main water consumption sector in Hebei Province,
and industrial water will be relatively less, which indicates
that the overall level of economic and industrial develop-
ment is relatively limited. In terms of water consumption
structure, it can be found that the proportion of agricultural
and domestic water consumption will gradually decrease,
while industrial and environmental water consumption will
increase by 2030. Due to the transfer of industries in Bei-
jing-Tianjin, industrial water demand in Hebei Province will
increase. At the same time, it can be found that there is
almost no industrial unmet water demand in each city, indi-
cating that the improvement of industrial water consump-
tion efficiency can solve the problem of unmet water
demand. Because of the enhancement of environmental
awareness, the urban greenland has expanded, resulting in
an increase in ecological water consumption. For Beijing-
Tianjin-Hebei region, Liu et al. showed that the proportion
of agricultural and industrial water consumption will con-
tinue to decline by 2030, while the proportion of domestic
and environmental water consumption will increase to vary-
ing degrees, which is different from the analysis results in
this study [42].

From population growth, economic growth, and water-
saving scenarios, it can be seen that implementation of
water-saving measures is the most effective way to in allevi-
ate water shortage. The inefficient use of water resources in
Hebei Province shows the low level of industrialization espe-
cially in the agricultural sector. By analyzing panel data, Lin
et al. [43] believed that economic development was related to
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Figure 16: Proportion of unmet water demand of different sectors in cities of Hebei Province under S6 scenario: (a) 2025; (b) 2030.
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regional water use structure and water use efficiency. Popu-
lation and economic development are closely related to
water-saving technologies. Li et al. [44] showed that popula-
tion carrying capacity and economic development are the
main factors affecting the utilization of water resources in
Hebei Province. It is necessary to improve water-saving
technologies, develop industries with low water consump-
tion, and apply other water supplies on a large scale.

Agriculture and industry are key sectors in policy-
making for water resource management in Hebei Province
[45]. The research in this paper showed that improving
water-saving technology can effectively alleviate the contra-
diction between water supply-demand. However, the simu-
lation results showed that only using groundwater and
surface water resources cannot meet water supply-demand.
Due to the uneven distribution of water resources, it is nec-
essary to build interbasin water transfer facilities [46]. The
water supply from the South-to-North Water Diversion
has a significant effect on alleviating the severe water short-
age in Hebei Province [47]. Moreover, it is necessary to
rationally plan the water resource utilization model and
adjust the industrial structure. The overexploitation of
groundwater in Hebei Province is a serious problem. The
water-saving irrigation was considered an important way
to reduce groundwater depletion [48]. In the agricultural
sector, a complete farmland irrigation system should be
established, and agricultural planting methods should be
adjusted to reduce the proportion of agricultural water use
and overall scale. The economic growth is closely related to
industrial and agricultural water consumption [28]. To
reduce water consumption and the connection between
industry and agriculture, it is necessary to develop high
value-added industries and high-end service industries and
transfer high water-consuming industries. In addition, the
government should strengthen the treatment of wastewater,
improve the utilization rate of reclaimed water, and encour-
age the development of environment-friendly fields.

4.2. Shortage of Research. Due to lack of data, agricultural
water consumption was entered based on an annual scale
in this study. In fact, due to the influence of cultivation time,
the agricultural water consumption data in different months
are different. A total of 27 kinds of comprehensive scenarios
are set up in this paper, but affected by space constraints,
only one kind of scenario results was selected for analysis
in detail. In this study, only the impact of policy constraints
on water resources was considered, and the impact of natu-
ral factors was not considered. The impact of natural factors
such as climate change on water resources in Hebei Province
will be further studied in another manuscript.

5. Conclusions

The WEAP model was established in this paper. Reference
scenario, population growth scenario, economic growth sce-
nario, water-saving scenario, and 27 integrated scenarios
were set up. The results showed that the local population
growth has little impact on the changes in water supply
and demand in the absence of large-scale population inflows.

Economic development will have a significant impact on the
balance of water supply-demand. Under the low-efficiency,
medium-efficiency, and high-efficiency water-saving scenar-
ios, compared with reference scenario, the unmet water
demand in different water-saving scenarios in 2030 was
reduced by 8:95 × 108m3, 22 × 108m3, and 34:5 × 108m3,
respectively.

The simulation results showed that the situation of
unmet water demand in Hebei Province will be greatly
improved by 2030. However, there will still be unmet water
demand of 44:12 × 108m3, mainly due to the unmet water
demand of agricultural sector. Further, it is essential to
strengthen wastewater treatment and improve the utilization
rate of reclaimed water for the supply and demand of water
resources.

Data Availability

All data in the current wok can be obtained from the manu-
script and through contact with the corresponding author.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The work was supported by the National Key Research and
Development Program of China (Grant No.
2017YFF0206701) and Fundamental Research Funds for
the Central Universities (Grant No. 2021YJSDC10).

Supplementary Materials

Table S1: simulation results of water resources in different
scenarios in 2025 and 2030 in Hebei Province
(Supplementary Materials)

References

[1] T. Endo, K. Kakinuma, S. Yoshikawa, and S. Kanae, “Are water
markets globally applicable?,” Environmental Research Letters,
vol. 13, no. 3, article 034032, 2018.

[2] I. H. Goender, U. Sahlin, and G. C. O'Brien, “Bayesian network
applications for sustainable holistic water resources manage-
ment: modeling opportunities for South Africa,” Risk Analysis,
vol. 10, no. 8, article 13798, 2021.

[3] J. Wilcox, F. Nasiri, S. Bell, and M. S. Rahaman, “Urban water
reuse: a triple bottom line assessment framework and review,”
Sustainable cities and society, vol. 27, pp. 448–456, 2016.

[4] V. Srinivasan, E. F. Lambin, S. M. Gorelick, B. H. Thompson,
and S. Rozelle, “The nature and causes of the global water cri-
sis: syndromes from a meta- analysis of coupled human-water
studies,”Water Resources Research, vol. 48, no. 10, p. W10516,
2012.

[5] F. Khosravi, The Potential for Environmental Impact Assess-
ment (EIA) in Iran’s Water Management, University of Liver-
pool, 2019.

14 Journal of Sensors

https://downloads.hindawi.com/journals/js/2022/3438943.f1.docx


[6] M. M. Mekonnen and A. Y. Hoekstra, “Four billion people fac-
ing severe water scarcity,” Science Advances, vol. 2, no. 2,
pp. e1500323–e1500323, 2016.

[7] A. Asghar, J. Iqbal, A. Amin, and L. Ribbe, “Integrated hydro-
logical modeling for assessment of water demand and supply
under socio-economic and IPCC climate change scenarios
usingWEAP in Central Indus Basin,” Journal of Water Supply:
Research and Technology - AQUA, vol. 68, no. 2, pp. 136–148,
2019.

[8] F. Huang, T. S. Du, S. F. Wang et al., “Current situation and
future security of agricultural water resources in North China,”
Strategic Study of CAE, vol. 21, no. 5, pp. 28–37, 2019.

[9] H. Z. Yu, L. J. Li, and J. Y. Li, “Evaluation of water resources
carrying capacity in the Beijing-Tianjin-Hebei Region based
on quantity-quality-water bodies-flow,” Resources Science,
vol. 42, no. 2, pp. 358–371, 2020.

[10] A. Karimi and R. Ardakanian, “Development of a dynamic
long-term water allocation model for agriculture and industry
water demands,”Water Resources Management, vol. 24, no. 9,
pp. 1717–1746, 2010.

[11] C. X. Deng, D. M. Zhu, X. D. Nie et al., “Precipitation and
urban expansion caused jointly the spatiotemporal dislocation
between supply and demand of water provision service,” Jour-
nal of Environmental Management, vol. 299, no. 4, article
113660, 2021.

[12] O. K. M. Ouda, “Water demand versus supply in Saudi Arabia:
current and future challenges,” International Journal of Water
Resources Development, vol. 30, no. 2, pp. 335–344, 2014.

[13] A. Saleem, I. Mahmood, H. Sarjoughian, H. A. Nasir, and
A. W. Malik, “A water evaluation and planning-based frame-
work for the long-term prediction of urban water demand
and supply,” SIMULATION, vol. 97, no. 5, pp. 323–345, 2021.

[14] T. M. Fullerton and J. P. Cardenas, “Forecasting water demand
in Phoenix, Ariz,” Journal AmericanWaterWorks Association,
vol. 108, no. 10, pp. E533–E545, 2016.

[15] X. B. Sun, Urban Water Supply and Demand Balance Analysis
Based on SWAT andWEAPModels, Beijing University of Civil
Engineering and Architecture Beijing, China, 2020.

[16] G. M. Sanchez, A. Terando, J. W. Smith, A. M. Garcia, C. R.
Wagner, and R. K. Meentemeyer, “Forecasting water demand
across a rapidly urbanizing region,” Science of the Total Envi-
ronment, vol. 730, article 139050, 2020.

[17] D. Yates, J. Sieber, D. Purkey, and A. Huber-Lee, “WEAP21—a
demand-, priority-, and preference-driven water planning
model,”Water International, vol. 30, no. 4, pp. 487–500, 2005.

[18] K. A. Mourad and O. Alshihabi, “Assessment of future Syr-
ian water resources supply and demand by the WEAP
model,” Hydrological Sciences Journal, vol. 61, no. 2,
pp. 393–401, 2016.

[19] L. Zerkaoui, M. Benslimane, and A. Hamimed, “Planning and
systematic management of water resources by the WEAP
model, case of the Mabtouh watershed (northwestern Alge-
ria),” Arabian Journal of Geosciences, vol. 11, no. 24, p. 779,
2018.

[20] D. A. Abdi and T. Ayenew, “Evaluation of theWEAPmodel in
simulating subbasin hydrology in the Central Rift Valley basin,
Ethiopia,” Ecological Processes, vol. 10, no. 1, p. 41, 2021.

[21] L. Yang, X. Bai, N. Z. Khanna et al., “Water evaluation and
planning (WEAP) model application for exploring the water
deficit at catchment level in Beijing,” Desalination and Water
Treatment, vol. 118, pp. 12–25, 2018.

[22] G. Y. Liu, J. M. Hu, C. C. Chen et al., “LEAP-WEAP analysis of
urban energy-water dynamic nexus in Beijing (China),”
Renewable and Sustainable Energy Reviews, vol. 136, article
110369, 2021.

[23] N. S. Arunraj, S. Mandal, and J. Maiti, “Modeling uncertainty
in risk assessment: an integrated approach with fuzzy set the-
ory and Monte Carlo simulation,” Accident Analysis and Pre-
vention, vol. 55, pp. 242–255, 2013.

[24] C. L. Dong, G. Schoups, and N. Giesen, “Scenario development
for water resource planning and management: a review,” Tech-
nological Forecasting and Social Change, vol. 80, no. 4, pp. 749–
761, 2013.

[25] M. Milano, E. Reynard, M. G. Muniz, and J. Guerrin, “Water
supply basins of São Paulo metropolitan region: hydro-
climatic characteristics of the 2013-2015 water crisis,” Water,
vol. 10, no. 11, p. 1517, 2018.

[26] J. H. Wang, W. H. Xiao, H. Wang, Z. K. Chai, C. W. Niu, and
W. Li, “Integrated simulation and assessment of water quan-
tity and quality for a river under changing environmental con-
ditions,” Chinese Science Bulletin, vol. 58, no. 27, pp. 3340–
3347, 2013.

[27] E. R. Freund, K. C. Abbaspour, and A. A. Lehmann, “Water
resources of the Black Sea Catchment under future climate
and landuse change projections,” Water, vol. 9, no. 8, p. 598,
2017.

[28] L. L. Yu, M. H. Ling, F. Chen, Y. Y. Ding, and C. M. Lv, “Prac-
tices of groundwater over-exploitation control in Hebei Prov-
ince,” Water Policy, vol. 22, no. 4, pp. 591–601, 2020.

[29] M. D. Fard and H. S. Sarjoughian, “A RESTful framework
design for componentizing the water evaluation and planning
(WEAP) system,” Simulation Modelling Practice and Theory,
vol. 106, article 102199, 2021.

[30] M. Karamouz, H. Barkhordari, and E. E. Sarindizaj, “Dynam-
ics of water allocation: tradeoffs between allocator's and
farmers' benefits of irrigation practices,” Journal of Irrigation
and Drainage Engineering, vol. 147, no. 6, 2021.

[31] Z. C. Xu, H. Y. Sun, F. T.Wang, and S. Y. Ma, “The present and
future of sustainable utilization of water resources in Hebei
Province,” South-to-North Water Transfers and Water Science
and Technology, vol. 31, no. 6, pp. 74–77, 2007.

[32] S. Y. Wang, Research on Forecast of Labor Supply and Demand
in Hebei Province from 2020 to 2050, Hebei Normal University,
Hebei, China, 2020.

[33] Y. Q. Chen, Z. Y. Sun, and L. W. Cai, “Population flow mech-
anism study of Beijing-Tianjin-Hebei urban agglomeration
from industrial space supply perspective,” Sustainability,
vol. 13, no. 17, p. 9949, 2021.

[34] H. L. Liu, Water Resources Sustainable Use Evaluation and
Water Resources Allocation in Beijing-Tianjin-Hebei Region,
North China Electric Power University, Beijing, China, 2020.

[35] L. F. Wu, X. R. Guo, and T. Chen, “Grey relational entropy cal-
culation and fractional prediction of water and economy in the
Beijing-Tianjin-Hebei Region,” Journal of Mathematics,
vol. 2021, Article ID 4418260, 16 pages, 2021.

[36] X. T. Zeng, Z. J. Hu, J. Zhang et al., “Toward a sustainable
water resources management in Beijing-Tianjin-Hebei urban
agglomeration: a scenario analysis of combined strategy regu-
lation with Green Z-score criterion,” Urban Water Journal,
vol. 16, no. 8, pp. 1–17, 2019.

[37] L. Sun, B. L. Pan, A. Gu, H. Lu, and W. Wang, “Energy-water
nexus analysis in the Beijing-Tianjin-Hebei region: case of

15Journal of Sensors



electricity sector,” Renewable & Sustainable Energy Reviews,
vol. 93, pp. 27–34, 2018.

[38] Y. J. Li, Z. Y. Zhang, and M. J. Shi, “Restrictive effects of water
scarcity on urban economic development in the Beijing-
Tianjin-Hebei City Region,” Sustainability, vol. 11, no. 8,
p. 2452, 2019.

[39] Y. X. Wang, S. J. Zhang, Q. H. Xu, Y. W. Zhang, and X. D.
Chen, “Assessment of water crisis in South Central Hebei,”
Information Technology and Industrial Engineering, vol. 1,
pp. 965–972, 2014.

[40] H. D. Wang, Y. H. Xu, R. S. Sulong, H. L. Ma, and L. F. Wu,
“Comprehensive evaluation of water carrying capacity in
Hebei Province, China on principal component analysis,”
Frontiers in Environmental Science, vol. 9, article 761058, 2021.

[41] S. H. Zhang, M. S. Xiang, J. S. Yang, W. W. Fan, and Y. J. Yi,
“Distributed hierarchical evaluation and carrying capacity
models for water resources based on optimal water cycle the-
ory,” Ecological Indicators, vol. 101, no. 6, pp. 432–443, 2019.

[42] Q. Liu, S. C. Dong, F. J. Li, H. Cheng, Y. Yang, and B. Xia,
“Research on supply and demand balance of water resources
in Beijing-Tianjin-Hebei Region,” IOP Conference Series:
Earth and Environmental Science, vol. 381, no. 1, article
012057, 2019.

[43] X. X. Lin, J. H. Sha, and J. J. Yan, “Impacts of water resources
on economic development in Beijing-Tianjin-Hebei Region,”
in In Proceedings of the 2015 International Conference of Envi-
ronment, Manufacturing Industry and Economic Develop-
ment,, pp. 311–317, Lisbon, Portugal, 2015.

[44] X. Li, D. Q. Yin, X. J. Zhang et al., “Mapping the distribution of
water resource security in the Beijing-Tianjin-Hebei Region at
the county level under a changing context,” Sustainability,
vol. 11, no. 22, p. 6463, 2019.

[45] M. F. Colosimo and H. Kim, “Incorporating innovative water
management science and technology into water management
policy,” Energy, Ecology&Environment, vol. 1, no. 1, pp. 45–
53, 2016.

[46] S. J. Liu, W. H. Zhang, J. W. Yun, Q. Q. Kou, L. L. Bao, and J. J.
Liu, “Study on the ecological compensation sharing in the cen-
tral line of the south-to-north water diversion project,”Applied
Applied Ecology and Environmental Research, vol. 17, no. 4,
pp. 9937–9946, 2019.

[47] Y. X. Wang, L. Cheng, H. L. Tian, and X. H. Liu, “Water supply
eco-economic benefit evaluation of middle route of south-to-
north water diversion project in Hebei water-recipient area,”
IOP Conference Series: Earth and Environmental Science,
vol. 191, article 012064, 2018.

[48] H. B. Zhang, V. P. Singh, D. Y. Sun, Q. J. Yu, andW. Cao, “Has
water-saving irrigation recovered groundwater in the Hebei
Province plains of China?,” International Journal of Water
Resources Development, vol. 33, no. 4, pp. 534–552, 2017.

16 Journal of Sensors



Research Article
Application Research of Deep Learning Technology in Natural
Landscape Animation Design

Lili Xu and Lilei Wen

School of design art, Xijing University, Xi’an, Shaanxi Province, China 710123

Correspondence should be addressed to Lili Xu; 20130104@xijing.edu.cn

Received 12 January 2022; Revised 13 February 2022; Accepted 19 February 2022; Published 19 April 2022

Academic Editor: Wen Zeng

Copyright © 2022 Lili Xu and Lilei Wen. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Due to the limitation of technology and cost, the animation design of natural landscape in the past was often dealt with relative
simplicity. With the increasing level of audience appreciation and the continuous development of animation technology, new
requirements are put forward for the design of natural landscape animation. In order to make the animation design effect of
natural landscape more real, the synthetic aperture radar image is firstly analyzed to obtain the location of mountains,
farmland, rivers, villages, roads, and buildings. Considering the superiority of U-Net network in image semantic segmentation,
this paper constructs a semantic segmentation model based on U-Net structure. In this model, dense connection module is
introduced in downsampling, and spatial void pyramid structure is introduced in upsampling to retain more image features, to
achieve accurate segmentation of satellite images. Experimental results show that the proposed algorithm has higher
segmentation accuracy than other algorithms. After accurate classification of natural scene images, it can provide a guarantee
for designing more real natural landscape animation design effects.

1. Introduction

Most of the landforms in animated films about natural land-
scapes are fond of mixing mountains, hills, forests, and
rivers. On the one hand, it makes artists develop their imag-
ination better, and on the other hand, it also enriches the
visual experience of the audience. However, plain terrain is
not much. When the art design is carried out to the produc-
tion level, the actual terrain proportion in the natural envi-
ronment should be considered first. At the same time,
paying attention to the proportion of plants to characters
and scenes, each plant has its own volume. We should not
only consider the beauty of individual plants but also focus
on the unity and harmony of the group effect. Too charac-
teristic monomer design put together may not be able to
achieve beautiful group effect. In the production of the envi-
ronment, the vegetation is programmed to be copied and
arranged in the scene. Dense plants are more likely to pro-
duce visual repetition [1]. If the vegetation in the animated
film is too inconsistent with real life, it will produce a “sense
of repulsion” in the vision and reduce the beauty of the pic-

ture. Therefore, how to carry out animation design accord-
ing to the proportion of real terrain environment has
important research significance.

The elements of landscape environment design mainly
include the following five parts. The first is the terrain.
According to the terrain scale, it can be divided into large
terrain, small terrain, and micro terrain. Among them,
plains, hills, mountains, and other terrain with a larger area
of land are the large terrain. Landforms with small geo-
graphical areas such as ramps, tablelands, and flat lands
are small landforms. The terrain with small fluctuation, such
as grassland and sand dune, belongs to microtopography.
Water body is one of the important elements in landscape
design. According to its morphology, it can be divided into
moving water and still water. Rivers, waterfalls, and streams
are moving water, while pools are still water. The change of
moving water and standing water in form makes the design
of landscape environment also have infinite change. The
third is plants; plants are full of vitality, which has a high
ornamental value. Plant morphology can change with cli-
mate and environment. By making full use of plants, the
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design effect of landscape environment can be greatly
enhanced. The fourth is the sky scene, that is, the atmo-
spheric environment. Atmospheric environment is change-
able; day and night changes and seasonal changes belong
to the sky scene. The sky scene endows the landscape envi-
ronment with the beauty of time and space interaction.
The fifth is the landscape facilities; the artificial facilities that
people need in the process of leisure, life, and entertainment
are all landscape facilities [2]. Landscape facilities can effec-
tively meet people’s needs, more importantly through the
design of the landscape.

In the real world, the main factors affecting vegetation
are the geographical location and climate of growth. Vegeta-
tion design should be created on the premise of respecting
the objective reality. Common plants include trees, shrubs,
ferns, grasses, weeds, and mosses. The more detailed the
plant species are planned, the richer and more vivid the nat-
ural environment of the art design will be. There are too
many plants in nature. As an important part of the rich pic-
ture, the stone and earth blocks of different shapes and sizes,
broken branches, and fallen leaves are indispensable. They
will be scattered randomly on the ground to make the envi-
ronment more vivid. If artists can classify common and rep-
resentative plant events according to botanical theory, it
would be very worthwhile to use it as a reference for art
design. In order to carry out animation design according to
the proportion of real terrain, the natural environment can
be classified according to image classification and image seg-
mentation technology and then according to the classified
data, to make animation design and to achieve high-quality
animation design effect.

In recent years, deep learning has made great achieve-
ments in computer vision, image classification, and image
segmentation. The special network structure of deep learn-
ing can transfer extracted feature values through neurons,
and each layer can extract and learn the features transferred
from the previous layer to continue transmission, to extract
the optimal feature values [3]. Methods in the field of image
semantic segmentation include AlexNet, FCN, U-Net, Seg-
Net, and ResNet. AlexNet has achieved successful applica-
tion of ReLU, Dropout, and local response normalization
(LRN) in convolutional neural networks, etc. [4]. FCN chan-
ged AlexNet and VGG full connection layer to convolution
layer [5]. FCN downsampling carries out feature extraction
for the image and deconvolution for upsampling. This
ensures that the output image is the same size as the input
image. Based on FCN network architecture, literature [6]
proposed to learn a multilayer deconvolution network to
replace simple bilinear interpolation. Literature [7] proposed
that SegNet is based on encoder-decoder architecture. The
convolution layer and pooling layer constitute the encoder,
while the convolution layer and upsampling layer constitute
the decoder. The function of the encoder is to extract the
feature image, and the function of the decoder is to return
the feature image to the same size as the input image.

The similarity between SegNet and deconvolution net-
work is that the network structure is similar. The difference
is that SegNet removes the two fully connected layers in the
middle of the network and uses the batch normalization

method and Softmax classifier. The advantages of SegNet
are high efficiency and low memory consumption, while
the disadvantages are low accuracy. Pooling layer is intro-
duced in FCN and SegNet networks. The advantage of this
method is that the image size is reduced while the receptive
field is increased, but the disadvantage is that part of the
position information is lost. Literature [8] designs a network
dedicated to image pixel prediction. The network does not
contain pooling layer, and the convolution layer adopts
extended convolution. The advantage of this network is that
the extended convolution increases the receptive field of the
convolution kernel. It can fuse the multiscale context
information of captured image and improve the accuracy
of pixel prediction.

The advantage of ResNet residual block model is to
reduce the gradient disappearance problem caused by the
increase of neural network depth. It uses the cascade opera-
tion between encoder and decoder to fuse the high-level
information with the shallow level information. Its advan-
tage is to avoid the loss of high-level semantic information
and preserve image features as much as possible. Deep learn-
ing can realize object segmentation and extraction by com-
puter. It learns features of lower and higher levels through
special network models and has higher learning efficiency
[9]. Deep learning segmentation of image feature elements
can achieve better experimental results through many data
experiments. Therefore, deep learning algorithm can be used
to segment and extract feature images from satellite images.

Aiming at the problems of confusion and unclear
recognition in segmentation, this paper proposes an image
segmentation algorithm based on deep learning based on
U-Net. The innovations and contributions of this paper are
listed below. (1) In order to improve the accuracy of image
segmentation, the specific part of image is input by atten-
tional supervision mechanism during the fusion of image
feature information. (2) After accurate classification of natu-
ral scene images, it can provide a guarantee for designing
more real natural landscape animation design effects.

The structure of this paper is listed as follows. The
related theories are described in the next section. The pro-
posed method is expressed in Section 3. Section 4 focuses
on the experiment and analysis. Section 5 is the conclusion.

2. Related Theories

2.1. Early Remote Sensing Image Scene Classification Method.
Before the rise of deep learning, scene classification of high-
resolution remote sensing images was based on manual
features. Among them, there are color histogram, scale-
invariant feature transformation, universal search tree, and
other classic manual features. However, manual feature
design needs a lot of prior knowledge and is time-
consuming and laborious, and the effect is poor. In order
to obtain a higher accuracy of scene classification, manual
coding features appear later. The main idea of this method
is to further abstract the image based on manual features.
The most typical feature of manual coding is the visual word
bag model [10]. Although hand-coded features can improve
classification accuracy, it is limited by the upper limit of
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underlying features. Therefore, there are obvious shortcom-
ings of weak generalization ability and low classification
accuracy when only using low-level features in scene classi-
fication tasks of high-resolution remote sensing images.

2.2. Deep Neural Network. The concept of neural networks
was inspired by the 1943 model of artificial neurons. Then,
the perceptron algorithm is proposed and the MCP model
is used to successfully classify multidimensional data. How-
ever, subsequent experiments show that this model can only
deal with linear classification problems. Until 1986, Hinton,
the father of neural network, invented back propagation
(BP) algorithm. It uses Sigmoid to carry out nonlinear map-
ping, so the nonlinear classification problem is solved. How-
ever, the neural network is still faced with problems such as
gradient disappearance, time-consuming training network,
and difficulty in local optimization.

A solution to the problem of gradient disappearance is
proposed in deep network training. First, the unsupervised
method is used to pretrain the network, so that the network
weight has a good initial value. Then, the network is opti-
mized in a more detailed and supervised way to further
improve the network performance. Subsequently, ReLU acti-
vation function, AlexNet [11], and a series of new technolo-
gies and network architectures were proposed. It makes deep
neural network really receive wide attention.

Deep neural networks can be roughly divided into two
categories: one is deep neural network (DNN) with one-
dimensional vector input; the other is the input of two-
dimensional image or three-channel color image DNN.
The former is represented by deep belief network (DBN),
while the latter is represented by convolutional neural net-
work (CNN).

2.3. Research Status of Deep Learning in Remote Sensing
Image Classification. The scene classification methods of
high-resolution remote sensing images based on deep learn-
ing can be divided into three categories according to the
supervision methods: full supervision method, semisupervi-
sion method, and weak supervision method.

2.3.1. Fully Supervised Classification Methods. Fully super-
vised learning, also known as supervised learning, is a
method of learning data and its corresponding labels and
then used for network training. At present, most of the
high-resolution remote sensing scene classification methods
based on deep learning can be classified as full supervision.
Subject-based model is an effective method. Literature [12]
proposed an adaptive deep sparse semantic model. It makes
full use of the multilevel semantics of remote sensing image
scenes. At the semantic level, sparse thematic features and
deep features are effectively integrated, which effectively
improves the ability of feature representation and thus
achieves a higher level of classification.

It is also a common method to improve the scene classi-
fication accuracy of remote sensing images by fusing multi-
layer deep features. Literature [13] realized that most
existing CNN methods only use feature vectors of the last
fully connected layer for scene classification, which ignores

local information of images. Although some images have sim-
ilar global characteristics, they belong to different categories.
The reason is that the category of the image may be highly cor-
related with local features rather than global features. There-
fore, the features of the last convolutional layer and the last
fully connected layer of the deep neural network are firstly
extracted as local features and global features, respectively.
Then, the clustering method is used to cluster the global fea-
tures into multiple sets. Then, the local features are rearranged
according to the similarity between the local features and the
cluster center. Finally, the global and local remote sensing
image features can be obtained through the fusion of the two.

2.3.2. Semisupervised Classification Method. Semisupervised
learning can make use of many unlabelled samples, so the
need for label samples is reduced, which to some extent
solves the problem of insufficient label samples in the field
of deep learning. From the perspective of enlarging tag sam-
ple size, literature [14] proposed a generation framework
based on semisupervised deep learning features. The frame-
work can be trained to automatically expand the number of
label samples. Firstly, the tagged samples were used to fine-
tune the pretrained CNN, and then, the deep features
extracted from the fine-tuned CNN were used to train the
support vector machine (SVM). At the same time, the
method combines multiple support vector machines to iden-
tify easily confused category samples, which effectively
improves the labelling accuracy and the number of label
samples. Therefore, it can effectively improve the generaliza-
tion ability and classification accuracy of the network.

2.3.3. Weakly Supervised Classification Methods. A combina-
tion of weak supervision and deep learning is also widely used.
In literature [15], features extracted from labelled images are
taken as the source domain, while features extracted from
unlabelled images are taken as the target domain. Then, it is
used for network training and optimization of specified loss
functions to classify labelled and unlabelled data.

2.3.4. Qualitative Comparison of Supervision Methods. The
classification method based on total supervision has remark-
able effect and high accuracy. However, all the above monitor-
ing methods require many labelled samples to train the
classification network, and labelled samples are often difficult
to obtain. It takes a lot of time and energy to label unlabelled
images, which limits the further development of full supervi-
sion methods. The semisupervised classification method can
train the network with many unlabelled samples so that the
network can obtain more “extra” information, thus improving
the robustness of the network. However, only unlabelled sam-
ples can be used to refine the feature space constructed by
labelled samples, without significantly increasing the discrim-
inant information, thus limiting the classification accuracy.

3. Image Segmentation Algorithm Based on
U-Net Structure

Considering the superiority of U-Net network in image
semantic segmentation and dense connection network, this
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paper constructs a semantic segmentation model based on
U-Net structure. Its network structure consists of encoder,
decoder, dense connection module, ASPP, and CBAM.

(1) Encoder includes dense connection module and
maximum pooling layer. The dense connection
module extracts the semantic features of the image
through the convolution layer, and the maximum
pooling layer performs downsampling operation on
the feature information of the image

(2) Dense connection module reuses the image features
of the previous layer. ASPP is introduced to increase
the receptive field of image feature information and
improve the robustness of image feature. Introduc-
ing CBAM to conduct attention supervision when
learning deep feature information can effectively
extract feature information of elements

(3) Decoder part includes dense connection module and
deconvolution layer. The deconvolution layer upsam-
ples the image feature information so that the size of
the input image and the output image remain
unchanged

3.1. Algorithm Flow. The algorithm implementation process
includes network design, network construction, data acquisi-
tion, data preprocessing, and data expansion. The algorithm
flow is shown in Figure 1.

3.2. Network Structure. Based on the original U-Net net-
work, the dense connection module, ASPP, and CBAM
modules are introduced in this paper. Its network structure
is shown in Figure 2.

The input image size is 480 × 480. The dense connection
module includes two convolution and two feature fusion,
and the image size does not change to 480 × 480. After the
maximum pooling layer, the image size is 1/2 of the original,

that is, 240 × 240. Record the dense connection module and
the maximum pooling operation as one operation unit.
Then, the image size becomes a feature map of 30 × 30 after
three times of operation. ASPP and CBAM are introduced
before deconvolution (upsampling) of feature images. ASPP
can fuse deeper image details. CBAM does not affect the size
of the feature graph. Network learning integrates the feature
graph and weight graph of channel and spatial attention
model by dot product and then inputs the fused result graph
into the deconvolution layer (upsampling). Deconvolution is
performed during upsampling, and the image size is dou-
bled, i.e., 60 × 60. After intensive connection module, the
image size is still 60 × 60. Finally, the image size was restored
to 480 × 480 after three operations.

3.2.1. Dense Connection. In deep learning networks, the
problem of gradient disappearance becomes more and more
obvious with the deepening of network depth. In this paper,
the dense connection module is introduced by referring to
the concept of dense connection in DenseNet. All layers of
the network are connected while ensuring maximum infor-
mation transmission between layers. In order to ensure the
feedforward characteristics, each layer splices the input of
all previous layers and then transmits the output feature
graph to all subsequent layers.

The operation process is as follows. The input image size
is 480 × 480. The dense connection module includes two
convolution and two feature fusion. The convolution kernel
is 3 by 3. The step size is 2. The number of convolution
kernels is 64. After four intensive connection modules and
pooling operations, a feature map with a size of 30 × 30
was obtained.

Batch normalization (BN) layer is added between each
convolutional layer and activation function, which normal-
izes data from each batch during each random gradient
decline. As a result, the mean value and variance of data
from each channel in the output feature graph are 0 and 1,

To get the data

Network design

Preprocessing data

Training networkThe network
structures

Validation
test set

Expand the data

Figure 1: Flow of the proposed algorithm.
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which reduces the gradient disappearance during network
learning. ReLU activation layer is introduced to activate
features.

3.2.2. Pyramid Structure of Void Space. The structure of
aurous spatial pyramid pooling (ASPP) is introduced before
upsampling. The basic element of the pyramid structure of
void space is the convolution of void with different expan-
sion rates. The advantages of empty convolution are as fol-
lows: (1) Without increasing parameters, the receptive field
of convolution kernel is increased. (2) Under the condition

of no loss of information in downsampling, the convolution
output range of spatial information is larger, so that the net-
work retains more image features. The convolution kernel of
the empty convolution in this paper is 3 × 3. The empty con-
volution with expansion rates of 2, 4, 8, and 16 replaces the
original ordinary convolution. This makes the model seg-
mentation image clearer, as shown in Figure 3.

ASPP performs six convolution operations on the input
feature graph. Convolution kernel size of the first convolu-
tion is 1 × 1, and that of the second to the fifth is 3 × 3.
The empty convolution with expansion rates of 2, 4, 8, and
16 replaced the original ordinary convolution to obtain mul-
tiscale characteristic information. The average pooling
method is introduced into the model. After global mean
pooling of the input feature graph, the feature graph is fed
into the convolution kernel with a size of 1 × 1. Use BN
operation and upsample to image original size. Then, the
feature images fused with six multiscales are sent into the
convolution layer with a size of 1 × 1. Finally, the output fea-
ture map is fed into the attentional mechanism model.

3.2.3. Attention Mechanism Module. CBAM is introduced
after ASPP and before upsampling. CBAM module (includ-
ing channel attention and spatial attention two submodules)
is shown in Figure 4.

After the input feature image passes through the channel
attention submodule and the spatial attention submodule,
the feature image multiplied by the output results of the
two submodules is sent to the coding stage for upsampling.
CBAM can effectively extract feature information of ele-
ments by attentional supervision when learning deeper
feature information through space and channel. The realiza-
tion process is as follows.

F ′ =Wc Fð ÞF ⊗ F ′′ =Ws F ′
� �

F ′, ð1Þ

where the characteristic graph of F, after being operated by
channel attention module and spatial attention module, is
F ′ and F ′′, respectively. ⊗ means multiply elements by
elements.

The realization process of channel attention module is as
follows. Global average pooling (AvgPool) and global maxi-
mum pooling (MaxPool) were performed on input feature
graph F, and the results were A1 and B1, respectively. Then,
feature elements g and h were obtained by adding g1 and h1
through multilayer perceptron (MLP) to obtain C1. The fea-
ture of channel attention is the result of fusion of C1 and F.
The operation process is as follows.

Wc F ′
� �

= MLP AvgPool Fð Þ +MLP MaxPoolð Þð Þð Þ, ð2Þ

Wc F′
� �

= M1 M0 g1ð Þð Þ +M1 M0 h1ð Þð Þð ÞWc F ′
� �

= G +Hð Þ,
ð3Þ

Wc F ′
� �

= C1ð Þ, ð4Þ

where M0 and M1 are the two-layer parameters of MLP.
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Figure 2: The network structure of the proposed model.
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Sigma is the sigmod activation function.M0 needs to be acti-
vated using the ReLU function.

The realization process of spatial attention module is as
follows: the results of average pooling and maximum pool-
ing of input feature maps are g2 and h2. Then, g2 and h2
are fused for 3 × 3 convolution operation to obtain feature
graph C2. The spatial attention feature is the result of C2
and F fusion. The operation is as follows.

Ws Fð Þ = f AvgPool Fð Þ ; MaxPool Fð Þ½ �ð Þð Þ, ð5Þ

Ws Fð Þ = f g2 ; h2ð Þð Þ, ð6Þ

Ws Fð Þ = C2ð Þ, ð7Þ
where F represents the 3 × 3 convolution operation.

3.3. Coordinate Point Data. In this paper, the obtained satel-
lite image information is optimized and the images without
elements are eliminated. First, OpenStreetMap captures coor-
dinates of the image based on latitude and longitude. Then, the
corresponding position in Mapbox is located according to the
endpoint coordinate data, and Labelme is used to annotate the
data. In order to solve the problems of different image sizes,
unclear image content, large amount of data, and slow training
speed, the captured image was preprocessed to adjust the size
to 480 × 480 to improve the training speed of the model. In
this paper, random flipping, image noise, image brightness,
and other methods are used to enhance the data, to avoid
the overfitting phenomenon of the network, and to achieve
better training of the network model.

4. Experimental Results and Analysis

4.1. Experimental Data. Two real polarimetric SAR data are
used to verify the algorithm. The first data is the data image

obtained by RADARSAT-2. The second data is a NASA/
JPLAIRSAR image of the San Francisco area. The image
contains five types of ground objects, namely, mountains,
farmland, rivers, villages, roads, and buildings.

4.2. Performance Specifications. Accuracy, recall, and preci-
sion were used to evaluate the segmentation effect of the
proposed algorithm.

Accuracy = TP + TN
TP + TN + FP + FN

, ð8Þ

Recall =
TP

TP + FN
, ð9Þ

(a) The expansion rate is 1 (b) The expansion rate is 2 (c) The expansion rate is 3

Figure 3: The structure of ASPP.
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Figure 4: Overall structure of attention model.
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(a) Original (b) Ground truth

(c) SVN (d) Wishart

(e) Algorithm [16] (f) Algorithm [17]
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Figure 6: Continued.
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Precision =
TP

TP + FP
, ð10Þ

where TP is a true case, TN is a true negative case, FP is a
false positive case, and FN is a false negative case.

The accuracy analysis results of U-Net and the algorithm
presented in this paper in the training process are shown in
Figure 5.

As can be seen from Figure 5, after 20 iterations in the
training process, the accuracy of the algorithm in this paper
is always higher than that of U-Net. This proves the feasibil-
ity of the proposed algorithm for image segmentation.

4.3. Comparison and Analysis of Algorithms

4.3.1. Experimental Results of RADARSAT-2 Data. The pro-
posed algorithm was compared with other 6 typical algo-
rithms, including SVM algorithm, Wishart algorithm,
algorithm [16], algorithm [17], CNN, and algorithm [18].
Figure 6 and Table 1 are the classification results and classi-
fication accuracy values.

As can be seen from Figure 6(c), SVM algorithm has
serious misclassification, especially in the upper and left part
of the image. Figure 6(d) is the classification result of the
Wishart algorithm, in which bare land and water are seri-
ously confused. In addition, the classification confusion of
farmland and river also exists. Figures 6(e) and 6(f) are the
classification results of literature [16] and literature [17]
algorithms. There are many misclassified pixels in both class

plots. At the same time, there is the problem of internal pixel
discontinuity in the image.

Figure 6(g) shows the classification results of CNN algo-
rithm. The results are clearer than those of the previous
algorithms. However, the category of farmland excessively
affects the classification of the whole image, and many pixels
that do not belong to the category of farmland are classified
as the category of farmland. Figure 6(h) shows the classifica-
tion results of literature [18] algorithm, and the classification
confusion of village and road categories is serious.
Figure 6(i) shows the classification results of the proposed
algorithm, and its classification performance is greatly
improved compared with other algorithms. The classifica-
tion image of the proposed algorithm is cleaner and has bet-
ter spatial connectivity.

As shown in Table 1, the overall classification accuracy
of the proposed algorithm is higher than that of other algo-
rithms. The classification accuracy of the Wishart algorithm
is 1.25% lower than that of the algorithm in this paper. How-
ever, it should be noted that the algorithm uses 5% of real
marker pixels as training samples, while the algorithm in this
paper only uses 1% of real marker pixels.

4.3.2. Experimental Results of San Francisco Area Data.
Table 2 shows the classification results and classification
accuracy values of data in San Francisco area by SVM algo-
rithm, Wishart algorithm, this paper algorithm, and CNN
algorithm, respectively. Table 2 shows that the overall

(i) Proposed

Figure 6: The classification results.

Table 1: Classification accuracy on RADARSAT-2 image.

Algorithm Mountain Farmland River Village Road Building

SVM 97.71 97.06 78.83 63.44 90.8 93.71

Wishart 51.64 95.15 96.17 94.97 95.02 87.8

Algorithm [16] 99.6 98.05 96.35 91.19 94.33 89.6

Algorithm [17] 99.79 99.38 98.57 96.6 98.03 96.34

CNN 98.77 96.79 88.78 92.47 89.63 93.84

Algorithm [18] 92.52 96.12 92.9 94.03 94.06 86.33

Proposed 99.89 99.57 99.01 98.96 99.65 98.7
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classification accuracy of the proposed algorithm is higher
than that of other algorithms.

5. Conclusion

Powered by the continuous development of human civiliza-
tion, landscape design has become an important issue for
more and more professionals. Animation technology also
plays an increasingly important role in landscape design.
In order to realize that the animation design effect of natural
landscape is close to the real effect, the synthetic aperture
radar image is firstly analyzed to obtain the location of
mountains, farmland, rivers, villages, roads, and buildings.
In this paper, we design an improved U-Net network
structure, which can induce dense connection modules in
downsampling. Before upsampling, ASPP and CBAM are
introduced to segment satellite image road elements accu-
rately. Experimental results show that the segmentation
accuracy of the proposed algorithm is higher than that of
other comparison algorithms. The feasibility of the proposed
algorithm in landscape design is verified. Although through
the algorithm in this paper, the location of mountains, farm-
land, rivers, villages, roads, and buildings in natural scenes
can be obtained. However, the actual scene environment will
be more complex, and how to achieve high-precision image
classification in a more complex environment is the follow-
up research.
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Based on the application characteristics of the world’s elite tennis players’ skills and tactics, this paper establishes the evaluation
model of skill and tactic level. According to the principle of normal distribution, taking the overall average as the reference value
and the overall standard deviation as the discrete distance, the deviation method commonly used in sports statistics is adopted to
formulate the grade evaluation standard. The standard is divided into five evaluation grades: excellent, good, passing, poor, and
extremely poor. The equivalent evaluation scale of diagnostic indexes of tennis skill and tactic level is established. It also
discusses many factors that characterize the skills and tactics of tennis singles. At the same time, it introduces the grey
relational algorithm, constructs the evaluation model of skills and tactic level, and makes an example application. Through
experimental analysis, it is concluded that this model can be applied not only to the diagnosis of individual athletes but also to
the evaluation of a sports team. This article is aimed at further enriching the analysis system of tennis skills and tactics.

1. Introduction

With the continuous development of tennis and the increas-
ing influence, tennis is becoming more and more popular
with the public [1]. Most people have participated in the ten-
nis competition, which has set off a wave of tennis in China’s
social development [2]. Tennis has high technical require-
ments. Among all sports, the rules and requirements of ten-
nis for athletes’ behaviors on the court are more detailed and
strict. Under the background of actual economic globaliza-
tion and material and cultural diversification, how to
improve the competition skills of Chinese tennis players
and promote the development of tennis in China has
become an important direction for the development and
reform of tennis in China [3]. Game technical and tactical
statistics is a cognitive activity that uses concrete data to
reflect the quantitative relationship and characteristics
between each link of the game technical and tactical and
each component of the system [4]. It is characterized by
using a large number of specific data to reflect the present
situation, changes, and rules of technical and tactical activi-
ties in the competition. The purpose is to grasp the overall

quantitative characteristics of technical and tactical activities
in the competition, so as to realize the essence of technical
and tactical activities in the competition. Tennis skills and
tactics are complex and changeable, and it is often difficult
to make accurate and scientific decisions on such problems
[5]. With the development of information technology,
decision-making can be carried out with more information,
which greatly increases the complexity of decision-making,
and restricts the right decision-making based on personal
knowledge and experience. Most of the traditional game
analysis is based on the general mathematical statistics. By
looking up the literature, we make a primary analysis of
the statistical data [6]. The statistical index is too simple,
and the information of competitive state of diagnosis feed-
back is small. Although some methods of multivariate anal-
ysis have been used for diagnosis and evaluation and some
progress has been made, these methods often fail to find
the crux of the problems in the training process and the
competition process.

Whether the players successfully use the skills and tactics
in the competition often becomes the decisive factor of the
competition [7]. The diagnosis and analysis of tennis skills
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and tactics are mostly based on the comparative analysis of
various technical statistical indicators of athletes in the com-
petition, in order to provide reference for training and for-
mulating competition strategies and tactics. The
competitive state of athletes is a complex system, and many
contradictions in the system cannot be solved only by deal-
ing with the quantity relationship [8]. Therefore, we cannot
just stay in the study of quantitative relationship, but we
must study things, characteristics, and values, and we must
study the relationship and changes of these three, in order
to get a solution to the contradictions [9]. At present, most
of the researches are based on the technical and tactical
characteristics of the first few athletes in the whole competi-
tion or a certain competition. However, the performance of
sports competition is restricted by athletes’ competitive state
during the competition period, environmental factors in the
competition, and accidental factors in the competition, and
competitive sports itself has the characteristics of unpredict-
ability and contingency of the competition results, so it is
difficult for other players to refer to and evaluate the winning
rules of tennis skills and tactics [10]. From the literature
reports, the technical and tactical research of sports compe-
tition has been a very important research topic in sports
research for a long time. This paper reviews the current
research methods of sports techniques and tactics, aiming
at reflecting the current research level and current situation
of sports techniques and tactics from the perspective of
methodology.

In the process of the continuous development of ball
games, the rules of the game are also evolving. Different
stages of development have different characteristics, so it is
very important to accurately understand and grasp the
development trend and objective laws of tennis [11]. In the
previous comparative analysis of athletes’ skills and tactics,
the technical and tactical data of each competition were only
isolated individuals, and there were no systematic compari-
son and evaluation of the quality differences between each
competition. The lack of longitudinal analysis cannot
directly reflect the ups and downs of athletes’ staged compet-
itive state and the fluctuation of various technical and tacti-
cal application effects [12]. The technical and tactical
analysis of tennis matches cannot be separated from the
understanding of the objective laws of this event. Only by
starting from the basic theory of special training, following
the winning rule and grasping the competitive elements,
can the evaluation model be constructed properly and accu-
rately reflect the situation of tennis players’ skills and tactics
[13]. The results can be helpful to the diagnosis and analysis
of coaches and the arrangement of the next training plan, so
that the evaluation model can stand the test of practice. The
evaluation model of sports skill and tactic level designed in
this paper is based on the basic principle of grey relational
algorithm, and the evaluation model of sports skill and tactic
level based on grey relational algorithm is constructed [14].
A tennis match is described with an introduction matrix of
game state transition. On this basis, the winning probability
of the match is calculated by Markov chain and the compet-
itive efficiency values of various game states are further
determined. Compared with the traditional evaluation and

analysis method of tennis match, this method can not only
make descriptive statistical analysis of techniques and tactics
through the transition probability of various match states
but also determine the influence of various match states on
the winning probability of the whole match.

2. Related Work

Literature [15], by using the fast video analysis system of
tennis match and the data collection and intelligent analysis
system of tennis skills and tactics, makes a simple statistical
analysis of the technical and tactical characteristics of Chi-
nese women tennis team by video statistics and points out
some problems existing in the economic indicators of Chi-
nese women tennis players. In literature [16] by using the
methods of literature, mathematical statistics, and compari-
son, the technical and tactical indexes of tennis women’s sin-
gles players in the competition were statistically analyzed.
Literature [17] points out that there is a significant gap
between Chinese tennis women’s singles players and
world-class tennis women’s singles players in terms of tech-
nical and tactical indicators such as the scoring rate of the
first serve, the scoring rate of the second serve, the scoring
rate of receiving the serve, the success rate of breaking, and
nondestructive mistakes. Literature [18] and Literature
[19], respectively, studied the diagnosis and evaluation of
tennis attack tactic level in the research of “Diagnosis and
evaluation of tennis attack tactics level” and “Application
of multivariate analysis in tennis evaluation.” Literature
[20] pointed out that it is also a requirement of technical
and tactical decision to simulate and predict the influence
of various technical and tactical indicators on the results of
the competition through technical and tactical modeling
research. Literature [21] describes the theory and method
of mathematical simulation competitive diagnosis of ball
games in the research of “Theory and practice of mathemat-
ical simulation competitive diagnosis of ball games.” It was
successfully deduced with an example of mathematical sim-
ulation of tennis match. Literature [22] introduces matter-
element analysis into the diagnosis method by using the
basic idea of technical and tactical characteristic model.
Using extension set and correlation function, the character-
istic model of tennis women’s doubles skills and tactics is
divided into three dimensions. They are basic skills, basic
tactics, and the substructure of sending and gaining and los-
ing. Literature [23] uses a mathematical simulation diagnosis
method to diagnose and evaluate competitive state. It opens
up a new way to study the competitive state. He can not only
make general descriptive statistics on the competition state
but also determine the influence of various competition
states on the winning probability of the whole competition
through mathematical calculation. Literature [24] studies
the theory and methods of data mining and discusses the
application of data mining based on association analysis
and data mining based on rough set in the field of tennis
technical and tactical decision-making and makes a concrete
application case analysis.

Based on the research of related literatures, this paper
finds that due to the different items and requirements, there
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are various theories and methods used in technical and tac-
tical research, each of which has its own characteristics.
Based on the analysis and research of the advantages and dis-
advantages of these methods, this paper puts forward a new
evaluation model constructionmethod of tennis skills and tac-
tics. Based on the theory of grey correlation algorithm, this
paper uses a grey correlation method to construct the diagno-
sis and evaluation system of tennis skill and tactic level. By
using the methods of literature review, questionnaire survey,
and video statistics, the evaluation indexes of tennis skills
and tactics were established. The indicators that are highly
representative and can objectively reflect the actual situation
are selected. It has solved the technical and tactical landing
decision-making problems such as the analysis of the associa-
tion rules of the last two beats, the association rules of the first
three beats of the serving wheel, and the association analysis of
the first two beats of the receiving service. Experiments show
that the comprehensive evaluation model of tennis skills and
tactics based on the grey relational algorithm is practical and
feasible. Provide objective and scientific decision support for
the evaluation of tennis skills and tactics.

3. Methodology

3.1. Concept and Significance of Tennis Skill and Tactic Level
Evaluation. Technology and tactics are two frequently used
terms in sports, and they are two necessary links to improve
the competitive level. Technology is the way to complete actions;
tactics are the strategies and actions taken to defeat opponents.
Technology is interpreted as the experience and knowledge
accumulated by human beings in the process of utilizing and
transforming nature and embodied in productive labor and also
refers to other operational skills [25]. Continue to narrow the
scope to tennis, and technology is one of the performance char-
acteristics of tennis. It mainly includes serving, receiving, fore-
hand shooting down the earth, backhand shooting down the
earth, interception, high-pressure ball, lob, and small ball.
According to the theory of sports training, sports technology
refers to the method of completing sports movements, which
is an important determinant of athletes’ competitive ability.

Sports tactics refer to all kinds of strategies and actions
taken to defeat opponents or achieve ideal results according
to the competition rules of special sports. Here, strategy
refers to premeditation and on-the-spot strategy before the
game. Action refers to the behavior mode of carrying out
pregame planning and on-the-spot strategy. Tactics consist
of tactical concepts, tactical guiding ideology, tactical princi-
ples, tactical awareness, tactical knowledge, tactical forms,
and tactical actions [26]. There are technical and tactical
behaviors in any sports competition, but different sports
require different levels of skills and tactics. The quantitative
diagnosis of technical and tactical level is to use scientific
detection methods to obtain information related to athletes’
technical and tactical level. Then analyze the information, so
as to evaluate the technical and tactical level of athletes, find
out the shortcomings, and provide the basis for improving
the technical and tactical training quality. We diagnose the
cause of failure and its degree according to certain proce-
dures or rules. The specific steps are shown in Figure 1.

Tactical ability refers to the ability of athletes to master
and use tactics, which is the main component of the overall
competitive ability of athletes. Good tactics, if the athletes
cannot perform effectively in the competition, or if the ath-
letes do not follow the original tactical plan according to
the changes of the competition situation, they are likely to
fall into a passive position and fail to achieve the expected
competition results [27]. Therefore, it puts forward high
requirements for athletes’ tactical ability. In the ball game,
the complexity and flexibility of techniques and tactics and
their flexible application in the game make the ball game
performance and sports quality show a nonlinear relation-
ship, and it is difficult to predict the athletes’ performance
according to sports quality, while techniques and tactics play
an extremely important role in the outcome of the game.

Technology and tactics are dialectically interrelated,
interdependent, and mutually restricted. It is the material
basis of technology and tactics. In the competition, technol-
ogy is always reflected in tactical coordination and action,
and it can be fully played and played a good role in time.
Advanced tactics can in turn actively promote the improve-
ment and development of technology. Scientific and system-
atic diagnosis and analysis of players’ technical and tactical
ability are one of the core contents to improve the scientific
training and participation of tennis events.

The strength of athletes’ tactical ability is reflected in the
advanced tactical concept, the strength of individual tactical
awareness and cooperation awareness, the amount of tactical
theoretical knowledge, the quality and quantity of mastered
tactical actions, the immediacy and effectiveness of tactics,
etc. In sports, the degree of dependence of competition
results on skills and tactics is quite different among different
sports groups. The technical and tactical requirements of
various events are divided into three levels: basic role,
important role, and decisive role. For sports with high tech-
nical and tactical requirements, the successful application of
athletes’ technical and tactical skills in the competition often
determines the outcome of the competition, which is a very
important factor.

The technical and tactical characteristic model refers to
the sum of the technical and tactical characteristics that ath-
letes need to have when they take up the role of a special task
in competitive sports. The establishment of the technical and
tactical characteristic model is the logical starting point for
the practical research of athletes’ training and training, and
it is also an important foundation for a series of athletes’
team management and development techniques. The statis-
tical analysis of sports skills and tactics is mainly that the
technical and tactical information indicators in sports com-
petitions are listed into tables in advance, and then the tech-
nical and tactical indicators are recorded and counted by on-
the-spot observation or watching the video of the competi-
tion, so as to obtain the technical and tactical counting data
of athletes in the competition, and then further statistical
analysis and collation of these technical and tactical data
are carried out, and the technical and tactical rules reflecting
the athletes’ competition performance are obtained. The
frame structure of the comprehensive evaluation system of
technology and tactics in this paper is shown in Figure 2.
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Evaluation usually means to determine the meaning,
value, or state of an object through detailed and careful
research and evaluation. Modeling technical and tactical
behavior is also a way to study the performance of compet-
itive sports. Sports model is an analytical technology that
provides practical information, because it directs the mod-
eler’s attention to key features of data, which can successfully
describe athletes’ performance in competition, and the
model can reliably predict future competitions according to
the deep-seated features of sports performance.

3.2. Evaluation Model of Tennis Skill and Tactic Level Based
on Grey Relational Algorithm. Grey system correlation anal-
ysis is not only an important part of grey system theory but

also the cornerstone of grey system analysis, modeling, pre-
diction, and decision-making. Research in recent years
shows that grey relational theory is undoubtedly the most
widely used and dynamic part of grey system theory. Associ-
ation analysis can find interesting relationships between
things hidden in large databases. These connections can be
given in the form of association rules and frequent item sets.
Association analysis can be applied to business management,
medical diagnosis, scientific data analysis, and other fields.
The existing grey relational analysis is based on the following
idea: according to the similarity of geometric shapes of series
curves, it is judged whether the relationship is close. The
closer the curves are, the greater the correlation between
the corresponding series, and vice versa. Association analysis

Overall technical
and tactical level

Global
conjugate
analysis

Comprehensive
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Determine
technical and

tactical strategies
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Figure 1: Quantitative diagnosis process of athletes’ technical and tactical level.
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Figure 2: Framework of comprehensive evaluation system of tactics and techniques.
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can find interesting relationships between things hidden in
large databases. These rules or relationships can be found
by using an algorithm of association rules.

At present, the construction of grey relational grade
algorithm model is mainly from two angles. On the one
hand, the correlation degree is constructed by reflecting the
similarity of development process or magnitude between
two sequences. On the other hand, it is constructed by
reflecting the similarity of the development trend or curve
shape of the two series, that is, the closeness of the relative
change trend between the main engraved series curves. In
practical applications such as grey clustering and grey deci-
sion-making, the correlation analysis of the closeness
between each known pattern and the ideal pattern is often
used. The closer the known pattern and the ideal pattern
are, the higher the closeness and the larger the value of the
closeness. That is to say, this correlation analysis is a kind
of proximity analysis, not similarity analysis.

Grey comprehensive evaluation is mainly based on the
following models:

R = E ×W: ð1Þ

In the formula, R = ½r1, r2,⋯, rm�T is the comprehensive
evaluation result vector of m evaluated objects. W =
½w1,w2,⋯,wn�T assigns n vectors to the weights of n evalu-
ation indicators, where

〠
n

j=1
wj = 1: ð2Þ

E is the evaluation matrix of each index:

E =

ξ1 1ð Þ ξ1 2ð Þ ⋯ ξ1 nð Þ
ξ2 1ð Þ ξ2 2ð Þ ⋯ ξ2 nð Þ
⋯ ⋯

ξm 1ð Þ ξm 2ð Þ ⋯ ξm nð Þ

2
666664

3
777775
: ð3Þ

In the formula, ξiðkÞ is the correlation coefficient
between the k-th index of the i-th scheme and the k-th opti-
mal index. The value of R is obtained, and the techniques
and tactics of the evaluation objects are sorted. Determine
the optimal set of metrics (F ∗). Assume

F∗ = j∗1 , j∗2 ,⋯, j∗n½ �: ð4Þ

In the formula, j∗k ðk = 1, 2,⋯, nÞ is the optimal value of
the k-th index. If it is a high-quality index, the optimal value
is the maximum value among the schemes; if it is a low-
quality index, the optimal value is the lowest value among
the schemes. After selecting the optimal index set, the matrix
D can be constructed:

D =

j∗1 j∗2 ⋯ j∗n

j11 j12 ⋯ j1n

⋯ ⋯

jm1 jm2 ⋯ jm1

2
666664

3
777775
: ð5Þ

The evaluation index system of tennis technical and tac-
tical effectiveness is the main basis for judges to score the
skills and tactics used by tennis players in tennis matches.
The establishment of tennis technical and tactical efficiency
evaluation system needs to be based on the basic unit skill
process and divide the whole tennis game into several basic
unit competition modules. According to the athletes’ “score
and loss of beat number” in the basic compound competi-
tion process, this paper analyzes and judges the base station
performance and economic characteristics of tennis players.
The basic unit competitive process refers to the process of
offensive and defensive confrontation between players in
the competition for every point, which is the most basic unit
of the tennis competition process. The “winning and losing
scores” produced by each basic unit competitive process is
not only the expression form of athletes’ technical and tacti-
cal application but also the stage characteristics of the basic
unit competitive process of tennis competition. Scoring rate
and utilization rate are the most basic evaluation parameters
for the technical and tactical analysis of the holding-racquet-
net-against-net event.

Sports competition behavior and its results are influ-
enced by many factors. The complexity and difficulty of
explaining these factors make some scholars begin to study
sports competition from a systematic point of view.
Although it is still inconclusive whether the technical and
tactical behavior of sports competition is a self-organizing
system or a complex system, it is based on the systematic
view to study sports competition. In the course of the com-
petition, in order to give full play to the technology, reason-
able tactical choice is also necessary. In the process of sports
training, tactical awareness must be used to guide technical
training. Only in this way can we train the most useful skills
in the competition. On the other hand, it is necessary to
choose a tactical system suitable for athletes from their tech-
nical characteristics.

The first step of technical and tactical statistical analysis
is to collect data according to statistical indicators. Accord-
ing to the different collection time, it can be divided into
two categories: on-the-spot collection and postmatch collec-
tion. On-the-spot collection means real-time collection of
skills and tactics during athletes’ competitions. On-the-spot
data collection has few indicators and reflects little informa-
tion, but the collection time is short, which is conducive to
rapid information feedback, and is mainly used for technical
and tactical statistics of sports teams during competitions.
Postmatch collection refers to technical and tactical collec-
tion by watching video data after the game. Because this kind
of collection is not limited by time, it can observe and record
as many technical and tactical indicators as possible, which
is conducive to more detailed and in-depth technical and
tactical research of the game. For discrete data series, the
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so-called closeness of two curves refers to the closeness of
curve slopes of two time series in each corresponding time
period. If the curve slopes of two curves are equal or have lit-
tle difference in each time period, the correlation coefficient
between them will be larger; otherwise, it will be smaller.

The physical characteristic displacement difference dð0Þij

ðtÞ describing similarity and the physical characteristic

velocity difference dð1Þij ðtÞ and acceleration difference dð2Þij ðtÞ
describing similarity are used to reflect the degree of correla-
tion between sequences. Order

d 0ð Þ
ij tð Þ = 〠

n

k=1
xi kð Þ − x0 kð Þj j,

d 1ð Þ
ij tð Þ = 〠

n−1

k=1
xi k + 1ð Þ − x0 k + 1ð Þ − xi kð Þ + x0 kð Þj j,

d 2ð Þ
ij tð Þ = 〠

n−1

k=2
xi k + 1ð Þ − x0 k + 1ð Þ½ � − 2 xi kð Þ + x0 kð Þ½ �j

+ xi k − 1ð Þ − x0 k − 1ð Þ½ �j:
ð6Þ

Then, the formula for calculating the B-type correlation
degree i:

r X0, X1ð Þ = 1
1 + 1/nð Þd 1ð Þ

i j tð Þ + 1/ n − 1ð Þð Þd 0ð Þ
ij tð Þ + 1/ n − 2ð Þð Þd 2ð Þ

ij tð Þ
:

ð7Þ

As a net-separated confrontation event, the competition
for each ball in the competition is a unit competition pro-
cess. Therefore, the analysis of the structure of gains and
losses is an important part of the whole competition and
the whole competitive process. The structure of winning
and losing points in tennis has many characteristics: due to
the fierce confrontation in tennis competition, the scores in
the competition include both active offensive scores and
the mistakes of opponents. When watching the game, we
often see the unforced errors of athletes. Because of the dif-
ferent times when athletes’ best state appears in the course of
competition, the proportion of athletes’ gains and losses is
different in different stages of competition. The success or
failure of high-level competitions often takes the gain or loss
of one or two key balls as the inflection point, showing a
clear trend. The final result of a tennis match is calculated
by scores, so scoring and losing points are the starting points
to guide training and competition.

In the process of establishing the technical and tactical
characteristic model, we discuss it from three aspects: basic
technology, basic tactics, and the structure of gains and
losses. Technology is the foundation of tactics and the neces-
sary condition for tactics to be realized. The basic skills of
tennis singles include serving, receiving, forehand, back-
hand, chopping, volley ball, high-pressure ball, putting small
ball, and picking high ball. On the structure of score and

loss, it is discussed from two aspects: the means and timing
of score. In terms of means of gain and loss, we use active
scoring as the index, and in terms of scoring opportunity,
we use the first four beat scoring and stalemate scoring
stages to describe.

4. Result Analysis and Discussion

Only analyzing the single technical and tactical indicators of
tennis players can not reflect the problems existing in the
whole competition process, and the results are rather one-
sided. Therefore, it is necessary to comprehensively evaluate
the effectiveness of each technical and tactical indicator from
a comprehensive perspective and obtain the comprehensive
evaluation results, so as to reflect the quality of the whole
competition. Among the various techniques of tennis, serv-
ing is the only one that is not restricted by opponents. A
good serve can not only score directly but also mobilize
the opponent into his own tactical design. A good serve is
not only a sharp weapon to score directly but also an impor-
tant means to take the initiative and create a winning
chance. As the most efficient scoring method, the technique
before the net is often ignored by the bottom-line players,
but under the trend of comprehensive technology, the tech-
nique before the net gradually shows its importance.

During the whole game, because there are not too many
differences in serving speed, serving strength, and other
aspects between players of both sides of the game, this
research activity will analyze the importance of serving and
receiving in the whole tennis game from the third row of
the game to the whole game with the aid of this stage of
attack and defense stalemate. Statistical analysis of a certain
technical and tactical index of athletes can evaluate the local
situation of athletes’ technical and tactical application in the
competition. If we want to evaluate the technical and tactical
performance of the whole competition, we need to “inte-
grate” the application of each tactical index in the competi-
tion. Figure 3 is a schematic diagram of the average
utilization rate and average scoring rate of each beat tech-
nique and tactics used in the basic unit competition of the
world’s elite tennis players in hard court competition.

The differences in the average utilization rate and aver-
age scoring rate of each beat technique and tactics in the
basic unit competitive process show the differences in the
characteristics of technique and tactic application and scor-
ing effect in the three stages.

Considering the characteristics of association rule algo-
rithm, that is, it produces frequent itemsets in combination.
However, the decision-making requirement of the hitting
point of tennis ball is in order, and it is related to the hitting
effect. Therefore, the grey relational algorithm is used to
mine the characteristics of hitting point of tennis technique
and tactics. It can excavate and analyze the relationship
between the hitting point and the winning and losing points
of the first two strokes of the serving wheel and the receiving
wheel and can also analyze the correlation between the hit-
ting point and the winning and losing points of the last
two strokes of each score. The evaluation index mainly
involves three aspects, namely, benefit index, cost index,
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and moderate index. The larger the benefit index, the better
the effect. The smaller the cost index, the better the effect.
Moderate index indicates that the better the effect. Because
the benefit index, cost index, and moderate index belong to
three different categories and have different properties, they
should be dimensionless. Select the data of the technical and
tactical effects used in 10 games of Athlete No.1, Athlete
No.2, and Athlete No.3, and get the comprehensive evaluation
of the competition technical and tactical as shown in Figure 4.

Through further observation of the contents in the pic-
ture, it is found that the comprehensive technical and tacti-
cal value of Athlete No.3 in the competition is good, the
competitive state is relatively stable, and the competitive per-
formance conforms to the law of sports training, which

reflects the scientificity and effectiveness of Athlete No.3’s
usual training.

The “three-stage index evaluation method” is character-
ized by the division of “stages” according to the law of hit-
ting order in tennis matches, so that the strength of the
same player in different periods or among different players
in the same period can be compared. It is a macroscopic
evaluation of an athlete’s ability to play on the spot in the
competition. Its advantages are easy to understand and easy
to operate. In order to verify the accuracy and feasibility of
this algorithm, this paper compares the accuracy and recall
of different algorithms. The obtained accuracy is shown in
Figure 5, and the comparison of recall rate is shown in
Figure 6.

40

50

60

70

80

90

100

5

10

15

20

25

2 4 6 8 10 12 14 16 18 20

Av
er

ag
e s

co
re

 ra
te

Av
er

ag
e u

til
iz

at
io

n 
ra

te

Number of beats

Average utilization rate

Average score rate

Figure 3: Average utilization rate and average score rate of each beat in hard court competition.

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 2 3 4 5 6 7 8 9 10

W
ei

gh
te

d 
co

rr
el

at
io

n 
va

lu
e

Number of sessions

Athlete No.1
Athlete No.2
Athlete No.3

Figure 4: Trend chart of comprehensive evaluation of athletes’ skills and tactics.

7Journal of Sensors



By analyzing Figure 5, we can see that the accuracy rate
of this algorithm is higher than that of literature [23] and lit-
erature [24], and it is concluded that this algorithm has the
highest accuracy rate. In the comparison of the recall rate
of the three algorithms, the recall rate of this algorithm is
the best, which is higher than those of the other two algo-
rithms. This further demonstrates the accuracy and superi-
ority of this algorithm.

The “stalemate stage” is an important stage to evaluate
the skill level of tennis players in the whole game. At this

stage, the two sides of the competition are in a state of close
competition for a long time, and there is not much difference
in the strength relationship between them, so it is impossible
to win or lose in a short time. If you want to beat your oppo-
nent in tennis, you must break your opponent’s serve, or
your opponent’s serve point. Therefore, receiving and serv-
ing technology is an important technology in parallel with
serving technology. With the development of baseline tech-
nology, service receiving technology has become more and
more aggressive, and the traditional passive return has been
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replaced by active service receiving and attacking. Practical
experiments are carried out on the model established in this
paper. By comparing the models in literature [23] and liter-
ature [24], the accuracy of three different models in evaluat-
ing tennis skills and tactics is obtained. The results are
shown in Figure 7.

Through analysis, it can be concluded that the accuracy
of the models in literature [23] and literature [24] in evalu-
ating the technical and tactical level is comparable. Among
them, the model in this paper has the highest accuracy in
evaluating the technical and tactical level. Further confirmed
the practicability and feasibility of this model.

Different indexes can reflect different contents and have
different comparability. We should use standardized pro-
cessing methods to process the original data, reduce the
influence of dimensions, and ensure that different indexes
can carry out quantitative calculation. From the gray abso-
lute correlation degree, it shows that there is a certain corre-
lation between the two sequences. However, from the
perspective of grey proximity correlation degree and grey
similarity correlation degree, it shows that the two sequences
are neither close nor similar. Therefore, in the actual cluster
analysis and decision analysis, we should choose a unified
correlation degree according to the actual target to be ana-
lyzed, and some cannot choose grey absolute correlation
degree; some can choose grey proximity correlation.

There are many indexes for evaluating the technical and
tactical effectiveness of tennis events. Only by selecting the
indexes that are highly representative and can objectively
reflect the actual situation can we comprehensively reflect
the level of competition quality. The evaluation model of
tennis technical and tactical level based on grey relational
algorithm can quantitatively reflect the advantages and dis-
advantages of athletes’ technical and tactical efficiency in dif-

ferent periods, and it has certain practical value in tennis
technical and tactical efficiency evaluation.

5. Conclusions

In competitive tennis, technique and tactics are one of the
main factors that affect the competition results, and whether
it is successfully used or not often becomes the decisive fac-
tor for the outcome of the competition. Therefore, it is an
important topic in the research field of sports technology
and tactics to study the technical and tactical rules of tennis
competitive competition and improve the scientific level of
technical and tactical decision-making. In this paper, based
on the basic principle of grey relational algorithm, starting
from grey relational algorithm, the evaluation model of
sports skill and tactic level based on grey relational algo-
rithm is constructed. Through the analysis of the overall
technical and tactical level and conjugation, it is known that
there is a great gap between China’s elite players and the
world’s elite players in basic technology. However, the tech-
nique of baseline pumping is comparable to that of the
world’s best players. There is a gap in the basic skills and tac-
tics and the use of play, but there is little difference in the
structure of gains and losses. The ability to score in the first
four beats is weak, and the ability to win quickly needs to be
improved.

In this study, the evaluation index system of tennis skills
and tactics is selected, and the comprehensive evaluation of
tennis skills and tactics is carried out by using the grey rela-
tional algorithm. Experiments show that the method based
on grey correlation can comprehensively evaluate tennis
skills and tactics. The evaluation method is scientific and
effective. To some extent, it can predict the competitive state
of athletes in a certain period of time, and it can also provide
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data support for empirical facts, so as to provide reference
for coaches’ decision-making and athletes’ training adjust-
ment. It has certain practical value in the evaluation of ten-
nis skills and tactics. The purpose of this evaluation model
is to provide objective and accurate data for coaches and ath-
letes in the future training competition, to guide the devel-
opment of scientific training, and to provide some overall
ideas and suggestions for the development of tennis skills
and tactics. The research on sports skills and tactics has
always been a hot issue in the field of sports competition.
Due to the limited research energy and ability of the author,
as far as the current research results of this study are con-
cerned, some work needs further in-depth study in the
future.

Data Availability

The labeled dataset used to support the findings of this study
is available from the corresponding author upon request.
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In order to improve the effect of online clothing modular design, this paper adopts the improved linear skinning technology.
Moreover, without changing the original input value, this paper uses the QLERP interpolation method to interpolate the
rotations of multiple joints into one and determines the rotation angle through the calculation of the rotation center point, so
as to subtly solve the problem of skin depression and distortion, and greatly improving the authenticity of the experiment. In
addition, this paper combines the virtual 3D technology to build a clothing modular design system to improve the effect of
online clothing design. The simulation test results show that the clothing modular design system based on virtual 3D
technology proposed in this paper basically meets the current online clothing modular design requirements.

1. Introduction

Informatization is one of the important themes of contem-
porary society, and various embedded information systems
are constantly integrated into people’s lives, becoming an
important force for improving the quality of life. With the
rapid development of microelectronic technology and mate-
rial technology, various microprocessing devices are emerg-
ing, which provides a solid technical foundation for the
integration of electronic equipment and clothing [1]. The
digital clothing system improves the ability of users to obtain
and process information anytime and anywhere by integrat-
ing data collection, wireless transmission, positioning and
navigation, video collection, and other information process-
ing functions in clothing. The combination of digital cloth-
ing and job requirements is of great significance to
improve the efficiency of workers in different industries in
dealing with problems [2]. The embedded computer system
for clothing is centered on the wearer. Due to the limitations
of people’s physical ability, feeling, and cognition, strict
requirements are put forward for the function, performance,
structural layout, and other aspects of the computer system
[3]. The combination between soft clothing and hard com-
puter modules, especially how to improve the practical per-

formance of the system under special use environments
and operating conditions through the integration of clothing
and computer systems has become the key to the realization
of the system.

The garment CAD system is involved in all aspects of
garment production, including the creation of fashion
designers, the drawing of clothing renderings, the drawing
of clothing samples, the confirmation and modification of
industrial patterns, and industrialized process processing,
such as push plates and layouts. The garment CAD system
can generally be divided into the garment design system
and style design system. The garment piece design system
includes three functional modules: template design, grading,
and layout. The hardware devices required for the garment
piece design system include a host computer, a digitizer,
and a plotter. The advantage of CAD technology is in grad-
ing and nesting, especially the grading has been fully auto-
mated. The grading of garment pieces is a repetitive and
tedious task. It takes a lot of time and energy to use manual
methods. Due to the low efficiency of traditional grading, the
size and specifications of garments are often incomplete.

Using CAD technology, you only need to input the cor-
responding specifications in the size table, and within a few
minutes to ten minutes, the complete set of specifications
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can be quickly provided, and the accuracy is very high. How-
ever, manual grading will affect its accuracy because each
person’s grading method is different. Using computer grad-
ing can also provide nonstandard body-shaped clothing
pieces, which can meet market demand in time and improve
product competitiveness. On the layout module, there are
two methods of automatic layout and man-machine interac-
tive layout in domestic and foreign systems. Compared with
traditional methods, the advantages of CAD technology are
obvious. The module itself has functions such as selection,
translation, flipping, rotation, cutting, and automatic tight-
ening. With the improvement of the requirements for the
fit and comfort of clothing and the acceleration of clothing
style changes, the establishment of 3D human models and
the study of 3D clothing CAD technology have become the
most important research direction and research focus of
clothing CAD technology.

This paper combines the virtual 3D technology to con-
struct a clothing modular design system, improves the effect
of online clothing design, and provides a reference for the
subsequent online clothing design.

2. Related Work

Literature [4] summarizes the necessity of combining the
Internet and personalized clothing customization by analyz-
ing the life cycle of clothing commodities, the situation of
unsalable products, and the development status of Internet
technology. Literature [5] analyzes the difference between
the network and the traditional sales model, points out that
the network personalized clothing is a new trend of clothing
marketing strategy, and, on this basis, summarizes the effec-
tive measures to combine clothing personalized customiza-
tion and network retail mode. Literature [6] starts from the
concept of clothing personalized design and customization
and studies and predicts the development direction of cloth-
ing style customization from a perceptual perspective. Liter-
ature [7] adopts the combination of questionnaire survey
and expert interviews, uses SPSS software to scientifically
analyze the survey data, summarizes the factors that affect
consumers’ choice of online custom clothing, and provides
effective suggestions for the clothing online customization
industry. Literature [8], through the investigation and anal-
ysis of the homogenization phenomenon of the clothing
market, concluded that the traditional single consumption
can no longer meet the needs of consumers and other prob-
lems, and the clothing market needs personalized customi-
zation to obtain and protect the interests of enterprises and
consumers. Literature [9] established a digital and intelligent
MTM customization system on the basis of personalized
customization process, pattern generation technology, and
three-dimensional measurement technology to meet the
individual needs of consumers and improve the level of dig-
ital and intelligent manufacturing of enterprises. On the
basis of the existing research, in order to better meet the per-
sonalized customization needs of consumers, the clothing
module is used as the customization unit, and the cheong-
sam style is coded based on the coding principle, and the
module coding database is established to create a customized

cheongsam. The basic principle of the module configuration
of the process; based on this principle, the efficiency of the
process design is verified through practical application to
ensure the scientificity and rationality of the design
results [10].

Reference [11] divides the design elements into three
levels and makes a detailed study of the design elements.
The first-level element refers to the shape of the element,
such as circle, square, pocket, collar, T-shaped, and X-
shaped. The secondary element refers to the quality of the
element, such as color number, roughness, smooth wrinkle,
tightness, bump, and soft and hard. The tertiary element
refers to the quantitative state of the element, such as size,
number, number, length, area, and quantity. Literature [12]
analyzed several important characteristics in clothing design,
including body shape change, clothing modeling, comfort
function embodiment, clothing material selection, and deco-
rative pattern design. Literature [13] focused on analyzing
the interest of clothing in terms of outer contour, internal
structure line, pattern, color, processing technology, etc.,
such as fabric splicing, color splicing, text pattern design,
and internal structure line design; the interesting design is
integrated into the interesting design of clothing. Xie Xiu-
hong analyzed the main points of clothing design and came
to the conclusion: Only by grasping the brand positioning,
developing the trend, and integrating the color and regional
environment can the clothing products meet the new
demands of the clothing market. Reference [14] analyzes
the design and development process of clothing from the
perspective of creating user experience value. In the experi-
ence economy, experience becomes an independent eco-
nomic provision carried by products and services. The
experience itself contains value at the same time, and the
user experience value is a new user value, which comes from
the user’s overall perception and evaluation of the experi-
ence provided by the enterprise. Through the user’s involve-
ment in the development of clothing products, on the one
hand, it can promote two-way communication, establish
an effective feedback system, and make the product truly
meet the needs of users; on the other hand, users become
the cooperative developers of enterprise products, and the
participation process also creates experience value [15].
Reference [16] starts from the perspective of bionic design
of clothing, studies the method of bionic design of clothing,
and discusses the laws of bionic design of clothing. Litera-
ture [17] pointed out that clothing bionic design has both
entertainment function and obvious educational function.
From the research of experts and scholars, in addition to
ensuring the practicality of clothing, they should also pay
attention to the safety of clothing. On this basis, they must
add a certain interest to meet the needs of the market.
From the perspective of the details of clothing, the elements
of clothing design include silhouette, collar, sleeve, color,
pattern, and fabric. The requirements for clothing should
start from these design elements and use different combina-
tions to achieve the ideal design

The perceptual engineering system based on information
technology is a system that uses an expert system to convert
consumers’ sensory images into detailed elements of design.
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It mainly includes a perceptual database, an image database,
a knowledge database, and a design and color database. The
methods used include brain waves, eye tracking, expressions,
behaviors, and questionnaires [18]. Experts and scholars
have conducted extensive research on Kansei Engineering
and its applications and have had preliminary applications
in many industries. Reference [19] conducted a systematic
study on the perceptual design method according to the per-
ceptual characteristics of clothing. It summarizes and ana-
lyzes the elements of clothing design, the perceptual
characteristics of clothing, the relationship between the
two, and the rules of clothing design and builds a knowledge
platform for clothing perceptual design. Literature [20] pro-
posed a complete study of expert knowledge acquisition and
formal representation, clothing interaction design based on
knowledge platform, and the realization of the unification
of expert cognition and customer cognition in the process
of recommendation interaction. Reference [21] studied the
application of Kansei Engineering in clothing. They cap-
tured the user’s feelings about clothing according to the eval-
uation of ergonomics and psychology and then defined the
design features of clothing through user sensibility and
finally combined the consumer’s image with the clothing.
Feeling translation becomes a design element and is used
in clothing design.

3. Improvement of Bone Skinning and
Optimization of Depth Information

The human body consists of two parts: skin and bones. Poly-
gon static meshes constitute human skin and joint chains
with topology structure constitute bones. When the bone
node moves, its transformation matrix is mapped onto the
skin static mesh, causing the skin to distort. In response to
the above phenomenon, scientists have proposed a variety
of solutions, the more typical ones are the multielement
skinning algorithm and the linear skinning algorithm.
Through the pair analysis of the two algorithms, this paper
proposes an improved linear skinning algorithm based on
it, which uses the QLERP interpolation algorithm to trans-
form the skeleton matrix information. In this paper, the
weight value of each vertex is allocated reasonably, and the
purpose is to optimize the model. Moreover, this paper
smoothes the joints of the limbs to solve the problem of skin
depression and make up for the obvious seam phenomenon
at the joints of limbs.

First, the barycentric coordinates are briefly introduced.
Since the three-dimensional human body and cloth model
meshes used in the virtual fitting system are all triangular
meshes, and the triangle itself is a two-dimensional object,
it is necessary to use the method of barycentric coordinates
to convert the two-dimensional coordinates into coordinates
associated with the triangular surface but not associated with
its 3D coordinate space. The barycentric coordinates here
are generalized coordinates, and the purpose is to rearrange
and define the vertices of each local model in a linear com-
bination. The barycentric coordinates must satisfy two prop-
erties. First, the defined value will not change when imitation
transformation occurs. In addition, as long as there is a point

in the defined space that satisfies the functional require-
ments of linear reconstruction, it is the barycentric
coordinates.

At present, great progress has been made in the calcula-
tion of the barycentric coordinates by the finite element
method and the definition of the barycentric coordinates of
any point of the polyhedron by the mean value theorem.
The stoke calculation method is shown in

x =
ð
t

v tð Þ
v tð Þ − xj j dsx /

ð
t

v tð Þ
v tð Þ − xj j dsx : ð1Þ

In the formula, Sx represents a sphere centered on x, the
unit is 1, vðtÞ and x are vectors in any direction, and ðvðtÞ
− xÞ/jvðtÞ − xj is the normal vector on Sx.

vðtÞ is parameterized, and the formula is shown in

vt =〠
i

ϕi tð Þvi: ð2Þ

In the formula, ϕiðtÞ represents the barycentric coordi-
nates obtained by the original method. The next step is to
discretize x, as shown in

w x, v tð Þð Þ = 1
v tð Þ − xj j , ð3Þ

wi =
ð
t

ϕ tð Þ
v tð Þ − xj j dt , ð4Þ

Ð
tw x, v tð Þð Þv tð Þd�TÐ

tw x, v tð Þð ÞdT
= ∑twtvt

∑twt
: ð5Þ

In the formula, the distances calculated by x and vðtÞ in
the mean calculation are both Euler distances, and Euler dis-
tances do not include internal distances. When a concave
polygon is encountered, errors will occur, and through the
mean calculation, there may be negative coordinates, which
is not in line with reality. In this case, it is only necessary
to omit the value expressed as a negative coordinate.

The MVC barycentric coordinate method completes the
transformation of coordinates from three-dimensional to
four-dimensional, making the operation process simpler.

Single joint-driven or mesh-driven motion can make the
model appear bulky and inflexible. The skeletal skinning
technology combines the two, making the movement of
the characters more flexible and realistic. The skinned mesh
is used to render the character, and each bone that drives the
movement of the human body will affect a part of its corre-
sponding mesh. In particular, the node bones will share the
same vertex and weight value. However, due to the hierar-
chical division of the human body structure, each bone
needs to establish a separate mesh, and the skin is used as
a mesh on top of the bone. When the bones move, the ver-
tices of the skin mesh will also change accordingly. At this
time, there will be obvious cracks at the joints of the limbs,
and the skin mesh will appear obvious depression and
distortion.
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The three-dimensional space is extended to a four-
dimensional space, which is used to deal with the mesh
deformation problem in the skinning method. The calcula-
tion principle of the double quaternary method is as follows.

T is the translation transformation matrix, where i, j,
and k are the imaginary parts in the four-element vector;
then, the calculation process of T is as follows:

T = 1 + ε

2 t0i + t1 j + t2kð Þ, ð6Þ

where r is the rigid transformation matrix, where a is the
unit vector and θ is the rotation angle, and the formula is
shown in

R = cos θ

2 + sin θ

2

� �
a: ð7Þ

The transformation matrix Q can be obtained by
matrix multiplication of formulas (6) and (7). The formula
is shown in

Q = T × R: ð8Þ

The algorithm selects any point on the model for dou-
ble quaternary transformation, the original point coordi-
nate is Pðtx, ty , tzÞ, and the transformed point is set as Р;
then, the formula is shown in

P =Q 1 + ε

2 txi + ty j + t2k
� �h i

Q∗: ð9Þ

In the formula, Q∗ is the conjugate complex of Q∗ and
Q∗ is the adjoint matrix of Q.

The algorithm uses the double quaternary algorithm to
successfully convert the points in the three-dimensional
space into the points in the four-dimensional space, which
makes the vector expression more accurate, effectively solves
the problems of skin depression, and runs very fast.

The linear skinning algorithm linearly combines the
parameters of each vertex bone in the mesh that affects the
motion and sets different weights according to the degree
of control. The transformation weights of all joint points

are summed to obtain the motion-deformed position of each
skin mesh node. The calculation formula is shown in

v′ = 〠
n

j=1
wjF ′ jð ÞF jð Þ−1v: ð10Þ

In the formula, v represents the coordinates of the skin
node under T-pose in world coordinates, the transformed
coordinate value, Wj represents the weight value of the jth
bone, and n represents the number of bound bone joints.
For bones that are not related to motion, the weight is
recorded as 0, and the bone weights of all control nodes sat-
isfy the sum = 1.

The linear skinning algorithm is simple, but due to the
low degree of freedom of this method, the constraints of
the rotation matrix are ignored in the interpolation calcula-
tion. At this point, the model will suffer from dents and vol-
ume loss problems due to excessive motion. To solve this
problem, this paper proposes an improved linear skinning
algorithm. Without changing the linear skin data input, the
QLERP interpolation method is used to interpolate multiple
joint rotations into one, and the rotation angle is determined
by the calculation of the rotation center point. The QLERP
rotation interpolation formula is shown in

qlerp = 1 −wð Þp +wq
1 −wð Þp +wqk k ð11Þ

In the formula, PQ represents the quaternion of the con-
nected joints, respectively, w, and ð1 −wÞ represent the
weights corresponding to the joints p, q, respectively.

The comparison of the effect before and after skinning
using the method in this paper is shown in Figure 1.

After experimental verification, the method uses the orig-
inal data to make changes, avoids the reinput of data, greatly
improves the running speed, and effectively avoids the skin
distortion and sunken problems caused by overfitting.

The commonly used method is the interframe difference
method, which performs subtraction between adjacent
frames on consecutively sorted images, cuts off the static
background, and leaves the moving target. However, tradi-
tional area detection methods must use special marking

(a) The effect diagram of skin deformation (b) The effect diagram after using the method in this paper

Figure 1: Comparison of the effect before and after using the improved linear skinning algorithm.
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methods to capture motion and can only extract a single tar-
get, which cannot meet the complexity characteristics of vir-
tual fitting, as shown in

body x, yð Þ =
0, depth x, yð Þ ≤ bc:z − T ,
0, depth x, yð Þ ≥ bc:z − T ,
255, otherwise:

8>><
>>: ð12Þ

The distance between the depth camera and the target
object is limited to an integer set range, where the maximum
distance is 255 and the minimum is 0, beyond which depth
images cannot be recorded. When the value is larger, the dis-
tance between the object and the camera is farther, and the
smaller the value is, the closer the distance between the
object and the camera is. After obtaining the depth image,
it firstly divides the obtained 640 ∗ 480 depth image into
nine equal parts based on the kinect coordinate system.
The central area is the target area, and similar pixels are
found in the eight neighborhoods of each point to form
the human body area pixel set R. Then, the threshold value
T is set in the z-axis direction, and the points within the
range of the central region R are binarized to obtain a seg-
mented depth image. The comparison before and after using
the domain segmentation R value to process the depth infor-
mation is shown in Figure 2:

In this paper, the idea of domain segmentation is used, and
a threshold value T is used to filter the input information
according to the depth value. Moreover, the values of pixels
in the neighborhood around each point are weighted to obtain
pixels, which are combined into a human body region pixel
combination R, and a complexity calculation is performed
on them, thereby obtaining a pure target human body.

When using the Kinect device, the depth images
acquired with the Kinect will appear noise and black holes
due to uneven reflection values at the edges of the model

and occluded areas. If it is directly applied to the virtual fit-
ting system, it will reduce the quality of the depth image and
affect the experimental effect. Then, how to reduce these
noises outside the background and retain the edge of the tar-
get human silhouette is a problem that needs to be solved.
This section introduces a variety of filtering methods, and
carefully analyzes and compares them. Finally, a high-
efficiency bilateral filtering method is selected to remove
noise, which ensures the authenticity and real-time perfor-
mance of virtual fitting.

In order to remove noise, in addition to avoiding the
interference of human factors to the greatest extent, scien-
tists have proposed a variety of filtering methods, most of
which are improvements on the basic filtering formula.
The basic filtering formula is shown in

I x, yð Þ = 1
wp

〠
i,j∈Ω

wi,j ∗ n i, jð Þ: ð13Þ

In the formula, the set of points contained in the noise
image to be processed is represented by nði, jÞ, and the
weight value of a point in the pixel space is represented by
wði, jÞ. The standard comparison value of all point weight
values is denoted by wp, and the field set of pixel points is
denoted by Ω. After formula operation, the most filtered
image set Iðx, yÞ is obtained.

The Gaussian filter method is a linear processor. It pro-
cesses each pixel point according to the weighted average
process and pays attention to eliminating the spatial distance
of the pixel point. It is mainly used to remove Gaussian
noise. The calculation formula is shown in

W i,jð Þ = exp −
i − xð Þ2 + j − yð Þ2

2∂2r

 !
: ð14Þ

(a) RGB color image (b) Depth image before segmentation (c) Depth image after segmentation

Figure 2: Comparison of the effect before and after using the domain segmentation R value to process the depth information.
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In the formula, the standard deviation of the Gaussian
function is represented by ∂r , which can determine the filter-
ing performance. The weight value of the pixel ði, jÞ in the
filter is denoted by Wði,jÞ. When the weight value is larger,
it means that the distance between the pixel points is farther
and farther, and the correlation is smaller, and vice versa, the
correlation is larger.

The advantage of the Gaussian filtering method is that it
can be efficiently calculated by Fourier transform, and the
calculation is simple, and the simple foreground and back-
ground can be effectively segmented, so as to obtain a rela-
tively complete target human body. The disadvantage is
that the edge processing is not smooth, the filtering effect
is not obvious, and when changing a viewing angle, the
image jumps to a large extent.

Moreover, this paper proposes a bilateral filtering method
with two functions, and the so-called bilateral filtering means
to ensure the similarity of pixels in the two domains of space
and amplitude. In this paper, this method is used to denoise
the depth image, and the edge of the image is preserved while
filtering. The specific methods are shown in

Wr = exp −
i − xð Þ2 + j − yð Þ2

2∂2r

 !
, ð15Þ

Wt = exp −
I i, jð Þ − I x, yð Þð Þ

2∂2t

� �
, ð16Þ

W =Wr ×Wt : ð17Þ

In the formula, Wr ,Wt represents the spatial domain
weight and image gray domain weight, respectively, and ∂r ,
∂t represents the standard deviation of the amplitude range
and the standard deviation of the spatial range, respectively.

The closer ðx, yÞ and ðr, tÞ are, the closer the weight w is to
the standard value.

Since bilateral filtering has dual function characteristics,
its filtering effect is jointly controlled by two parameters.
Since the two parameters are finally multiplied, when the
value of a quantity in ∂r , ∂t tends to the minimum value of
0, the phenomenon of edge blurring will occur. Therefore,
it is necessary to ensure that the two parameters are greater
than 0 at the same time. Since the effect caused by the ampli-
tude change is more obvious than the spatial change, it is
best to set ∂r ≤ ∂t , that is, the change value ∂t of the ampli-
tude is smaller than the change value ∂t of the spatial range.
The main function of ∂t is to increase the constant in the
image coverage interval, so as to make the obtained image
smoother, and the main function is to preserve the edge
information of the image. Therefore, multiplying the two
parameters will increase the performance of the two param-
eters, effectively remove noise, smooth the picture, and pro-
tect the edge of the contour In the experiment of this paper,
∂r = 4 and ∂t = 4 are the parameters with the best effect of
bilateral filtering. The before and after effect comparison
chart is shown in Figure 3.

Using bilateral filtering method to effectively remove noise
not only solves the problem that Gaussian filtering cannot pre-
serve image edge information but also ensures the smoothness
of the image, greatly improves the recognition rate of depth
information, and has strong real-time performance.

4. Clothing Modular Design Based on Virtual
3D Technology

The database can display the types and information of stored
fabrics, accessories, etc. for users. Users can choose their
favorite fabrics and accessories according to the clothing
styles they have determined and use the system’s image pro-
cessing function to display the final clothing effect of

(a) RGB color image (b) Depth image before filtering (c) Depth image after filtering

Figure 3: Comparison of the effect before and after using bilateral filtering.
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personalized customized clothing to users in real time. The
specific modular customization process is shown in Figure 4.

The personalized clothing design process is shown in
Figure 5. The process contains 5 basic data information; data
1 and data 2 constitute the customer’s demand information.
Among them, data 1 represents anthropometric data, which
provides basic size information for clothing design. The
accuracy of anthropometric data determines whether the
clothing fits. Data 2 represents the customer’s perceptual
demand data, which determines the personalized style of
clothing products. Data 3 represents clothing design infor-
mation, which is interactively transformed from data 2,
including clothing styles. However, the design information
at this time is still a preliminary result and needs to be fed

Start customization

Consumer individual demand
expression

Personalized needs for
professional refinement

Retrieve storage cases

Module selection

Determine the matching
module

Module configuration

Configuration scheme
generation

Program satisfaction
evaluation

Ready-made clothes
manufacture

End configuration 

Repetition
retrieval

Module
information

database
Module

reselection or
correction

Case library

Configuration
criteria 

 Mismatching 

Input  Inconformity

Conformity

 Matching  

Unsatisfy
Satisfy

Figure 4: Modular customization process.

Acquisition and
expression of customer

needs

Interactive
configuration

Storage
information

Outgoing
message

Feedback
control

Whether
meet the
needs?

Data1, 2

Data1, 3

Data1, 5

Data1, 5

Data 4

No
Yes

Figure 5: Personalized clothing design process.

Table 1: Statistical data of experimental verification of clothing
modular design system based on virtual 3D technology.

Number
Fitting
effect

Design
effect

Number
Fitting
effect

Design
effect

1 93.32 89.28 24 87.47 86.00

2 87.12 87.42 25 93.34 87.66

3 87.17 88.91 26 89.56 85.20

4 93.48 90.79 27 87.87 89.32

5 88.51 83.47 28 89.43 89.42

6 88.63 88.68 29 92.03 85.58

7 88.43 83.28 30 88.74 85.03

8 87.92 83.45 31 92.10 89.55

9 93.29 91.86 32 89.06 85.51

10 93.94 87.70 33 88.62 91.25

11 91.87 85.88 34 92.79 87.95

12 87.63 91.07 35 90.84 85.87

13 88.82 84.50 36 92.58 90.95

14 88.18 86.00 37 88.98 85.99

15 90.09 89.89 38 92.96 86.16

16 93.77 88.20 39 93.37 84.90

17 91.07 84.00 40 87.62 90.04

18 93.70 88.95 41 91.34 89.91

19 88.79 84.59 42 89.92 88.20

20 91.95 84.77 43 87.07 89.61

21 90.14 88.56 44 87.06 86.63

22 87.52 91.70 45 88.90 86.69

23 89.69 88.15
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back to obtain feedback information, that is, data 4. Data 4
enters the interactive selection stage and interacts again,
and this cycle is repeated until a satisfactory configuration
of clothing design information is obtained, and these cloth-
ing design information forms data 5. Data 5 is used as stor-
age information and output with data 1 to provide data
support for the next interaction.

On the basis of the above research, the effect of the cloth-
ing modular design system based on virtual 3D technology
proposed in this paper is verified, and the online clothing fit-
ting effect and clothing design effect of the system in this
paper are counted, and the results shown in Table 1 and
Figure 6 are obtained.

From the above research, it can be seen that the clothing
modular design system based on virtual 3D technology pro-
posed in this paper basically meets the current online cloth-
ing modular design requirements.

5. Conclusion

CAD technology leads garment enterprises to develop new
products quickly and efficiently. It has the characteristics of
sophisticated design, labor saving, time saving and material
saving, high efficiency, and low consumption. Garment
enterprises need to adapt to the fast-paced and multivariety
needs of the international market under the new situation
and provide high-quality products to the market at the low-
est cost and in the shortest time. The use of advanced com-
puter technology has become the first choice, which can
transform and enhance the production structure and pro-
ductivity of the traditional clothing industry. Nowadays,
more and more garment enterprises realize the superiority
and importance of using CAD system and gradually use
CAD technology as a modern and effective means to replace

traditional design work. This paper combines the virtual 3D
technology to construct a clothing modular design system,
improves the effect of online clothing design, and provides
a reference for the subsequent online clothing design. The
simulation test results show that the clothing modular
design system based on virtual 3D technology proposed in
this paper basically meets the current online clothing modu-
lar design requirements.
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At present, water-saving standard is an important technical means to implement national water-saving actions and the strictest
water resources management system. In order to analyze the development process and research fields of water-saving
standards in China, this paper makes quantitative statistics and qualitative analysis on seven aspects of water-saving standards,
such as annual publication, drafting unit, research fields, and progress. The results show that the annual release of water-saving
standards generally showed a trend of first rising and then declining, and the release reached its peak in 2017. The
contribution of China National Institute of Standardization to the development of water-saving standards is dominant. From
the point of view of water department, the water-saving standards in the industrial field are comprehensive. Our finding are
helpful to better understand the development process of water-saving standards and provide reference for further improving
the water-saving standard system and building a water-saving society.

1. Introduction

More people and less water, uneven distribution of water
resources in time and space, and prominent contradiction
between supply and demand are the basic water conditions
in China [1, 2]. Problems such as weak awareness of water
conservation, extensive water use, water pollution, and large
gap between the utilization efficiency of water resources in
China and the international advanced level have aggravated
the status quo of water resources shortage [3–5], which has
become the bottleneck of ecological civilization construction
and sustainable economic and social development.

Water conservation is the fundamental way to solve the
problem of water shortage in China [6]. We should realize
the importance of water saving from the strategic height of
realizing the sustainable development of the Chinese nation
and accelerating the construction of ecological civilization;
vigorously promote water conservation in agriculture, indus-

try, towns, and other fields; promote water saving in water-
deficient areas. The CPC Central Committee and the State
Council attached great importance to water conservation
and issued a series of laws, regulations, and policy documents
on water conservation management. In 2002, the Water Law
of the People’s Republic of China clearly stipulated “The state
shall strictly save water, vigorously promote water conserva-
tion measures, popularize new technologies and processes
for water conservation, develop water-saving industries, agri-
culture and services, and establish a water-saving society.”
This provides legal guarantee for the all-round construction
of water-saving society. And a series of water-saving policies,
such as “red line of water efficiency control,” “combination
of total amount control and quota management,” and “ten
actions of water saving for all the people” were launched. In
the “National Water Saving Action Plan,” the short-term
and long-term goals of improving water use efficiency and
controlling water consumption [7] are put forward.
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With the proposal of water-saving policy, a number of
water-saving standards covering many fields were drafted and
released, so as to change the extensive use of water resources,
curb unreasonable water demand, greatly improve the efficiency
and benefit of water resources utilization, and strongly support
the high-quality development of economy and society.

Although the water-saving standards are gradually increas-
ing, few scholars discuss the development process of water-
saving standards in China at present. The research mainly
focuses on the single water-saving field of industry or irrigation,
and there is little application of integration with high-end infor-
mation technologies such as big data, so the traditional analysis
method is not enough to intuitively reflect its evolution process
[8]. Therefore, this paper takes the national water-saving
standards as an example, adopts the bibliometric methods
commonly used in big data analysis at present [9–12], makes
visual research on water-saving standards from different angles
with the help of CiteSpace software, identifies the emerging hot
spots and frontiers in the field of water-saving more scientifi-
cally and accurately, summarizes the main subject categories,
and makes qualitative and quantitative analysis, so as to better
assist researchers to determine the future research direction.

2. Research Methods and Data Sources

2.1. Data Sources. In this paper, the National Standard Infor-
mation Network and China National Knowledge Internet
(CNKI) are selected as data sources, and the relevant water-
saving standards in China are statistically analyzed. When
searching in China Academic Journals andMagazines Publish-
ing General Database (CNKI included), words such as “water
saving, irrigation, sewage reuse, water fetching” are used as
the keywords, and the searching time span is 2002-2021. In
order to ensure that the original data is comprehensive,
accurate, and highly credible, the database search results are
processed by eliminating duplicates and abolishing standard
deletion. Finally, 289 existing water-saving-related standards
are obtained, and the standard level is the national standard.

2.2. Research Methods. This paper mainly uses bibliometric
analysis to analyze water-saving standards, so as to describe,
evaluate, and predict the development trends of water-saving
standards [13, 14]. Common bibliometric analysis software
includes CiteSpace, VOSviewer, Bibexcel, and NetDraw
(all software is open source and can be used for free).
In contrast, CiteSpace integrates themethods of cluster analysis,
cooperative network analysis, multidimensional scale analysis,
etc., and focuses on detecting and analyzing the development
trend of research frontiers, the relationship between research
frontiers and their knowledge bases, and the internal relations
among different studies [15–17]. Therefore, with the help of
CiteSpace 5.8.R2 bibliometrics visual analysis software, this
paper makes statistical and visual analysis of water-saving stan-
dards from 2002 to 2021, draws a knowledge map [18], and
shows the development law of the standard-making field
through elements such as node size, network connection, and
keywords.

3. Status Quo of Water-Saving Standardization

3.1. Time Series Analysis of the Annual Release of Water-
Saving Standards. Since 2000, in order to adapt to the new
situation of water resources and water pollution in China,
the state has strengthened the work of water-saving standard-
ization. After more than 20 years of efforts, the formulation of
water-saving standards has made great progress.

According to the distribution of the annual publication
quantity of water-saving standards by 2021, it can be seen that
the annual publication quantity of standards generally showed
a trend of first rising and then declining, and the annual release
quantity reached its peak in 2017, accounting for 16% of the
total release quantity (Figure 1). The concentrated release in
2017 is closely related to the 13th Five-Year Plan for the
Construction of Water-saving Society in which “improving the
water-saving standard system” is clearly put forward. We
should improve the water quota standards of agriculture, indus-
try, service industry, and urban living industry in each provin-
cial administrative region, speed up the formulation and
revision of national water quota standards for industries and
services with high water consumption, and implement manda-
tory water quota standards. Regularly organize and carry out
water quota assessment and guide and promote all localities
to revise the industry water quota in time; pay close attention
to the formulation of water-saving basic management, water-
saving evaluation, and other national standards; and improve
the water-saving standard system. The standards released in
2017 cover water intake quota, water efficiency of products,
water-saving enterprises, reverse osmosis water treatment
equipment, sewage treatment, seawater cooling water treatment
chemicals, and many other aspects.

3.2. Analysis of Water-Saving Standard Drafting Unit

3.2.1. Cooperation of Water-Saving Standard R&D (Research
and Development) Units. Through the cooccurrence analysis
of water-saving standard R&D units, we can identify the core
units in this field and the cooperative relationship among
them. CiteSpace is used to build the cooperation network of
water-saving standard R&D units (Figure 2). The size of nodes
in the figure represents the frequency of cooccurrence of core
units. The larger the nodes, the more frequently the unit coop-
erate with other units. The number and thickness of lines
represent the intensity and closeness of cooperation between
units. The more and thicker of the connections, lead to the
stronger the connection between units. It can be seen from
the figure that there are 393 nodes and 1411 link lines, with
a network density of 0.0183. The number of nodes and link
lines is relatively large, and the density is relatively high.
Therefore, it can be seen that there are many links between
units, and the structure of cooperative networks among units
is relatively tight, which indicates that the drafting of each
standard needs the cooperation ofmultiple units. For example,
the water intake quota of wool textile products was jointly
drafted by China Textile Economic Research Center,
Shandong Jining Ruyi Wool Textile Co., Ltd., China National
Institute of Standardization, Zhejiang Jiaxing Xinlong Dyeing
and Finishing Co., Ltd., China Wool Textile Association and
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Water Resources Management Center of Ministry of Water
Resources.

In order to show the importance of each R&D unit in the
field of water saving more intuitively, the statistics of the units
with high frequency of occurrence and large intermediary cen-
trality value (Table 1) show that the cooccurrence frequency
ranking of R&D units is not completely consistent with the
centrality ranking, mainly because of the different emphasis
of cooccurrence frequency and centrality, with cooccurrence
frequency focusing on the frequency of occurrence of R&D
units and centrality focusing on the “importance” and “core
position” of R&D units in the cooccurrence network. Among

them, China National Institute of Standardization has the
highest cooccurrence frequency (93) and centrality (0.62),
which indicates that it plays a leading role in the development
of water-saving standards. The water resources management
center of the Ministry of Water Resources (49) ranks second
in cooccurrence frequency and only ranks fifth in centrality
(0.25). China National Institute of Standardization has the
closest cooperation with China Petroleum and Chemical
Industry Federation and Water Resources Management Cen-
ter of Ministry of Water Resources, and most of the standards
of water intake quota were drafted jointly with the above two
units, respectively.
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Figure 1: Release trend statistics of national water-saving standards (2002-2021).

Figure 2: Cooperation diagram of national water-saving standard R&D unit.
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3.2.2. Water-Saving Standard R&D Contribution Index. In
order to quantify the contribution degree of the drafting unit
in developing a standard, first, according to the ranking of
the drafting unit of the standard, it is qualitatively divided
into leading (ranking no. 1 in the drafting unit of the stan-
dard), presiding (ranking no. 2 and no. 3 in the drafting unit
of the standard) and participating (ranking no. 4 and later in
the drafting unit of the standard). Then, according to the
degree of contribution, the top five in the drafting unit are
assigned, respectively, and those ranked no. 6 and later are
classified into one category for weight assignment (Table 2).

The contribution index of each drafting unit in the devel-
opment of water-saving standards can be calculated according
to the number of participants in different orders and the
corresponding index weights. The formula is as follows:

CI = 〠
k

t=1
λtNt  t = 1, 2, 3⋯ , 6ð Þ, ð1Þ

whereCI represents the contribution index of each drafting
unit, t represents the ranking of drafting units, λt is the index
weight, and Nt represents the number of drafting standards.

The top 15 contributing units are listed in the following
table (Table 3), and these units have made important contri-
butions to the formulation of water-saving standards. China
National Institute of Standardization ranked first with a con-
tribution index of 84.4, with a total of 134 national standards
developed, including 30 leading researches, 60 presiding
researches, and 44 participating researches. The contribution
index was much higher than that of the second-ranked
Water Resources Management Center of the Ministry of
Water Resources (19.9).

3.3. Research Field and Progress Analysis of Water-Saving
Standards. Keywords of water-saving standard are the main
induction and generalization of standard content. By clustering
and cooccurrence analysis of keywords, we can understand the
focus of standard development, so as to better analyze the
research field and development trend of water-saving standard.

3.3.1. Research Field of Water-Saving Standards. The keywords
of 289 water-saving standards are visually analyzed, and the
keywords cluster map is obtained. As can be seen from
Figure 3, water-saving standards aremainly divided into six cat-

egories: water intake quota, water treatment agent, urban area,
reclaimed water, limited value, and cooling water, which reflects
the research field of water-saving standards in China. Among
them, the overlapping patches are reclaimed water and urban
areas, which indicates that reclaimed water is mainly used in
cities. The largest patch is the water intake quota, which indi-
cates that the water-saving standard of water intake quota series
accounts for a large proportion, so this paper takes the related
research of water intake quota as an example to analyze.

With the vigorous development of China’s various con-
struction undertakings and the increasing improvement of peo-
ple’s living standards, the exploitation and utilization of water
resources in China have increased rapidly, and the problems
of lack of water resources and water environmental pollution
have become increasingly prominent [19]. The status quo of
low efficiency, high growth, and heavy pollution of industrial
water use in China is extremely incompatible with China’s
water resources conditions. Strengthening industrial water con-
servation and changing the backward situation of China’s
industrial water management is a very important and extremely
urgent task, and it is also an objective requirement for China’s
deep-rooted reform of water-saving management under the
conditions of market economy. In this context, the formulation
of water intake quota standards for industrial enterprises has
been carried out.

The number of water intake quota standards released was
61, accounting for 21.11% of the total number of standards,
including a General Principle for the Preparation of Water
Intake Quotas for Industrial Enterprises (hereinafter referred
to as the “General Rules for Water Intake Quotas”) and 60
water intake quota standards. The water intake quota for
industrial enterprise products is the basic standard in China’s
industrial water use and water-saving standard system, one of
the main indicators of the national assessment of the utilization
efficiency of water resources in regions, industries and enter-
prises and the evaluation of water-saving levels, the control
indicators for the purchase, management and distribution of
national water resources supply and enterprise water resources

Table 1: Contribution frequency and centrality of water-saving standard R&D unit.

No. Keyword Frequency Centrality

1 China National Institute of Standardization 93 0.50

2 China Institute of Water Resources and Hydropower Research 29 0.41

3 Research Center for Eco-Environmental Sciences, CAS 6 0.31

4 MCC Capital Engineering & Research Incorporation Limited 4 0.28

5 Water Resources Management Center of Ministry of Water Resources 49 0.25

6 Beijing University of Civil Engineering and Architecture 3 0.23

7 Shanghai Light Industry Research Institute Co., Ltd. 3 0.20

8 North China Municipal Engineering Design & Research Institute Co., Ltd. 3 0.20

Table 2: Ranking weight value of drafting unit.

Unit ranking 1 2 3 4 5 6

Weight 1 0.8 0.6 0.4 0.2 0.1
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plans, the indicators for evaluating the rational use of water and
water conservation technologies of enterprises, and the basis
for industrial enterprises to formulate production plans and
water supply plans. The formulation of this standard will guide
and standardize the revision of industrial water intake quotas,
which is conducive to the formulation of a series of national
standards for water intake quotas in related industrial indus-
tries and is conducive to strengthening the management of
industrial water conservation. It was first released on August

29, 2002, implemented on January 1, 2003, and revised to be
released again on June 16, 2011. The 60 national water intake
quota standards are mainly formulated for high water use
industries such as electric power, iron and steel, textile, paper,
petroleum and chemical industry, food fermentation, nonfer-
rous metals, coal, and medicine (Figure 4), which have played
an important role in the country’s water resources demonstra-
tion, planned water use and water withdrawal permit system,
and achieved huge water-saving benefits.

Table 3: Contribution index of water-saving standard R&D.

Ranking Unit name Contribution index

1 China National Institute of Standardization 84.4

2 Water Resources Management Center, Ministry of Water Resources 19.9

3 China Petroleum and Chemical Industry Federation 15.5

4 China Institute of Water Resources and Hydropower Research 15

5 Cener Tech Tianjin Chemical Research & Design Institute 11.3

6 China Irrigation and Drainage Development Center 10

7 He’nan Qingshuiyuan Technology Co., Ltd. 9.2

8 Guangzhou Special Pressure Equipment testing and Research Institute 7.4

9 Center Tech Tianjin Chemical Research and Design Institute Co, Ltd. 6.6

10 Institute of Seawater Desalination and Multipurpose Utilization, SOA (Tianjin) 6.6

11 Nanjing University 6.1.

12 Institute of Environmental Protection of Light Industry 6

13 China Metallurgical Information and Standardization Institute 6

14 The Institute of Seawater Desalination and Multipurpose Utilization, MNR (Tianjin) 6

15 Jomoo Kitchen & Bathroom Co., Ltd 5.2

Figure 3: Main research field of water-saving standards.
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3.3.2. Research Progress on Water-Saving Standards. The
emergence of water-saving standard keywords indicates that
the frequency of use of keywords in a short period of time
has increased significantly, and the frontier of the research
field can be judged according to the word frequency change

of the emerging words. Through the sudden detection of
keywords from 2002 to 2021, obtained a year ranking graph
containing 20 keywords with strong bursts, in order to fur-
ther understand the standard setting fields in different
periods, according to the keyword start and end time shown

Figure 4: Relationship diagram of water conservation standard.
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Figure 5: Water-saving standard keyword burst diagram.
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in Figure 5 and the relationship between each other, the
frontier research progress of water-saving standard formula-
tion can be divided into four stages. The first phase of the
burst time is 2002, the prominence is “city,” indicating that
water-saving measures were first implemented in the city,
and the second phase is 2007-2012, mainly for the develop-
ment of water-saving standards for industry and agriculture,
of which “agriculture” and “irrigation project” have the lon-
gest emergence time, and water conservation of agricultural
irrigation has been committed to from 2007 to 2012 [20–22].
In addition, there is the release of technical guidelines, which
mainly include terms, definitions, and technical basis, which
provide reference for the drafting and compilation of rele-
vant series of water-saving standards. The third phase is
2014-2019, in which the research on desalination was joined
[23]. The fourth phase is 2019-2021, which focused on water
conservation control from the aspects of water recycling and
the use of reclaimed water [24, 25].

The timeline chart of water-saving standard keywords
(Figure 6) can reflect the evolution of water-saving standard
research over time, and the future development trend can be
seen from the content of standard development in the past
two years. For example, most of the standards in 2019 are
focused on product water efficiency, including urinals and
dishwashers, and this series of standards provides a standard
basis for the establishment and implementation of water effi-
ciency labeling of water products in China.

3.4. Analysis of the Attribution of Water-Saving Standards

3.4.1. Field of Attribution of Water-Saving Standards. In the
national water-saving standards released in 2002-2021, there
were a total of 119 water-saving standards in the industrial
field, accounting for 41.18%, ranked first in various fields,
and the standards for industrial water-saving have been rela-
tively comprehensive, respectively, the national standards for
water intake quotas in 60 high-water-using industries such
as thermal power generation, steel joint enterprises, petroleum
refining, textiles, papermaking, nonferrous metals, and food

fermented paper have been formulated; the number of uncon-
ventional water-related water-saving standards is 92, account-
ing for 31.83%, ranking second in various fields; the water-
saving standards in the field of urban life is 33, accounting
for 11.42%, ranking third in all fields. The specific situation
is as shown in Figure 7. The category of water-saving stan-
dards is a more intuitive display of the research areas of
water-saving standards.

Figure 6: Timeline diagram of the water-saving standard research.
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Unconventional water
Industry
Industry, town living
Agriculture
Agriculture,
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Industry, town living
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Figure 7: Distribution map of water-saving standards by fields.
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3.4.2. Water-Saving Standard Focal Units. The largest number
of focal units is the National Water-saving Standardization
Technical Committee (SAT/TC 442), which proposes a series
of standards such as water intake quotas and water efficiency
evaluation of water-using units, which provides a technical
basis for the formulation and implementation of policies such
as water efficiency of water-saving enterprises and key indus-
trial enterprises; followed by the National Chemical Standardi-
zation Technical Committee (SAC/TC63), which is responsible
for the formulation of a series of standards for water treatment
agents and reclaimed water quality measurement, a total of 31
items, accounting for about 74% of the total, which are applied
in the field of unconventional water; The Ministry of Housing
and Urban-Rural Development proposed standards about the
main urban sewage recycling and building reclaimed water
design, the latter clearly stipulates that when all kinds of build-
ings and residential buildings are constructed, their overall
planning should include the comprehensive utilization of sew-
age, wastewater, rainwater resources, and the construction of
reclaimed water facilities; the Ministry of Water Resources
ranks fourth, and the scope of the standards proposed by it is
mainly water-saving equipment, water-saving technology, eval-
uation, water quota, and basic common standards, although
the number is relatively small, but it plays an important role.
For example, the basic common standard is widely used in
the preparation and revision of water-saving standards and
water-saving work, which is the basis for other water-saving
standards (Figure 8).

4. Conclusions

Through the analysis of the water-saving standard develop-
ment units in the past 20 years, it is found that the relevant
water-saving standards are mainly formulated by the China

Institute of Standardization, and its development standards
mainly include basic common standards such as industrial
water-saving terminology, water-use statistics, water balance
testing, and general rules for the compilation of water intake
quotas, as well as specific standards such as water intake
quotas and water-saving enterprises in various industries.
The overall trend of first rising and then falling shows that
with the gradual improvement of water-saving awareness,
the gap in China’s water-saving standards has been signifi-
cantly improved. The formulation of water-saving standards
has a great impact on China’s industrial, agricultural, and
domestic water sectors, in order to adapt to the development
of China’s modernization, we should improve the water-
saving standard system as soon as possible.
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Modern home furnishings have solved the most basic housing problems, but how to make homes more informatized and modern
has become the focus of people’s growing concern. With the rapid development of information technology, improving the
intelligent level of family life and modern lifestyle is bound to be the trend of future development. This paper studies a smart
home control system based on wireless sensor network positioning, which can perceive the home environment through the
sensor module, and the control module can automatically control common electrical appliances to achieve real-time data
monitoring and alarm functions. Specifically, it includes a positioning module, a communication module, and a server: the
positioning module is connected to the server through the communication module, and the positioning module is used to
obtain user location information in real time and report user location information to the server at intervals. The server receives
the user reported at intervals through the communication module. Location information and remotely control smart home
devices based on user location information. The research results show that the method proposed in this paper can separately
monitor each part of the home and send it to the home appliance control module through the server to control the home
appliance, optimize the living environment, and realize the remote control and monitoring of the smart home.

1. Introduction

In related technologies, the startup or shutdown of smart
home devices requires the user to actively operate on the
mobile phone. No matter this operation is to open and close
the smart home device in real time or at a fixed time, the
mobile phone will send a command to the server through
the network after it is triggered. And then, the smart home
device can be turned on or off remotely by the server
through the network. This control method that completely
relies on the user’s active operation to remotely control
smart home devices is too rigid and inflexible. Once the user
forgets to operate and triggers the mobile phone, it will bring
a lot of inconveniences, the experience of smart home
devices [1–8].

The design of smart home (as shown in Figure 1) should
be implemented in accordance with the following principles:
first, convenience and practicality. The purpose of designing
smart homes is to provide people with a more comfortable
and safe working and living environment. The key to analyz-
ing smart home products is to take practical applications as

the core, abandon the design that only has display functions,
and integrate humanity at the same time. The second is the
principle of reliability. The intelligent building includes var-
ious intelligent subsystems in the architecture. To realize 7
× 24 uninterrupted operation of these subsystems, attention
must be paid to their safety, reliability, and fault tolerance.
For each subsystem, use power system backup and other
means to ensure the normal operation of the system in order
to cope with a variety of complex environmental changes.
The third is standardization. The design of traditional smart
home solutions should be implemented in accordance with
national and regional standards to ensure the scalability
and redundancy of system applications. The fourth is conve-
nience. The simplicity of the wiring installation will affect
the installation cost. The design of a more convenient instal-
lation system can better reduce the installation and mainte-
nance costs. You can choose to arrange it during the
broadband wiring process. Smart homes can control various
devices with the help of Internet of Things technology. As a
brand-new industry, it is still in the groping and develop-
ment stage and has not yet formed a market consumption
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concept. However, with the gradual popularization of the
smart home market, it will be more difficult to recultivation
of consumer habits. The safety precaution system in the
smart home is to be fully prepared to prevent dangerous sit-
uations and keep family members in a safe state where there
is no infringement and no accidents [9–14].

As early as January 1984, technology companies applied
integrated and informatized equipment buildings to an old
38-story financial building in the United States at the time
and systematically systemized the elevators, lighting, and
air conditioning equipment in the building, detection and
control, and use voice communication in information provi-
sion. This is the first “intelligent building” recognized in the
world. In the early 1980s, with the introduction of a large
number of household appliances using emerging electronic
technologies, the concept of home electronics (HE) began
to appear. Bill Gates’ Microsoft has spent a huge amount
of money to build a technologically advanced mansion.
The electrical equipment in the house is connected through
the network, and there is a dedicated server in the control
background, and the home system is controlled and man-
aged by the computer. In May 1998, Singapore launched
an intelligent home system. Nearly 30 residential communi-
ties have adopted the system. Residents have also installed
the system in the United States. The system mainly includes
security alarms, monitoring functions, electrical control
functions, and message functions. In 2016, Google released
a smart home device called GoogleHome [15–23]. To this
end, many modern technologies have been concentrated,
such as, sensor technology, computer technology, and elec-
tronic communication technology.

In August 2014, Samsung acquired SmartThings, an
open platform for smart homes, and focused on promoting
its plans for the “Internet of Things.” SmartThings technol-
ogy allows users of hardware devices such as Samsung smart
phones and smart watches to easily control smart home
devices by manipulating these daily devices. Therefore,
SmartThings has been regarded as the top priority of Sam-
sung’s smart home and “Internet of Things” plans. Samsung
is also constantly expanding the company’s other equipment
to adapt, so that more mobile terminals can be connected to
this platform and actively cooperate with third-party manu-
facturers to make this platform cover household energy,

safety management, medical care, health, and other fields.
In terms of function, the smart home forms the only man-
agement center, and the control center can be mobile phones
of various brands or smart bracelets [24–27].

Apple held the Worldwide Developers Conference
(WWDC) in 2014, where Homekit was grandly released.
Apple said that the platform is a joint Siri function and
allows users to control their homes through devices such
as Apple phones and tablets. Apple is preparing to carry
out Apple (MFi) certification for third-party products to
improve the portability and versatility of the products. On
June 3, 2015, Apple’s first public release of Homekit smart
home products came from 5 manufacturers. These products
can control lights, temperature, air conditioning, TVs, and
other household appliances through iPhone, iPad, or iPod-
Touch. As a very practical smart home platform, Homekit
smart home platform is loved by many consumers and
brings users a very good smart home control experience.
On June 13, 2016, the Apple Developer Conference was held
in San Francisco. The meeting announced that builders
began to support Homekit. The Homekit platform will allow
users to control all mobile terminals through OS devices and
can convert iphones or iPads into command systems for
thermostats, lights, garage doors or door locks, and many
other smart home devices.

In 2009, Haier cooperated with China Telecom to launch
U.S. home, the future development direction of home fur-
nishing is considered to be the convenient, innovative, com-
fortable, and high-quality living environment and lifestyle
advocated by Haier Group. It is not only a global R&D base
for manufacturing intelligent products but also the world’s
leading smart home appliances and household products are
also developed and manufactured by them, and it is also a
supplier and developer that provides a full set of intelligent
solutions and products. Let the world and home become
the life concept of human beings simultaneously, and allow
people to experience and enjoy the high-quality life around
the world and give users more opportunities to use person-
alized Haier products. Haier Group has won many patents
and its own proprietary science and technology thanks to
Haier Group’s own U.S. company, home development team,
and the world’s top laboratories, among which U. The home
development team is composed of a number of highly qual-
ified and capable Ph.Ds and professional intelligent devel-
opers and has proposed solutions for smart homes and
smart supermarkets. Haier’s high-quality and innovative
smart lifestyle is the trend of the future family. Haier Group
has a legal SP service qualification and a full line of smart
appliances and positions the SMS service as a basic platform,
providing a series of guarantees for SMS notification and
remote control measure [28, 29].

Due to the vigorous development of the home furnishing
market, many companies in the industry have emerged. The
products they produce provide some functional devices that
are scattered and cannot be concentrated for users to experi-
ence. This violates the smart home’s outstanding features of
intelligence and convenience. The main work that Huawei
has done is to develop from the general direction and inte-
grate the interconnection issues of various devices in the

Figure 1: Smart home.
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home. Focus on research to solve the problem of how to
connect and communicate between mobile and cloud
devices. Hilink was created to enable the terminal nodes of
various home furnishing platforms to communicate and
connect with each other to create a good experience to serve
consumers and feel the real home experience. Node devices
with Hilink can be connected together in its area, without
us having to retype the password again; completely eliminat-
ing this link can not only save the user’s precious time but
also enjoy the convenience brought by the device and a
quick experience. Terminals that support the Hilink open
protocol allow us to use APP or cloud technology to
remotely control device nodes that support the protocol. It
can connect quickly, shorten the process, have high security,
support multiple protocols, and support SDK opening.

In addition, the home functions designed by Xiaomi are
mainly operated and used by mobile phones, and as far as
the equipment is concerned, they are also developed and
designed by themselves. In order to make users feel better,
Xiaomi has launched a router of its own brand that is the
entire data and control core. And Xiaomi’s products are
not priced high, the main consumer group is young people,
because young people are more receptive to new things plus
they have a relatively good appearance and low prices. Since
2015, its products have ranked first in terms of router sales
and mobile phone software downloads. In addition to most
of the common functions, the home furnishings designed
by it not only have rich functions but also have the design
of air purification and personalized scenes.

2. System Algorithm

A smart home control system based on wireless sensor net-
work positioning proposed in this paper is shown in
Figure 2. It includes a positioning module 1 and a communi-
cation module and a server; the positioning module is con-
nected to the server through the communication module.
The positioning module is used to obtain user position
information in real time and report the user position infor-
mation to the server at intervals. The user location informa-
tion reported at intervals is received through the
communication module, and the smart home equipment is
remotely controlled according to the user location
information.

The remote control of the smart home device according
to the user’s location information shown in the figure
includes the following: the server compares the received user
location and the location of the smart home device each time
with the map and judges that the user is close to the smart
home device’s home trend or stays away from the smart
home device trend and calculates the road distance between
the two, when the user is away from the home trend and the
road distance is greater than the user set threshold, it will
issue an instruction to turn off the smart home device. When
the road distance is less than the threshold set by the user, an
instruction to start the smart home device is issued. The
server shown in the figure includes a user location informa-
tion receiving module connected in sequence, a distance cal-
culation processing module, and an instruction sending

module. The positioning module outputs and connects to
the user location information receiving module.

The solution proposed in this paper can make intelligent
judgment and analysis by collecting user location informa-
tion. Server remotely activates or closes group smart home
equipment, which is flexible and reliable in use and signifi-
cantly enhances the user’s experience. The positioning mod-
ule includes a target node worn on a user and a beacon node
for assisting in the setting. The beacon node is a target node
with known position coordinates, and the target node is
based on an improved artificial bee colony algorithm posi-
tioning, specifically:

(1) Initialize the population size; generate M initial nec-
tar sources (i.e., M initial coordinates) of the target
node and the maximum number of cycles

(2) Picking bees to search for new nectar sources. For
the bee picking in step L, set the total number of bees
to N , the size of the bee group to M, and the spatial
dimension of the bees to search for new nectar
sources as D, and search in the neighborhood of
the current nectar source. The new nectar source
includes:

(a) The space of the current nectar source’s dimension is
divided into intervals according to the following
formula:

Yh
i,j = Xj

i +
2h −H
H

Xj
i − Xj

k

� �
, h ∈ 0,H½ �, ð1Þ

where Y represents the hth interval point obtained by the
division. x represents the ith current honey source generated
in the jth dimension space, and x represents the kth current
honey source generated in the jth dimension space, i = 1, 2
,⋯, j = 1, 2,D, k = 1, 2,⋯M, and k ≠ i

(b) For each interval Y , divide the interval into Z subin-
tervals according to the following formula:

Yh,z
i,j = Yh

i,j + sin z − rand 0, 1ð Þ
2Z π

� �
Yh
i,j − Yh+1

i,j

� �
, z ∈ 1, Z½ �:

ð2Þ

In the formula, Y represents the zth subinterval point
obtained by dividing the interval Y wrongly, rand ð01Þ rep-
resents a uniformly distributed random value between 0
and 1, and Y + 1 represents the h + 1th interval point
obtained by the division

(c) Calculate the fitness function value of each subinter-
val point, select the subinterval point with the largest
fitness value as the representative nectar source of
the corresponding interval
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(d) Calculate the difference between the fitness value of
each representative nectar source and X:

Wj
i =min f Uh

i,j

� �
− f X j

i

� �n o
, f Uh

i,j

� �
− f X j

i

� �
> 0, h ∈ 1,H½ �:

ð3Þ

In the formula, Wi represents the smallest difference
between the fitness value of each representative nectar
source and X, f ðUÞ represents the fitness value of the repre-
sentative nectar source in the interval Y , f ðxÞ) represents the
fitness value of X

(e) Select Wi correspondingly represents the source of
nectar, as the new source of nectar found

(3) Calculate the fitness value of the new nectar source
and the current nectar source, compare the fitness
value of the new nectar source and the current nectar
source, and eliminate the nectar source with a
smaller fitness value

(4) Follow the bees to select the pickers according to the
selection probability, update their own nectar
sources according to the nectar sources correspond-
ing to the selected pickers, and search for new nectar
sources in the neighborhood near the current nectar
source

(5) Repeat the operations of (2) and (3), record the nec-
tar source with the largest fitness value, and add 1 to
the current number of cycles

(6) After reaching the maximum number of cycles, take
the nectar source coordinates with the maximum fit-
ness as the optimal coordinates of the target node

When the traditional artificial bee colony algorithm
searches for a new nectar source in the neighborhood of
the current nectar source, the search has a large randomness,
and the update is unstable. The space is divided into multi-
ple intervals for searching, which improves the efficiency of
search and the stability of nectar update, which can achieve
more efficient target node positioning and ensure the real-
time and accuracy of user positioning in the smart home
control system. The M initial nectar sources that generate
the target node specifically include:

(1) Use the following formula to randomly generate an
initial nectar source:

Xj0
i = Xj0

min + rand 0, 1ð Þ Xj0
max − Xj0

min

� �
: ð4Þ

In the formula, xi represents the ith initial honey source
generated in the jth dimension space, and xmin represents
the minimum value of the ith initial honey source generated
in the jth longitude space. xmax represents the ith initial
honey source generated in the jth dimension space. The
maximum value in the original, rand ð0, 1Þ, represents a uni-
formly distributed random value between 0 and 1

(2) Calculate the corresponding reverse honey source
for each initial honey source:

Xj0′
i = rand 0, 1ð Þ Xj0

max + Xj0
min

� �
− Xj0

i : ð5Þ

In the formula, xi represents the reverse honey source of
the ith initial honey source generated in the jth dimension
space;

(3) Calculate the fitness values of all initial nectar
sources and reverse nectar sources, and sort all the
initial nectar sources and reverse nectar sources gen-
erated in descending order of fitness value to form a
nectar source set and the fitness in the nectar source
set. The first M nectar sources with better values are
screened out and used as theM initial nectar sources
of the target node

Compared with the traditional artificial bee colony
algorithm that directly randomly generates the initial nec-
tar source at the beginning stage, the method of generating
the initial nectar source described in this article can
improve the quality of the initial nectar source and the
efficiency of solving, so that the initial nectar source is dis-
tributed as evenly as possible, thereby improving the over-
all. The stability and speed of target node positioning
ensure that the target node can obtain its own location
attribute information quickly and well, laying a good foun-
dation for the smart home control system to remotely
control smart home equipment in real time and accu-
rately. Suppose the position coordinates of the nectar

Positioning module Communication module Server

Position receiving
module

Distance calculation
module

Command
sending module

Figure 2: Smart home control system.
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source X are (a, b) to define the calculation formula of the
fitness value as:

f Xð Þ =min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a − xið Þ2 + b − yið Þ2

q
− �Dλxi

����
����, i = 1,⋯,Φ

� �
,

ð6Þ

where f ðXÞ represents the fitness value of nectar X ðxiiÞ
represents the position of the ith beacon node, D repre-
sents the average hop distance sent by the first beacon
node received by nectar X, and xi represents the number
of hops between the honey source X and the ith beacon
node; Ф is the set number of beacon nodes.

This article defines the calculation formula of the fitness
value and participates in the target node positioning based
on the improved artificial bee colony algorithm according
to the above formula, which can better improve the position-
ing accuracy of the target node, reduce the positioning error,
and balance the communication task of the sensor node. The
speed of locating the target node is improved, which is ben-
eficial to realize the effective remote control and monitoring
of the accurate angle of the smart home.

Assuming that the coordinates of the three base stations
Al, A2, and A3 in Figure 3 are (xl, y1), (x2, y2), and (x3, y3),
and the mobile node M ðx, yÞ is the three circles of intersec-
tion. The distances from the mobile node M to the base sta-
tions A1, A2, and A3 are d1, d2, and d3, respectively. Then,
the following formula can be obtained:

x − x1ð Þ2 + y − y1ð Þ2 = d21,
x − x2ð Þ2 + y − y2ð Þ2 = d22,
x − x3ð Þ2 + y − y3ð Þ2 = d23:

8>><
>>: ð7Þ

Subtracting the first two formulas from the third formula
in the above formula, we get:

2 x1 − x3ð Þx + 2 y1 − y3ð Þy = x21 − x23 + y21 − y23 + d23 − d21,
2 x2 − x3ð Þx + 2 y2 − y3ð Þy = x22 − x23 + y22 − y23 + d23 − d22:

(

ð8Þ

From this, the position coordinates of the mobile node
M can be obtained as shown in the following formula:

x

y

" #
= 1
2

x1 − x3y1 − y3

x2 − x3y2 − y3

" #−1
x21 − x23 + y21 − y23 + d23 − d21

x22 − x23 + y22 − y23 + d23 − d21

" #
:

ð9Þ

The hyperbolic positioning method is shown in the fol-
lowing formula, assuming that we can use a certain measure-
ment method to calculate the distance between the moving
node M and the base stations S1 and S2, where dl, 2 = d1:d
2. The mathematical equation of the hyperbola is shown in
the following formula:

MF1 −MF2j j = 2a: ð10Þ

M is a point on the curve, 2a is the distance between the
two focal points F1 and F2 on the two curves, and we can
conclude from the above formula that the position of node
M is at the focal point where S1 and S2 are located, sum
on the hyperbola with two focal differences of dl, 2. Suppose
that the coordinates of S1, S2, and S3 are (0, 0), (0, y2), and
(X3, y3), and the coordinates of the mobile node M are ðX
, yÞ. inferred:

d1,2 = d2 − d1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y − y2ð Þ2

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
,

d1,3 = d3 − d1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − x3ð Þ2 + y − y3ð Þ2

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
,

d2,3 = d3 − d2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − x3ð Þ2 + y − y3ð Þ2

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y − y2ð Þ2

q
:

8>>>>><
>>>>>:

ð11Þ

After simplifying the above formula, we can get:

4d21,2 b2 + 1
� 	

− 4y22

 �

y2 + 8abd21,2 + 4 y22 − d21,2y2
� 	
 �

y

+ 4a2d21,2 − y22 − d1,2
� 	2h i

= 0:
ð12Þ

From the above, two answers can be drawn, one is the
interference position and the other is the position of M. If
you want to accurately estimate the position of the M node,
you can use some auxiliary conditions such as the azimuth
angle of incidence to eliminate the interference node. The
method obtains the approximate location of the mobile node
M. The positioning algorithm experiment result graph is
shown in Figure 4. Correspondingly, the data vs. distance
is shown in Figure 5.

3. Smart Home System Design Based on
Sensor Technology

For people, the home environment is not just a living space.
From its warmth and beauty to the present, people care
about its comfort, controllability, convenience, safety, and
the ability to intelligently control home appliances and other
equipment. With the advancing of the times, it is an

A1 A2

A3

MS

Figure 3: Triangulation method.
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inevitable trend to realize the networking and intelligence of
the home. Based on the use characteristics of home intelli-
gence, the design of the smart home software system needs
to meet the goals of convenience and easy operation. In
addition, the existing smart homes are expensive, with high
installation costs, and difficult to maintain in the later stage,
so that smart homes cannot be popularized in ordinary
households on a large scale. Through analysis, it can be seen
that the key points that the existing smart home system
needs to be improved include the security and timeliness
of network formation and the unity of the agreement.
According to the current development of smart homes, the
specific requirements will be described from economics
and functionality, mainly as follows: (1) economics: consid-
ering that smart homes can be universally distributed to
households of all classes, first, consider product design low.
The system should not be too complicated, as long as it
meets the main needs of life. (2) Functionality: the design
of the home system can best be manipulated through the
mobile phone, which is convenient for users to check at
any time. Also, pay attention to environmental protection;
hardware can run with low energy consumption. Strengthen
safety monitoring to detect the danger of gas leakage and
home invasion in time. Real-time response speed must be
fast, power supply must be long-lasting, etc. Through the

analysis of the user’s economic and functional requirements,
the smart home system designed in this paper is mainly
composed of three major blocks. They are the ZigBee net-
work, server, and mobile terminal remote control APP in
the home. There are mainly terminal devices (temperature
and humidity sensors, light sensors, gas sensors, human
infrared sensors, switch control modules) and gateways
inside the home. The gateway device is composed of
CC2530 module and ARM processor (detailed introduction
will be given later). The ZigBee wireless technology is used
for the communication between the terminal device and
the gateway. Add the IP address in the gateway to the router,
and join the Internet in this way. The gateway and the server
use socket technology for communication, and the mobile
APP and the server also use socket technology for mutual
data access. Finally, the user can use the mobile phone client
to control the terminal device. At the same time, the user can
also use the voice keyword dialogue to switch and control
the household appliances in the family to enhance the user’s
sense of experience. The convergence is shown in Figure 6.

The whole system uses STM32RCT6 single-chip micro-
computer as the control core, integrates a variety of sensors,
and uses WiFi technology to upload sensor data to the cloud
in real time to complete the data interaction between the sys-
tem and the cloud. Users can login to the cloud through
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Figure 4: Positioning algorithm experiment result graph.
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WeChat, mobile APP, and computer web pages to remotely
monitor the peripheral sensor data of the system in real
time. When the system detects an abnormal home environ-
ment, it will send an alarm email via the cloud to the mail-
box designated by the user and at the same time
automatically control the corresponding electrical appli-
ances to reduce its harm. In addition, the system has a home
appliance control module, which is composed of a relay and
an infrared remote control circuit. Relays are used to control
low-power appliances in the home, and infrared remote con-
trols are used to control high-power air conditioners. The
system perceives the home environment through the sensor
module, the control module can automatically control com-
mon electrical appliances, and the communication module
can realize real-time data monitoring and alarm functions.

The hardware design part of this system mainly includes
sensor module, WiFi module, control module, and power
circuit design.

Sensors play a vital role in the system. All the perception
of the external environment is detected by sensors, and a
variety of sensors with different functions are applied
according to design requirements.

3.1. Smoke and Gas Sensors. The MQ sensor series includes
smoke, liquefied gas, natural gas, coal gas, carbon monoxide,
alcohol and air quality detection, and other rich smoke and
gas sensors, and all support digital and analog output
methods. When the digital output mode is selected, the
threshold of the sensor can be adjusted by an external hard-
ware potentiometer. The hardware interfaces of different
types of sensors in the MQ series are completely the same.
In the system design process, the MQ-2 smoke sensor is
selected. In order to be compatible with a variety of smoke
and gas sensors, the module reserves multiple digital output
sensor interfaces, which can detect multiple air quality safety
parameters at the same time, and there is no need to modify
the software during use.

When there is a detected gas in the air, the conductivity
of the MQ-2 smoke sensor will increase, and the weak signal
output by the sensor will be amplified, filtered, and level
adjusted through the front circuit in the conversion circuit
to change the conductivity. The change corresponds to the
output signal of gas concentration. If you need to accurately
monitor the detected gas, you can choose the analog signal
output. Its analog voltage output is proportional to the con-
centration of the ambient gas to be detected, which can be

measured by using the system main control chip
STM32RCT6 with its own ADC peripheral. The sensor has
high sensitivity and good stability and can detect fire smoke
and combustible gas leakage in the home. The data is com-
pared in Figure 7.

3.2. Photosensitive Sensor. The photosensitive sensor is a
sensitive element that uses a photosensitive element to con-
vert a light signal into an electrical signal. It is mainly com-
posed of a photosensitive resistor and an LM393 voltage
comparator. The working principle is based on the internal
photoelectric effect. The sensor voltage comparison thresh-
old is adjusted by the potentiometer hardware. When the
ambient light changes, the voltage at both ends of the photo-
resistor changes accordingly. The voltage comparator can be
compared with the threshold voltage to make the system
know the current brightness of the environment.

3.3. Other Sensor Temperature and Humidity Sensor. In
addition to the above-mentioned sensors, the sensor module
also includes a temperature and humidity sensor and a
human body infrared pyrosensor. This system uses DHT11
temperature and humidity sensor to sense the temperature
and humidity parameters of the home environment. It is a
temperature and humidity composite sensor with a cali-
brated digital signal output. The accuracy humidity is ±
5%RH, the temperature is ±2°C, and the range humidity is
20% to 90%. RH: temperature is 0~50°C. Using single-bus
communication, only one wire can be used to communicate
with the main control chip, which has the characteristics of
convenient use, small size, and low power consumption.
The pyroelectric sensor uses the temperature change feature
to detect the infrared radiation of the human body. The
human body has a constant body temperature, generally at
37°C, which emits infrared rays with a wavelength of about
10μm. Passive infrared probes work by detecting infrared
rays of about 10μm emitted by the human body. The infra-
red light of about 10μm emitted by the human body is
enhanced by the Feiner filter in the sensor and then collected
on the infrared sensor source. The infrared sensor source
loses the charge balance when the temperature of the infra-
red radiation of the human body changes and discharges
the charge outward. The subsequent circuit will detect the
presence of the human body after the detection process.
The power comparison is shown in Figure 8.
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As an IoT device, the quality of system communication
affects the stability of the entire system. The communica-
tion module of this system adopts the industrial grade
WiFi module ESP8266. The main control chip communi-
cates with the WiFi module through the serial port, and
the WiFi module is connected to the Internet through
the TCP/IP protocol, thereby connecting the system to
the Internet in real time, achieving the purpose of remote
control of smart homes and environmental data
monitoring.

For the control part, this system not only uses a common
relay module to control low-power electrical appliances but
also adds an infrared remote control circuit to control

high-power air conditioners. Relay is a commonly used
device for weak current control and strong current. It is used
in the system to control the main automation equipment,
but has limited capacity for high-power air-conditioning.
Therefore, an infrared remote control module is added to
the system to simulate infrared codes through the main con-
trol chip, which can be flexibly used for switching and tem-
perature control of high-power air conditioners, and has the
advantages of low power consumption and stable
performance.

This system needs to use 3.3V and 5V dual power sup-
ply. The power module is powered by 5V DC, which can be
directly supplied to the 5V module circuit, and then through
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the 3.3V voltage regulator module to generate 3.3V voltage
for use by other modules. The Fourier analysis is shown in
Figure 9.

4. Conclusion

A set of smart home system is designed, which can sense the
home environment through the sensor module, and the con-
trol module automatically controls the common electrical
appliances to realize real-time data monitoring and alarm
functions. This system combines sensor technology and
smart home system design, which has important practical
significance for the application of smart sensors in smart
home in the future.

Due to the limitation of my own ability and experimen-
tal resources, the realization of the functions of the smart
home system is not perfect. The distance threshold in the
node localization algorithm is only obtained by RSSI mea-
surement and calculation in the laboratory environment.
The actual home environment is more complicated. There-
fore, the next step needs to consider the selection of the
lower threshold that affects the complex home environment.
This is also an issue that needs to be further optimized in the
future.
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The study aims to expand the application of the proportion integral derivative (PID) algorithm and improve the practical
application of the PID algorithm to the atomic layer deposition (ALD) process. First, the ALD process is analyzed, and the
application method of the PID algorithm is determined. Second, the research conditions of the PID algorithm based on the
ALD process are designed. Finally, the temperature control operation of the PID algorithm in the ALD reaction chamber is
modeled and experimentally studied under different research conditions. The results show that temperature significantly
impacts the reaction chambers of stainless steel and aluminum. When the heating temperature increases, the temperature of
the stainless steel chamber will also change, and the maximum difference between the chamber and the heating temperature is
about 33°C. In contrast, the temperature of the aluminum chamber varies little with the heating temperature. The maximum
difference between the chamber temperature and heating temperature is about 350°C, which shows that the temperature of the
stainless steel chamber is better controlled and is more practical under the same temperature conditions. The pressure change
has little effect on the temperature change of the reaction chamber of the two materials. The temperature curves of the two
chambers show that the PID temperature control system can be used normally and has strong practicability. The study
provides technical support for improving the PID temperature control system and the rational use of the PID temperature
control algorithm in the ALD process.

1. Introduction

In recent years, atomic layer deposition (ALD) technology
has attracted extensive attention because of its accurate
material synthesis and modification characteristics (precise
to nuclear scale). In particular, ALD is excellent in research-
ing and developing new nanocatalytic materials [1]. More-
over, the PID (proportional, integral, and differential)
temperature control algorithm to the ALD process can effec-
tively control the temperature of the ALD reaction chamber,
provide a suitable reaction environment for the ALD pro-
cess, and improve the production speed [2].Although the
application of the PID temperature control algorithm to

the ALD process is not perfect, many studies provide techni-
cal support for the application of the PID temperature con-
trol algorithm.

Gilbert and Leeuwen (2020) pointed out that ALD is a
thin film growth technology with surface self-limiting reac-
tion, and it can accurately control the growth of thin films.
There is no ALD alumina reaction group on the surface of
polyolefin membrane, resulting in the slow growth and
nucleation of ALD alumina and the low reaction efficiency
in the early stage. The final development of alumina pri-
marily forms clusters rather than intact and covered films
[3]. Tomer et al. (2019) argued that temperature uniformity
in the reaction chamber could be well solved by using the

Hindawi
Journal of Sensors
Volume 2022, Article ID 1713039, 11 pages
https://doi.org/10.1155/2022/1713039

https://orcid.org/0000-0002-8623-2106
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1713039


partition heating method, the PID controller with anti-
integral saturation method, and the feed forward compen-
sation PID control algorithm [4]. Huang et al. (2018)
pointed out that temperature control is a concern of most
industrial enterprises. The temperature control quality
directly affects the quality of products and the efficiency
of enterprises. However, temperature control accuracy is
low due to temperature-controlled components’ different
characteristics, and the adjustment time is long in actual
production [5]. Li et al. (2020) pointed out that the PID
algorithm can automatically identify different parameters
according to the actual situation, which significantly sim-
plifies the debugging process and saves time. The response
and accuracy of temperature control are improved, which
has a tremendous practical effect on enhancing effi-
ciency [6].

Grillo et al. (2018) argued that the temperature control
system is designed, including hardware and software design.
Finally, the response ability and stability of the steep curve of
the PID algorithm are tested by a simulation experiment.
The results show that the system has a fast response ability
and strong strength, which improves temperature control
accuracy [7]. Mu et al. (2019) uttered that ALD is a nanofilm
preparation technology. The controllable thickness and uni-
form film could be obtained by self-restrictive precursor
alternating saturation reaction. It could be used as a water-
insulating and oxygen-insulating layer in electronic devices,
a transistor gate dielectric layer, and a surface passivation
layer of solar cells. Therefore, ALD is widely used in micro-
electronics, solar cells, flexible electronics, and other fields.
Temperature is one of the most critical factors affecting the
quality and efficiency of thin films. However, the existing
conventional control methods have poor temperature stabil-
ity, long stability adjustment time, and significant tempera-
ture fluctuation under the condition of external
interference, which directly affects the microsurface mor-
phology of the deposited thin film. The PID temperature
control algorithm can improve the transient performance
of the system through rolling optimization and output cor-
rection under external interference. It has the characteristics
of processing time delay, constraint ability, and low require-
ment for mathematical model. It has been successfully
applied in the field of automatic control and temperature
control [8].

In summary, applying the PID temperature control algo-
rithm to the ALD process is not perfect. ALD and the PID
temperature control algorithm are introduced and analyzed
in this case. Then, the research method of PID temperature
control algorithm under different temperature and pressure
conditions is designed according to the characteristics of
ALD and PID. On this basis, the research model is imple-
mented. Finally, the PID temperature control algorithm in
the ALD reaction chamber is comprehensively analyzed
through experiments. This research provides new ideas for
using the PID temperature control algorithm to control the
temperature in the ALD reaction chamber. The utilization
rate of the PID temperature control algorithm in the ALD
production process is improved, and the production quality
and efficiency of ALD are enhanced.

2. Research Methods

2.1. Methodology and Theory. ALD is used to manufacture
nanodevices, and it is a chemical vapor deposition technol-
ogy [9]. It is a film growth technology with a surface self-
limiting reaction, which can accurately control the growth
of films. ALD coats the polyolefin membrane to produce a
composite membrane of nanoalumina polyolefin. There is
no ALD alumina reaction group on the surface of the poly-
olefin membrane, which results in slow growth and nucle-
ation of ALD alumina and low reaction efficiency, making
most of the final grown alumina forms clusters rather than
completely covered films. The system of ALD is very com-
plex. The whole system mainly includes a gas pipeline, pre-
cursor container, control system, reaction chamber, and
vacuum pump. The reaction chamber comprises a wafer,
vacuum chamber, and surrounding resistance wire [10].
The internal temperature control of the ALD vacuum reac-
tion chamber is nonlinear, hysteretic, and time-varying.
The materials inside the vacuum chamber should be stain-
less steel, aluminum, quartz, and graphite, which can meet
all the above requirements [11]. The basic working process
of ALD is that the bottom of the chamber is connected with
the vacuum pump to pump air inside the chamber. Then,
the precursor enters the vacuum chamber through the elec-
tromagnetic switch. Finally, the liquid in the precursor
enters the reaction chamber through the gas pipeline to
complete the reaction [12]. The reaction process of ALD is
shown in Figure 1.

Figure 1 shows that the ALD reaction system includes a
gas pipeline, a precursor container, a control system, a reac-
tion chamber, and a vacuum pump. The combination of the
control system and the vacuum pump provides power for
the whole system. The reaction completes if the liquid in
the precursor gasifies and enters the vacuum reaction cham-
ber [13]. After each ALD reaction, the chemicals generated
are rinsed with N2 to remove the determinations, and
finally, a complete deposited film is formed [14]. Figure 2
shows the circulation flow of ALD.

Figure 2 shows that the flow of the ALD process is con-
trolled by programmers (t1, Δt1, t2, Δt2, t3, Δt3) to generate
2D materials. A digital control system carries out the ALD
process. In the production process of the ALD process, if
you need to improve the quality and efficiency of process
production, you can improve the cycle times of the ALD
process and keep the temperature appropriate in the cycle
process. Figure 3 shows the basic software configuration in
the ALD control system.

Figure 3 shows that each link of the ALD process can be
managed separately in the control software. The PID adap-
tive temperature control system in the ALD reaction cham-
ber can control the temperature of ALD in real time and
ensure that the liquid in the precursor can be gasified nor-
mally and enter the reaction chamber smoothly, promoting
the complete reaction in the reaction chamber [15]. And
the temperature in the ALD reaction chamber can keep high
through PID temperature control technology to increase the
number of ALD cycles and improve production efficiency.
The PID temperature control algorithm calculates and
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controls the system temperature through P (proportion), I
(integral), and D (differential) parameters. The PID temper-
ature control system can only predict and adjust the system
temperature by adjusting P, I, and D parameters in real time
[16]. Figure 4 shows the basic principle of the PID tempera-
ture control system.

Figure 4 shows that when the predetermined tempera-
ture is set, the PID temperature control algorithm will adjust

the temperature through P, I, and D, making the tempera-
ture of the controlled element reach the predetermined
value. Real-time feedback will output through the feedback
system [17].

2.2. Temperature Control System and ALD Control System.
The improved ALD control system can realize the sub-
stantial increase of the total output and the
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Figure 1: ALD reaction system.
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Figure 3: Basic configuration of the software in the ALD control system.
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intellectualization of the control system [18]. Usually, an
ALD control system consists of an upper computer
human-computer interaction system and a lower com-
puter, a vacuum chamber, a temperature control system,
and other modules. The upper computer can obtain and
interact with data through human operation. When the
data are input, the basic parameters of each overall control
point are also included [19]. The model of the upper com-
puter is the InTouch configuration software of Wonder-
Ware Company. The essential control of the lower com-
puter is realized through the InTouch configuration soft-
ware. Table 1 shows the basic parameters of the upper
computer.

Table 1 shows an advanced host computer operating sys-
tem, which requires comprehensive upgrading of CPU, a
memory card, a hard disk, a graphics card, a system, a pro-
gram, and a server to obtain more accurate data. In the
ALD process, the parameters of all control components are
set through the upper computer calculated. The airflow in
the vacuum pump is calculated as [20]

LHFC =
KVρx2

� �
T

, ð1Þ

where V represents the electrical frequency signal, ρx2 repre-
sents vacuum density, T represents time, LHFC represents the
gas flow, and K represents the vacuum parameter in the
ALD process reaction chamber.The dynamic pressure inside
the vacuum chamber is calculated as

PV = m
M

RT,

P0 − P =
RT
VM

ðt
0
LMFC − Lpump
� �

dt,

P = P0 −
RT
VM

ðt
0
ΔLð Þdt,

ð2Þ

where t is the time, V is the volume inside the chamber, P is
the air pressure inside the chamber, M is the molar mass of

the gas, R is the molar constant of the gas, T is the temper-
ature in the reaction chamber, and ΔL represents the gas
flow difference in the reaction chamber [21]. The calculation
equation of temperature control voltage is

Ud =
t
T

� �∗

UAN, ð3Þ

where t is the time, T is the cycle time of the voltage pulse,
andUAN represents the average voltage of the pulse. For
the temperature test inside the reaction chamber, the tem-
perature of the reaction chamber wafer needs to be mea-
sured, and the calculation method adopts the least square
method [22]. The calculation equations are as follows:

δk k22 = 〠
m

i=0
ω Xið Þ S Xið Þ − f Xið Þ½ �2, ð4Þ

f xð Þ = xið Þ, yið Þ, i = 0, 1,⋯,mf g, ð5Þ

δi = S x
i
˙

� �
− yi, ð6Þ

δi = S xið Þ − yi, S xð Þ = a0φ0 xð Þ + a1φ1 xð Þ+⋯+anφn xð Þ,
ð7Þ

where f ðxÞ represents the data set and SðxÞ represents the
fitting curve. xi and yi represent the dataset of two sets of
data, respectively. If the linear independent group of the
space where s ðxÞ is located isφ0ðxÞ, φ1ðxÞ,⋯, φnðxÞ, the cal-
culation equation of the least square method is

δk k22 = I a0, a1,⋯, anð Þ = 〠
m

i=0
ω xið Þ 〠

n

j=0
ajφj xið Þ − f xið Þ

" #2

,

ð8Þ

∂I
∂ak

= 2〠
m

i=0
ω xið Þ 〠

n

j=0
ajφj xið Þ − f xið Þ

" #
φk xið Þ = 0: ð9Þ
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Figure 4: Basic principle of the PID temperature control algorithm.
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Equation (9) is used to calculate the minimum value,
which is recorded as

φj, φk

� �
= 〠

m

i=0
ω Xið Þφj Xið Þφk Xið Þ, ð10Þ

f , φkð Þ = 〠
m

i=0
ω Xið Þf Xið Þφk Xið Þ = dk, ð11Þ

G = 〠
n

j=0
φk, φj

� �
, ð12Þ

where Ga! = d
!
. If orthogonal polynomials are used for least-

squares fitting, G is a nonsingular matrix and satisfies the
following equations:

φj, φk

� �
= 〠

m

i=0
ω xið Þφj xið Þφk xið Þ =

0, j ≠ k

Ak > 0, j = k

(
, ð13Þ

a∗k =
f ;φkð Þ
φk;φkð Þ , ð14Þ

where a∗k represents the final calculation result. The PID
temperature control algorithm controls the temperature of
the ALD reaction chamber by changing the initial tempera-
tures, the pressure, and the time gradients. And it is compre-
hensively studied by comparison [23]. Table 2 shows the
conditions for temperature measurement of the ALD reac-
tion chamber.

Table 2 shows that the temperature of the ALD reaction
chamber is measured under different initial chamber tem-
peratures and different channels. The time change is as fol-
lows: change the initial temperature, last for one hour and
record the information; change the initial pressure, last for
15min; and record the relevant information. And the com-
monly used stainless steel and aluminum reaction chambers
are analyzed in six channels of the ALD reaction chamber.
The two reaction chamber materials are compared to deter-
mine what materials fit the PID temperature control system.
The PID temperature control system is adjusted to make it
suitable for more materials and promote its application

and development. The comparison between PID and other
temperature control algorithms is shown in Table 3.

Table 3 shows that the PID temperature control algo-
rithm is more suitable because of its flexibility, convenient
debugging, and high control accuracy.

2.3. PID Temperature Control Algorithm. The PID control
algorithm comprises a PID regulator, an actuator, and a con-
trolled object [24]. The general calculation equation is as fol-
lows:

v tð Þ = Kp e tð Þ + 1
TJ

ð
e tð Þdt + TD

de tð Þ
dt

� 	
, ð15Þ

where vðtÞ represents the output value of the controller, eðtÞ
represents the error of the control system, Kp represents the
proportional coefficient, TJ is the integral constant, and TD

is a constant. When the PID control algorithm is operated
by a computer [25], the calculation equation is as follows:

v kTð Þ = Kρ e kTð Þ + T
T
〠
k

i=0
e iTð Þ + Td

T
e kTð Þ − e KT − Tð Þ½ �

( )
,

ð16Þ

where vðkTÞ represents the output value when the system is
controlled by a computer, and other parameters have the
same meaning in Equation (15). The results can also be cal-
culated by an integral coefficient and differential coefficient
[26]. The calculation equations are as follows:

KI =
KPT
TI

, ð17Þ

KD =
KPTD

T
, ð18Þ

u kð Þ = Kpe kð Þ + K j 〠
k

j=0
e jð Þ + KD e kð Þ − e k − 1ð Þ½ �: ð19Þ

Table 1: Basic parameters of the upper computer.

Components Parameters

CPU Morethanthe3G

Main memory Morethanthe2G

Hard disk Morethanthe100G

Graphics card 2GDiscretegraphicscard

System WindowsXPSP3

Program Intouch9.6

Server OPCLink8.0

Table 2: Temperature measurement conditions of the ALD
reaction chamber.

Number Heater Pumpline Purge1 Purge2 Hottrap

1 50 150 100 100 400

2 70 150 100 100 400

3 100 150 100 100 400

4 150 150 100 100 400

5 200 150 100 100 400

6 250 150 100 100 400

7 300 150 100 100 400

8 350 150 100 100 400

9 400 150 100 100 400

10 450 150 100 100 400

11 500 150 100 100 400

12 550 150 100 100 400
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In Equations (17), (18) and (19), (16), and (17) are the
calculation equations of integral coefficient and differential
coefficient, respectively. And the three equations are used
for calculating discrete positions. After a simple calculation
is performed, the following equation is obtained [27]:

u k − 1ð Þ = Kp e k − 1ð Þ + T
Tl

〠
k−1

j=0
e jð Þ + TD

T
e k − 1ð Þ − e k − 2ð Þ½ �

( )
,

ð20Þ

where ðk − 1Þ is the same as the parameter in the above
equation, and it is the sampling times in the test process.
The following equation is obtained by sorting out Equations
(19) and (20) [28]:

u kð Þ − u k − 1ð Þ
= Kp e kð Þ − e k − 1ð Þ + T

Tl
e kð Þ + TD

T
e kð Þ − 2e k − 1ð Þ + e k − 2ð Þ½ �


 �
:

ð21Þ

The final calculation equation can be obtained, and it is
as follows:

u kð Þ = u k − 1ð Þ + Kp e kð Þ − e k − 1ð Þ½ � + T
Tt

e kð Þ



+
TD

T
e kð Þ − 2e k − 1ð Þ + e k − 2ð Þ½ �

�
:

ð22Þ

After Equation (22) is simplified, this can be obtained as

u kð Þ = u k − 1ð Þ + a0e kð Þ − a1e k − 1ð Þ + a2e k − 2ð Þ: ð23Þ

The position calculation equation of PID in the com-
puter control system is obtained, and the final result needs
to be fuzzified. If the input value is defined between ½−x, x�
and the fuzzy value is a value in f−m,−m + 1,⋯, 0,⋯,m −
1,mg, the quantization factor of the fuzzy value can be cal-
culated [29]. The calculation equation is

t =
m
x
, ð24Þ

Table 3: Advantages of the PID temperature control algorithm.

Temperature control
algorithm

Advantages Shortcomings

PID
Easy to debug, high control precision, strong anti-interference

ability, high stability ability
Coordination is not good enough

Fuzzy control Strong robustness and fast response The parameters are complex and expensive

Neural network
control

The algorithm is simple and easy to implement in hardware and
software

The system is complex and requires more
human coordination

Heater

TOP

Hot well 

Opump

Dust filter

Vf1 Vf2
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MFCC2
100sccm
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Figure 5: Basic framework of the dual-cavity ALD system.
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where t represents the quantization factor of the fuzzy value.
The amount of fuzzy control can also be calculated [30]. The
calculation equation is as follows:

V = R × RBð Þ∙T , ð25Þ

where V represents the amount of control fuzzy, R repre-
sents the fuzzy number of input values, T is the fuzzy coeffi-
cient, × represents the direct operation of fuzzy values, and∙
the synthesis operation of fuzzy values [31]. The discrete
domain calculation equation of the fuzzy value is

vo =
∑n

i=1viμ við Þ
∑n

i=1μ við Þ , ð26Þ

where vo is the accuracy of the output value and vi represents
the variable of the output value. In addition, the calculation
equations of three control parameters P, I, and D are [32]

KP = KP0 + Ei, ECif gP, ð27Þ

KI = Kl0 + Ei, ECif gI , ð28Þ

KD = KD0 + Ei + ECif gD, ð29Þ
where KP0, Kl0, and KD0 represent the initial values of the
three control parameters P, I, and D, respectively. Through
the adjustment of the PID temperature control algorithm,
the results of the final three parameters can be calculated
as KP, KI , and KD [33].

Start PID temperature
control system 

Initial chamber
temperature display 

Whether the initial temperature
meets the standard? 
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PID algorithm to control
temperature 

Whether the final temperature
meets the standard? 
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Continue to control the
temperature 

No

No

No
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Figure 6: Basic flow of temperature control using the PID temperature control algorithm.

7Journal of Sensors



2.4. Modeling of PID Based on ALD Reaction Chamber. The
PID temperature control algorithm based on the ALD reac-
tion chamber is studied, and the specific equipment used is
the dual cavity ALD system. Figure 5 shows the basic struc-
tural framework of the dual cavity ALD system.

Figure 5 shows that the PID temperature control algo-
rithm can be compared with different materials with strong
responses in the dual cavity ALD system. After that, the
PID temperature control algorithm can automatically select
ALD chamber materials and improve its performance
through the feedback of different materials [34]. The PID
temperature control algorithm is studied by recording and
analyzing the reaction chamber temperature in the ALD
process system [35]. Figure 6 shows the basic process of
using the PID temperature control system to control the
reaction chamber temperature in the ALD process system.

Figure 6 shows that at the beginning, the reaction cham-
ber of the ALD process needs to be heated, and the temper-
ature should reach the initial temperature required by the
experiment. Then, the initial temperature of the chamber is
detected to judge whether the temperature meets the stan-
dard. If the temperature does not meet the standard, the
reaction chamber needs to be heated again. If the tempera-
ture meets the standard, the next step is continued. The
PID temperature control algorithm is used to control the
temperature in the reaction chamber. During the control
process, it is necessary to change the chamber temperature
regularly and then detect whether the temperature meets
the standard. If it does not meet the standard, it needs to
be reheated. If it meets the standard, go to the next step to
judge whether it is time to record. If the temperature cannot
be recorded, continue maintaining the temperature by PID.
If it is recorded, the temperature is recorded and adjusted
in real time, and the research results are analyzed according
to the recorded data.

3. Research Results

3.1. ALD Reaction Chamber. According to the above
research methods, the PID temperature control algorithm
is studied based on different materials of the ALD reaction
chamber. Figure 7 shows the research conditions of other
chamber materials.

Figure 7 shows that the chambers of the two materials
are experimentally studied under the same conditions, in
which the pressure changes are 0.05, 0.1, 0.15, 0.2, 0.25,
0.3, 0.35, 0.4, 0.45, 0.5, 0.55, and 0.6, respectively, and the
temperature changes are 50, 70, 100, 150, 200, 250, 300,
350, 400, 450, 500, and 550°C, respectively. The research
under different pressures and temperatures can reflect the
temperature tolerance of the two materials and test the
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influence of the two materials on the temperature tolerance
under different pressure conditions

3.2. PID Research and Analysis Based on ALD. Through the
research on the PID temperature control test for reaction
chambers of different materials under different conditions,
the heat resistance and pressure resistance of other materials
are analyzed, which can reveal the service status of the PID
temperature control algorithm. This verifies the perfor-
mance of the PID temperature control algorithm through
different materials and improves the authenticity and feasi-

bility of the research. Figure 8 shows the temperature
recording results.

Figure 8 shows that when the results of the PID temper-
ature control records are 50°C, 70°C, and 100°C, the temper-
ature of the stainless steel chamber is at 100°C with an error
of about ±5°C. The temperature of the aluminum chamber is
at 50°C, which is maintained at about 30°C, and the error is
about ±3°C.

Figure 9 shows that when the results of the PID temper-
ature control algorithm are 150°C, 200°C, and 250°C, the
temperature of the stainless steel chamber is at 250°C with
an error of about ±2°C. The temperature of the aluminum
chamber is at 150°C with an error of about ±1°C.

Figure 10 shows that when the results of the PID temper-
ature control algorithm are 300°C, 350°C, and 400°C, the
temperature of the stainless steel chamber is at 400°C with
an error of about ±1°C. The temperature of the aluminum
chamber is at 300°C with an error of about ±3°C.

Figure 11 shows that when the results of the PID temper-
ature control algorithm are 450°C, 500°C, and 550°C, the
temperature of the stainless steel chamber is at 550°C with
an error of about ±3°C. The temperature of the aluminum
chamber is at 450°C with an error of about ±5°C. Figure 12
shows the difference between the predicted error and the
actual error of the two materials.

Figure 12 shows that the maximum difference between
the prediction error of the cavity temperature of stainless
steel and its actual error is about 3°C. In contrast, the maxi-
mum difference between the prediction error of the cavity
temperature of aluminum and the actual error is about
5°C. Therefore, the PID temperature control system is rea-
sonable for error control.

Figures 8–11 show that the temperature changes of the
two materials are not significant by applying the PID tem-
perature control algorithm to the reaction chambers of the
two materials under different conditions. It is concluded that
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the pressure has little effect on the temperature resistance of
the ALD reaction chamber. Still, the temperature of the reac-
tion chamber varies significantly at different initial tempera-
tures. When the initial temperature is 50°C, the temperature
difference between the two materials is not significant, main-
taining at about 20°C. Therefore, the reaction chambers of
these two materials are suitable for temperature regulation
with a temperature control system above 50°C. With the ini-
tial temperature increase, the temperature difference
between different materials begins to increase gradually
under the PID temperature control algorithm. The tempera-
ture difference has risen to about 50°C under the condition
of 70°C. At 550°C, the reaction chamber gap of the two
materials reached the maximum, maintaining at about
320°C. However, when the change of the reaction chamber
of the two materials under the PID temperature control
algorithm is analyzed, it is found that the temperature
change of stainless steel is more significant than that of the
aluminum chamber. The temperature tolerance of the reac-
tion chamber made of stainless steel is sensitive. When the
heating temperature increases, the temperature of the stain-
less steel reaction chamber increases rapidly, while the tem-
perature of the aluminum reaction chamber decreases. This
proves that the temperature tolerance of the aluminum reac-
tion chamber is high. Still, the overall temperature of the
reaction chamber made of different materials does not
change much under the PID temperature control algorithm,
and the performance of the PID temperature control system
is also stable under different pressures. The curve remains
stable and in an ideal state. This shows that the PID temper-
ature control algorithm can be used under different temper-
atures and pressures.

4. Conclusion

The PID temperature control algorithm is used to analyze its
application to the ALD reaction chamber. The test is taken
in the reaction chamber with different materials, different
reaction temperatures, and different pressure changes. The
simulation experiment found that the reaction chambers
with different materials have different tolerance sensitivity
to different temperature changes. Among them, the temper-
ature sensitivity of stainless steel is more significant than alu-
minum, and the difference between the two is very large.
Then, the temperature changes of the two materials under
different pressure conditions are compared. The results
show that the pressure changes have little effect on the tem-
perature changes of the reaction chamber of different mate-
rials. Finally, it is concluded that different temperature
changes and different pressure changes have little influence
on the PID temperature control algorithm. This proves that
the PID temperature control algorithm can be used normally
in reaction chambers with different materials, temperatures,
and pressures. The optimization of the traditional PID algo-
rithm found that the error of the optimization algorithm is
fewer in the temperature control process, and the maximum
difference between the prediction error and the actual error
is 3°C and 5°C. The optimization results of the PID temper-
ature control algorithm are ideal. Although this study pro-

vides a lot of research data, the sample size used in the
comparison is still small. The size will be expanded in the
future, and the practical application of the PID temperature
control algorithm will be strengthened.
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Performance evaluation is an important sand central part of the human resource management system and the process of assessing
performance and documenting performance with uniform criteria. Based on the hypothesis of high-performance work systems
and HRM effectiveness, this paper proposes a DEA model for evaluating the performance of HRM in enterprises through case
studies, field interviews, and questionnaires and tests the validity of the model, by establishing an evaluation index system with
HRM in large enterprises as the core, orders and customers as output indicators, and the number of personnel and total costs
as input indicators and using the AHP method to optimise the DEA model applied to specific cases for testing. At the same
time, the degree of variation between technical level, professional level, and strategic HRM gradually narrows as the HRM
performance of the enterprise increases. Finally, targeted solution suggestions are given in relation to the actual situation.

1. Introduction

As we all know, the human resources system in China was
established relatively late, and the overall performance of
human resource management in enterprises is relatively lag-
ging behind, but the performance itself is a very important
part of the process of human resources development in
enterprises. For the purpose of further improving the overall
economic efficiency of enterprises, scientific research must
be conducted on the performance evaluation system, in
addition to this, the objective requirements of the times
should be fully integrated with theory and practice, and the
relevant research content should be put into practice from
the practical point of view, in order to achieve the premise
of further improving the overall economic efficiency of
enterprises and to realise the system performance and
human resource management-related theory. This is also
vital for the long-term development of the enterprise.

Performance evaluation plays a very important role in
the development of human resources. There is a strong link
between work, pay, training, and performance, and the per-

formance system is also the type of system that has a direct
link with the employees of the company [1]. It is also a fun-
damental type of system that is directly linked to the
employees. The performance system determines to a large
extent the effectiveness of the company’s own operations.
Firstly, the determination of remuneration must be based
on performance assessment. The basic principle of distribu-
tion according to work in China must be based on perfor-
mance appraisal, which is also the basis for the reasonable
distribution of the remuneration package of the enterprise’s
employees, or the most important basis for determining the
wages of the enterprise’s employees, especially the floating
wages [2, 3]. Through the application of the performance
evaluation system, it not only is possible to improve the
basic state of the employees’ work to a large extent but also
has a very important role in cultivating the overall enthusi-
asm and initiative of the employees. Secondly, the placement
and promotion of staff are based on performance appraisal.
The placement of staff should be adjusted on the basis of
the performance appraisal of the staff concerned. In addi-
tion, in the actual job transition process, the staff’s own

Hindawi
Journal of Sensors
Volume 2022, Article ID 4203768, 11 pages
https://doi.org/10.1155/2022/4203768

https://orcid.org/0000-0002-2545-7483
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4203768


working ability must be determined by means of perfor-
mance appraisal, so that the deployment of staff can be com-
pleted better [4]. Thirdly, the planning of employees’ future
careers must be based on performance appraisals. Perfor-
mance appraisals can provide a more accurate understand-
ing of the employee’s own abilities, so as to plan the future
career direction for the employee, and it is also vital to max-
imise the effect of future training for the employee [5].
Fourthly, the motivation of the employees themselves must
be mobilised through performance appraisal. By linking
the performance appraisal system to rewards and introduc-
ing a system of rewards and penalties [6, 7], it is also impor-
tant for employees to be motivated to excel in the future.

Gronroos [8] proposed the concept of customer-
perceived service quality (CPQ) or service performance as
a tool to measure the extent to which the service level of
an enterprise can meet customer expectations. Parasuraman
et al. [9–11] viewed service performance as the difference
between the level of service performance perceived by cus-
tomers and the level of service performance expected and
proposed the SERVQUAL model to evaluate service perfor-
mance. Subsequently, the SERVQUAL scale has been widely
used in service industries such as retail, catering, IT services,
banking, insurance, transport, and libraries [12–15]. In addi-
tion to performance management methods for tangible
products and services, internal corporate management has
also applied performance management theories and
methods such as internal customer service performance
and satisfaction to improve effectiveness or efficiency, and
service processes and standards have been developed in the
professional fields of accounting, auditing, training, and IT
services. For example, in the 1980s, the UK National Com-

puter and Telecommunications Agency (CCTA) proposed
a set of IT service management standards library—the IT
Infrastructure Library (ITIL) [16]. The library of standards
was applied and recognised in UK businesses and became
a common international standard in the field of IT services.
In the three major international performance awards such as
the Malcolm Baldrige National Performance Award in 1987,
the European Performance Award in 1992, and the Deming
Award in Japan in 1951, human resource management con-
stitutes a performance indicator for evaluation [17]. In
August 2004, the Chinese National Standard GB/T19580-
2004 also contains performance indicators for human
resource management. This set of standards has gradually
been applied and promoted in enterprises such as Haier.

In the existing quality award evaluation guidelines, the
quality standards of HRM focus on process records, control
standards, and documentary evidence in HRM processes,
such as training time and operational documentation
records. There is a lack of quality theories and methods for
corporate HRM and a lack of frameworks and standards
for judging the quality of corporate HRM. At the same time,
the human resource management (HRM) theory and prac-
tice have long focused on the enhancement of job perfor-
mance by individual factors. Researchers in the fields of
selection, performance, and compensation management
have based their management decisions primarily on the
assessment of individual differences, and an underlying log-
ical assumption of these studies is that individual character-
istics can determine changes in job performance. However,
researchers who view HRM as a system have proposed con-
cepts and theories such as high-performance work systems
[18], HRM best practices [19], and HRM control systems
[20], which suggest that there are several best HR practices
or work systems that will have a direct impact on organisa-
tional performance to such an extent that they can affect
organisational performance regardless of changes in organi-
sational conditions or circumstances that can affect organi-
sational performance [21, 22]. Among these, Waldman
[23] argues that systemic factors can have an impact on
job performance, whereas previously systemic factors were
treated as uncontrollable factors.

In recent years, human resource management theory
and many enterprises are studying the methods and imple-
mentation of performance appraisal, and the performance
appraisal of enterprise marketing personnel is particularly

Table 1: Main items and contents of performance appraisal.

Tier 1 indicators Tier 2 indicators Tier 3 indicators

Product indicators

Number of orders
Number of standing orders

Number of random orders

Number of clients
Long-term clients

Random clients

Input indicators

Costs
Advertising costs

Other costs

Personnel
Company staff

Other staff

Table 2: Quarterly performance indicators.

Decision-
making units

Input indicators Output indicators
Number of
employees

Total
costs

Number of
orders

Number of
customers

DMU (1) 32 50 72 40

DMU (2) 24 64 6 8

DMU (3) 60 24 46 40

DMU (4) 56 50 16 20

DMU (5) 18 30 44 16

DMU (6) 76 56 20 40
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important. However, there are currently some problems in
the performance appraisal of marketing personnel in enter-
prises, such as the lack of performance appraisal indicators
and standards and neglect of the performance appraisal of
the team. In practical application, there are many methods
of performance evaluation concerning human resource
management. For example, Argenti (1976), kravarthy
(1986) established a multifactor evaluation model, but
because the weight of the evaluation model is difficult to
determine, it is more difficult to operate in the practical
application; the same traditional AHP method is also due
to the determination of the weight, so that the model and
method increase the subjectivity of people leading to inaccu-
rate assessment results; from 1978, the DEA method is used
in domestic and foreign decision-making. Since 1978, the
DEA method has been widely used in the field of decision-
making at home and abroad, but as it tends to lose potential
optimal combinations when used alone, on this basis, many

scholars have proposed improved algorithms for DEA, and
thus, the DEA/AHP model was created.

2. The Complexity of Enterprise HRM
Performance Evaluation and the Issues It
Should Address

Performance evaluation is a very important part of an enter-
prise’s human resource management system and is one of
the most critical indicators for managers to evaluate perfor-
mance. However, at present, the construction of perfor-
mance evaluation systems in domestic HRM systems is still
in its infancy, with many companies relying on performance
evaluation for systematic alignment and overall evaluation.
However, as the most important application of performance
evaluation is to analyse the relevant data in the evaluation
system, which is done within a specific time frame, a com-
plete evaluation system has not yet been formed from the
perspective of the long-term application, and the most
important reason for the above problems is that many enter-
prises in China currently have a large lack of knowledge
about the performance evaluation system; the importance
attached to the evaluation system is also the most important
reason for the above problems that many enterprises in
China are not aware of the performance appraisal system,
and the degree of importance they attach to it is also clearly
insufficient.
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Figure 1: Comparison of pie charts of performance input and output parameters across the six divisions. (a) Number of employees. (b)
Total costs. (c) Number of orders. (d) Number of customers.

Table 3: Selected Input index.

DMU (i) Input1/10 thousand Input2/person

DMU (1) 8.36 8

DMU (2) 10.64 11

DMU (3) 8.15 5

DMU (4) 6.68 4

DMU (5) 18.26 9

DMU (6) 15.70 12
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Performance evaluation is one of the most crucial com-
ponents in the development of human resources in enter-
prises, but it has been a relatively short period of time
since the performance evaluation system was adopted as a
management system in China, and therefore, there is rela-
tively little research on it [24]. Based on this, the problems
related to the performance evaluation of human resource
management systems in domestic enterprises are addressed,
and the performance evaluation of enterprise human
resource management is targeted to achieve the purpose of
better human resource management.

The evaluation process of HRM performance should pay
attention to the following issues: (1) The implementation of
HRM will have an impact on all aspects of enterprise opera-
tions, and the evaluation of HRM performance cannot only
evaluate the performance of the business process itself [25].
(2) The HRM proposed in the paper is on the basis of a sys-

tem, which is an input-output system, so the performance
evaluation has multiple input and output evaluation issues.
It shows that HRM performance has measurability, and the
most accurate evaluation of HRM implementation can be
achieved by integrating all input and output indicators and
establishing a complete indicator system. (3) HRM is a
long-cycle process, and the evaluation indicators that enter-
prises pay attention to at different stages of HRM implemen-
tation are also different.

2.1. Determination of an Enterprise HRM Performance
Evaluation Index System. HRM has an important relation-
ship with the internal support system, the capability support
system, and the resource input support system, and each
support system has an independent contribution to HRM
performance. Among them, each variable in resource input
can be regarded as HRM input, and all of them can be used
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Figure 2: Comparison of the two input value tables.

Table 4: Output statistic data.

DMU
(i)

Business
ratio

Operating
cost

Quality of work
life

Satisfaction
Cycle

efficiency
Utilisation

Organisational
efficiency

Equipment Efficiency

DMU
(1)

78.00 0.51 0.68 0.78 17.14 0.75 0.82 0.73 0.86

DMU
(2)

68.82 0.42 0.75 0.85 20.80 0.83 0.86 0.70 0.83

DMU
(3)

76.67 0.64 0.70 0.75 17.70 0.78 0.79 0.78 0.87

DMU
(4)

72.50 0.77 0.73 0.71 14.30 0.85 0.90 0.86 0.93

DMU
(5)

86.25 0.81 0.82 0.84 12.50 0.89 0.85 0.83 0.92

DMU
(6)

84.00 0.47 0.66 0.70 15.98 0.73 0.72 0.72 0.79
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as input indicators for HRM performance evaluation, while
the indicators of HRM implementation effect can be used
as output indicators [26]. The input-output indicator system
of HRM performance evaluation is established by consider-
ing the input of enterprises to the implementation of HRM
and the complexity of HRM performance evaluation. In
order to improve the overall competitiveness of the com-
pany, the business processes of the company are redesigned
in order to obtain an improvement in performance in terms
of costs, etc. This improvement is mainly reflected in the
economic benefits achieved by the company and the increase
in organisational efficiency. In this paper, we use effective-
ness and efficiency to measure the economic and organisa-
tional value of HRM. The performance appraisal of HRM
must be carried out in order to achieve the enterprise’s goals,
so the development of its appraisal index system also needs
to reflect the long-term and short-term goals of the enter-
prise, so the performance appraisal index can be determined
to objectively reflect both the short-term and long-term ben-
efits of the enterprise. The indicators for performance
appraisal are shown in Table 1.

3. Construction of the DEA/AHP Model

3.1. Introduction to the DEA Model. The method and model
were developed by the famous American operations
researchers W. W. Cooper, A. Charner, and others as a
way to evaluate efficiency [27]; it is a useful method to study
the relative effectiveness between decision units with the
same type of decision; here, the C2R model is introduced,
and the model is as follows.

Suppose there are n DMUs, each using m inputs xi
(i = 1, 2⋯⋯,m) to produce s output yr (r = 1, 2,⋯, s). rep-
resents the potential amount by which DMUk all input
terms can be scaled down in equal proportions; the weights
λ = ðλ1, λ2⋯⋯,λnÞ represent a polyhedral vector linking
all information, and the C2R model can then be expressed as

max θ − ε êT s− + eTs+
� �� �

s:t:〠
n

j=1
xjλj + s− = θxj0 〠

n

j=1
yjλj − s+ = yj0

: ð1Þ

λj ≥ 0 ; j = 1, 2,⋯, n, s− is the slack variable, and s+ is the
residual variable.

ê and e are m-dimensional and s-dimensional column
vectors with component 1, respectively; ε is a non-
Archimedean infinitesimal quantity (a quantity smaller than
any quantity greater than zero).

3.2. Optimising DEA Models Using AHP. In this paper, a
modified DEA/AHP method is used to divide all the
decision-making units (DMUs) into two groups and com-
pare them with each other using the traditional DEA

DMU (1) DMU (2) DMU (3) DMU (4) DMU (5) DMU (6)
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Figure 3: Comparison of output data for the two output indicators.

Table 5: Valid values for the 6 decision units.

DMU (i) 1 2 3 4 5 6

DMU (1) 0.2145 0.3210 0.2070 0.2461 0.1949 0.1772

DMU (2) 0.0579 0.0872 0.1035 0.1146 0.0740 0.1497

DMU (3) 0.2145 0.1743 0.2071 0.2282 0.1950 0.1995

DMU (4) 0.1073 0.0937 0.1117 0.1232 0.1461 0.1578

DMU (5) 0.1908 0.0918 0.1636 0.1233 0.1949 0.1577

DMU (6) 0.2146 0.2295 0.2070 0.1642 0.1949 0.1577
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method. As the AHP here has only one level, the size of the
eigenvector at position i here reflects the priority of the ith
decision unit.

3.3. Constructing Judgement Matrices Using the DEA
Method. If there are a total of n decision units, each with a
total of m input indicators and s output indicators, any

two decision units are divided into a group, assumed to be
1 and 2, and their RMS values are calculated separately.
Since even decision units with a relative validity value of 1
are not necessarily all good in overall performance, in order
to be able to distinguish whether a decision unit is better
overall, we use cross-efficiency to evaluate it, a way of pro-
viding the cross-efficiency of a decision unit under the most
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Figure 4: Comparison of the effective values of the 6 decision units (a) Output1. (b) Output2.
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favourable weighting of the other decision units. The specific
model is as follows.

max = h11 = 〠
s

r=1
Uryr1

s:t:〠
m

r=1
Uryrj − 〠

m

i=1
Vixij ≤ 0j = 1, 2,

〠
m

i=1
Vixi1 = 1

Ur ≥ ε > 0, r = 1, 2,⋯, s,
Vi ≥ ε > 0i = 1, 2,⋯, m,

, ð2Þ

max = h21 = 〠
s

mr

Uryr2

s:t:〠
m

r=1
Uryr1 − 〠

m

i=1
Vixi1 = 0j = 1, 2,

〠
m

i=1
Vixi2 = 1

〠
s

r=1
Uryr2 ≤ 1

Ur ≥ ε > 0, r = 1, 2,⋯, s,

, ð3Þ

where m is the number of input indicators, s is the number
of output indicators, n is the number of decision units, and
vi is the weight of input indicator i. ur is the weight of output
indicator r. Xij is the value of input indicator i for the jth
decision unit. yrj is the value of output indicator r for the j
th decision unit. And so on, hab and hbb can be derived.

The ratio of the efficiency of decision unit 1 to decision
unit 2 is

a12 = h11 + h12ð Þ/ h22 + h21ð Þ: ð4Þ

In general, for n decision units, their two-by-two effi-
ciency ratio is

aij = hij + hji
� �

/ hji + hjj
� �

,
aji = 1/aij,
aii = 1:

ð5Þ

Using the DEA method above, a judgement matrix can
be constructed. Moreover, the matrix constructed by this
method does not contain subjectivity and does not require
a consistency test.

3.4. Sorting by the AHP Method. Using the judgement matrix
derived from the DEA method above, the AHP method is
applied to solve for the maximum eigenvalue of the judge-
ment matrix and its eigenvector [28]. Since the AHP in the
above algorithm has only one level, the eigenvector ranked
in the jth position is also the priority of the jth decision unit.

4. Empirical Analysis

4.1. Example. A large enterprise completes its sales tasks for
the year and has an existing department divided into six
divisions (DMU1-DMU6). The quarterly performance of
its six teams is evaluated, and the evaluation indicators are
divided into the number of employees, total costs, number
of orders, and number of customers according to the nature
of the inputs and outputs, as shown in Table 2.

A pie chart of the input and output indicators is given in
Figure 1.

4.2. Calculation of Input Indicators

(1) Capital input indicator: HRM consulting cost is
borne by these 6 DMUsi on average; the labour cost
of personnel is calculated by multiplying the number
of personnel directly involved in HRM in each
department by the average labour cost; the training
cost is calculated by multiplying the number of per-
sonnel involved in relevant training in each depart-
ment by the average training cost per person; the
equipment cost is calculated by combining the costs
of relevant equipment purchased for each depart-
ment. In other words, capital investment = HRM
consulting fee + labour cost of personnel + training
cost + equipment cost

(2) The input of the number of personnel is determined
by the sum of the number of employees and leaders
of the department who directly participate in HRM

(3) The input of staff participation and support is calcu-
lated by summing fuzzy mathematical methods

(4) The time commitment indicator is the sum of the
time spent on training by each subdepartment

The sum of the time spent on the implementation of the
HRM project is calculated. The data for the input indicators
are shown in Table 3.

A visual comparison histogram of the two input indica-
tors is given in Figure 2.

4.3. Calculation of Output Indicators. The evaluation indica-
tors of both effectiveness and organisational efficiency are
multi-indicator comprehensive evaluation problems, and
the nature of each subindicator varies greatly, so the efficacy
coefficient method is used in this paper to process these 2

Table 6: Ranking of weight values for the six divisions.

DMU (i) DEA/AHP calculated value (weight) Rank

DMU (1) 0.2364 1

DMU (2) 0.1018 6

DMU (3) 0.1710 3

DMU (4) 0.1283 5

DMU (5) 0.2026 2

DMU (6) 0.1599 4
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output indicators [29]. Table 4 shows the output indicator
data.

In Figure 3, a visual comparison of the output data
obtained by processing the two output indicators is
presented.

4.4. Finding the Valid Values of the Decision Cells. Using
Equations (2) and (3), the valid values of each decision cell
in each group were solved using the operations research soft-
ware QM, and the valid values were obtained as in Table 5.

A comparison of the decision values for the six cells of
the two outputs is shown in Figure 4.

Some of the indicators are given in Table 6 in order to
compare values for each component of the data using the
fuzzy integrated judgement method. The utilisation rate of
human resources is the ratio of the number of personnel
used to the total number of employees on the rolls. Cost
ratio of business process value-added activities and process
activity cycle efficiency were calculated by the job cost
method in the literature [30]. The paper’s algorithm assigns
a weight of 3 to the more important indicators, followed by a
value of 2. The others are sufficient to distinguish the relative
quantitative degree of each evaluation indicator, and the effi-
cacy coefficients are shown in Table 7.

A comparison of the two outputs is shown in Figure 5.

4.5. The Final Judgement Matrix A of the DEA Model Is
Obtained by a Two-by-Two Comsssparison.

A =

1 3:704 1 2 1 1:124
0:2698 1 0:498 0:930 0:380 0:950

1 2 1 0:852 1 1:266
0:5 1:075 0:540 1 0:749 1
1 2:632 1 1:333 1 1

0:889 1:053 0:791 1 1 1

2
666666666664

3
777777777775

:

ð6Þ

4.6. AHP Ranking. The decision unit weights were derived
using the known AHP method of ranking, which resulted
in the performance of the six divisions of 0.2364, 0.1018,
0.1710, 0.1283, 0.2026, and 0.1599. The ranking of the
weight values is as follows.

The ranking using the AHP method yields the weight
pairs of decision units as shown in Figure 6.

As can be seen from Table 6, the AHP optimization DEA
method has been used to rank the performance of each
department using a complementary approach and to further
differentiate the process decision units with a valid value of 1

Table 7: Synthetic efficacy coefficients of benefit and organisational efficiency.

Serial number
Comprehensive efficacy coefficient

DMU (1) DMU (2) DMU (3) DMU (4) DMU (5) DMU (6) DMU (7) DMU (8) DMU (9)

Output1 70.00 68.56 71.59 73.56 79.25 69.89 76.52 78.36 72.33

Output2 72.06 75.63 73.45 75.98 73.42 67.84 79.65 76.32 72.16
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Figure 5: Comparison of data by division for the two outputs.
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in the DEA. The objective judgement matrix used in the
AHP method reduces the difficulty of making judgements
on process performance.

The company uses the proposed superefficient DEA
model to evaluate the performance of HRM and refine the

results of HRM performance evaluation according to each
stage. After refinement, the company then selects HRM per-
formance evaluation indicators that meet the objectives of
the next phase and uses the abovementioned method to eval-
uate HRM performance and identify weaknesses and oppor-
tunities for improvement, forming a cycle of continuous
improvement so that corporate strategy can be achieved
through HRM.

Finally, the kernel was used to make predictions about
the future development of the six divisions, the results of
which are shown in Figure 7.

5. Conclusion

The role played by a scientific human resource management
performance evaluation system is crucial to the overall
development of domestic enterprises, and by building a
high-quality, systematic corporate HR performance evalua-
tion system, it is equally crucial to the better future develop-
ment of domestic enterprises. The use of the AHP-optimised
DEA model to evaluate the performance of corporate HRM
in the article is reflected in the following three main aspects.
On the one hand, the new method realises the problem that
the original DEA method cannot be fully ranked and further
distinguishes the decision units with an effective value of 1 in
DEA. On the other hand, the new method still retains the
characteristics of the original DEA, i.e., the analysis of the
economic significance of some indicators when evaluating
the performance of decision units with multiple inputs and
outputs. Finally, the new method compensates for the short-
comings of the traditional AHP method, which is too
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subjective and dependent, by using data to analyse the valid-
ity of the proposed model.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

References

[1] G. Tasseron and K. Martens, “Urban parking space reservation
through bottom-up information provision: an agent-based
analysis,” Computers, Environment and Urban Systems,
vol. 64, pp. 30–41, 2017.

[2] N. K. Avkiran, “Association of DEA super-efficiency estimates
with financial ratios: investigating the case for Chinese banks,”
Omega, vol. 39, no. 3, pp. 323–334, 2011.

[3] L. Wang, “Traffic reservation policy and practice in Shenz-
hen,” Traffic & Transportation, vol. 32, Supplement 1,
pp. 97–107, 2019.

[4] G. Xu, H. Yang, W. Liu, and F. Shi, “Itinerary choice and
advance ticket booking for high-speed-railway network ser-
vices,” Transportation Research Part C: Emerging Technologies,
vol. 95, pp. 82–104, 2018.

[5] J. Li and H. Gao, “Global tourism from the perspective of
informatization,” Tourism Tribune, vol. 31, no. 9, pp. 24–26,
2016.

[6] M. E. Kuwaiti and J. M. Kay, “The role of performance mea-
surement in business process re-engineering,” International
Journal of Operations & Production Management, vol. 20,
no. 11/12, pp. 1411–1426, 2000.

[7] R. H. Green, J. R. Doyle, and W. D. Cook, “Preference voting
and project ranking using DEA and cross-evaluation - Science-
Direct,” European Journal of Operational Research, vol. 90,
no. 3, pp. 461–472, 2016.

[8] Z. Sinuany-Stern, A. Mehrez, and Y. Hadad, “An AHP/DEA
methodology for ranking decision making units,” Interna-
tional Transactions in Operational Research, vol. 7, no. 2,
pp. 109–124, 2000.

[9] K. Zhong, P. Wang, J. Pei, J. Xu, Z. Han, and J. Xu, “Multiob-
jective optimization regarding vehicles and power grids,”
Wireless Communications and Mobile Computing, vol. 2021,
Article ID 5552626, 6 pages, 2021.

[10] J. R. Doyle and R. H. Green, “Efficiency and cross-efficiency in
DEA: derivations, meanings and uses,” Journal of Operational
Research, vol. 45, no. 5, pp. 567–578, 2018.

[11] Q. Lin, Research on Parking Problem of Social Vehicles in
Baiyun Airport Arrival Curbside Based on Reservation Mecha-
nism, [MA. Thesis], Institutes of Technology of South China,
China, 2017.

[12] H. D. Sherman and J. Zhu, “Benchmarking with quality-
adjusted DEA (Q-DEA) to seek lower-cost high-quality ser-
vice: evidence from a US bank application,” Annals of Opera-
tions Research, vol. 145, pp. 11–19, 2006.

[13] H. P. Maria, P. Artur, and M. Luiz, “Motivations, emotions
and satisfaction: the keys to a tourism destination choice,”
Journal of Destination Marketing &Management, vol. 16, arti-
cle 100332, 2019.

[14] M. Sathye, “Technical efficiency of large bank production in
Asia and the Pacific,” Multinational Finance Journal, vol. 9,
no. 1/2, pp. 1–22, 2005.

[15] Y. Shimizu and Y. Sahara, “A supporting system for evaluation
and review of business process through activity-based
approach,” Computers & Chemical Engineering, vol. 24,
no. 2-7, pp. 997–1003, 2000.

[16] R. Dayal, V. Vijayakumar, R. C. Kushwaha et al., “A cognitive
model for adopting ITIL framework to improve IT services in
Indian IT industries,” Journal of Intelligent & Fuzzy Systems,
vol. 39, no. 6, pp. 26–35, 2020.

[17] M. Chen, S. Yi, and X. Yang, “A study of application of
ABC method in BPR,” in International Conference on
Agile Manufacturing, ICAM, pp. 605–610, Beijing: ICAM,
2019.

[18] J. Yuan, L. Li, E. Wang, andM. J. Skibniewski, “Examining sus-
tainability indicators of space management in elderly facili-
ties—a case study in China,” Journal of Cleaner Production,
vol. 208, pp. 144–159, 2019.

[19] J. Feinglass, G. Norman, R. L. Golden, N. Muramatsu,
M. Gelder, and T. Cornwell, “Integrating social services and
home-based primary care for high-risk patients,” Population
Health Management, vol. 21, no. 2, pp. 96–101, 2018.

[20] J. Wang and B. Wu, “Domestic helpers as frontline workers in
China’s home-based elder care: a systematic review,” Journal
of Women & Aging, vol. 29, no. 4, pp. 294–305, 2017.

[21] J. Shen, S. Tang, and C. Xu, “Analysis and research on home-
based care for the aged based on insurance policy under gov-
ernment leading,” AMSE Journals-AMSE IIETA-Series:
Advances A, vol. 54, no. 1, pp. 106–126, 2017.

[22] L. Egholm, L. Heyse, and D. Mourey, “Civil society organiza-
tions: the site of legitimizing the common good–a literature
review,” VOLUNTAS: International Journal of Voluntary and
Nonprofit Organizations., vol. 31, no. 1, pp. 1–18, 2020.

[23] S. P. Osborne, Z. Radnor, and K. Strokosch, “Co-production
and the co-creation of value in public services: a suitable case
for treatment?,” Public Management Review., vol. 18, no. 5,
pp. 639–653, 2016.

[24] M. A. Lamboy-Ruiz, J. N. Cannon, and O. V. Watanabe, “Does
state community benefits regulation influence charity care and
operational efficiency in U.S. non-profit hospitals?,” Journal of
Business Ethics, vol. 158, no. 2, pp. 441–465, 2019.

[25] G. Zabolotnaya and A. Larionov, “Arrangements for the
transfer of social-services delivery to non-governmental pro-
viders (regional practices, Russia),” Nispacee Journal of Pub-
lic Administration and Policy., vol. 12, no. 2, pp. 251–274,
2019.

[26] A. Pawlak, “The quality of care provided in nursing homes for
the elderly,” Family Medicine and Primary Care Review., vol. 3,
no. 3, pp. 197–201, 2015.

[27] C. Y. Chao, P. Y. Ku, Y. T. Wang, and Y. H. Lin, “The effects of
job satisfaction and ethical climate on service quality in elderly
care: the case of Taiwan,” Total Quality Management & Busi-
ness Excellence., vol. 27, no. 3–4, pp. 339–352, 2016.

[28] P. Leibkuechler, “Trust in the digital age–the case of the Chi-
nese social credit system,” in Redesigning Organizations,
pp. 279–289, Springer, Cham, 2020.

10 Journal of Sensors



[29] J. W. Mack, J. Jacobson, D. Frank et al., “Evaluation of patient
and family outpatient complaints as a strategy to prioritize
efforts to improve cancer care delivery,” The Joint Commission
Journal on Quality and Patient Safety, vol. 43, no. 10, pp. 498–
507, 2017.

[30] H. B. Kwon, J. Lee, and J. J. Roh, “Best performance modeling
using complementary DEA-ANN approach,” Benchmarking,
vol. 23, no. 3, pp. 704–721, 2016.

11Journal of Sensors



Research Article
Research on Furniture Design Integrating Ming-Style Furniture
Modeling Elements and Image Sensor Data: Taking Suitable Old
Furniture as an Example

Wei Chen 1,2

1Academy of Art & Design, Nanchang Institute of Technology, Nanchang, Jiangxi 330044, China
2The Graduate School of Dong-A University, Busan, Republic of Korea 49315

Correspondence should be addressed to Wei Chen; chenwei@nut.edu.cn

Received 27 January 2022; Revised 14 March 2022; Accepted 15 March 2022; Published 6 April 2022

Academic Editor: Zhongchang Wang

Copyright © 2022 Wei Chen. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Ming-style furniture, adhering to the excellent traditional Chinese history and culture, is the pinnacle of traditional Chinese-style
furniture, which vividly embodies the cultural essence of Chinese-style furniture. However, with the current popularity of smart
home products, there are many obstacles for elderly users to use smart home products. Voice interaction is one of the main
interaction methods of smart home products. The design strategy of voice user interface for aging smart home products is
studied to improve the experience of elderly users in operating smart home products. Based on image sensing technology,
combining Ming-style furniture modeling elements, and based on context theory research, this paper proposes four types of
smart home contexts for elderly users, including user context, task context, time context, and environmental context, so as to
propose a specific smart home product voice user interface design strategy. According to the user’s situational characteristics, a
multichannel interaction design of voice user interface is proposed, an emotional and personalized voice user interface is
constructed, and a design strategy of context memory assisting the dialogue process is constructed. According to the task, time,
and environmental situation of elderly users, it proposes design strategies such as active interactive voice user interface design
and provides continuous behavioral service experience. Conclusion. The research results provide a method and strategy
reference for the design and development of the voice user interface of smart home products and provide a more natural and
comfortable experience of using smart home products for elderly users.

1. Introduction

Ming-style furniture is a manifestation of social stability and
a developed agricultural handicraft industry in the Ming
dynasty, and it is also a manifestation of rapid economic
development. Carpenters and craftsmen gained more space,
especially in the middle and late Ming dynasty, where the
economy and commodities were abundant, foreign trade
was opened, and the urban economy developed rapidly,
especially in Jiangnan and Hainan, which made the various
cultural customs and economics of the Ming dynasty exceed
the previous generation. In the mid-Ming dynasty, the con-
struction of residential buildings and private gardens entered
a prosperous period, and a large number of buildings and
gardens needed high-end furniture to furnish them. This

created a large demand for Ming-style furniture. It also pro-
moted the development of furniture manufacturing. A large
amount of high-grade wood such as rosewood and red san-
dalwood were shipped back from Nanyang, which is rich in
high-grade wood. The research of furniture craftsmanship
and aesthetic exploration by a group of workers and cultural
people in the Ming dynasty played a certain role in promot-
ing the maturity of Ming furniture style. Ming-style furni-
ture in China is the pinnacle and treasure in the history of
Chinese furniture [1–5].

At present, most scholars and interior designers in China
are very interested in understanding and researching the
unique Ming furniture in China, especially scholars in uni-
versities. There are many articles and materials for learning
in books, professional forums, academic journals, and
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reports. Although there are many materials, the ones that are
truly valuable are rare. Some of the current works did not
fully display the cultural essence contained in Ming-style
furniture, especially the understanding of the concept of
Chinese elements, but this is also an opportunity for us to
further improve [6, 7]. The requirements of the aging popu-
lation for furniture functions must meet the requirements of
both ergonomics and physiological functions.

On the other hand, the development of the Internet,
Internet of Things, big data, and artificial intelligence tech-
nology has made smart home products widely used, provid-
ing users with intelligent and convenient services. With the
increasingly serious problem of population aging, more
and more elderly people come into contact with and use
smart home products. Due to their physical, psychological,
and behavioral particularities, there are more obstacles in
the use of smart home products [8–11]. A good voice user
interface design for smart home products plays an important
role in improving the experience of elderly users. Due to the
natural nature of the interaction method, voice user inter-
faces have good application prospects in aging smart home
products, as shown in Figure 1.

With the support of increasingly mature voice interac-
tion technology, voice interaction has become one of the
interactive methods of smart home products. Some scholars
have conducted research on the voice user interface of smart
home products. Through emotional interaction experimen-
tal research, questionnaire analysis, and comprehensive data
analysis, Liao and others have concluded that the degree of
emotional interaction between users and smart home prod-
ucts determines the degree of personification of smart home
assistants, and the degree of personification of smart home
products voice assistants and user satisfaction is propor-
tional. Zhou analyzed the characteristics of communication
and dialogue between people and proposed a method of
intelligent voice emotional interaction design. One is to per-
ceive the user’s emotional state, and the other is to automat-
ically substitute the device into the corresponding situation
and give the corresponding response. The above method is
used to give the user provide matching services and content
to meet the individual needs of users and enhance user expe-
rience [12–16]. Based on the physiological and psychological
changes of the aging population, “furniture suitable for the
elderly” should take safety and rationality as the primary
principle; from an environmental point of view, the value
of body changes, positioning, and activity routes should be
considered, taking into account the use function and mental
function and making the best possible. It may provide a safe,
comfortable, and convenient life experience for the elderly.

Some scholars have also conducted research on the feed-
back time of the voice user interface. Li et al. obtained the
speech rate information during the user’s voice interaction
process through experimental tests. They found that the
control of the voice user interface feedback time can guide
the user’s interaction experience and emotional changes dur-
ing the voice interaction process and proposed a speech rate
detection module. It is added to the design of the voice user
interface so that the user has a good sense of time in the
interface experience. Chen and others conducted experi-

ments on the feedback time of the voice wakeup link and
voice dialogue link in the voice user interface of smart prod-
ucts. The study found that users have different needs for
feedback time in different links of voice interaction, and dif-
ferent wakeup methods have their own. In a specific time
frame, optimizing the feedback duration of the voice user
interface is conducive to improving user experience and sat-
isfaction [17–20].

Wu Yu made some design suggestions for the voice user
interface in the smart home scene: one is to set the character
model; the other is to incorporate a multichannel interaction
mode, combining visual and voice channels to enhance the
voice interaction experience; the third is to make mistakes
for users prevent and correct, guide users to complete the
correct input process. There are few researches on the voice
user interface of smart home products for elderly users, and
a small number of scholars have paid attention to this issue.
Based on the status quo of aging, Jia Guozhong studied the
possible problems of voice interaction for elderly users using
smart home products. Through experiments, he found that
the wakeup word design should be concise and choose a
name that is easy for the elderly to remember. To wake up
the system, in terms of voice task setting, elderly users prefer
a warm and quiet female role; the content and logic of the
dialogue should be concise and easy to understand. Wang
Pankai takes the elderly companion robot as the research
object, studies the voice interaction experience design
method of the elderly companion robot, and builds the
elderly voice interaction framework on the basis of analyzing
the cognitive characteristics of the elderly and summing up
the theoretical research on voice interaction. In the voice
interaction design of the elderly companion robot, design
strategies and methods such as self-explanatory voice inter-
action, custom wakeup words, automatic volume adjust-
ment, and the addition of special language for the elderly
are used [21–24].

In recent years, with the development of context-aware
technology, adaptive user interfaces based on context-
awareness are the main development trend in the future.
Analyzing the smart home situation of elderly users and
studying specific smart home product voice user interface
design strategies are the basis for the design and develop-
ment of smart home product adaptive voice user interfaces.
However, there is a lack of research and exploration in this
area in existing research. This is the research of this article,
which provided an opportunity.

Driven by the country’s favorable policy environment
and industrial technological innovation in recent years, the
Internet of Things has shown a strong momentum of devel-
opment in various emerging areas of its industry.

After the 25th Five-Year Development Plan, the country
has issued a number of policies that have a profound impact
on the development of the Internet of Things industry. With
the accelerated integration of mobile Internet and Internet of
Things and the strong support of national policies, smart
homes have become the layout and competition in the Inter-
net of Things field [25–28].

Internet companies such as Google, Apple, Samsung,
and Xiaomi have greatly promoted the layout of smart
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homes. At present, they have formed a series of innovative
products such as smart home appliances and smart homes.
These smart terminal products are combined with mobile
applications to better serve users. Services are thereby
attracting more and more users to deploy the smart ecosys-
tem. China currently has 688 million Internet users, the larg-
est number of Internet users in the world. Among them, the
number of mobile phone users is unsurpassed by other
countries. The 620 million mobile phone users give China
a unique foundation in the “Internet+” industry. “Human
and smart home” are fully connected to realize smart life.

(1) In terms of policy: driven by the favorable national
policy environment and industrial technology inno-
vation in recent years, the Internet of Things has
shown a strong momentum of development in vari-
ous emerging fields of its industry, and the develop-
ment of Internet of Things technology has also been
included in the national major science and technol-
ogy projects. Following the formulation of the
“Twelfth Five-Year” development plan for the Inter-
net of Things, a number of national policies have had
a profound impact on the development of the Inter-
net of Things industry. Smart home, as the hottest
field in the Internet of Things, has unlimited pros-
pects. The national policy puts forward the two dou-
ble + concepts of smart networking + smart “product
+ service”, clearly pointing out and vigorously sup-
porting the development direction of smart home

(2) Economic aspect: my country’s smart homes are in
the development stage. Although the market pros-
pects are good, the current consumer awareness of
smart homes is still lacking. Smart homes have a
low level of education in the consumer market.
Experience is also a factor that mainly affects con-
sumers’ purchase of smart home products. Second,
the high prices of existing smart home products limit
the level of consumer groups, and only higher-
income groups will seek more convenience in life

(3) Social aspect: my country’s smart home; the scale of
the market has been expanding year by year, and the
continuous rise of my country’s national economy
has also promoted the scale development of high-
income groups, and the disposable income of resi-
dents across the country has increased year by year

(4) Technical aspects: the technological development of
big data, Internet of Things, and cloud computing
effectively promotes and integrates the overall devel-
opment of smart homes. Although my country’s
technical fields are in the budding stage of the inter-
national level, the current government and various
enterprises’ judging from the support and experience
of technology R&D investment, these technologies
will continue to innovate in the future, and smart
homes will also continue to develop. The develop-
ment of China’s smart home is in the growth stage
as a whole, and the improvement of the overall tech-
nology will help drive consumers’ interest in smart
homes [29–32]

At this stage, the smart home market has been very hot,
whether it is a variety of smart small hardware or the overall
smart home wiring system, they have been made to look
good. The vigorous development of the Internet industry
has brought the world into the era of mobile Internet con-
nectivity. With the continuous innovation of smart hard-
ware, control methods other than mobile phones have
gradually emerged. But at present, most of the smart home
products are connected to mobile phones, and smart devices
are controlled and monitored through mobile applications.
Mobile phones have become the best control terminal for
smart home products.

2. Analysis of User Needs of Suitable
Old Furniture

Scholars have carried out research on the definition and
types of situations. Bill Schilit and others put forward that

Figure 1: Smart home.
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the situation contains three important aspects, including
“where are you,” “who are you with,” and “resources near
you”. Dey defines context as any information that can be
used to describe the status of an entity. An entity is consid-
ered to be a person, place, or object related to the interaction
between the user and the application (including the user and
the application itself). Chen believes that in the context of
smart space, the concept of context provides a method for
computer systems to automatically reason about the user’s
situation. Therefore, it allows the system to predict user
needs and take actions on behalf of the user and proposes
that in the smart space system, the user positioning, user
identity, and user intent are commonly used contextual
information in research. The color, material, and shape of
furniture are the breakthrough points of emotional design.
Combined with storage, limb assist function design, video
communication, etc., we can coordinate to create an envi-
ronment suitable for the life of the elderly and meet the
needs of emotional interaction.

Dey enumerates the main context types describing the
situation of a specific entity as location, identity, activity,
and time. These context types not only answer the question
of who, what, when, and where but also serve as an index to
other contextual information sources. Ryan et al. divide the
type of situation into place, environment, identity, and time.
Dou Jinhua and Qin Jingyan proposed four types of situa-
tions: user, environment, task, and device. User context
includes individual and social context. Environmental con-
text refers to the physical environment. Task context
includes user tasks and related events or behaviors. Device
context includes device attributes and related events and
other equipment attributes.

In family life, home furnishing products have a particu-
larly close relationship with people, and home also integrates
most of the contents of people’s lives. Each family has differ-
ent family members. There are free people living alone, a
newly married couple, a sweet family of H, a happy family
of three generations, and a rare family of four generations.
Due to the characteristics of different families, the user dif-
ferences faced by household products are very large, and
there are also differences in abilities between each family
member. This requires smart home products to take into
account the versatility of the product at the beginning of
the design. Usually, I have to conduct man-machine analysis
before designing products, but I often ignore the needs of
disadvantaged groups and only consider the standard of
“healthy people.” For the elderly, children, pregnant women,
and disabled people in the family, household products are
used much more frequently than barrier-free facilities in
the public environment. In the process of designing prod-
ucts, safety and convenience should be considered. The
user’s ability and the size of the man-machine enhance the
humanization of the product.

Based on previous research on the situational theory, the
smart home situation of elderly users is divided into four
types, namely, user situation, task situation, time situation,
and environmental situation. The user situation includes
the sensory, cognitive, and emotional characteristics of
elderly users. The task context includes the purpose context

and behavior context of the elderly users. The time context
includes the time of daily events and the time of special
events. The combination of structure and function of furni-
ture should be simple and intuitive, the design should not be
too obscure and complicated, and a certain guiding perfor-
mance should be given to make it easy for the elderly to
operate and save labor and convenience. The environmental
context mainly includes physical environmental factors, as
shown in Figure 2.

For the elderly and disadvantaged groups, smart home
appliances are mainly used in the home, so the principle of
universal design should be considered when designing. The
user context of the elderly includes four aspects: sensory
characteristics, cognitive characteristics, emotional charac-
teristics, and personality characteristics of elderly users.
With the increase of age, the sensory function of the elderly
declines, and the sensory function of vision and hearing is
the most common manifestation. The cognitive changes of
the elderly refer to the obvious changes in the brain’s ability
to receive, extract, and judge information and cannot distin-
guish things smoothly and complete the task process. Cogni-
tive changes are mainly manifested in attention, memory,
perception, and thinking. In other aspects, cognitive ability
will also change in strength and weakness with increasing
age. Along with the physical decline of the elderly, their psy-
chological status has also quietly changed, which affects the
emotional state of the elderly in their daily lives. Personality
is the essential psychological feature of an individual when
facing himself or the outside world. The classic Big Five per-
sonality theory proposes five personality dimensions—extro-
version, easygoing, conscientiousness, neuroticism, and
openness. The personality of the elderly is affected by the
synergistic effect of multiple factors such as increasing age,
acquired life experience, and environment and also presents
differentiated personality characteristics. The sensory char-
acteristics, cognitive characteristics, emotional characteris-
tics, and personality characteristics of the elderly are
different. Universal design has seven principles: fair use, flex-
ible use, simple and intuitive, perceptible information, fault
tolerance, minimize physical effort, and provide enough
space and size for users to be close to use. These principles
provide a framework for the design practice of smart home
products, but not only applicability must be considered in
the design practice process but also other factors such as
economy, culture, environment, and craftsmanship and
other factors must be integrated into the product design.
For example, the design of the handle avoids sharp shapes
and is installed in a visually striking place, suitable for hold-
ing and exerting force, and has a damping device for easy
opening and closing.

Purpose guides users to generate behavioral actions to
complete the set tasks, and demand is the motivation for
generating behavioral goals. Through literature research,
observation, interviews, and other methods, analyze and
extract the needs of the elderly in home life, including phys-
iological needs, health needs, safety needs, social or emo-
tional needs, information needs, entertainment needs,
respect for needs, and needs for realization of self-worth.
The predicted error is plotted in Figure 3.
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Leisure and social behaviors refer to behavioral activities
that meet the spiritual and emotional needs of the elderly,
including social interaction behaviors, cultural and enter-
tainment behaviors, shopping behaviors, family interaction
behaviors, and outing behaviors. The behavior types of
elderly users are shown in Figure 4.

The home space is the main living environment for the
elderly, and the physical environment is the main compo-
nent of the home environment, including indoor tempera-
ture, humidity, light, and air quality. The outdoor physical
environment includes temperature, humidity, ultraviolet
index, and wind, which have a certain impact on the travel
of the elderly. These factors are all environmental situations
closely related to the elderly. Among indoor and outdoor
environmental factors, quiet and noisy environments will
have an impact on the experience of elderly users using the
voice user interface, and the noise level is an important fac-
tor that needs to be considered in the design of an aging
voice interactive interface. Universal design has seven princi-
ples: fair use, flexible use, simple and intuitive, perceptible
information, fault tolerance, minimize physical effort, and
provide enough space and size for users to be close to use.

Many mathematical models, such as activation func-
tions, are required for the recognition technology of human
action expressions. Generally speaking, the number output
of the activation function is bounded and can be used as
the input of the lower neuron. For example, the sigmoid
function:

f zð Þ = 1
1 + e−z

: ð1Þ

tanh function:

tanh xð Þ = ex − e−x

ex + e−x
, ð2Þ

where x means the variable.
Relu function:

max 0, xð Þ: ð3Þ

In addition, the loss function is also used, which is also
called the cost function. Random events or variables related
to random events in the loss function represent possible
damage or risk factors. The loss function is often used as
the learning principle associated with optimization prob-
lems, that is, to minimize the loss function as an evaluation
system. Usually, a machine uses many algorithms when
learning. These algorithms correspond to fixed objective
functions. When performing classification operations or
regression operations, these objective functions can be
improved. These objective functions are often loss functions.
Time context includes daily event time and special event
time. Most elderly people have regular daily life events,
and the daily fixed event time is similar. Emotional interac-
tion is an important component to draw closer to the elderly
and smart homes. “Furniture for the elderly” can try to take
advantage of this opportunity to combine emotional interac-
tion with artificial intelligence technology to consider differ-
ent types of elderly in detail.

The loss function is usually a nonnegative value func-
tion, used to evaluate the error between the predicted value
and the true value Y corresponding to the system.

Ŷ = f Xð Þ: ð4Þ

The loss function can generally be expressed as

L Y , f xð Þð Þ: ð5Þ

There is usually a positive correlation between the value
of the loss function and the performance of the model.

Suppose the sample set is

X, Yð Þ = xi, yið Þ, yi, i ∈ 1,N½ �: ð6Þ

There are N samples in total, among which the true
value of sample i is

yi, i ∈ 1,N½ �: ð7Þ
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The predicted value of sample i is

byi = f xið Þ, i ∈ 1,N½ �: ð8Þ

f represents its classification or regression function.
Then, the total loss function is

L = 〠
N

i=1
l yi, byið Þ: ð9Þ

The commonly used loss functions in regression prob-
lems are average absolute error-L1 loss function.

The average absolute error (MAE) represents the sum of
the absolute value of the difference between the estimated
value and the target value. It is also a commonly used regres-
sion loss function, which reflects the average degree of error
of the estimated value, and there is no need to explore the
positive and negative of the error. The minimum average
absolute error value is 0 and the maximum is ∞. The for-
mula is shown in

LMAE =
∑N

i=1 yi − f xið Þj j
n

: ð10Þ

Mean square error-L2 loss function: the mean square
error (MSE) is the constant value of the error in the regres-
sion loss function, which is mainly used to represent the dif-
ference between the predicted value and the target value in
the regression function value. In the process of use, it is gen-

erally squared. The function of this constant is expressed as
follows:

LMSE =
∑n

i=1 yi − f xið Þj j2
n

: ð11Þ

The difference from the L1 loss function is that there is
an additional step of square calculation.

The classification problem is more specific than the
regression problem. The target quantity only exists in a lim-
ited set and is discrete. Classification problems are often one
more step than regression problems and are used to judge
categories. The loss function of the regression problem is
the performance measurement function, and the loss func-
tion of the classification problem cannot be directly used
for performance measurement. The final evaluation criterion
is not the distance from the target, but the accuracy of the
category judgment. In order to maximize the accuracy of
category judgment, I need to define different loss functions
for classification problems. These principles provide a
framework for the design practice of smart home products,
but not only applicability must be considered in the design
practice process but also other factors such as economy, cul-
ture, environment, and craftsmanship and other factors
must be integrated into the product design. Through reason-
able function classification, augmented reality technology
assistance, and improved system security, the necessary aux-
iliary functions are selected, and the configuration is opti-
mized according to the specific characteristics of the
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elderly, so as to improve the function integration of the
smart home system for “suitable furniture for the elderly”.

0-1 loss function: here, I take the problem of two classi-
fication as an example to explain the error rate = 1-the cor-
rect rate. At this time, the 0-1 loss function is defined as
follows:

L = ∑n
i=1I f xið Þ ≠ yið Þ

n
: ð12Þ

Cross entropy loss function (logistic regression): logistic
regression is mainly used to solve two classification prob-
lems and can be further divided into loss function and acti-
vation function. The former is also called cross entropy
function and the latter is called sigmoid function. The final
target subformula is as follows:

L θð Þ = y log hθ xð Þð Þ + 1 − yð Þ log 1 − hθ xð Þð Þ: ð13Þ

In this article, categorical_crossentropy is the main cate-
gorical cross entropy function. Compared with other func-
tions of the same class, this function is more suitable for
multiclass scenarios, and softmax is also used as the activa-
tion function of the output layer in the research process.
For example, the time of getting up and going to sleep is rel-
atively fixed every day, and the meal time in the morning,
midnight, and evening is relatively fixed, and weekly exercise
leisure time is also regular. The time of daily events has indi-
vidual differences, and the regular schedule of the elderly in
each family is different. In daily life, the elderly also has spe-
cial arrangements for activities, such as shopping in shop-
ping malls and other special events. These are some
activities arranged by the elderly according to the special
needs of their lives, which are uncertain and irregular. The
full range of functional services in the context of networking
provides a guarantee for the seamless connection between
furniture design products and the behavioral characteristics
of the elderly.

3. User Interface Design of Shilao Furniture

With the increase of age, the hearing and memory functions
of elderly users decline, and single-channel voice interaction
is likely to increase the cognitive load of elderly users. The
voice user interface of aging smart home products uses voice
as the main information interaction method and assists in
visualizing visual information to enhance the voice user
interface interaction experience and promote the multichan-
nel perception of the voice interaction system by elderly
users. Specifically, visual design is incorporated into the
interactive process of voice wakeup, command input, infor-
mation transmission, confirmation feedback, and other
links. For example, in the voice wakeup link, the voice user
interface responds with voice and is accompanied by a short
light for visual response and combined with text, images,
and other graphical user interface elements; in the instruc-
tion input link, supplemented by the graphical user interface
to display the text information “in process,” visually remind-
ing elderly users that the voice input link is in progress; in

the information in the communication link, the voice is the
main way to interact with the elderly users, supplemented
by text messages and light flashing effects to remind the
elderly users that the information has been communicated;
if there is an interruption in the voice interaction process,
the voice prompts the elderly users whether they need to
continue the conversation. In the feedback link, in the multi-
round dialogue mode, the voice is the mainstay and the
graphical user interface assists in confirming the informa-
tion. In the single-round dialogue mode, the dialogue is
ended with a specific sound effect after the voice feedback.
The value with different zone is shown in Figure 5.

In the process of voice user interface dialogue, under-
standing the pronouns used by elderly users is an important
part of the continuous voice communication process. The
cognitive characteristics of elderly users lead to pronoun
ambiguity, unclear pronunciation, and dialogue content in
the process of voice dialogue. For phenomena such as mem-
ory ambiguity, the voice dialogue must continue to track the
context to achieve multiple rounds of dialogue and continu-
ous interaction and promote the matching of high and low
contexts in the voice interaction process. The context mem-
ory function of the voice interaction system needs to record
the content information of multiple rounds of dialogue. In
the process of continuous dialogue with elderly users, the
voice user interface can prompt the elderly users to forget
the information content according to the context informa-
tion of the voice dialogue and continue the dialogue. Com-
plete the voice service process.

The emotional needs of elderly users are an important
factor considered in the design of the voice user interface
of smart home products. The emotional voice interaction
design analyzes the tone, volume, speaking speed, and other
information in the voice stream of elderly users to perceive
the emotional state of elderly users in the current situation.
And adjust the tone, volume, speaking rate, and other states
of the voice feedback in real time, and conduct appropriate
emotional interactions with elderly users. For example, when
the voice interaction system recognizes that an elderly user
has sadness, depression, and other emotions, the system uses
a gentle voice to talk to the elderly user and actively prompts
the elderly user to use a certain system function through
voice commands, such as video or voice with their children
talking and listening to music or opera, as shown in Figure 6.

At the same time, in order to bring a more comfortable
voice service experience to the elderly users, do not blame
the elderly users when there are communication barriers at
any stage of the voice interaction, so as not to bring frustra-
tion and failure to the elderly users and affect their response.
The voice user interface should enhance error prompts
based on contextual information, actively adopt a friendly
dialogue mode, and understand and guide elderly users to
smoothly conduct voice dialogues so that elderly users can
maintain a positive and optimistic emotional state during
the interaction process and improve the satisfaction of
elderly users.

Design voice user interface assistants suitable for aging
smart home products. Through the design of age, gender,
appearance, speech speed and tone, dialogue content, etc.,
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voice assistants are given personality characteristics. The
personalization design of voice assistants can easily make
elderly users feel dependent. Sense of trust is to establish
the trust relationship between elderly users in smart home
products. By analyzing the personality characteristics of
elderly users, smart home products can provide voice assis-
tants that match the personality characteristics of elderly
users. Take the elderly users with extroverted personality
characteristics as an example. They are enthusiastic, active,
self-confident, and talkative and like to interact with others.
Aiming at elderly users with extroverted personality, the
voice assistant is designed to be younger, confident and
lively voice image, and dialogue tone. Too high, the conver-
sation speed is fast, the frequency of active dialogue is high,
and the colloquial language is added to the content of the
dialogue to be closer to the personality characteristics of
the elderly users. Take the Microsoft Personalized Dialogue
System as an example. Microsoft Xiaoice is a personalized

dialogue system entity, defining her personality to cover
basic attributes and interest attributes, including the ability
to interact with dialogue, sound, and vision, and the content
of the dialogue reflects the set personality.

After many times of use, the voice interaction system
records and analyzes the fluency of the communication pro-
cess and common problems when the elderly users use smart
home products to conduct conversations and actively pro-
vides voice assistance to guide the elderly users to learn
and use the voice user interface of smart home products.
Actively remind the elderly users of the operation methods
and the functions supported by the equipment, and use
video tutorials to assist the elderly users in memory and
improve the self-efficacy of the elderly users in using smart
home products. The interference of the proposed method
based on MATLAB is shown in Figure 7.

The behaviors of elderly users are mainly divided into
functional behaviors and casual social behaviors. From the
perspective of task context, the voice user interface of smart
home products should provide voice services that conform
to the behavior context according to the behavior patterns
of elderly users. Aiming at the functional behavior of elderly
users, short command and question-and-answer dialogue
are adopted to ensure the accuracy of speech recognition
and improve the efficiency of task completion. For the casual
social behavior of elderly users, it is necessary to ensure the
comfort of natural voice communication and enhance the
emotional experience of elderly users. The voice user inter-
face of smart home products participates in the entire pro-
cess from the generation of behavior to the end of the task,
and the dialogue mode is automatically switched according
to the type of behavior of the elderly users to ensure the con-
tinuity of the completion of the tasks in the smart home
environment of the elderly users.

The time context of elderly users is divided into daily
event time context and special event time context. Aiming
at the time situation of daily events, the design of the adap-
tive voice user interface is designed according to the time
and events on the timeline, and the characteristics of voice
intonation, speaking rate, timbre, and volume are adjusted
to adapt to changes in the status of elderly users. For exam-
ple, in the morning, the elderly users are given a relaxed and
pleasant atmosphere with a lively voice, and music services
are recommended; while reading a book and the newspaper,
a peaceful atmosphere is created with an elegant and soft
voice, and question and answer services are recommended.
The voice of the old users gives the elderly users a quiet
and relaxing atmosphere and recommends storytelling ser-
vices. For special event time scenarios, since the individual
voice needs of elderly users are dynamically changing, the
design of the voice interactive interface dialogue mechanism
needs to take the initiative to respond to the voice needs of
elderly users randomly. For example, elderly users tend to
forget the time of special events. The voice user interface of
smart home products provides the elderly users with the
appointment function. By waking up the voice assistant,
the voice assistant will be notified of the event and reminder
time of the appointment. When the appointment time
comes, the voice assistant will switch to lively. The voice
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mode actively prompts elderly users to avoid the inferiority
complex of elderly users with weakened memory. Figure 8
shows the voice user interface design strategy of smart home
products in the time context of elderly users.

It provides environmental analysis reports and provides
specific home and out-of-home recommendations to elderly
users through a voice user interface. The feedback mode of
the voice user interface of smart home products should be
adaptively adjusted according to the environmental situation
and the location and status of elderly users. When the elderly
user is in a noisy environment, the voice user interface auto-
matically improves the voice feedback of the voice interac-
tion. When the elderly user is in a quiet environment, the
voice user interface reduces the voice feedback of the voice
interaction and performs voice interaction in a gentle way.
The distance between elderly users and smart home prod-
ucts is dynamically changing, adjust the sound feedback
according to the distance, so as to avoid the phenomenon
that the distance is far away or the sound is too loud, which
will cause discomfort to the elderly users. At the same time,
the design of the voice user interface also needs to consider
the static state or motion state of the elderly users themselves
and adaptively adjust the volume and pitch.

4. Conclusions

The research of this paper includes the design of active inter-
active voice user interface and the construction of continu-
ous behavioral service experience; for the time context, it
proposes a design strategy for the daily event time context
and the special event time context; for the environmental
context, it proposes matching appropriate content services,
adaptive adjustment design strategies for voice interactive
feedback. The research results can provide designers and
developers with a reference for aging-appropriate voice user
interface design methods and strategies and provide elderly
users with a more comfortable interactive experience of
smart home products.
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In recent years, with the increasing frequency of international exchanges, people have gradually realized that language is a tool of
communication and communication, and language learning should attach importance to oral teaching. However, in traditional
classrooms, one of the problems faced by oral teaching is the mismatch of the teacher-student ratio: a teacher has to deal with
dozens of students, one-on-one oral teaching and pronunciation guidance is impossible, and it is also affected by the teachers
and the environment constraints. Therefore, the research on how to efficiently automate pronunciation training is becoming
more and more popular. Many phonemes in English have different facial visual features, especially vowels. Almost all of them
can be distinguished by the roundness and tightness of the lips in appearance. In order to give full play to the role of lip
features in oral pronunciation error detection, this paper proposes a multimodal feature fusion model based on lip angle
features. The model interpolates the lip features constructed based on the opening and closing angles and combines audio and
video in time series. Feature alignment and fusion and feature learning and classification are realized through the two-way
LSTM SOFTMAX layer, and finally, end-to-end pronunciation error detection is realized through CTC. It is verified on the
GRID audio and video corpus after phoneme conversion and the self-built multimodal test set. The experimental results show
that the model has a higher false pronunciation recognition rate than the traditional single-modal acoustic error detection
model. The increase in error detection rate is more obvious. Verification by the audio and video corpus with white noise was
added, and the proposed model has better noise immunity than the traditional acoustic model.

1. Introduction

The ultimate goal of English learning is communication. The
method of communication is mainly spoken language, and
spoken language is realized through voice. As one of the three
major elements of language, speech, is the foundation and
necessity of learners and it plays a vital role in second language
acquisition. Therefore, English teaching should also be based
on English phonetics teaching. However, in most colleges
and universities, the English phonetics course is only a
“semi-independent” course. In addition, traditional English
phonetics teaching is based on the monomodal teaching of
students’ hearing, which makes students lose their interest in
phonetic learning. Secondly, restricted by the Chinese exami-

nation system, most students tend to “dumb English”, because
of emotional attitude, learning motivation, individual differ-
ences, and other factors, and most people speak a strong Chi-
nese English. With the development of advanced science and
technology, English phonetic teaching is no longer “speaking
and ear learning” or traditional single-modal teaching, but
gradually becoming a multimodal teaching combining multi-
media technology and visual speech software. Teachers can
use multimodality. The synergistic effect of attitude enables
students to understand the characteristics of English pronun-
ciation from hearing, vision, and touch and improve English
pronunciation. Figure 1 shows the multimodel [1–10].

In traditional English learning, teachers pay more atten-
tion to writing and grammar teaching, and oral training has
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always been neglected. Therefore, some people ridicule that
the students taught by Chinese English teaching are “dumb
English,” that is, most Chinese students can proficiently
master English written test skills in test-oriented education,
but few students are proficient in daily oral communication
in English. In recent years, with the increasing frequency of
international exchanges, people have gradually realized that
language is a tool of communication, and language learning
should pay attention to oral teaching. However, in tradi-
tional classrooms, one of the problems faced by oral teaching
is the mismatch of the teacher-student ratio: a teacher has to
deal with dozens of students, one-on-one oral teaching and
pronunciation guidance is impossible, and it is also affected
by the teachers and the environment constraints. Therefore,
the research on how to efficiently automate pronunciation
training is becoming more and more popular. Since the sec-
ond half of the 20th century, educational technology has
been one of the fastest growing fields. The use of computers
as a communication medium and the emergence of the
Internet have reshaped the role of computers in language
learning. The computer is no longer just a tool for informa-
tion processing and display, it has been given the function of
communication. As a result, the Computer Assisted Lan-
guage Learning (CALL) system came into being. Qian et al.
divides the development of CALL into three stages, namely,
active, interactive, and comprehensive [11–16].

In college oral English teaching, educators generally
believe that the main task of oral teaching is to help students
convey existing ideas in new languages and more refined
and authentic expressions. Therefore, teachers place great
emphasis on language imitation and neglect content crea-
tion when arranging oral teaching tasks, which causes lan-
guage learning to break away from nonlinguistic factors,
such as thought, culture, and context on which language
depends, and even lack the endogenous expressive power of
language learning. Although there are more and more
researches on oral English in the domestic and foreign lan-
guage circles, how to improve the oral level of the larger group
of non-English majors and how to improve the efficiency of
output training in oral English classes, so as to counteract
the initiative of students in oral learning, there is too little
research on independence and creativity [17–21]. Therefore,
how to make full use of the limited class time to improve the
status quo of college students’ English pronunciation is a ques-
tion worthy of consideration by college teachers.

Multimodal research emerged in the West in the 1990s.
The New London Group put forward “multiple literacy,”
which was the first to apply multimodality to language
teaching. Representatives of Western studies of multimoda-
lity teaching include Stein and Royce. In China, foreign lan-
guage teaching based on multimodality has also made some
progress. Multimodal theory is based on Halliday’s system
functional linguistic theory. It encourages teachers to
include two or more modal symbols in their instructional
design and appropriately uses images, sounds, text, and
other interactive methods to stimulate students’ learning in
language. Multiple sensory experience is a teaching mode
that mainly includes the training of multimodal teaching
design (instructional design) and multiple reading and writ-
ing (multiliteracy), which can simulate the real context to
the greatest extent and enrich the communication occasions,
and it can also allow students to imitate language and create
to the greatest extent and express the content so as to meet
the requirements of oral teaching. Since the rise of this the-
ory in the 1990s, although there have been a few case studies
suggesting that it can effectively improve the teaching effi-
ciency of oral English classrooms, it has been seldom used
in oral English teaching, and there is still a lack of scientifi-
cally designed empirical research. In addition, with the
development of information technology, more and more
speech analysis software has emerged, and multimodal
teaching research based on speech technology is imperative.
This article is mainly based on phonetic technology, com-
bined with linguistics, phonetics, and acoustics and explores
the advantages of multimodal English phonetic teaching
through the visualization of English phonetic characteristics
[22–25]. In view of this, this paper proposes a multimodal
end-to-end English pronunciation error detection and cor-
rection model based on audio and video. It does not require
forced phoneme alignment of the pronunciation video signal
to be processed and uses rich audio and video features for
pronunciation error detection.

2. Multimodal Theory

Modality is a form of information transmission and commu-
nication. Regardless of spoken language mode or written
language mode, it needs to rely on the language medium of
sound signs or written signs or nonverbal media such as
images, actions, and technical equipment. There is an inter-
active relationship of complement, reinforcement, synergy,
and overlap between them. Multimodality refers to the
inclusion of different symbolic modalities in a communica-
tion product or communication activity. It also refers to var-
ious ways of mobilizing different symbolic resources in a
specific text to construct meaning. Multimodal discourse,
as a communicative phenomenon, is mainly based on Halli-
day’s system-functional linguistic theory. It is believed that
other sign systems outside language, such as images and
sounds, are also sources of meaning and have conceptual,
interpersonal, and language functions. Article function, in
the teaching design, the teacher integrates the modal sym-
bols of two or more symbols into the teaching design and
presents the teaching content of the teaching mode, which

Figure 1: Multimodal model.
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is multimodal teaching. In the field of multimodal teaching
research, the New London Group has pioneered the applica-
tion of multimodality to language teaching. They believe that
cultivating students’multiple literacy and multimodal mean-
ings is the main task of language teaching. Stein clearly
proposed the multimodal teaching method (multimodal
pedagogies), pointing out that the multimodal teaching
method highlights the indivisibility of the body and the
brain to participate in communication through multimodal
and multisensory collaboration. Therefore, teachers should
design multimodal teaching tasks. Students should also use
multiple modalities to complete tasks. The most fruitful
research on multimodal discourse analysis is by Kress and
van Leuwen, who proposed a design plan and application
principles for the cultivation of multiple literacy skills in a
multimodal environment. Royce then analyzes the comple-
mentary relationship between images and text in multi-
modal texts and the coordination relationship between
multiple symbolic modalities in language teaching, provides
an understanding of how teachers should use the visual and
auditory modalities presented on the computer in the class-
room, to help students develop a multimodal discourse
communicative competence for research, and specifically
pointed out that the reading and writing activities integrated
into multimodal teaching methods can also be introduced
into listening and speaking classes to cultivate students’ lis-
tening and speaking skills. With the rise of multimedia
teaching, Jewitt explored the relationship between teaching
and modern media technology by observing the resource
allocation of rhythm, multimodality, and interactivity when
teachers use new technologies, it is done by multiple modal-
ities, and points out that students should transform multiple
modal signals in the learning process and practice teaching
design together with teachers [26–30]. To a large extent,
the accuracy of error detection is improved, especially in a
noisy environment. Aiming at the shortcomings that the
current lip feature extraction algorithm is too complicated,
and the characterization ability is insufficient; a feature
extraction scheme based on the opening and closing angle
of the lips is proposed.

It can be seen that relevant researches at home and abroad
agree with this multimodal collaborative and multimedia
teaching model, which also laid a solid theoretical foundation
for the application of multimodality in oral teaching. How-
ever, the current domestic and foreign researches generally
have the following two problems: (1) most of the researches
are based on case studies, and there is a lack of rigorous ran-
domized controlled empirical research, so the credibility of
the results needs to be improved; and (2) the current multi-
modal research are mostly concentrated in the areas of listen-
ing, reading, and writing and less involved in oral teaching.

The characteristics of English pronunciation include two
aspects: segment and super segment. Segments mainly refer
to vowels and consonants; super segments include intona-
tion, stress, and rhythm. Therefore, the focus of English pho-
netic multimodal teaching is how to enable students to
accurately grasp the characteristics of pronunciation through
multimodal sensory stimulation. As far as English speech
segment teaching is concerned, three-dimensional animation

can be used to intuitively and vividly present the dynamic
process of tongue position and lip shape in the pronunciation
process, coupled with sensory stimulation such as hearing
and touch and corresponding text modalities, and students
can master the essentials of pronunciation quickly and com-
prehensively and get twice the result with half the effort. Take
a program based on the English course of the University of
Iowa in the United States to help Chinese English learners
learn American pronunciation as an example. For example,
the monophonic image shows the dynamic process of the
pronunciation organs (tongue-jaw-lips-vocal cords) during
the pronunciation of the vowel. In addition, the real-life
three-dimensional animation can also truly present the
mouth shape during pronunciation (see Figure 2(a)). A little
fingertip can be placed between the upper and lower teeth
when the sound is pronounced, which is convenient for stu-
dents to feel the sense of touch. For English diphthongs, it is
also possible to combine real-person facial profiles to enable
students to master the essentials of pronunciation through
video teaching. For example, diphthongs are a process of slid-
ing from to, when pronounced, the lips are rounded to the
corners of the mouth and the corners of the mouth are
slightly grinning backwards, and the tongue is raised from
the back of the tongue to the front of the tongue and
approaching the upper palate forward, with the tip of the ton-
gue touching the gums (see Figure 2(b)). Therefore, this
research adopts a rigorous scientific research design and
observes the application effect of multimodal theory in col-
lege oral English teaching through randomized controlled
research, in order to provide new ideas for college oral
English teaching practice.

3. Working Principle of Multimodal
Pronunciation Calibration

Many students will have the problem of substandard pro-
nunciation in the process of learning English, but it is very
difficult to solve the problem of misreading only by them-
selves. Therefore, the research of automatic pronunciation
error detection has practical significance. Most spoken
pronunciation errors can be divided into four types: pho-
neme mispronunciation, missed pronunciation, pronounc-
ing more pronouncing, and pronouncing time error.
Phoneme is the smallest unit in the audio field. Any English
word or sentence can be composed of phoneme.

When the vowel sounds are pronounced, the lips con-
tinue to remain open, and the various organs in the oral cav-
ity are not in direct contact and will not hinder the passage
of the pronunciation airflow. For vowels, the appearance
can be distinguished by the roundness of the lips, the posi-
tion of the tongue, and the tightness of the lips. In the fre-
quency domain, the angle can be distinguished by the
formant. The formant is the frequency band where the
sound energy is concentrated. In fact, there are many corre-
lations between the formant and the position of the tongue.
There are three formants (F1, F2, and F3) for each vowel.
Generally, F1 and F2 can be used to distinguish vowels. In
the corresponding relationship between American vowels
and formants, the horizontal line represents F2 and the
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vertical line represents F1. Therefore, the pronunciation
accuracy of each phoneme is the key information to measure
the correctness of pronunciation.

In the field of acoustics, F1 relates to the height of the
tongue, and F2 relates to the front and back of the tongue.
For example, in the two phonemes of /I/ and /a:/, /I/ has a
lower F1 and a higher F2, and /a:/ has a higher F1 and a
lower F2. As can be seen, /I/ in front has a higher tongue
position than /a:/. Therefore, the tongue position informa-
tion during pronunciation can be judged based on the differ-
ence of formants, and corrective opinions are given for this
information. It can help students learn English pronuncia-
tion better.

3.1. Visual Field. In the visual field, the roundness of the lips
can be used to judge the pronunciation of different vowels:
(1) the lips are obviously opened and rounded when pro-
nounced, and the lips are obviously not as round when pro-
nounced and (2) the roundness of the lips is closely related
to the pronunciation of vowels, and suggestions for correct-
ing errors can be given based on the roundness of the lips.
The pronunciation of consonants is different from vowels.
There is a blockage of sound airflow in the oral cavity. There
is little difference in the appearance of the lips, so it is diffi-
cult to judge them with the visual information of the lips,
which is mainly judged by the acoustic characteristics. The
pronunciation of consonants can be judged from the pro-
nunciation position and the way of pronunciation, according
to the position of the consonant when it is pronounced. /p/,
/b/, and /m/ use the lips to pronounce. /s/, /z/, /ts/, and /dz/
use the tongue and front jaw to pronounce. According to the
way of pronunciation, /p/, /b/ ,/t/, /d/ first block the airflow
during the pronunciation and then release it. There are also
other consonant pronunciation positions and ways in the
picture. In the audio field, the main difference between
unvoiced and voiced sounds is whether the vocal cords
vibrate or not. Vibration affects the frequency spectrum of
the sound. This feature can be used to distinguish conso-
nants. When the detection model detects the wrong pronun-
ciation of consonants, it can give learners suggestions for
correcting errors according to the way of pronunciation
and the position of pronunciation. Pronunciation error
detection is to detect the phoneme sequence of the pronun-
ciation sentence to find the wrong part and error type of the
phoneme pronunciation. This section will analyze the pro-
nunciation principle of spoken language.

Audio feature extraction is an important step in improv-
ing the accuracy of detection in oral pronunciation detec-
tion. The obtained audio features are more suitable for

deep learning models than the original audio. Common fea-
ture extraction methods in the field of speech detection
include Linear Prediction Coefficient (LPC), FBank (Filter
Bank), and Mel-Frequency Cepstral Coefficient (MFCC).

3.2. Preemphasis. The sound propagation is essentially the
propagation of energy. The energy loss of high-frequency
sound is more serious than that of lower-frequency sound.
The domain is more stable, and the spectrum can be
obtained with the same signal-to-noise ratio over the entire
frequency band. The preemphasis is calculated as follows:

sm′ = sm − 0:95sm−1, ð1Þ

where sm represents the sampling point of the sound.

3.3. Framing. Sound framing is a fixed-duration segmenta-
tion process for sound in the time domain. In essence, a
fixed number of sampling points are integrated into a unit,
and the sampling value is generally 512. Another important
aspect is to remove the effect between the vocal cords and
the lips during vocalization. This can make the high-
frequency formant more obvious. After framing, the audio
signal is characterized by frame unit.

3.4. Windowing. After framing, the signal becomes smoother
through Hamming window processing, reducing the size of
sidelobes after fast Fourier transform processing and solving
the problem of spectrum leakage. Compared with the ordi-
nary rectangular window function, the Hamming window
can obtain a higher quality spectrum. As shown in the fol-
lowing formula:

sn″ = 0:54 − 0:46 cos 2π n − 1ð Þ
N − 1

� �� �
sn, ð2Þ

where “sn” is the nth sampling point of preemphasis in a
single frame.

3.5. Fast Fourier Transform. Compared with the time
domain, it can reflect the characteristics of the sound signal
in the frequency domain, so the sound signal is changed into
the frequency domain. The energy distribution can be ana-
lyzed more intuitively, and the difference in energy distribu-
tion shows the difference in sound characteristics. Therefore,
the energy distribution on the spectrum can be obtained
through windowing and fast Fourier transform. The square
of the spectrum can be calculated by the square of the mod-
ulus and the average spectrum of the output signal, as shown
in the following formula:

Figure 2: Mouth shape during pronunciation.
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Sk ið Þ = 〠
N

n=1
sn″ ið Þ cos 2πkn

N

� �
− j〠

N

n=1
sn″ ið Þ sin 2πkn

N

� �
, 1 ≤ k ≤ K ,

Pk ið Þ = 1
N

Sk ið Þj j2:
ð3Þ

Among them, K is the Fourier transform length, where i
represents the number of frames, n represents the number of
sampling points, and sn″ðiÞ represents the value of the n sam-
ple point after windowing the i frame; SkðiÞ is i the kth value
of the frame information spectrum. PkðiÞ represents the kth
value of the power spectrum of the i frame.

3.6. Mel Filter Bank. After obtaining the frequency spectrum
and power spectrum, there is still a lot of useless informa-
tion in the frequency domain signal. Therefore, the ampli-
tude of the frequency domain needs to be filtered through
the Mel filter bank, and each single value represents a fre-
quency band. Finally, the 26-dimensional Mel filter value
is obtained:

M = 1125 log 1 + x
700

� �
,

f n =
sf n
K

,

mf bnf = 700 ef bnf /1125 − 1
� �

,

Rf nf = 〠
K/2

k=1
Pk f k −mf bnf

� �
/ mf bnf+1 −mf bnf
� �h i

, f bnf

≤Mf k ≤ f bnf+1,

Rf nf = 〠
K/2

k=1
Pk mf bnf+2 − f k

� �
/ mf bnf+2 −mf bnf+1
� �h i

, f bnf+1

≤Mf k ≤ f bnf+2:

ð4Þ

3.7. Logarithm. The human ears perception of sound signals
is a nonlinear process, so nonlinear processing is required
before cepstrum analysis can be performed. Nonlinear pro-
cessing is the logarithmic operation of the value obtained by
Mel filtering, as shown in the following formula. The predic-
tion is shown in Figure 3.

LRf nf = log Rf nf
� �

: ð5Þ

3.8. Discrete Cosine Transform. In fact, each filter is partially
repetitive in the filtering frequency band, so the energy value
obtained also has a certain relevance. Discrete cosine trans-
form can perform dimensionality reduction, compression,
and abstract processing of data. After processing, the char-
acteristic parameters have no imaginary part, which is more
convenient in calculation. The discrete cosine transform
dimension is 13, and the value of nc is between 1 and 13.
The calculation is shown below.

Dnc =
ffiffiffiffiffiffiffi
2
NF

r
〠

NF−1

nf=0
LRf nf cos

πnc
NF

nf + 0:5ð Þ
� �

anf : ð6Þ

3.9. Dynamic Characteristics. Sound is a continuous signal
in the time domain. The continuous signal is a dynamic
process, but a single frame only reflects the characteristics
of a single moment and cannot reflect the continuity of
the signal. Therefore, the feature dimension is increased,
and the dimension of the frame before and after it is added,
which is the common first-order difference and second-
order difference. The first-order difference calculation is
as follows:

dt =
∑ST

st=1st ct+st − ct−stð Þ
2∑ST

st=1st
2

, ð7Þ

where the dt indicates that the first-order difference is
added to the data with the number of frames t, and ct + s
t is the feature of t + st frame. In calculating the second-
order difference, ct + st indicates the first-order difference
result of the corresponding frame, and dt corresponds to
the second-order difference value. The predicted value is
shown in Figure 4.

Multimodal features can fuse and combine the feature
information of multiple modals to provide more compre-
hensive information for the spoken pronunciation detection
model. Multimodal fusion can be divided into feature-level
fusion, decision-level fusion, and hybrid fusion based on
the fusion relationship. Feature-level fusion feature fusion
is also called front-end fusion. This method refers to the
fusion of the input data that enters the model before the
model learning, that is, the feature of each mode is fused
through a certain method before entering the training
model. We can understand this process as the process by
which humans recognize the surrounding things. People rec-
ognize an object not only by its shape but also by combining
its taste, touch, and other aspects to make judgments. These
features are combined and transmitted to the brain for
judgment. In practical applications, feature fusion needs to
cascade the features of multiple modes after time synchroni-
zation and then uses a classifier to model this fusion feature.
The current feature fusion methods mainly include feature
direct connection, feature weighting, feature projection and
mapping, and auditory feature enhancement. Decision fusion
is also called back-end fusion, which uses the prediction results
obtained after different modal information is trained sepa-
rately for further fusion. This fusion method does not require
the feature alignment of the two modalities in the previous
period, and separate training of different modalities to avoid
a huge impact on the results when a certain modal informa-
tion is missing or an error occurs. Common decision fusion
methods include maximum fusion, average fusion, Bayesian
rule fusion, and ensemble learning. In order to balance the
advantages of feature-level fusion and decision-level fusion
in different aspects, some researchers have proposed a hybrid
fusion model.
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4. System Construction

This section introduces the design process of an end-to-end
multimodal pronunciation detection system, including cor-
pus construction, audio and video data preprocessing, audio
and video feature extraction, audio and video information
fusion, and end-to-end pronunciation detection model con-
struction. The most important thing in the framework is the
fusion of audio and video information and the construction
of end-to-end pronunciation detection models. The overall
framework design of the system has five parts. The first part
establishes an audio and video corpus, obtains audio and
video files and annotation files suitable for multimodal
detection, and records a multimodal pronunciation test set.
The second part preprocesses audio information and video
information separately. The third part extracts feature of
audio information and video information, respectively. The
fourth part establishes a pronunciation detection model
based on audio and video feature level fusion, and the fifth
part realizes pronunciation detection and error correction.
The specific framework is shown in Figure 5. Compared
with monomodal acoustic corpus, audio and video corpora
are more scarce, and most audio and video corpora are not
open to the outside world. GRID corpus is a sentence-level
audio and video corpus that is rarely public at present, and
it is widely used in the field of lip recognition.

To achieve a good recognition effect for a multimodal
pronunciation detection model, a suitable audio and video
data set must be selected. The quality of the audio and video
data set has a decisive effect on the recognition accuracy.
Common audio and video data sets include the AVLetters
data set based on letter words, the BANCA data set based
on number sequences, the GRID data set based on phrases,
and the OuluVS data set based on everyday sentences.

The system architecture of the multimodal BiLSTM-
CTC acoustic model based on audio and video fusion is
mainly composed of the following parts. The first part pre-
processes the audio to extract the acoustic features and pre-
processes the video to get the key points of the lips.
Information, normalization, and feature enhancement are
performed to obtain video features. The second part interpo-
lates the video information to ensure that the audio and
video information rate is the same, and the audio and video
are aligned and cascaded to obtain the audio and video
fusion characteristics. The third part is the BiLSTM network,
which uses the LSTM network to learn timing features, and
through the Softmax classification layer, the probability of
the output sequence is obtained. The fourth part is the
CTC output layer, which is used to generate prediction out-
put sequences. The error variation is shown in Figure 6. This
model performs feature fusion on modalities with data syn-
chronization and low correlation and performs decision
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fusion on modalities with different data and updates and
strong correlation.

The experimental data set in this chapter comes from
the GRID phoneme annotation corpus constructed in previ-
ous content and the self-constructed multimodal pronunci-
ation test set. The GRID corpus contains 34 speakers (18
males and 16 females), each with 1,000 spoken pronuncia-
tion videos and audio, the sampling rate of audio is
50 kHz, and the resolution of video is 720×576 dpi. The
original GRID data set annotation file has annotated the
words in the sentence. In Section 3, all the word annotations
have been converted into phoneme annotations with refer-
ence to the cmudict dictionary to make it consistent with
the usage of the model. The video data set of 1 out of 34
people does not exist, so the audio and video set of 33 peo-
ple is selected, and each person selects the audio data set of
200 sentences, totaling 6600 video files. One-tenth of the
audio and video files are selected as the model test set, and
the remaining files are the training set. The self-built multi-
modal pronunciation test set is also used as the test set. In
order to better reflect the robustness of the model, white
noise is added to the original audio data set. The noise
comes from the NoiseX-92 noise library. The audio data
set after the noise is added and the audio stream of the orig-
inal data set still need to be consistent. If this change will
cause the audio information and the video information to
be inconsistent in timing, it will affect the accuracy of mul-
timodal detection. The signal-to-noise ratio of the added
white noise is 10 dB audio signal, as shown in Figure 7(a).
Compared with Figure 7(b), the audio after adding noise

still maintains the synchronization relationship at the same
sampling point. In actual engineering applications, there is a
chance that it will have a better effect than pure feature
fusion or decision fusion.

In the experiment, the feature fusion of audio and video
information is carried out first, and the fusion feature is
input into the long and short-term memory network. In
the experiment, the structure of the bidirectional long and
short-term memory network with 3 hidden layers is selected.
The lip key point position information dimension is 40
dimensions, and the angle information dimension is 6
dimensions. The MFCC coefficient of the audio input is 39
dimensions. After feature fusion, the key point position
fusion feature is 79 dimensions, and the angle fusion human
feature is 45 dimensions. The number of iterations is set to
300, and the training batch size is set to 64. The experiment
is based on the Windows 10 64-bit operating system and the
Urbanu 18.4 operating system, the CPU is Intel I7, and the
GPU is NVIDIA gtx1080.

Under the condition of no noise, the speech recognition
training process of speech modal, multimodal based on key
point position fusion, and multimodal based on angle fea-
ture fusion are shown in Figure 8. It can be seen from the
above three figures that as the number of model iterations
increases, the loss of the training set is continuously reduced,
and the training accuracy is also continuously improved.
Besides, the two subfigures are similar since variation is also
similar. Among the three schemes, the angle feature fusion
and the speech monomodal speech recognition converge
faster and basically converge around the 150th round. The
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multimodal fusion based on key point features converges
slowly, and it gradually converges in the 250th round. The
predicted value vs time is compared in Figure 9. It can be

seen from the figure that the value varies all the time.
Though the waveform in these subfigures are similar, the
average value is completely different.
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5. Conclusion

From the perspective of multimodal discourse analysis,
guided by the theory of systemic functional linguistics,
combined with the characteristics of the oral English class-
room, this study proposes a new mode of college English
oral teaching based on the multimodal theory and conducts
a randomized controlled demonstration research. The
research found that compared with the traditional oral
English teaching mode, the multimodal collaborative and
student-centered multimodal output design in the multi-
modal oral English teaching can effectively improve the stu-
dents’ oral English level and also provide a good foundation
for the college oral English classroom teaching.
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Music teaching mode refers to the basic structure or framework of various types of music teaching activities under the guidance of
certain music teaching ideas and music teaching theories. The process of music teaching needs to reflect the procedural coping
strategies. With the continuous deepening of quality education reform, higher vocational colleges pay more attention to
cultivating students’ professional skills and vocational abilities. Therefore, many schools need to change the current situation of
music teaching in higher vocational colleges and explore new music teaching models. School teaching expects to further
stimulate students’ interest in music learning and give full play to the aesthetic education function of music teaching. This
article focuses on the research and evaluation of the music teaching model around the audio recognition technology and
organically combines the music education theory with the music teaching practice. Research through the construction of a new
mode of music teaching in higher vocational colleges, enrich the music teaching methods of music courses, and improve the
effect of music teaching. The research has realized the aesthetic education function that music teaching should have in quality
education. At the same time, the research results also provide a reference for music teaching in similar higher vocational colleges.

1. Introduction

Music education is an important carrier of humanistic qual-
ity education in higher vocational colleges. Music education
has become an important way for higher vocational colleges
to cultivate students’ aesthetic ability, cultivate students’
moral sentiment and promote students’ all-round develop-
ment. Music teaching mode is an important aspect of music
teaching, and it also an important content of music educa-
tors’ research. At present, academic circles at home and
abroad have conducted researches on music teaching models
from multiple angles, and many research results have
obtained. However, there is still a lack of research on the
music teaching mode of higher vocational colleges. In addi-
tion, there are relatively many researches on music teaching
mode in domestic and foreign academic circles. There are
differences in the form of music teaching in many links. At
present, music teaching has also achieved good research
results. However, the existing research content related to
music teaching in higher vocational education is still rela-

tively lacking. The current teaching environment, teaching
objects, and teaching process analysis are relatively insuffi-
cient. This article analyzes the current situation of music
teaching in higher vocational colleges from the aspects of
teaching object, teaching situation, and teaching effect.
Research discovers that there are diversified problems, ana-
lyzes the causes, and refines relevant teaching concepts.
The research then took Hubei Transportation Vocational
and Technical College as an example to build an analysis
framework and analyze the music teaching model. Research-
ing and constructing a music teaching model that truly suits
the characteristics of higher vocational colleges have strong
theoretical significance for the study of music teaching
models in higher vocational colleges [1–3].

Currently, most of the music teachers in higher voca-
tional colleges graduated from relevant music colleges. In
daily music teaching, there have been studies that have bor-
rowed more from the teaching mode of music majors in
ordinary colleges and universities to organize teaching. At
present, there is a relatively lack of teaching experience and
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practical cases in higher vocational colleges that can be used
for reference. On the one hand, the existing research lacks
practical research on music teaching mode in higher voca-
tional colleges. The teaching mode is single, and the teaching
structure is relatively loose [4–6]. On the other hand, the
musical foundation of the teaching objects is weak, and the
learning goals are not clear. Therefore, the teaching effect
of music education in higher vocational colleges is not ideal.
Music teaching not only did not bring students emotional
pleasure but also brought depression of interest. Classrooms
have only become a channel for obtaining credits [7–9].

The article uses literature research method, investigation
research method, system analysis method, process analysis
method, and other research methods to carry out research.
The article focuses on the current research situation at home
and abroad, the actual situation of music education in higher
vocational colleges, the analysis framework of music teach-
ing models, the construction of new music teaching models,
and the implementation of path operations. Through litera-
ture research, it found that strengthening the practical links
of music education has become the consensus of current
music education research. Research on the scientific applica-
tion of psychological principles has also become a common
feature of contemporary music education and educational
research at home and abroad. It can be seen that the current
strengthening of music education practice has become the
consensus of current music education research. Psychologi-
cal research on scientific application has also become a com-
mon feature of music education and educational research at
the current stage. Through investigation and research, it is
found that higher vocational music education has not yet
formed a mature music teaching model. Through investiga-
tion and research, it found that there is no mature music
teaching model for music education in higher vocational col-
leges. The current music teaching structure is relatively
loose, the curriculum setting is relatively random, and there
is no fixed and unified teaching material [10–13]. The music
quality of music teaching objects is generally low, and the
effect of classroom music teaching is generally poor. Investi-
gating the reasons found that it manifested in the problems
of music education in higher vocational colleges. In addition,
strengthening the research of music teaching in higher voca-
tional colleges and reforming the mode of music teaching
are important means to improve the level of music education
in higher vocational colleges. Music teaching mode specifi-
cally refers to the completion of specific music teaching goals
based on specific music teaching theories. This mode is rel-
atively stable and maneuverable. This mode is also an inte-
gral part of the music teaching framework and its program
system [14–16].

The school also pays attention to the education and cul-
tivation of students’ values, morals and ethics, aesthetic sen-
timents, and innovative consciousness. Music education is
an important part of humanistic quality education in higher
vocational colleges. Music teaching has offered as a public
elective course in many higher vocational colleges. At pres-
ent, music education in higher vocational colleges has prob-
lems in varying degrees, such as single music teaching mode
and loose music teaching structure. In addition, the musical

foundation of music teaching objects is weak, and the learn-
ing goals are not clear. At present, there is a relatively sim-
plistic trend in the mode of higher vocational music
teaching. The structure of music teaching is relatively loose.
In addition, the basis of music teaching objects is relatively
weak. The learning objectives of music teaching are not clear
enough. The effect of music teaching is not ideal for the pre-
vious music training. Music education in many higher voca-
tional colleges is a mere formality, and the effect of music
teaching is not ideal. In some colleges, music classes have
only become a channel for obtaining credits [17–19]. The
aesthetic education function of music teaching is difficult
to realize. The article focuses on the characteristics of the
times, vocational education, and students’ personalities of
music teaching activities. The article emphasizes the applica-
tion of the laws of educational psychology and summarizes
and puts forward the idea of “internal drive guidance.” The
article is innovative in the concept of music teaching reform
and creatively summarizes and puts forward the “drive-
guidance”model. The article has designed three presentation
methods, which have greater practical significance in prac-
tice and have achieved good research results [20–23]. The
research logical structure of this paper is shown in Figure 1.

2. Existing Research Results and
Literature Review

This article collects more than 200 books, papers, and other
documents through the library, CNKI, and http://Weipu
.com. This article focuses on the literature review of music
teaching, teaching mode, and music teaching mode. This
article focuses on the study of music teaching mode in
higher vocational colleges. This article’s research on the
music teaching mode in the field of vocational colleges
found that most of the existing studies belong to journal
papers. There are relatively few doctoral and master’s theses.
The article further reviews the classification of teaching
modes under the guidance of different teaching theories in
the main literature.

2.1. Research Status of Music Teaching Mode. In accordance
with the idea of “internal drive guidance,” this article uses
systematic methods and process methods to establish an
analysis framework for music teaching models. The text ana-
lyzes the elements of the music teaching model. The essen-
tials put forward in this article include music teaching
philosophy, music teaching goals, music teaching theory,
activity framework, implementation conditions, operating
procedures, and effect evaluation. The main teaching con-
tent proposed in this paper involves many aspects. Emphasis
includes music teaching philosophy and goals, including the
theoretical carding and implementation conditions of music
teaching, including music teaching evaluation and other
content. This paper focuses on the main body of teachers
and students and further researches on music teaching. A
related theoretical framework model is constructed. The
article further analyzes the content of the framework of
music teaching activities around elements such as teachers,
students, lesson content, and music teaching methods. On
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this basis, the article combines the characteristics of music
education in higher vocational colleges to construct a
“drive-guide” model. The article designs and proposes three
presentation methods, namely, training-inquiry presentation
based on professional needs, self-guided learning presenta-
tion method based on network resources, and experience-
practical presentation based on the popularization of music.
The article optimizes the curriculum system, curriculum
music syllabus, and basic music teaching resources for
higher vocational talent training. The article focuses on
classroom music teaching design, network classroom con-
struction, practice position construction, teacher team con-
struction, music teaching object analysis, etc., and puts
forward coping strategies and implementation suggestions
[24–26].

There is a big difference between foreign vocational edu-
cation and domestic vocational education, and related
research is very different. Foreign vocational education
research is relatively mature, and its theories are more. Spe-
cifically, these online resources are helpful for music learn-
ing. Contribute to the enrichment of music learning. The
article also puts forward some opinions on the performance
requirements of music popularization. The article further
clarifies the key content of music classroom design. Accord-
ing to these literature research findings, the most important
feature of this article is the in-depth application of psycho-

logical principles. We were influenced by these theories in
the process of reviewing the literature. At the same time, as
far as the literature we have contacted with, the foreign
researches are more of the macroscopic results of pedagogy
and educational psychology [27–30]. At the micro-specific
level, there are few studies specifically targeting the “music
education model.” The main reason is that the information
collection channels are relatively limited. In addition, the
differences between Chinese and foreign music education
itself also were taken into consideration. Model analysis
results are shown in Figure 2.

2.2. Research Progress of Multimedia Music Teaching. Each
teaching mode was verified under the guidance of a certain
teaching theory. According to different teaching objects, a
complete set of procedural strategies was constructed
according to specific teaching goals. In the book “Construc-
tivism in Education,” American Stiffer et al. expounded the
rich new ideas of constructivism. The core point of the
research is constructivism. Specifically, it should be stu-
dent-centered, emphasizing students’ active exploration of
knowledge, active discovery, and active construction of the
meaning of the knowledge learned. The teaching theory of
constructivism provides a scientific theoretical basis for the
construction of the music teaching mode of this thesis. In
addition, music classroom teaching focuses on practicality.
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Figure 1: The research logical structure of this paper.
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This paper focuses on optimizing the teaching methods of
higher vocational music in the classroom. The course teach-
ing system has been improved, the music course training syl-
labus has been constructed, and the educational resources of
the music classroom have been enriched. Furthermore,
according to the many demands of music classroom teach-
ing, corresponding teaching strategy and facility suggestions
are put forward. The above two theories belong to the theory
of constructivism. Compared with behaviorism, it is a kind
of progress. Student initiative is valued, and research empha-
sizes student-centeredness. Following such a process, later
teaching models tend to use multiple teaching theories.
Research is moving towards a more complete and diversified
era. It is difficult to put forward specific opinions in this field
in this article [31–33].

The music curriculum reform started in September 2011,
and it has been nearly ten years. The high school music cur-
riculum reform is an integral part of the basic education cur-
riculum reform. The reform of high school music
curriculum involves curriculum nature, value, philosophy,
goals, content, teaching, evaluation, management, and other
content. The research fully reflects the new teaching method
guided by the new curriculum concept. The music curricu-
lum has brought a fundamental change in the roles of
teachers and students. Great changes have taken place in
the way students learn. The education reform of music cur-
riculum has entered its tenth year today, and the reform of
high school music curriculum involves the basic curriculum
reform content. High school music courses focus on the
intrinsic value, ideas, goals, and teaching evaluation of the
curriculum. The research in this paper fully analyzes the
new course teaching concepts and methods and truly makes
the teaching activities full of interactivity. Change the exist-
ing methods of teaching and learning. The existing model
reform has gradually replaced the traditional “lesson prepa-
ration.” Along with the curriculum reform, the teaching
design of high school music has continuously optimized.
In terms of teaching content, teaching process, and methods,
the research all reflects the way of curriculum reform with
students as the main body and aesthetics as the core. The

specific content includes music teaching design, standard,
scientific, and artistic teaching under the curriculum con-
cept. Curriculum reform enables the implementation of
music teaching design. The design of high school music
teaching is the foothold for deepening the concept of curric-
ulum reform [34–37].

2.3. Summary of the Research on Music Teaching Evaluation.
The theoretical viewpoints of constructivism include con-
structivist view of knowledge, view of students, view of
learning, and view of teachers. Constructivist view of teach-
ing: as an important part of the philosophy of learning, con-
structivism is a further development after the development
of behaviorism to cognitivism. Many views and propositions
of this theory are reasonable. The theory has certain refer-
ence significance to the education reform practice. Construc-
tivism emphasizes that students are the main body of
information processing and the active constructor of mean-
ing. Students are not passive receivers and objects of knowl-
edge. At present, constructivist theory has formed some
specific teaching techniques in actual education that can
promote the psychological development of students. This
method has increasingly widely used. At present, the main
meaning of interactive teaching refers to the interaction
between students and teachers. Students are not simply pas-
sive recipients and objects of knowledge in the traditional
sense. At the same time, interactive constructivism has also
developed some practical teaching skills to promote the
development of students’ mental health in real life. Such
methods are more widely used, including relatively mature
inquiry-based learning techniques, incremental learning
techniques, and learning techniques in the form of random
access. Among them, relatively mature technologies mainly
include inquiry learning, scaffolding teaching, and random
access teaching. The main influence of constructivism on
instructional design is mainly used in the cultivation of stu-
dents’ perception. Research focuses on the differences in
learners’ personality. Research focuses on the creation of a
teaching atmosphere. Pay attention to the cultivation of stu-
dents’ inquiry and creativity. Constructivist learning theory
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is a major breakthrough in traditional learning theory. This
theory puts forward a series of new theoretical viewpoints
on learning and teaching, emphasizing the important role
of “context” and “collaboration” in the construction of
meaning. In turn, instructional design pays attention to the
design of the learning environment at the beginning.
Research focuses on the integration of learning theory with
education and teaching practice and promotes the in-depth
progress of education reform.

Studying the curriculum design in related teaching activ-
ities is a systematic and scientific plan set in advance for the
final teaching practice. The key content of constructivism
teaching is to cultivate students’ self-perception ability and
to carry out adaptive education according to the individual
differences of participants. This kind of theoretical learning
is also a great breakthrough and innovation for the tradi-
tional teaching mode. It breaks through the simple static
mode of teaching and learning and builds a new teaching
environment of collaborative context. The teaching design
at the macro level will eventually perfected in practice.
Instructional design can be carried out on different levels.
The classification and levels of instructional design focus
on different types and levels of needs. The specific opera-
tions can be targeted. First, proceed from the classification,
including three aspects. The first category is instructional
design at a macro level. The second category is teaching
design at the mesa level. The third category is microlevel
instructional design. Macro teaching design belongs to “edu-
cation system design.”. It starts with reforming the relation-
ship between education, society, and human development.
This research focuses on the reform of the teaching system
for the cultivation of new century and new talents.

2.4. Research on the Evaluation Model of Music Teaching.
The famous German educator Herbart divides teaching into
four stages in the book “General Pedagogy.” The four stages
include “understanding, association, system, and method.”
The research reveals the regularity of classroom teaching.
The research explains the characteristics of students’ psycho-
logical activities in these four stages and the teaching
methods that teachers should adopt, that is, the famous
“quadrants” teaching model. Later, through his student
practice and development, a “traditional teaching mode”
has gradually formed. The research results have become
the dominant teaching model in the 20th century. Herbart’s
teaching model emphasizes teacher-centered and teacher-led
teaching. This paper also focuses on exploring the character-
istics of these activities from the four psychological stages of
students. Emphasis is placed on analyzing teachers’ teaching
methods. Classroom instruction is conducted by subdividing
into four instructional quadrants. This teaching practice
mode has been gradually developed, and a new teaching sys-
tem has gradually formed, which has become the main-
stream teaching mode in the current social environment.
This model takes the teacher as the teaching center and pays
attention to the absorption and exploration of knowledge by
students. It is also an active teaching method. Pay attention
to students’ mastery of knowledge. However, this method
ignores the subjectivity of students. Students are in a passive

learning state. From the perspective of learning psychology,
this is a behaviorist theory. In terms of constructivism,
American Bruce and Joyce and Marshall will put forward
the concept of teaching mode in the book “Teaching Mode.”
The research believes that the teaching model has a land-
mark and important significance in theory. The contempo-
rary teaching models at home and abroad are based on the
teaching models of two scholars. Existing research also pro-
vides important reference value for the music teaching mode
of higher vocational colleges. The two scholars divided the
teaching mode into four main types, namely, social teaching
mode, information processing teaching mode, personal
teaching mode, and behavioral system teaching mode.
Moreover, they extended 23 kinds of presentation methods.
The interrelationships between model elements are shown in
Figure 3.

3. The Changes and Influencing Factors of
Multimedia Music Teaching Design

Music instructional design is a subdiscipline constructed in
instructional design. The teaching design link is the first link
in the teaching of music teachers. The formulation of music
teaching design was built on the characteristics of music dis-
cipline. Existing research defines the design of teachers and
courses. The research emphasizes the task design of music
teaching design and then systematically and comprehen-
sively establishes the role of educators, participants, and
teaching links in teaching design activities.

3.1. The Systematic Analysis of Teaching Activities. The disci-
pline of instructional design emerged after the 1960s. With
the design of the teaching system, a specialized research field
has gradually formed. First, starting from the history and
current situation in the field of international instructional
design research, almost all first-class instructional design
experts have a profound educational psychology back-
ground. This article conducts interdisciplinary research as
a researcher. The current discipline has a long history of
research on teaching mode. The continuous improvement
of the teaching system has gradually built a relatively com-
plete research system. Generally speaking, almost all current
teaching institutions and education experts need to cultivate
relatively deep psychological knowledge. In particular, inter-
disciplinary experts have a better understanding of how to
disassemble professional knowledge and pass it on to stu-
dent groups. The designer of the teaching and the object
he faces, under the premise of respect, understanding, and
cooperation, completes the activities of teaching and learn-
ing. Second is the theory of constructivism. The emergence
of this theory hailed as a revolution in contemporary educa-
tional psychology. Constructivism can traced back to Piaget
and Vygotsky’s early research theories. It can gradually
become popular since the 1990s. Contemporary Western
irrational philosophical trends are gradually emerging. Net-
work communication technology and multimedia technol-
ogy continue to advance. Model analysis results are shown
in Figure 4.
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The curriculum reform cycle in countries all over the
world is ten years. Microteaching design mainly faces the
development of a certain course. The Madhyamika teaching
design is mainly carried out in specific subject areas or in a
number of interrelated teaching units. This method is called
“discipline instructional design.” The role is equivalent to
curriculum design and the units and modules in the subject.
In general, countries around the world have relatively con-
sistent timings for curriculum reform, generally set in ten
years as a cycle. Microclassrooms are designed from the out-
set to focus on individual teaching units in specific subject
areas. Through the design of teaching fragments, students
can be familiar with and master the main content of the
course teaching as soon as possible. This method is relatively
more mature in application and more systematic in teaching
design. The design of the course needs to consider the inter-
action of many factors and then meet the specific teaching
objectives. The content can also include the design of teach-
ing fragments. The application of this method is also the
most common, so that the teaching design is really applied.
Secondly, according to the scope and size of the problems
in teaching, teaching design can be divided into three levels.
One is classroom-centered. The second is “system”-centered.
The third is product-centered. Class-centered mainly
reflected in education and teaching ideas. The content of
the school is based on the syllabus or curriculum standards,
as well as the general teaching plan requirements. The cur-
riculum was designed for the content, objects, and environ-
mental conditions of the teaching. The curriculum usually
is completed by the teacher. The specific “system” is the cen-
ter, and the teacher, subject experts, and administrators
work together to complete. There are also courses that are
product-centric, and the content of the course is designed
with media materials and teaching aids needed in teaching
as products. Courses often need to determine which prod-
ucts have a broad market and can meet specific teaching

goals and demand. Model analysis results are shown in
Figure 5.

In addition, the setting of music teaching curriculum
also includes many aspects such as moral education and aes-
thetic education. Curriculum reform puts more emphasis on
aesthetic education as the core and is aimed at teaching and
educating people. At the current stage, my country has
already started the reform of curriculum teaching in an all-
round way, and teaching design must also give correspond-
ing higher-level requirements. In the design of the whole
teaching system, the artistic characteristics of music course
teaching are more obvious and prominent. The curriculum
reform puts more emphasis on the concept of taking aes-
thetics as the core and educating people as the goal. Under
the background of fully implementing subject teaching,
teaching design must put forward higher requirements. In
the implementation of teaching design activities, the music
subject is particularly prominent in terms of artistic charac-
teristics. Consider that music itself is an important part of
human art. The teaching design of music can improved
through the creativity of teachers. The full implementation
of the new educational concept can enhance the advantages
of the discipline. At the same time, music discipline is one of
the basic disciplines of school education. The subject can
implement aesthetic education for students. In addition,
music teaching is an important part of our country’s basic
education. Music education assumes different responsibili-
ties. On the one hand, it is an important way to implement
aesthetic education for students. On the other hand, music
education can improve teaching design and research effects
and strengthen the logical teaching system design of subject
teaching. In the study of music design, follow the systematic
methods and rules of design. The school develops training
courses that can enhance students’ high-level spiritual pur-
suits. The curriculum can provide effective guidance for stu-
dents’ personality development, ability generation, values,
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and outlook in life, specifically, starting from the students’
high-efficiency learning needs and selecting limited class
hours and textbook capacity. Explore and research more sci-
entific teaching process and teaching mode. It has been com-
mon for schools to ignore music teaching for a long time.
Especially in our country’s curriculum reform, the imple-
mentation of the high school music curriculum of aesthetic
education has experienced a difficult development process.
Model analysis results are shown in Figure 6.

3.2. The Method of Combing the Elements of Teaching Mode.
Specifically, teaching activities have two main bodies,
namely, teachers and students. These two types of subjects
were interactively linked by means of communication.
Teachers are mainly responsible for teaching tutoring, while
students are responsible for asking questions and feedback.
Teachers belong to a certain teaching team. Students belong
to a certain study group. The object of teaching activities is

teaching content. It should note that the teaching content
is set around the purpose of teaching. Teaching content gen-
erally includes knowledge, thoughts, and feelings,. The pur-
pose of teaching is affected by factors such as students’
cognition, how to say the quality, and the strength of learn-
ing ability. Compared with the related teaching content, the
goals of the whole course or music teaching are different.
The content is attached to the material carrier and presents
various existence. Some forms are text, some are pictures,
some are sounds, and some are videos.

The function of forgetting gate is to determine the part
discarded from the input information ht−1 and xt and output
a value between 0-1. The larger the value, the more informa-
tion is retained. The output of forgetting gate is calculated as
follows:

f t = σ Wf · ht−1, xt½ � + bf
� �

, ð1Þ
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it = σ Wi · ht−1, xt½ � + bið Þ, ð2Þ
Ct′= tanh WC · ht−1, xt½ � + bCð Þ: ð3Þ

Suppose that index evaluation set is represented by A, r j
is represented the membership degree vector, and the data
set is represented as follows:

r j = r j1, r j2, rj3, r j4, r j5
� �

: ð4Þ

In the formula, rj represents the membership degree vec-
tor corresponding to the index evaluation set A. Assump-
tions are as follows:

B = B1, B2, B3, B4, B5ð Þ: ð5Þ

Self-organizing process adaptively forms the first-level
intermediate model:

zk = f k vi, vj
� �

, i, = 1, 2,⋯, 6: ð6Þ

And in the training set A, the parameter prediction
method is used to predict the coefficient of zk. In the test
set B, the competition model fzkg is filtered through exter-
nal specifications, and the middle candidate injury model
wk = ðzkÞ is collected and used as the input of the second
layer of the network.

In addition, teaching content has multiple carrier forms
at the same time. When constructing teaching mode or
designing teaching in this article, we can choose suitable car-
rier form according to the needs of teaching form. For exam-

ple, if you feel that the text is boring, you can express the text
as subtitles. Then, mark the text in the video, and the effect
will be much better. At the same time, the means of dissem-
ination has changed from distributing paper materials to
watching videos. The constituent elements of teaching activ-
ities are the basic framework system for building teaching
models. Different teaching modes have different feedback
forms for each element. For example, some models focus
on the role of teachers. Some models favor the active partic-
ipation of students. Some models rely on the transformation
of teaching content. Some models focus on the reform of
teaching methods. Therefore, when constructing the teach-
ing model in this article, it will be designed in accordance
with the requirements of the teaching philosophy and the
actual conditions of each element. Model analysis results
are shown in Figure 7.

The teaching mode is a set of structured and systematic
framework built based on teaching theories under the guid-
ance of teaching concepts. Considering that music teaching
is an important part of human art teaching, the improve-
ment of music teaching design still mainly depends on
teachers’ teaching. In the process of implementing the new
teaching concept, the advantages of music discipline can be
continuously carried forward. In addition, music education
cannot only learn the relevant knowledge of music theory;
in addition, it can also cultivate students’ appreciation ability
and improve students’ aesthetic education. The composition
of the teaching model includes teaching concepts, teaching
goals, and teaching theories. The specific content also
includes content such as activity framework, implementa-
tion conditions, operating procedures, and effect evaluation.
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Among them, the teaching concept is a kind of guiding ten-
dency with purpose. This concept focuses on the direction
and uniqueness of the teaching model. This mode is also
the essence and soul of the teaching mode. The teaching phi-
losophy is often based on a certain theory, combined with
the actual situation of teaching to get a guiding point of view.
The teaching goal is the inclination requirement in the pro-
cess of talent training. This view is different from the micro-
teaching purpose of the previous article.

Shape the general functional relationship between the
output y of the injury model and the input x1, x2,⋯, xn.
The Kolmogorov-Gabor polynomial is as follows:

y = f x1, x2ð Þ = a0 + a1x1 + a2x2 + a3x
2
1 + a4x

2
2 + a5x1x2: ð7Þ

We treat each of the monomials as m input models in
the original structure of the modeling network:

v1 = a0, v2 = a1x1, v3 = a2x2,⋯, v6 = a5x1x2: ð8Þ

The final information it × Ct′ is expressed as the value
that can be obtained Ct from the output information of the
joint forgetting gate:

Ct = f t ∗ Ct−1 + it ∗ Ct ′: ð9Þ

The calculation method is as follows:

Ot = σ Wo · ht−1, xt½ � + boð Þ, ð10Þ

ht = ot ∗ tanh CCð Þ: ð11Þ
Coverage index calculates the ratio of predicted items to

all unscored items, so as to measure the comprehensiveness
of prediction. Assuming that h items are predicted, the cal-
culation method of coverage is as follows:

Cov =
h
n
: ð12Þ
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Recall index is also used to evaluate the system effect in
the field of information retrieval. The larger the recall value
is, the better the recommendation quality of the algorithm is.

recall =
Hits
testj j =

test ∩ Top −Nj j
testj j : ð13Þ

In order to verify the clustering effect of user attributes,
the contour coefficient S is used to evaluate the clustering
result, and the specific expression is as follows:

S ið Þ = b ið Þ − a ið Þ
max a ið Þ, b ið Þf g : ð14Þ

The goal is the core element of the teaching model.
According to the requirements of the concept and the actual
situation, the research formulates the correct teaching goals.
This has also become the key to constructing a teaching
model. The different teaching goals determine the different
teaching modes. Teaching objectives determine the setting
of courses in teaching activities. The teaching process is the
arrangement of teaching content and the design of teaching
strategies. At the same time, teaching goals are also a mea-
sure of teaching evaluation. Teaching evaluation must be
developed around teaching goals. Teaching theory is a sys-
tematic method system that serves the model. Teaching con-
tent is the concrete expression of teaching philosophy. The
study of teaching mode is the specific content based on phi-
losophy, psychology, and pedagogy. The teaching mode was

completed under the guidance of a certain teaching theory.
Model analysis results are shown in Figure 8.

The activity framework is the basic framework estab-
lished based on the teaching activity system. This is the main
content of the teaching model. The essence of the teaching
activity framework lies in the setting of teaching goals.
Under the guidance of certain teaching theory, reasonably
plan and arrange each teaching element in the teaching
implementation process, to achieve the optimization of the
teaching process. The teaching activity framework includes
the determination of the teaching subject and setting of
teaching content. Many elements in the process of teaching
implementation, such as the design of teaching methods,
should be optimized. The core content of the teaching activ-
ity framework is teaching communication activities. The
main difference between different teaching modes lies in
the different teaching activities process. Model analysis
results are shown in Figure 9.

3.3. Suggestions on the Implementation of New Music
Teaching Mode and Teaching Improvement. Implementation
conditions, operating procedures, teaching evaluation, etc.,
are auxiliary contents that serve the main contents. Once a
stable teaching activity framework is formed, the model
builds the main skeleton of the teaching model. Implemen-
tation conditions refer to the guarantees of various condi-
tions that play a role in the specific implementation of the
teaching model. The main content is music teaching. The
implementation of teaching content requires the support of
various teaching software and hardware. Among them, the
hardware content includes multimedia classrooms necessary
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for music teaching, including audio equipment and other
teaching facilities. Software support mainly includes factors
such as teacher-student relationship and teaching environ-
ment. Operating procedures are specific instructions for the
implementation of the teaching mode. The content serves as
a scientific arrangement to support the operation of the teach-
ing mode. Teaching activity as an interactive activity is com-
plicated to operate and requires many skills. Therefore, the
model needs a good set of operating procedures. Teaching
evaluation is a judgment on the teaching process and teaching
results according to specific teaching goals. Teaching evalua-
tion is a method to test whether the teacher has completed
the teaching task. The content includes the verification of
teaching links and teaching design.

At the same time, teaching evaluation is also an effective
means to test the teaching model. In summary, as a frame-
work system and strategy system, the teaching mode covers
almost the entire teaching process. This is the main content
of the teaching mode. Under the guidance of a certain teach-
ing theory, rationally plan and arrange each teaching ele-
ment in the teaching implementation process. The essence
of the teaching activity framework lies in the setting of
teaching objectives. The activity frame is the basic frame
established based on the teaching activity system. The opti-
mization of the teaching process is also critical. The frame-
work of teaching activities mainly involves the setting of
teaching subject and teaching content. Many elements of
the teaching implementation process also need to be opti-
mized. The model rationally regulates the internal relations
between the elements in the teaching activities. After the
model analysis, the optimal result of the teaching process
was realized. The study of music teaching mode in higher
vocational colleges provides an operation mode that can
directly be imitated for music teaching. The research results
provide music teachers with theoretical examples of teaching
models. This article studies the improvement of students’

cognition of teaching theory. Unify teaching ideas and
teaching-related theories. The soul of the teaching model is
the ideological tool to carry out teaching reform. The
advancement and effectiveness of teaching reform measures
are largely related to their guiding theories. Teaching con-
cepts and theories put forward at different times. Different
methods have specific applicable conditions and scope.
Therefore, combined with the current status quo, the
research suggests that schools should carry out reforms of
good teaching models. The study believes that the school
should strengthen the research and study system methods
and process methods to reform the teaching mode. Model
analysis results are shown in Figure 10.

First, the communication process model in communica-
tion theory explains the elements involved in the teaching
communication process. The model reveals the dynamic
interrelationships among various elements in the teaching
process. The model believes that the teaching process is a
complex and dynamic communication process. Second, the
communication theory points out the two-way nature of
the teaching process. The design of the teaching process
must pay attention to the analysis and arrangement of both
teaching and learning. The teaching model makes full use of
feedback information to adjust and control the feedback link
at any time. The expected teaching effect was achieved after
model analysis. Finally, the study of communication process
can provide basis and reference for teaching design, for
example, content analysis, audience analysis, media analysis,
and effect analysis. These contents can provide learning con-
tent analysis, learner analysis, and selection of teaching
media for teaching design. The framework system of com-
munication theory is consistent with the content of teaching
activities. Teaching activity is a kind of communication
activity. Therefore, many principles and methods of com-
munication are very useful for teaching activities. According
to system theory, process theory, and communication
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theory, the model can establish the main factor system dia-
gram of teaching mode. According to system theory, the
relationship between various factors can be analyzed.
According to the process theory, the order of setting up
these factors can be determined. According to the theory
of communication, the operation process of the teaching
system can be analyzed. Model analysis results are shown
in Figure 11.

3.4. Research on the Concrete Reform of Music Teaching
Mode. Special attention is paid to the communication theory
developed on the basis of the two theories. This theory is
closer to the implementation of teaching activities and
requires in-depth study and mastery. The systematic
approach requires that teaching activities be regarded as a
complex system with various factors closely linked together.
Students need to consider the problem comprehensively and
systematically. Process theory believes that everything
appears as a process form. The processes can be transformed
into each other under certain conditions, and the transfor-
mation of the process is not a simple repetition. Each trans-
formation of the process can enter a higher stage. The
research regards the music teaching process as a combina-
tion of multiple subprocesses. Through overall coordination
and mutual support, the optimization of efficiency can be
achieved. The communication method is to simplify the
communication process into several components. The
model continues to analyze the status and role of these ele-
ments in the communication process. There are interactions
and connections between these elements. Teaching activities
are the process of delivering corresponding content to teach-
ing objects through teaching media in accordance with
established teaching goals.

4. Conclusion

From a practical business perspective, the research suggests
strengthening the research on various teaching modes, cur-
riculum forms, teaching content, and teaching methods.
Research should accurately grasp various teaching models,
curriculum forms, and teaching methods. The research sug-
gests that students are proficient in using various teaching

methods. At the same time, it recommended actively carry-
ing out teaching and research activities. The research has
mastered the questionnaire survey and teaching resources.
Lay the foundation for the follow-up reform of teaching
mode.

First, strengthen research on teaching reform itself.
Teaching reform itself is also a subject, which requires con-
tinuous learning and practice, to promote the teaching
reform. For the reform of higher vocational music educa-
tion, it is necessary to provide corresponding experience ref-
erence. Therefore, teachers and teams are required to learn
and research various teaching modes according to actual
needs. Research the curriculum format and teaching
methods, and understand their advantages and disadvan-
tages. Students must have proficiency in creating and using
various teaching methods and means. At the same time, do
a good job of investigation and research around specific
teaching reforms. Accurately grasp the characteristics of
music education in higher vocational colleges today.

Second, the teaching content must be updated in time.
The purpose of music education is to enable students to
acquire knowledge and abilities related to music. After the
discipline has specified these goals, they constitute the teach-
ing content. For example, after the knowledge of music was
concretized, it involves many contents such as musical
instruments, music theory, genres, characters, and works.
The teaching content is complex and constantly enriched
and developed. Therefore, we must select and update the
teaching content according to the teaching requirements
and the characteristics of the times. The research centers
on educational purposes and disseminates content that stu-
dents love to hear.

Third, we must continuously improve teaching methods.
To achieve the teaching goal, we must rely on a certain dis-
semination carrier. With the advancement of science and
technology and the development of the times, various modes
of communication continue to emerge. The mode of com-
munication greatly changes the way people behave. These
communication methods provide a reference for teaching
methods in terms of convenience, vividness, and interactiv-
ity. Therefore, music education in higher vocational colleges
must also keep up with the times and continue to absorb
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new elements. For example, based on online interactive plat-
forms and microlectures, strengthen students’ learning and
research in this area. Focus on the characteristics of the
era, school characteristics, and student personality. The
research and development of teaching form is the key and
difficult point of this article. Only by continuously carrying
out teaching research and reforms and accumulating experi-
ence and resources can we gradually achieve better reform
results.
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The study aims to train athletes to be in top form and at their best in the competition. Based on the relevant theoretical research,
archers are taken as the research subjects, the characteristics of archery are analyzed, and the electroencephalogram (EEG) features
of the athletes in different stages of precompetition training are monitored. And the athletes’ competitive state monitoring model
based on random forest (RF) is implemented and tested. The experimental results show that the athletes’ dominant frequency of
brain band α, EEG entropy, central fatigue index, excitation inhibition index, and cerebral state index in precompetition training is
significantly different from those in training (P < 0:05).The monitoring model implemented classifies athletes’ competitive states.
Compared with the support vector machine (SVM) classification model, its classification accuracy is higher than 90%. The overall
classification accuracy is 89.74%, more significant than SVM. The research provides a reference for monitoring athletes’
competitive states and helps them regulate their states in real time.

1. Introduction

Archery is popular among people in China and symbolizes
China’s traditional culture. It is listed as one of the events
in second Olympic Games in 1900 [1]. As a traditional sport,
it attracts more and more attention due to the excellent per-
formance of Chinese archers in various world events in
recent years. Monitoring electroencephalogram (EEG) is a
method of recording brain activities using electrophysiolog-
ical indexes. In the early 1950s, scientists in the former
Soviet Union studied the application of EEG to sports train-
ing [2]. Schchumiller studied athletes’ EEG and obtained
their states at different stages in acquiring the relevant skills.
Majiev et al. discussed the EEG features of athletes when
they are feeling fatigued. And the related research becomes
more and more extensive with the development of science
and technology.

EEG is used for concussion injury and recovery. Wilde
et al. (2020) combined EEG and neurocognitive data. They

proposed the indexes to enhance brain function, which can
significantly change the diffusion of athletes suffering from
concussion and have clinical application value for a concus-
sion [3]. Zhao et al. (2021) used the deep learning method to
analyze the EEG signals of athletes and designed a channel
attention module connected to the input layer of convolu-
tional neural networks (CNN) to reduce the risk of suffering
from concussion again after recovery training [4].Besides,
EEG can evaluate athletes’ competitive state and guide ath-
letes’ training. Duru and Assem (2018) used the psycholog-
ical subtraction method to discuss the effectiveness of
nerves and utilized EEG to measure the cognitive dynamics
of karate athletes during the break time and in doing sports
[5]. Sultanov and İsmailova (2019) explored the relationship
between EEG rhythm oscillation and competitive anxiety
when opening and closing eyes. They also took young foot-
ball players as the experimental subject to test their sports
competition anxiety, recorded their prefrontal EEG with a
single channel mobile EEG system, and analyzed the EEG
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rhythm as a predictor of stress with a regression model. This
study provides a method for predicting athletes’ emotional
states [6]. Bailey et al. (2019) used portable EEG equipment
to track the psychological state of climbers during the climb-
ing activity. The results show that climbers are more relaxed
(at the critical moment) and (α activity) have introverted
attention (θ activities) when challenging more difficult
routes [7]. Tharawadeepimuk and Wongsawat (2021) used
the brain topographic map (absolute force) and brain con-
nectivity (coherence and amplitude asymmetry) to analyze
the psychological factors when doing sports. They evaluated
athletes’ performance in competition through noninvasive
quantitative EEG [8]. Bieru et al. (2021) used EEG to record
the brain activity of 12 judo athletes and 11 volleyball ath-
letes during hand flexor contraction and relaxation, which
helps coaches evaluate the training effect of athletes [9].
Zhu (2021) assessed the impact of EEG information and
central nervous transmission on athletes’ regulation and
training, providing a basis for improving the level of archery
training [10].

In short, the above studies are mainly on athletes’ con-
cussion injury and evaluate their psychological state via
EEG. Still, there are few on the application of EEG to mon-
itoring athletes’ competitive states. Therefore, archers are
taken as the research subject to explore the characteristics
of archery and test the EEG of the national team under dif-
ferent training states. An athletes’ competitive state monitor-
ing model is implemented based on the random forest (RF)
and used to test the EEG of athletes in the precompetition
training stage. The EEG characteristics of archers under dif-
ferent training states are analyzed. The evaluation criteria of
test indexes are constructed, and the model’s performance is
tested. The innovation is to classify the competitive state of
athletes based on RF, so that coaches can intuitively and
conveniently know the states of athletes. The study provides
a fundamental tool for coaches to monitor and control ath-
letes’ competitive states, which has practical significance.

2. Research Methods

2.1. EEG. Classifying the competitive states of athletes can
better detect and adjust the states of athletes. The commonly
used classifiers include the nearest neighbor algorithm, naive
Bayesian classifier, radial basis function neural networks,
and RF. The nearest neighbor algorithm is simple and easy
to implement, but it performs poorly when the samples are
imbalanced. Naive Bayesian works well on small-scale data
and can complete multiple classification tasks, but it needs
a priori probability before use. The structure of radial basis
function neural networks is simple, but it cannot display
the reasoning process. RF can highly parallelize the training.
It can randomly select the node division features of a deci-
sion tree (DT) and mark the importance of each feature in
the output results. The data trained after random sampling
has small variance and strong generalization ability. There-
fore, RF is selected as the classifier to test athletes’ competi-
tive states.

EEG is obtained by recording brain activities using elec-
trophysiological indexes. EEG presents neural electrical

activities by following a specific law. Specifically, the fre-
quency of the activities is 1-30Hz and can be divided into
six bands, namely, δ, θ, α1, α2, β1, and β2 [11]. The frequency
of δ is 1~ 3Hz, and its amplitude is 20~200μV. This
waveform can be measured in infancy or immature intellec-
tual development and when people are exhausted, sleepy, or
under anesthesia [12]. The frequency of θ is 4~ 7Hz, and its
amplitude is 5~ 20μV. This waveform is more common
among adults with frustrated will, depression, or psychosis.
The wave frequency of α is 8~ 13Hz (the average is
10Hz), and its amplitude is 20~100μV, the most common
waveform in human brain waves. When people are quiet
and close their eyes, this waveform appears frequently, but
when people open their eyes or receive other stimuli, this
waveform will disappear immediately [13]. α1 represents
the regulation factor, and the performance of the human
brain in the state is concentrated and inspired [14]. α2 is a
state in which the brain is highly awake, focused, and
detached [15]. The frequency of β is 14~30Hz, and its
amplitude is 100~150μV. This waveform will appear when
people are nervous and impassioned. The original slow wave
will immediately become a single fast waveform [16]. β can
help athletes reduce tension and pressure and improve their
ability to respond and deal with emergencies. β1 wave shows
that the human brain is in a thinking state [17]. β2
shows that the brain is alert and excited [18]. If the athlete’s
β waveform fluctuates significantly, the excitability of the
athlete’s central nervous system gets stronger, his speed
and intensity of nerve are strengthened, and his stress ability
is improved, forming an excellent state to win in the
competition.

2.2. RF Model. RF is one of the tools for data mining. As its
name implies, RF uses a random method to build a DT in a
forest. In RF, there are no relations between any DTs. There-
fore, DT should be discussed first in the study of RF [19].

DT is a commonly used classification method. Its gener-
ation falls into two steps. One is the splitting of nodes. When
the attribute represented by a node cannot make judgments,
this node should be divided into two subnodes (if it is not a
binary tree, it will be divided into n subnodes). This node is
called an internal node, and the node that can judge the
attribute is called a leaf node, forming a tree structure.
The other is the determining of the threshold. An appropri-
ate threshold should be selected to minimize the classifica-
tion error rate. Figure 1 shows the schematic diagram of DT.

The DTs are commonly used by iterative dichotomizer 3
(ID3), C4.5, and classification and regression tree (CART).
Among the above, the classification effect of CART is better
than others. It selects the optimal feature through the GINI
coefficient minimization criterion, determines the optimal
binary segmentation point of the feature, and generates a
binary tree. If there are K categories in CART, the probabil-
ity that the sample points belong to class k is pk, and the
GINI index of the probability distribution is calculated by

GINI = 〠
K

k=1
pk 1 − pkð Þ: ð1Þ
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For the second classification problem, if the probability
of the sample point as the first class is p, the GINI index of
the probability distribution is calculated by

GINI pð Þ = 2p 1 − pð Þ: ð2Þ

If the training sample set D = ½ðx1, y1Þ, ðx2, y2Þ,⋯, ðxn,
ynÞ�, x is the eigenvector, y is the sample type, and its GINI

index is calculated by

GINI Dð Þ = 1 − 〠
K

k=1

Ckj j
Dj j

� �2
: ð3Þ

In equation (3), jCkj is the number of K-type sample
points in D.

Figure 1: Schematic diagram of DT (represents internal nodes and represents leaf nodes).
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Figure 2: RF model.
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D is divided into D1and D2according to whether feature
A takes its possible value a, and then

D1 = x, yð Þ ∣ A xð Þ = að Þf g, ð4Þ

D2 = x, yð Þ ∣ A xð Þ ≠ að Þf g: ð5Þ
In equations (4) and (5), if D =D1 +D2, then the GINI

index of D under the condition of A = a is calculated by

GINI D, Aað Þ = D1j j
Dj j GINI D1ð Þ + D2j j

Dj j GINI D2ð Þ: ð6Þ

RF is composed of multiple DTs. Each DT decides the
final classification result of the test sample by voting. The
model is shown in Figure 2.

2.3. Theoretical Research on Competitive States. Competitive
states are the spiritual activities in competitive sports events
and training. Stone et al. believes that competitive states are
the best preparation for sports performance obtained by ath-
letes through corresponding training [20]. They are the best
short-term states of psychology and physics. Some Chinese
scholars define competitive states as instant states when ath-
letes compete. These states change dynamically, and athletes’
best performance in psychology and physics is called “the
best competitive state.” Bompa, a Romanian Canadian
Sports Training scholar, uttered that the competitive state
could be measured and evaluated, and he classified the com-
petitive states. If he achieved more than 98% of the best
results last year, the athletes have the best competitive state.
If he completed 96.5%~98%, the athlete’s state is normal; if
he achieved 95%~96.5% best results, the athlete’s state is
poor; if the best results are less than 95%, the athlete’s state
is worst. Here, the view of Chinese scholars is that the com-
petitive state is an instant state when athletes participate in
the competition.

2.4. Characteristics of Archery. Archery is an ancient sport.
Athletes complete bow pulling and archery action by stand-
ing still and coordinating force. The characteristics of
archery show the role of muscle in antifatigue ability during
long-time training [21]. The basic requirements of archery
are fast, accurate, and stable. “Fast” means that athletes’
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Figure 3: Athletes’ competitive state monitoring model.
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technical actions should be clear and fast. In the face of
changes in the external environment, athletes should
respond quickly and adjust themselves quickly. “Stability”
means that athletes need to overcome external and internal
interference and give stable play to their technical level and
control their emotions. “Accurate” means that athletes can
play their technical actions and hit the target accurately in
the competition.

Compared with other sports, archery athletes are greatly
affected by their psychological load. No matter in training
and conditions, athletes have tremendous psychological
pressure. The training activities require concentration, sensi-
tive and accurate proprioception, precise nerve control, fast
response, good information processing ability, decisive deci-
sion-making, and regular exertion of ability under huge
stress, all of which depend on the quality of athletes’ brain
function. The adaptation level of archers to the psychological
load will be directly reflected in the central nervous system
changes. Because it is simple, noninvasive, and repeatable,
EEG is one of the important means of clinical medicine
and brain cognitive science. The research athletes’ EEG fea-
tures can help athletes regulate their brain mechanism in

daily training and competition, enabling them to participate
in the competition in the best form and achieve the best
results.

Some scholars found that athletes’ EEG features could
reflect their tension and competitive states before the com-
petition. Some scholars analyzed the EEG of swimmers the
day before the match and found that there are special spatial
configurations of serotonin, acetylcholine, and dopamine in
their brain center. This demonstrates those athletes’ psycho-
logical state changes before the competition, and their psy-
chological loads before the competition can be monitored
by their EEG.

2.5. Athletes’ Competitive State Monitoring Based on RF. The
training state and brain features of athletes are tested
through experiments. According to the scores, the EEG fea-
tures of athletes with different scores are extracted, respec-
tively, the test indexes that can reflect athletes’ training
state are selected, and the scoring standards of each index
are established. Then, the athletes’ competitive state moni-
toring model is implemented based on the model. According
to the results, the real-time detection of athletes’ competitive
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Figure 5: Dominant frequency of the athletes’ brain band α under different training states.

Table 1: The scoring criteria of the dominant frequency of brain band α in different training states.

Scores of the dominant frequency of
brain band α

Information
dispersion

Scattered
information

Evenly
distribution

Concentrated
information

Highly concentrated
information

5 <30.7 30.7-40.5 40.6-47.8 47.9-60.8 >60.8
10 <27.8 27.8-43.9 44.0-51.7 51.7-64.5 >64.5
15 <24.6 24.6-41.7 41.8-48.4 48.5-63.3 >63.3
20 <27.1 27.1-44.2 44.3-50.7 50.8-62.7 >62.7
25 <27.5 27.5-38.7 38.8-45.1 45.2-56.3 >56.3
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states is realized, and the coaches can help regulate athletes’
competitive states according to the results. The implementa-
tion process of athletes’ competitive state monitoring model
is shown in Figure 3.

The classification accuracy of RF is essential to measure
the classification results of the RF model, which indicates
the proportion of correct classification datasets to the length
of all datasets. Its calculation equation is

Accuracy = Tcorrect
Tall

: ð7Þ

In equation (7), Tcorrect is the number of correct data for
RF classification in the test set, andTall is the data length of
all test sets.

2.6. Experimental Methods. Selection of subjects is as follows:
the sample set of the experiment is the archers of the
national training team, and the total number of subjects
is 57.

Test steps are as follows: use EEG to test the athletes,
respectively, and fill in the athlete’s psychological fatigue
questionnaire and automatic force rating table.

Test indexes are as follows: dominant frequency of α
brainwave, EEG entropy, central fatigue index, excitation
inhibition index, and brain functional state index.

The dominant frequency of brain band α [22] is as fol-
lows: it is the probability of each waveform. When the prob-
ability of the dominant frequency is the maximum, other
frequencies will decrease. And the information in the brain
will be more concentrated. On the contrary, when the prob-
ability of the dominant frequency in the brain decreases, the
brain’s concentration will decrease, reflecting the concentra-
tion of athletes’ attention to a specific event.

EEG entropy [23] is as follows: it shows the uncertainty
of brain band α and the order of dominant frequency. It also
reflects the response of athletes to external interference. The
entropy value of EEG is between 0 and 1. The smaller
the entropy value is, the less the brain band α is. The better
the order of the dominant frequency is, the smaller the influ-
ence of external interference on athletes is. It shows that the
information in the athletes’ brains is messy, and the impact
of external interference is great.

Major neurotransmitter levels include γ-gamma-amino-
butyric acid (GABA), glutamic acid (Glu), acetylcholine
receptor (AchR), acetylcholine (Ach), 5-hydroxytryptamine
(5-HT), noradrenaline (NE), and dopamine (DA). Among
them, GABA is an inhibitory neurotransmitter, and it affects
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Figure 6: Athletes’ EEG entropy test results in different training states.

Table 2: Scoring standard of the athletes’ EEG entropy test in
different training states.

Values of EEG
entropy

Better Good Normal Poor Worse

5 <0.43 0.43-
0.52

0.53-
0.68

0.69-
0.85

>0.85

10 <0.47 0.47-
0.57

0.58-
0.71

0.72-
0.80

>0.80

15 <0.53 0.53-
0.65

0.66-
0.74

0.75-
0.88

>0.88

20 <0.50 0.50-
0.64

0.64-
0.72

0.73-
0.87

>0.87

25 <0.57 0.57-
0.74

0.75-
0.85

0.85-
0.90

>0.90
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the excitability of neurons greatly. Glu is an excitatory neu-
rotransmitter. AchR includes muscarinic receptors and nic-
otinic receptors. The former produces a parasympathetic
excitatory effect, and the latter can excite postganglionic
neurons in an autonomic ganglion. Ach makes the human

brain stay conscious. 5-HT is a messenger and can produce
pleasant emotions. It has an important impact on regulating
brain activities such as emotion and energy. NE has both
inhibitory and excitatory effects. DA is related to human lust
and feelings and conveys excitement and happiness.
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Figure 7: Test results of primary neurotransmitter levels of athletes in different training states.
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Central fatigue index [24] is as follows: a value used to
show the degree of fatigue.

Excitation inhibition index [25] is as follows: a value
used to reflect whether the brain is excited.

Brain function state index [26] is as follows: a value used
to reflect brain synergy.

Data processing is as follows: it is used to score the ath-
letes according to the questionnaire, and then the training
status of the athletes is evaluated (the scores of the two ques-
tionnaires account for 50%, respectively). Athletes’ psycho-
logical fatigue questionnaire is developed by Raedke and
Smith in 2001. In the questionnaire, athletes’ psychological
states fall into three dimensions: emotional/physical exhaus-
tion, reduced sense of achievements, and negative evaluation
of sports, including 15 questions. The survey results of ath-
letes’ psychological fatigue questionnaire are divided into
five grades: “Never,” “rarely,” “sometimes,” “often,” and
“always,” with scores of 5 points, 10 points, 15 points, 20
points, and 25 points, respectively. The automatic force rat-
ing table is also divided into five levels, namely “very
relaxed”, “relaxed”, “slightly laborious”, “laborious” and
“very laborious” and the corresponding scores are 5 points,
10 points, 15 points, 20 points, and 25 points, respectively.

When the athlete’s final score is 5 points, 10 points, 15
points, and 20 points, it indicates that the athlete is not tired.
When his score is 25 points, the athlete is in a state of
fatigue.

In the questionnaire surveys, 57 athletes’ psychological
fatigue questionnaires are distributed, and 57 are recovered,
with a recovery rate of 100%. The number of effective ques-
tionnaires is 57, and the questionnaire efficiency is 100%. 57
automatic force rating questionnaires are distributed, and
57 are recovered, with a recovery rate of 100%. The number
of effective questionnaires is 57, and the questionnaire effi-
ciency is 100%.

3. Results

3.1. Brain Function Feature Data of Different Competitive
States. The questionnaire survey results on 57 athletes of
the national training team are shown in Figure 4.

Figure 4 shows that the size of athletes with 5 points is
small, and 3 athletes’ psychological states are “relaxed.”
The numbers of athletes with 15 points and 20 points are
more significant, and they are 16 and 19, respectively, indi-
cating that the overall competitive state of the athletes
is poor.

The dominant frequency of the athletes’ brain band α in
different competitive states is tested, and the average vari-
ance under different training degrees is calculated. The
results are shown in Figure 5.

Figure 5 shows that when the scores of training states are
5 points, 10 points, 15 points, and 20 points, the values of
athlete’s brain band α are approximate, and the difference
is not statistically significant. When the athlete’s training
score is 25 points, the values of their dominant frequency
of brain band α are lower than that of other states. Com-
pared with the nonfatigue state of 5 points, 10 points, 15
points, and 20 points, P > 0:05 and the difference are statis-
tically significant.

The values of athletes’ dominant frequency of brain band
α in different training states are analyzed, and the corre-
sponding scoring criteria are shown in Table 1.

The EEG entropy of athletes under different training
states is tested, and the test results are shown in Figure 6.

Figure 6 shows that when the score of the training state
is 25, their average score of the EEG entropy test is higher
than that of others, which has a significant difference com-
pared with other training states (P < 0:05), which is statisti-
cally significant. The EEG entropy of athletes at other
scores is not statistically significant.

The scoring standard of the athletes’ EEG entropy test in
different training states is established, as shown in Table 2.

The primary neurotransmitter levels of athletes under
different training states are tested, and the test results are
shown in Figure 7.

Figure 7 shows that with the increase of training state
scores, 5-HT and Ach in the main neurotransmitter levels
of athletes are growing, while DA shows a change of low-
high-low. As athletes continue to exercise, their dopamine
level gradually rises. When the athletes feel fatigued, their
states become worse, the pivot fatigue gradually appears,

Table 3: Scoring criteria of central fatigue index of athletes in
different training states.

Central fatigue
indexes

Very
relaxed

Relaxed
No

fatigue
Mildly
fatigued

Very
fatigued

5 <12.7 12.7-
16.9

17.0-
22.5

22.6-27.7 >27.7

10 <15.2 15.2-
19.7

19.8-
27.4

27.5-33.1 >33.1

15 <13.6 13.6-
19.3

19.4-
26.1

26.2-33.5 >33.5

20 <20.6 20.6-
25.3

25.4-
32.7

32.8-39.1 >39.1

25 <20.7 20.7-
27.3

27.4-
32.9

33.0-39.7 >39.7

Table 4: Scoring criteria of excitation inhibition index of athletes in
different training states.

Excitatory
inhibitory
indexes

Very
depressed

Depressed Normal Excited
Very
excited

5 <10.0 10.0-15.5
16.0-
21.5

21.5-
27.5

>27.5

10 <13.5 13.5-21.5 22-27.5
28.0-
32.5

>32.5

15 <12.5 12.5-18.0
18.5-
25.0

25.5-
31.5

>31.5

20 <11.0 11.0-16.5
17.0-
22.5

23.0-
28.0

>28.0

25 <10.0 10.0-16.5
17.0-
23.0

23.5-
27.5

>27.5
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and their excitement decreases, which makes their dopamine
level decrease accordingly. However, with the loss of ath-
letes’ training state, pivot fatigue gradually increases, and
athletes’ 5-HT and Ach also increase.

The central fatigue index and excitation inhibition index
of athletes in different training states are tested, and the
results are shown in Figure 8.

Figure 8 shows that the central fatigue index is also rising
with the continuous rise of athletes’ training state scores.
This indicates that the worse the athletes’ states are, the
more exhausted the athletes feel. And there is a significant
difference between athletes’ central fatigue index and their
dominant frequency of 20 and 25 points and between
their central fatigue index and their dominant frequency of

5, 15, and 20 points (P < 0:05), which is statistically
significant.

Under different training states, athletes’ 5-HT, Ach, and
central fatigue indexes change regularly. Their levels of 5-HT
and Ach will increase when the central nervous system is
anoxic and glucose-deficient. Based on the above, the evalu-
ation standard of the central fatigue indexes to evaluate ath-
letes’ fatigue states is only discussed. The scoring standards
of central fatigue index and excitation inhibition index of
athletes in different training states are shown in Tables 3
and 4.

The brain state indexes of athletes in different training
states are tested, and the test results are shown in Figure 9.

Figure 9 shows that when the training state score of ath-
letes is 25 points, the brain state index of athletes is the high-
est, which is significantly different from that of athletes at 5
points, 10 points, 15 points, and 20 points (P < 0:05). There
is no significant difference in athletes’ brain function state
index at other points.

The evaluation criteria of brain state indexes of athletes
in different training states are established, as shown in
Table 5.

3.2. Model Performance Test. According to the evaluation
criteria, the competitive states of athletes are divided into
five levels: excellent, good, general, poor, and very poor.
The monitoring model and the classification model based
on SVM monitor the competitive states of athletes, respec-
tively, and the test results of classification accuracy are
shown in Figure 10.

Figure 10 shows that when the RF model classifies the
competitive state of athletes, the classification accuracy is
greater than that of SVM models. When the competitive
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Figure 9: Test results of brain state indexes of athletes in different training states.

Table 5: Evaluation criteria of brain state indexes of athletes in
different training states.

Brain
state
indexes

Excellent
coordination

Good
synergy

General
synergy

Poor
synergy

Very poor
synergy

5 <9.3 9.3-
14.6

14.7-
21.9

22.0-
28.6

>28.6

10 <10.7 10.7-
15.3

15.4-
26.1

26.2-
28.7

>28.7

15 <7.8 7.8-
16.5

16.6-
22.7

22.8-
24.3

>24.3

20 <4.6 4.6-
13.1

13.2-
21.1

21.2-
23.6

>23.6

25 <16.3 16.3-
20.6

20.7-
27.5

27.6-
34.7

>34.7
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state of athletes is in the better and good states, the classifi-
cation accuracy gap between the RF model and SVM model
is small. Still, the competitive states of athletes are general
and poor. When their states are very poor, the classification
accuracy of the RF model is more than 90%, and it is much
higher than that of SVM models. The overall classification
accuracy of the RF model is 89.74%, which is much higher
than 80.35% of SVM models. This proves that the RF model
is better in detecting athletes’ competitive states.

4. Conclusion

The competitive ability of athletes is affected by their com-
petitive states. In the training stage, coaches usually regulate
the competitive state of athletes employing training rhythm
control and psychological counseling, so that athletes can
participate in the competition in the best form and play their
best in the match. The characteristics of archery are ana-
lyzed, and athletes’ competitive states are monitored through
their EEG features. The athletes’ training state is evaluated
using the questionnaires survey, the EEG feature data under
different training states are collected, and the EEG character-
istic evaluation criteria are established. The criteria provide a
basis for constructing the classification standard of athletes’
competitive states. An athlete’s competitive state monitoring
model is implemented based on RF and tested. The experi-
mental results show that when the athlete’s training state is
25 points, his dominant frequency, EEG entropy, central
fatigue index, excitation inhibition index, and brain state
index are significantly different from those of the other ath-
letes (P < 0:05). The athletes’ competitive states are classified
using the monitoring model, and the classification accuracy
of each index is greater than that of the SVM model. The

overall classification accuracy is 89.74%, higher than that
of the SVM model. The research helps coaches regulate ath-
letes’ competitive state in training, but there are still some
shortcomings. For example, the size of the samples is too
small, and the model implemented still has much room for
improvement, which will be the focus of the follow-up
research.
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Urban landscape space planning is an important application field of landscape ecology. With the continuous development of the
field of architectural optimization, more and more optimization methods have sprung up, including various intelligent
optimization algorithms. Such intelligent optimization algorithms usually rely on traditional building performance simulation
methods to obtain building performance indicators for optimization in the optimization process. However, intelligent
optimization algorithms generally require large-scale calculations. At the same time, the time required for building
performance simulation is often limited by the complexity of the building model and the configuration of the computer, which
leads to too long performance optimization time for designers in the project. With efficient and accurate feedback, building
performance optimization methods based on intelligent optimization algorithms are mainly used in scientific research and are
difficult to invest in actual projects. Because the traditional BP neural network has its own limitations and its insufficient
sample size and weak generalization ability in complex prediction problems, this paper uses the learning algorithm of
optimizing the BP neural network to propose an urban landscape space intelligent design model. This article introduces the
artificial neural network, a new application technology with the assistance of a geographic information system, and establishes
a BP neural network model for urban landscape ecological planning. Seven elements of distance and number of residential
points are used as input variables, patch density, fractal dimension, the Shannon diversity index, and aggregation degree are
selected as output changes, and 20 samples are carefully collected to train the network. The results show that the network
convergence effect is ideal and the generalization ability is strong, which provides a new simulation analysis method for
landscape ecological planning.

1. Introduction

Landscape ecological planning is a practical activity that uses
the principles of landscape ecology to solve ecological prob-
lems at the landscape level. It embodies the application value
of landscape ecology. It is particularly important to apply it
to urban fringe areas with fragile ecology and complex land-
scape pattern changes. Landscape ecological planning can be
understood as follows: based on regional, natural, social,
economic, and other aspects of information, dynamic plan-
ning of the regional landscape pattern from a macro-,
overall, and comprehensive perspective was developed, in
order to optimize the structure, protect the ecological bal-

ance, and promote the sustainable development the goal of
the region. The landscape pattern can be reflected by a set
of landscape indices, so the landscape ecological planning
process is essentially a nonlinear mapping process, that is,
the nonlinear mapping relationship between various terrain
factors and various interference effects (especially man-
made effects) and a set of landscape indices. In recent years,
the artificial neural network methods that have emerged at
home and abroad can extract regular knowledge from the
most primitive or statistical data, which is very suitable for
quantitative landscape ecological planning. With the devel-
opment of artificial neural network technology, researchers
have designed a variety of neural network models, which
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describe and simulate the biological nervous system at differ-
ent levels from different angles, and are used in various
fields, of which 80%~90% of the artificial neural network
models use BP network or its variation reflects the most elite
part of the artificial neural network [1–9].

From the application level, the time required for urban
landscape performance optimization will directly determine
the availability of optimization algorithms. Algorithm-based
urban landscape performance optimization is mainly
divided into two parts: urban landscape performance simu-
lation and urban landscape performance optimization. The
traditional urban landscape performance simulation process
is usually completed by various simulation software such as
EnergyPlus. The urban landscape performance optimization
process is usually completed by intelligent algorithms such
as a genetic algorithm through large-scale cluster search
and other methods. Therefore, the calculation time of the
entire urban landscape performance optimization process
consists of two parts, which will directly determine the
optimization efficiency. AgdasD. et al. believe that the com-
puting time of the integrated feedback system EnergyPlus is
several times that of other urban landscape energy consump-
tion estimation methods, and the computing time of the
energy consumption simulation algorithm is an important
part of the overall computing time. Si B. et al. compared
seven performances of three intelligent optimization algo-
rithms, including optimization efficiency, and the results
showed the optimization efficiency of the three algorithms.
Although they are not all the same, there is no big difference,
and the optimization efficiency is not high. Therefore, when
designers use algorithms to optimize urban landscape per-
formance, they often consider simplifying urban landscape
models to save optimization time, especially thermal physi-
cal models. Therefore, it is a very important and urgent
problem to take into account the complex urban landscape
performance simulation and efficient urban landscape per-
formance optimization. This is one of the reasons why this
paper uses the optimized BP neural network algorithm to
replace the dynamic simulation method of EnergyPlus
[10–14].

Because the BP (backpropagation) neural network has
the characteristics of self-learning, self-adaptation, distrib-
uted storage, etc., it is widely used in nonlinear prediction.
Some literature uses momentum gradient descent BP neural
network algorithm to predict the settlement of deep founda-
tion pits. However, the momentum gradient algorithm also
has its own shortcomings, such as slow convergence and
easy to fall into local minimums. Therefore, traditional BP
algorithms also have certain limitations. Genetic algorithm
(GA) has a strong global optimization capability, which is
globally optimized through selection, crossover, and muta-
tion operations. Therefore, the use of a genetic algorithm
to optimize a BP neural network can effectively make up
for the shortcomings of the traditional BP neural network
[15–22].

Since the relationship between building performance indi-
cators and variables is mostly black box models (such as the
EnergyPlus simulation software) rather than direct mathemat-
ical expressions, building performance optimization usually

cannot use traditional optimization methods based on func-
tional expressions and tends to choose smart algorithms. In
view of the high robustness of intelligent algorithms to optimi-
zation problems, there is no lack of research on using
intelligent algorithms to optimize building performance at
home and abroad.

Echenagucia et al. achieved the optimization of energy
consumption including heating, cooling, and lighting based
on the positional relationship of open spaces in the office
building and the parameters of the transparent envelope
structure in the initial stage of building design. The corre-
sponding optimization suggestions are given in the form of
the solution. Chen Tianchi uses Rhinoceros&Grasshopper
as the platform, Octopus as the multiobjective optimization
platform, and Ladybug+Honeybee as the simulation soft-
ware platform. The multiobjective optimization is carried
out with the sunlight index and natural ventilation index
as the objective function, so as to integrate energy-saving
optimization and other technologies into the early stage of
building design. The final optimization results are presented
with the Pareto boundary values. Chen Hang is based on the
parameterized platform Rhinoceros&Grasshopper.
The objective function selects the total energy consumption
of the building throughout the year (optimization target is
the smallest), daylight uniformity (optimization target is
the largest), and glare occurrence probability (optimization
target is the smallest), three optimization variables. It is the
window parameter of the building’s transparent envelope
structure; the standard model used for optimization is the
standard model of the interior corridor slab space building
in the office building in cold areas, and the extracted stan-
dard model is the final research object. Finally, a multiangle
analysis is carried out on the optimized optimal solution set
to provide a theoretical basis for the architectural window
design in the early stage of architectural design. Ma Chong
takes the exterior windows of office buildings in Guangzhou
as the optimization object, takes low energy consumption
and high comfort as the optimization goals, establishes a
multiobjective optimization problem, and uses EnergyPlus
and GenOpt to analyze and solve them in parallel. The
author first compares the advantages and disadvantages of
traditional algorithms and genetic algorithms, then deter-
mines the optimization decision variables as multiple
shading forms, and sorts and screens them for their
energy-saving potential; finally, the author chooses the total
energy consumption of the room and the dissatisfaction
PDD. In order to optimize the goal, multiobjective optimiza-
tion is carried out, the optimization result is finally analyzed,
and the most suitable sunshade form for office buildings in
the Guangzhou area is given [23–28]. The combination
of the artificial neural network and other traditional
methods will promote the continuous development of artifi-
cial intelligence and information processing technology.

Since this method contains many nonlinear elements
(such as activation functions), its application scenarios have
been greatly expanded, which can be summarized as the fol-
lowing three points: (1) regression problem: use BP neural
network to establish the mapping relationship between the
independent variable and the objective function; (2)
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classification problem: put the independent variable in a cer-
tain way; and (3) data compression: reduce data dimensions
during data transmission or storage.

2. Optimize the BP Neural Network Model

In recent years, artificial neural networks are developing
more deeply on the road of simulating human cognition.
The artificial neural network is a new type of algorithm
formed by simulating the biological organization of the
human brain. In the initial stage of development, artificial
neural networks were called perceptrons, and there was only
one level. The unique nonlinear adaptive information pro-
cessing capability of the artificial neural network overcomes
the shortcomings of traditional artificial intelligence
methods for intuition, such as pattern, speech recognition,
and unstructured information processing, making it useful
in neural expert systems, pattern recognition, intelligent
control, combinatorial optimization, forecasting, and other
fields that have been successfully applied. This perceptron
model has many advantages, such as a simple model and
low computational complexity. It can fit the internal rela-
tionship between the decision variable and the objective
function by learning various training sets to solve the prob-
lem of the limited ability of explicit function fitting.
However, since this model cannot fit nonlinear problems,
its applicable scenarios are greatly restricted. Therefore, the
artificial neural network based on the BP algorithm (BP neu-
ral network for short) came into being. This method
introduces the backward propagation of errors into the
learning process, so that the algorithm corrects the errors
by itself to meet certain error requirements. Therefore, this
paper uses the global search capabilities of genetic algo-
rithms to optimize the BP neural network structure to obtain
optimized initial weights and thresholds, so that the search
space of the solution can be located near the global optimal
solution, and then uses the BP neural network algorithm to
find the global optimal solution, so that it finally converges
to the global optimal solution.

The BP algorithm is used in a multilayer feedforward
network with a nonlinear transfer function, and it can theo-
retically approximate any nonlinear mapping relationship.
This extraordinary advantage makes the multilayer feedfor-
ward network more and more widely used. The basic
principle of the traditional BP algorithm is to use the gradi-
ent descent method to make the change of the connection
weight and bias always move in the direction of error reduc-
tion and finally achieve the minimum error. The BP algo-
rithm has the characteristics of simple structure, a small
amount of calculation, strong parallelism, and high robust-
ness. It is currently one of the most mature training
algorithms used in neural network training. However, it also
has many inherent flaws:

(1) Local convergence: from the principle point of view,
the optimization purpose of the BP neural network is
to find the minimum value of the error loss function.
Due to the complex structure of the multilayer BP
neural network, the optimal solution of its loss

function is actually a nonlinear model optimization
process. First of all, each update of the connection
weight and bias of the neural network is updated
by the gradient descent direction of some samples,
which will make the algorithm very easy to fall into
the local optimum. Furthermore, since the initial
parameters (including connection weights and bias)
of the neural network are initialized randomly each
time, and the neural network can fit a multidimen-
sional complex nonlinear model, the optimal value
of each local convergence will have a certain
difference

(2) Sample forgetting and slow convergence: because the
traditional BP algorithm uses a sample-by-sample
training algorithm, when the number of samples is
large, the overall error of the neural network will be
biased toward the gradient and error of the samples
that are sorted later, which makes the neural net-
work produce forgetting before. The trend of the
sample will also cause the convergence speed to slow
down or even fail to converge, which greatly limits
the application of neural networks to multivariate
complex problems

The activation function in the neural network is one of
the key factors that determine the performance of the neural
network, and it is an important part of the nonlinear
transformation of the neural network model. Since the
mathematical models of many engineering problems are
nonlinear, and linear models have many defects, it is
extremely important to introduce activation functions (espe-
cially nonlinear activation functions). There are many types
of activation functions in traditional BP neural networks,
and the more widely used Sigmoid function (Figure 1)
expression is:

f xð Þ = 1
1 + e−x

: ð1Þ

It can be seen from the function expression that this
function is a nonlinear function with a value range of (0,
1). With the increase of the independent variable x, the
derivative of the function first increases and then decreases.
Only when the value of x is near 0, the derivative value is the
largest. Due to its nonlinearity and global derivability,
the Sigmoid function is extended in the traditional BP neural
network. However, as the application of the BP neural net-
work has become more extensive, the actual problems have
become more complicated, and the model complexity of
the BP neural network has become higher and higher. This
exposes the defects of the Sigmoid function, mainly for the
following two points: (1) the problem of gradient disappear-
ance: it can be seen from the function expression that when
the input value is too small, the gradient almost approaches
0. This will make the update gradient too small and cause
training stagnation and gradient disappearance. (2)
Although the function is centrally symmetrical, the symmet-
rical point is not the origin, which will make the input
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variables of the hidden layer not centrally symmetrical at the
origin, which will affect the gradient descent method.

In response to these problems, in the development pro-
cess of the activation function, many improved functions
were used to replace the Sigmoid function, including the
tan h function. The expression of this function (Figure 1) is

f xð Þ = 1 − e−2x

1 + e−2x
: ð2Þ

However, when the value of x is too large or too small,
there will still be the problem of gradient disappearance,
which essentially does not solve the defects left by the Sig-
moid function.

The emergence of the ReLU function has accelerated the
final breakthrough in the direct supervision of deep network
training. Its use effect in the network is significantly better
than the previous Sigmoid and tan h functions, and it is
the most widely used activation function. The ReLU activa-
tion function has the following advantages: it solves the
problem of gradient disappearance and improves the train-
ing speed of the network. Its function expression is

ReLU xð Þ =
x, x > 0
0, x ≤ 0

(
: ð3Þ

The function image is shown in Figure 1. The ReLU
function can effectively solve the problem of gradient disap-
pearance, and because the function is simple in operation
and will not activate all neurons at the same time, the appli-
cation effect of the ReLU function in the BP neural network
is better than other functions.

BP neural network includes two processes of signal for-
ward propagation and error backpropagation and consists
of an input layer, a hidden layer, and an output layer. When
the actual output and expected output of the signal passing
forward exceed the set threshold, it will enter the backpropa-
gation phase. Due to the characteristic of gradient descent of
the error function, the connection weight of the hidden layer
can be continuously adjusted to optimize the learning net-
work structure. BP neural network is suitable for nonlinear
prediction due to its self-learning and self-adaptive charac-
teristics, and it is widely used in the field of data prediction.

Due to the large numerical difference between each input
index and output index, the original data needs to be stan-
dardized before entering the system. The standardized
expression is

xij′ =
xij − �xj
Sj

,

Sj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

mi=1
〠
m

i=1
xij′ − xj

� �2
s

,

�xj =
1
m
〠
m

i=1
xij,

ð4Þ

where x is the index and S is the standard deviation.
Genetic algorithm is inspired by natural selection and

genetic theories. It finds the global optimal solution through
three genetic operators of selection, crossover, and mutation
and has strong global optimization capabilities. It mainly
includes the processes of genetic coding, fitness function
design, selection, crossover, and mutation.

(1) Genetic coding: convert the solution space of the
problem to a search space that can be processed by
the genetic algorithm. It mainly includes real num-
ber encoding and binary encoding. This article
encodes based on the characteristic of real number
encoding that it is not easy to fall into the local
extremum

(2) Fitness function design: the fitness function is the
basis for selecting outstanding individuals based on
the objective function and should be nonnegative
and as simple as possible. This article uses the recip-
rocal of the sum of squares of errors, as shown in the
following formula

f = 1
∑N

i=1 Yi − Tið Þ2
, ð5Þ

where N is the total number of input samples, Yi is the
actual output of the i-th sample, and Ti is the expected out-
put of the i-th sample
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(3) Selection operation: according to the “survival of the
fittest” mechanism, individuals with greater fitness
are selected to form a new population. The greater
the fitness value of the individual, the greater the
probability of being selected into the new popula-
tion. The selection operation mainly includes the
roulette method and tournament method. This arti-
cle chooses the roulette method. Thus, it becomes

pk =
Fk

∑N
i=1Fi

, ð6Þ

where Fk is the fitness value of the individual

(4) Crossover operation: the chromosomes of two indi-
viduals in the population are crossed and exchanged,
and the excellent characteristics are inherited to the
new individual. Since this article is a real number
encoding method, it becomes

akj = akj 1 − bð Þ + aljb,
alj = alj 1 − bð Þ + akjb,

ð7Þ

where b is a random number between 0 and 1

(5) Mutation operation: its codes string to other alleles
to produce excellent individuals. The individual gene
mutation operation is shown in the following
formula:

aij =
aij + aij − amax

� �
× f gð Þ, r > 0:5

aij + amin − aij
� �

× f gð Þ, r ≤ 0:5

(
: ð8Þ

In the formula: amax and amin are the upper and lower
bounds of gene aij, respectively.

f gð Þ = r2 1 − g
Gmax

� �2
, ð9Þ

where r2 is a random number, g is the current iteration
number, Gmax is the maximum evolution number, and r is
a random number between 0 and 1. BP neural network has
strong local searchability and is very effective in data fitting,
but it is very sensitive to the initial weight and threshold of
the network. The slow convergence speed and the defects
of easy to fall into the local minimum will lead to poor pre-
diction results. However, genetic algorithms have strong
global search capabilities due to their selection, crossover,
and mutation operations. Combining the advantages of
genetic algorithm and BP neural network, a high-precision
prediction model is constructed, as shown in Figure 2.

3. Design Model Analysis

Combining with fuzzy systems, genetic algorithms, and evo-
lutionary mechanisms to form computational intelligence, it
has become an important direction of artificial intelligence
and will be developed in practical applications. The hidden
layer neuron combination method and the learning rate
are combined for training, and the mean square error of
the training set and the mean square error of the test set
obtained by each combination of learning rate training are
averaged to obtain the mean square error of the training
set (MSE) average value and test set mean square error
(MSE) average value, as shown in Table 1. Figure 3 shows
the training set MSE average value, the test set MSE average
value, and the trend of training times at convergence with
the learning rate picture. It can be found that the average
mean square error of the training set first rapidly decreases
with the increase of the learning rate and then slowly
increases; while the test set is slightly different, the average
mean square error of the training set first decreases rapidly
with the increase of the learning rate and then increases rap-
idly; training Algebra increases first and then decreases as
the learning rate increases. Among them, when the learning
rate is 0.001, the training algebra is the least, the convergence
speed is the fastest, but the mean square error average of the
training set, and the test set is the largest, that is, the model
falls into the local optimum. When the learning rate is 0.007,
the average mean square error of the training set and the
mean square error of the test set both reach the lowest value.
When the learning rate increases to 0.013, the average values
are higher, the number of training is less, and the situation of
nonconvergence or local optimality begins to appear. In
order to ensure that the model fully converges while pre-
venting the occurrence of overfitting, this model chooses
0.007 as the optimal learning rate.

Based on the optimal learning rate of 0.007, the first set
of training is performed on the hidden layer combination,
each combination is calculated five times, and the mean
square error of the training set and the mean square error
of the test set are calculated. The results are shown in
Table 1. In order to observe the impact of these 64 combina-
tions on the performance of the neural network more
intuitively, the data in the table will be presented in the
three-dimensional scatter plots (Figure 3). As shown in this
figure, the blue cross is the mean square error of the training
set, and the orange circle is the mean square error of the test
set. Among them, the size of the cross and the circle repre-
sents the relative size of the mean square error, and the
larger the shape, the larger the value. It can be seen that
when the number of neurons in hidden layer 1 and hidden
layer 2 is both at a small level, the average mean square error
of the training set and the average mean square error of the
test set are both at a higher level. The data set has almost no
fitting and generalization capabilities. As the number
increases, the mean square error of the training set and the
mean square error of the test set rapidly decrease, and
the fitting effect begins to increase. Figure 3 is a partial
three-dimensional scatter plot after filtering out part of the
excessively high mean square error, in order to more clearly
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observe the mean square error at the optimal solution. The
mean square error of the training set and the mean square
error of the test set also decrease until the maximum number
of neurons is reached. A [45,45] combination scheme
was used.

Therefore, based on the combination scheme of [45,45],
a second set of hidden layer combination schemes is set for
training. The combination scheme and training results are
shown in Figure 4. Each group of schemes is calculated five
times, and the average square error of the training set and
the average square error of the test set are averaged. The

average square error of the training set and the average
square error of the test set are calculated. The data in the
table is the same. It is presented in a three-dimensional scat-
ter chart, as shown in Figure 4.

From Figure 4, it can be found that as the number of hid-
den layer 1 and hidden layer 2 neurons increases, the average
mean square error of the training set generally shows a trend
of decreasing, while the average mean square error of the test
set tends to decrease first and then increase. Obviously, at a
certain combination of neurons, the neural network has
reached the maximum generalization ability. Before that,
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Figure 2: GA-BP neural network model prediction flow chart.

Table 1: Neural network performance indicators vs. different learning rates.

Learning rate 0.001 0.003 0.005 0.007 0.009 0.011 0.013

Train MSE 0.3646 0.1298 0.09251 0.08215 0.1806 0.1925 0.1845

Test MSE 0.7623 0.4177 0.1876 0.1396 0.5894 0.6963 0.5397

Number of iterations 60558 94401 129025 126755 126850 93139 101829
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the neural network fitting ability and generalization ability
continued to increase. After that, the neural network fitting
ability continued to increase, but the generalization ability
began to decrease, and the model began to appear
overfitting.

Combining Figure 5, it can be found that when the struc-
ture of the hidden layer is [54,54], the average mean square
error of the training set of the neural network is the lowest
among all neuron combination schemes, which is
0.001461, but the corresponding the average mean square
error of the test set is as high as 0.008668. This shows that
the BP neural network under this combination has a strong
fitting ability, but with low generalization ability, serious
overfitting phenomenon, and poor predictive ability for the
objective function of the unknown scheme. When the struc-
ture of the hidden layer is [45,43], the average mean square
error of the training set is 0.003414, and the fitting ability
ranks 9th among all combinations, but the average mean

square error of the test set is 0.003809, and the generaliza-
tion ability is the most strong, that is, the model has good
generalization ability while fully converging and belongs to
the most superior model in all groups.

For the final selected BP neural network model, the
group with the strongest generalization ability among
the five training results is selected as the optimal model,
and its accuracy and stability are analyzed in detail.
Figure 6 is the distribution diagram of the true value (or
actual value) obtained by simulation in the training set.
The abscissa is the number of sample sequences. Figure 6
is a comparison diagram of the true value obtained by the
simulation in the test set and the predicted value of the opti-
mal neural network model. The abscissa is the number of
sample sequences, a total of 997 groups, and the ordinate
is also -0.4-0.4. The average daily cooling energy consump-
tion in summer during the four days can be seen qualita-
tively from Figure 6 in which the predicted value of the
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average daily cooling energy consumption in summer is in
good agreement with the true value, and the prediction
model has a strong ability to fit and generalize.

In fact, the convergence process of the solution set in the
evolutionary algorithm consists of two parts: one is the
closeness between the Pareto optimal solution set and
the full solution set, and the other is the closeness between
the Pareto optimal solution set and the real Pareto optimal
solution set. It can reflect the convergence process from
the local optimal solution to the global optimal solution.
But the Pareto frontier in actual engineering is often unpre-
dictable (this is the core problem that the optimization
method needs to solve), so the second part of the conver-
gence process often cannot give a quantitative or qualitative
judgment. Therefore, this section mainly focuses on the
analysis of the convergence process mentioned in the first
part and analyzes the convergence process with the changing
trend of the maximum and minimum values of the two
solutions.

As shown in Figure 7. The Pareto optimal solution and
the minimum value of the full solution set in the two objec-
tive function dimensions have little change. This is mainly

because the optimization objective of this paper is the mini-
mum value of the function. The maximum changes in the
two dimensions are more obvious, and the maximum value
of the Pareto optimal solution is often smaller than the full
solution set. As the evolution progresses, the maximum
values of the two gradually approach and eventually tend
to coincide. This is mainly because, first, the proportion of
the Pareto optimal solution set in the full solution set has
increased and the distance between the second optimal solu-
tion and the dominant solution is getting closer. It can also
be seen in the figure that the maximum values of energy con-
sumption and thermal comfort both increase with the
growth of evolutionary algebra and eventually stabilize,
while the minimum values remain basically unchanged. This
shows that the two objective functions seek to find the min-
imum value of the understanding set and remain stable in
the early stage of evolution, while the maximum value
develops toward the direction of increasing the universality
of the solution set. It should be noted that the maximum
value of APMV’s total solution set and the Pareto solution
set has a slight upward trend in the 55th generation, which
means that the solution set is still evolving in the direction

 

M
SE

M
SE

Neuron 2

Neuron 2
Neuron 1

Neuron 1

36
40

43
45

36
40

43
4536

40
43

45

36
40

43
45

0

2

4

6

8
×10

–3

0.01

0.005

0

Figure 5: Mean square error.

–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0 500 1000 1500 2000Er
ro

r

Data

Test
Prediction

Figure 6: Comparison of test and prediction.

8 Journal of Sensors



of increasing generality, rather than not converging. The
MSE variation is shown in Figure 8.

It can also be known from the figure that the fluctuation
range of the maximum value is relatively large; especially,
the energy consumption is more obvious. There may be
two reasons for this phenomenon. One is that most of the
decision variables in this case are discrete variables, and
the other is that the previous multigeneration solutions
hover in multiple local optimal points, and finally, they are
near the stable place due to variation. This phenomenon
can be explained by the outliers in the box chart. This is very
normal, and it is also the meaning of the mutation rate set-
ting in the algorithm.

4. Conclusion

The research in this article still has some shortcomings. As
far as the scope of application is concerned, although the
two algorithms used in this article are theoretically suitable
for most building performance prediction and optimization
problems, the building performance prediction and optimi-
zation platform built in this article are only suitable for spa-

tial parameter optimization of small- and medium-sized
urban landscapes in cold regions. On the one hand, the spa-
tial generation method in this paper is derived from the
architectural features of small- and medium-sized urban
landscapes; on the other hand, the data set used for algo-
rithm model training in this paper is also derived from the
performance simulation results of small- and medium-
sized urban landscapes in cold areas. In terms of algorithm
theory, with the continuous development of deep learning
and intelligent algorithms, many new algorithms continue
to emerge, and it is very likely that there will be algorithms
with better performance than the algorithms in this article
in the future. Therefore, how to build a building perfor-
mance prediction and optimization platform with wider
applicability and better algorithm performance requires fur-
ther research.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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In order to further enhance the ecological environment construction of smart cities and promote its deep integration with
advanced technologies, such as the new generation of artificial intelligence and big data, this study constructs a data fusion
framework for the ecological environment of smart cities driven by multisource data and constructs an ecological environment
evaluation index system of smart cities in Guangzhou from 2010 to 2018. The ecological environment status of smart cities in
Guangzhou is analyzed by principal component analysis, and finally the, correlation influence degree of each principal
component content on the ecological environment index of smart cities is analyzed. The results show that environmental
excellence (K1), environmental restoration response (K2), and environmental pollution pressure (K3) are the main components
of the ecological environment in Guangzhou smart city. The environmental excellence and environmental restoration response
level are relatively high, and the environmental pressure system is relatively low, in which the greenland coverage rate increases
from 41.3% to 44.0%, and the urban sewage treatment rate and the decontamination rate of urban refuse increase year by year,
from 73.1% to 94.6% and from 72.1% to 99.9%, respectively. The results of principal component correlation analysis show that
there are interactive influences among environmental excellence (K1), environmental restoration response (K2), and
environmental pollution pressure (K3). The ecological environment index of smart cities increases with the improvement of
environmental excellence and environmental restoration response capacity, but gradually decreases with the increase of
environmental pollution pressure. Generally speaking, improving environmental excellence and environmental restoration
response will be the key to improve the ecological environment construction capacity of smart cities in the future.

1. Introduction

Nology to all walks of life in the city, so as to realize the deep
integration of urban informatization, industrialization, eco-
logicalization, and urbanization, improves the quality of
urbanization, realizes fine and dynamic management, and
improves the effectiveness of urban management and the
quality of life of citizens [1, 2]. Up to now, smart city is no
longer an independent informatization and digitization but
the embodiment of a series of integrated services and opera-
tion capabilities of finance, science and technology, data,

ecological environment, and other applications [3, 4]. The
2018 China Network Security and informatization Work
Conference pointed out that it is necessary to vigorously
promote the in-depth integration of artificial intelligence,
big data, digitization, informatization, and urban develop-
ment to provide a strong technical guarantee for the con-
struction of smart cities. Taking the “1 + N + 1”
comprehensive solutions of smart city as an example, 1 rep-
resents the smart city cloud, which is the digital base of the
city; N represents the smart city cloud as the support,
through the cross-border and fusion application of cloud
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data, to create solutions for N industries, including urban
greening, environmental pollution control, transportation,
medical health, AI education, and other different scenarios,
and finally forms a smart city brain by integration [5].

The construction of ecological civilization is an essential
link in the development process of smart city [6, 7]. In recent
years, the contradiction between the rapid economic devel-
opment and the construction of ecological environment
has become increasingly obvious. As a densely populated
area, the city is facing the problems of weakening environ-
mental greening, ecological environment pollution, and
scarcity of natural resources in the development process [8,
9]. The 19th National Congress of China clearly pointed
out in the construction of smart cities and ecological civiliza-
tion that in the future, the integration of ecological environ-
ment and smart city should be accelerated based on the
concepts of green, low-carbon, convenient, efficient, and
rapid response; under the support of new generation of
information technology, the green smart city should be built
to play the basic role of environmental informatization in
China’s environmental management innovation [10, 11].
Therefore, improving the ecological environment construc-
tion of smart city and promoting its deep integration with
the new generation of artificial intelligence, big data, and
other advanced technologies will be the development trend
of smart and ecological city in the future [12]. Guangzhou,
as a national pilot smart city, is also the core of Guangdong’s
smart city cluster, and its construction and development
model can be used as a construction sample for Guangdong
and even the whole country. However, the existing studies
still focus on the evaluation of information technology and
technological innovation, while ignoring the importance of
ecological environment construction.

Based on this, this study takes the first batch of smart cit-
ies, Guangzhou as the research object, according to the opin-
ions and suggestions on the development of “smart city” and
“ecological civilization” in the new urbanization construc-
tion, constructs a data fusion framework for the ecological
environment of smart cities driven by multisource data, con-
structs the Guangzhou smart city ecological environment
evaluation index system from 2010 to 2018, and uses the
principal component analysis method to analyze the ecolog-
ical environment status of smart cities in Guangzhou.
Finally, by constructing response surface model, this paper
analyzes the correlation influence degree of each principal
component content on the ecological environment index of
smart cities, thus revealing the current development trend
of ecological environment construction of smart cities in
Guangzhou.

2. Materials and Methods

2.1. Construction of Environment Evaluation Index System.
The ecological environment evaluation system of smart city
is a systematic analysis of comprehensive factors such as nat-
ural ecological environment, environmental governance, and
environmental carrying capacity. Based on this, this paper
focuses on the ecological environment evaluation of smart
cities and focuses on the evaluation of the ecological

environment of smart cities, with emphasis on the three
main factors of environmental state, environmental
response, and environmental pressure corresponding to the
ecological environment construction, while following the
principles of systematic, complete, quantifiable, and trace-
able data to determine the ecological environment evalua-
tion indicators. This study selects nine indexes, such as
greenland coverage rate, forest coverage rate, water supply
popularizing rate, decontamination rate of urban refuse,
urban sewage treatment rate, comprehensive utilization rate
of industrial solid waste, industrial waste gas discharge,
industrial wastewater discharge, and industrial solid waste
discharge to construct an ecological environment evaluation
index system of smart city, as shown in Table 1.

2.2. Selection of Evaluation Methods and Data Sources. This
study uses the principal component analysis to carry out sta-
tistical analysis. Under the condition of minimum loss of
information, multiple indexes are transformed into fewer
comprehensive evaluation indexes (i.e., principal compo-
nents), in which each principal component is a linear com-
bination of the original index variables, and the correlation
between the principal components is unknown [13, 14].
Based on this, this study selects Guangzhou City in the Pearl
River Delta region as the research object and uses the princi-
pal component analysis method to evaluate the environmen-
tal index system.

2.2.1. Selection of Dimensionless Method. Due to the great
differences in the value range, measurement unit, and data
nature of the selected indexes, in order to get more objective
weight, this study adopts entropy method to standardize the
data, and the calculation formula is as follows:

Pij =
Qij − �Qij

� �

Sj
, ð1Þ

Sj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
Qij − �Qij

� �2
s

: ð2Þ

Among them, Pij is the data result after standardization
processing; Qij is the original data of the calendar year in
the jth index research period, and �Qij is the average data
in the jth index research period; and Sj is the standard devi-
ation of the jth index.

2.2.2. Construction of Principal Component Factor Score
Function. The standardized coefficient matrix of evaluation
index system can be obtained after data standardization pro-
cessing, and then, principal component factor analysis is car-
ried out by SPSS software, so as to obtain variance
contribution rate, component matrix, and component score
coefficient matrix of each component. M principal compo-
nents with accumulated variance contribution rate greater
than 90% are selected as principal components, and the
principal component factor score function Km is constructed
by combining the component matrix, and its calculation
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formula is as follows:

Km = Am1P1 + Am2P2+⋯+AmnPn: ð3Þ

Among them, Km is the score function of principal com-
ponent factor; P1, P2 ⋯ Pn are the standardized evaluation
indexes of ecological environment; and Am1, Am2 ⋯ Amn
are the factor coefficients of the mth principal component.

2.2.3. Determination of Comprehensive Evaluation Index.
With the variance contribution rate of each component
and the factor score function of each main component are
combined, the comprehensive evaluation index Ki of ecolog-
ical environment in smart city is finally obtained, and its cal-
culation formula is as follows [15, 16].

Ki = 〠
t

m=1
FmKim: ð4Þ

Among them, Ki is the comprehensive evaluation index
of the ith ecological environment evaluation index in smart
city, Fm is the variance contribution rate of themth principal
component, and Kim is the score function of the mth princi-
pal component factor in the ith year.

2.2.4. Data Sources and Analysis. The index data of this
study are all from the Guangdong Statistical Yearbook from
2010 to 2018, and the principal component analysis method
of SPSS20.0 is used for data processing and analysis.

2.3. Correlation Analysis of Environment Evaluation Indexes.
In order to further consider the correlation effect of the prin-
cipal components of ecological environment in Guangzhou
smart city, this study uses the principal components as
response variables, and the ecological environment index
of smart city as dependent variable to build a response sur-
face model, using Deign Expert 10.0 Software to design
Box-Beheken response surface test and analyze the results.
The results of variance analysis obtained are shown in the
following Table 2. The binary multiple regression equation
for the Smart City Ecosystem Index is as follows: R = 78:06
+ 7:28A + 6:34B − 2:24C − 1:11AB − 0:61AC − 2:23 BC −
0:79A2 + 1:05B2 − 0:48C2, F = 8:95, which shows that the
response surface model constructed in this study has P <

0:01, indicating that the model has significant differences
and can be used for the correlation analysis on influencing
factors of ecological environment index of smart cities in
Guangzhou.

3. Results and Discussion

3.1. Empirical Analysis on the Principal Components of
Ecological Environment Construction in
Guangzhou Smart City

3.1.1. Extraction and Structural Analysis of Principal
Components. SPSS20.0 is used to conduct factor analysis
on the standardized coefficient matrix, and three principal
components which can fully reflect the ecological environ-
ment of Guangzhou City are selected under the condition
of eigenvalue > 1. The cumulative variance rates are
63.53%, 78.33%, and 91.02%, respectively. Further analysis
is carried out on the structure of each principal component.
Table 3 shows the analysis results of the ecological environ-
ment component matrix and principal component scores in
Guangzhou. It can be seen that among the components of
the first principal component, forest coverage (X2), water
supply popularizing rate (X3), and greenland coverage rate
in built-up area (X4) account for the largest proportion.
Therefore, the first principal component of Guangzhou
ecological environment is set as variable K1, representing
environmental excellence. Similarly, the second and third
principal components of Guangzhou’s ecological environ-
ment are set as variables K2 and K3, respectively. Among
the elements of K2, the proportion of decontamination
rate of urban refuse (X1), urban sewage treatment rate
(X5), and comprehensive utilization rate of industrial waste
(X7) is the largest, so the proposed variable K2 is the envi-
ronmental restoration response; among the elements of K3
, the proportion of industrial waste gas discharge (X6),
industrial wastewater discharge (X8), and industrial solid
waste discharge (X9) is the largest, so the proposed vari-
able K3 is environmental pollution pressure. To sum up,
the principal components of Guangzhou’s ecological envi-
ronment are environmental excellence (K1), environmental
restoration response (K2), and environmental pollution
pressure (K3).

Table 1: Construction of ecological environment evaluation index system of smart city.

System layer Index layer Unit Index code

Environment evaluation index system of smart city

Decontamination rate of urban refuse % X1

Forest coverage rate % X2

Greenland coverage rate % X1

Water supply popularizing rate % X4

Urban sewage treatment rate % X5

Industrial waste gas discharge 100 million cu.m X6

Utilization rate of industrial solid waste % X7

Industrial wastewater discharge 100 million tons X8

Industrial solid waste discharge 10000 tons X9
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3.1.2. Dynamic Measurement of Principal Component and
Comprehensive Evaluation Index. According to the results
of principal component structure analysis, the comprehen-
sive evaluation index in each principal component of ecolog-
ical environment in Guangzhou is calculated by using
formula (2) and formula (3). The dynamic changes of index
parameters of each principal component with the study year
are shown in Figures 1–3, respectively. As a first-tier city in
China, Guangzhou was selected into the first batch of smart
cities in 2014. In the development of smart city construction,
the ecological construction of Guangzhou presents a steady
rising trend and is superior to the level of smart city con-
struction in five years. In general, the response level of envi-
ronmental excellence and environmental restoration is
relatively high, and the environmental pressure system is rel-
atively poor. In recent years, Guangzhou has always followed
the development concept of “low carbon economy, smart
city, happy life” as an ecological smart city and vigorously
promoted the organic integration of economic construction
and ecological construction [17]. Figure 1 shows the
dynamic change law of each index parameter under the con-

dition of environmental excellence (K1). It can be seen from
Figure 1 that the excellent environment rate, as the first prin-
cipal component, is the main factor affecting the ecological
environment of smart cities in Guangzhou. During 2010-
2018, the greenland coverage rate and forest coverage rate
of built-up area showed an overall growth trend, in which
the greenland coverage rate of built-up area increases from
57.0% to 58.98% and then slightly decreased to 58.59%, with
the overall greening rate improving to a certain extent. As a
supplementary factor for the environmental excellence, the
water supply popularizing rate showed a dynamic and bal-
anced development trend, and the overall water supply rate
reached 98%, which was in the forefront of the country.

Figure 2 shows the dynamic change law of each index
parameter of environmental restoration response (K2). It
can be seen from Figure 2 that the urban sewage treatment
rate, decontamination rate of urban refuse, and comprehen-
sive utilization rate of industrial solid waste are the three
major indexes that feed back the ecological environment res-
toration response ability of smart city. Generally speaking,
the urban sewage treatment rate and decontamination rate
of urban refuse in Guangzhou are increasing year by year,
from 73.1% to 94.6% and 72.1% to 99.9%, respectively. The
improvement of environmental protection technology of
wastewater and solid waste effectively promotes the environ-
mental restoration response capacity in Guangzhou. On the
other hand, the comprehensive utilization rate of industrial
solid waste has always been in a state of dynamic fluctuation,
ranging from 83.76% to 90.77%. Since 2014, Guangzhou has
attached great importance to the construction of “smart
Guangzhou” ecological environment, put forward the devel-
opment concept of “low-carbon economy, smart city, happy
life,” and issued the “1 + 15” policy document system to pro-
mote the development of ecological smart city, calling on
local universities, such as Sun Yat-sen University and South
China Agricultural University, to jointly develop green treat-
ment technology of waste gas, waste liquid, and solid waste,

Table 2: Variance analysis results of response surface test design of ecological environment index in smart city.

Source Sum of squares df Mean square F value P value

Model 819.66 9 91.07 8.95 0.0043

A-environmental excellence rate 424.28 1 424.28 41.68 0.0003

B-environmental remediation capability 321.31 1 321.31 31.57 0.0008

C-environmental pollution pressure 39.96 1 39.96 3.93 0.088

AB 4.91 1 4.91 0.48 0.5099

AC 1.5 1 1.5 0.15 0.7124

BC 19.85 1 19.85 1.95 0.2053

A2 2.61 1 2.61 0.26 0.628

B2 4.66 1 4.66 0.46 0.5203

C2 0.98 1 0.98 0.096 0.7652

Residual 71.25 7 10.18

Lack of fit 70.37 3 23.46 107.42 0.0003

Pure error 0.87 4 0.22

Cor total 890.91 16

Note: ∗indicates significant difference, P < 0:05; ∗∗indicates extremely significant.

Table 3: Component matrix of ecological environment in
Guangzhou.

Index
Component

1 2 3

X1 -0.945 0.561 -0.084

X2 0.933 0.165 -0.182

X3 0.928 0.277 -0.218

X4 0.799 -0.296 0.212

X5 0.462 0.856 0.200

X6 -0.327 -0.846 0.495

X7 0.528 0.731 0.341

X8 -0.051 -0.702 0.589

X9 -0.099 -0.091 0.957
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comprehensively improve the restoration and response
capabilities of ecological environment [18].

Although the restoration and response capabilities of
ecological environment in Guangzhou smart city is

improving year by year, it is also facing the environmental
pollution pressure caused by the discharge of waste gas,
waste liquid, and solid waste. Figure 3 shows the dynamic
change law of various index parameter of environmental
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pollution pressure (K3). It can be seen from Figure 3 that the
discharge of waste gas, waste liquid, and solid waste gener-
ally shows a trend of first decreasing and then increasing,
among which the discharge of industrial wastewater
rebounded sharply to 2.27 after reaching the lowest value
of 48 million tons in 2011, and then maintained a relatively
stable state. The discharge of solid waste first decreased from
6.921 million tons in 2010 to 4.596 million tons in 2015, and
then gradually increased to 5.9377 million tons. The dis-
charge of industrial waste gas decreased from 442.737 billion
cubic meters in 2010 to 321.75 billion cubic meters in 2012,
and then increased to 413.217 billion cubic meters year by
year. It can be seen that despite the great pressure, Guang-
zhou has taken corresponding improvement measures in
various aspects to effectively alleviate the pressure of envi-
ronmental pollution. For example, in terms of air environ-
ment improvement, deepen the source analysis of nitrogen
oxides and volatile organic compounds by implementing
PM2.5 and ozone coordinated control; strengthen the con-
trol of mobile source pollution, promote the early elimina-
tion of old cars, and increase the prevention and control of
pollution such as diesel trucks, ships, and construction
machinery. In the aspect of water environment improve-
ment, by strengthening the water environment management
of the main stream of the Dongjiang River North, the back
channel of the Pearl River, the Baini River, and the front
channel of the Pearl River, to ensure the rectification of
block and the central environmental protection inspectors
and to ensure that the water quality meets the require-
ments [19].

3.2. Correlation Analysis on Principal Components of
Ecological Environment Construction in Guangzhou
Smart City. The contour of the response surface model is
the projection of the response surface 3D model in the hor-
izontal direction, which reflects the degree of interaction
between two interactive factors. The more the contour tends
to be elliptical, the more significant the interaction between
the two factors is. The more the contour tends to be circular,
the less significant the interaction is [20, 21]. Figure 4 shows
the correlation between each principal component of ecolog-
ical environment evaluation system in Guangzhou smart
city. By analyzing and comparing the contour map of two
principal components, it can be seen that the steepness of
contour line of environmental pollution pressure (K3) is
more gentle than that of environmental excellence (K1)
and environmental restoration response (K2), which indi-
cates that the significance of environmental excellence (K1)
and environmental restoration response (K2) is greater than
that of environmental pollution pressure (K3). By further
comparing the contour map of the environmental excellence
(K1) and the environmental restoration response (K2), the
steepness of the environmental restoration response (K2) is
greater, which indicates that the influence of the environ-
mental restoration response (K2) on the ecological
environment index of smart cities is more obvious [22].
On the other hand, by analyzing and comparing the pairwise
principal component 3D interaction model, it can be seen
that when K1 and K2 interact, the ecological environment
index of smart city increases with the improvement of envi-
ronmental excellence and environmental restoration
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Figure 3: Dynamic change law of each index parameter of environmental pollution pressure (K3).
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response; when K1 and K3 interact, the ecological environ-
ment index of smart city increases with the increase of envi-
ronmental excellence (K1), showing a linear growth trend,
while gradually decreases with the increase of environmental
pollution pressure (K3). The optimization analysis shows
that when the state of environmental excellence tends to
the maximum (K1 = 80), the environmental restoration
effect tends to the maximum (K2 =80) and the environmen-
tal pollution pressure tends to the minimum (K3 = 20), at
this time, the ecological environment index of the smart city
can reach the maximum value of http://95.43. To sum up,
although the pressure of environmental pollution will have
a certain degree of negative impact on the ecological envi-
ronment of smart city, the key to improve the ecological
environment construction of smart city is to improve the
environmental excellence and the environmental restoration
response.

4. Conclusion

(1) By integrating the natural ecological environment,
environmental governance, environmental carrying
capacity, and other comprehensive elements, a data
fusion framework for the ecological environment of
smart cities driven by multisource is constructed,
and an ecological environment evaluation index sys-
tem of smart city in Guangzhou from 2010 to 2018 is
constructed

(2) The results of empirical analysis on principal com-
ponent show that environmental excellence (K1),
environmental restoration response (K2), and envi-

ronmental pollution pressure (K3) are the main
components of the ecological environment of smart
city in Guangzhou. The environmental excellence
and environmental restoration response level are rel-
atively high, and the environmental pressure system
is relatively low, among which the greenland cover-
age rate increases from 41.3% to 44.0%, and the
urban sewage treatment rate and the decontamina-
tion rate of urban refuse increase year by year, from
73.1% to 94.6% and from 72.1% to 99.9%,
respectively

(3) The results of principal component correlation and
influence analysis on ecological environment con-
struction of smart city in Guangzhou show that there
are interactions among environmental excellence
(K1), environmental restoration response (K2), and
environmental pollution pressure (K3). The ecologi-
cal environment index of smart cities increases with
the improvement of environmental excellence and
environmental restoration response, but decreases
gradually with the increase of environmental pollu-
tion pressure. Generally speaking, improving envi-
ronmental excellence and environmental
restoration response is the key to enhance the eco-
logical environment construction of smart cities

Data Availability

The labeled dataset used to support the findings of this study
is available from the corresponding author upon request.
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In order to improve the effect of English listening teaching, this paper combines the interactive needs of English listening teaching
to analyze the current problems in English listening teaching. Moreover, according to the actual needs of the intelligent English
teaching system, this paper conducts research on the high-order cumulant signal-to-noise ratio estimation method and
combines data analysis to improve the algorithm to obtain an intelligent algorithm suitable for English listening teaching. In
addition, this paper combines the algorithm to construct an English listening teaching system based on a multimedia
intelligent-embedded processor and applies the embedded processor to intelligent English listening teaching. Finally, this paper
builds an intelligent system to solve the current problems in English listening teaching and improve the effect of English teaching.

1. Introduction

At present, there are still major problems in English listening
teaching in some colleges and universities, but this teaching
link is the key to improving students’ English ability. There-
fore, in the future development process, colleges and univer-
sities need to continuously improve and innovate teaching
models and teaching ideas based on current problems and
use advanced teaching methods to improve students’ English
skills. From the perspective of teachers, English teachers in
colleges and universities do not pay enough attention to
the teaching of English listening, and the formalization is
obvious, and the recording of English texts is mainly played
in the class, and the mode is relatively simple. Some teachers
think that the English listening link is a waste of most of the
class time, so they often omit this link in class, resulting in
lower listening proficiency of students [1]. From the per-
spective of students, there are two main factors that affect
the improvement of their English listening level: knowledge
barriers and noninformation barriers. The so-called intellec-
tual barriers are problems in cultural background knowledge
and language knowledge, including grammatical knowledge,
vocabulary knowledge, and phonetic knowledge. Having

good speech skills is the prerequisite and foundation of
listening. Individual learners have been practicing English
for many years, and their reading and writing skills have
reached a certain level, but their listening skills are relatively
low. The main reason is the lack of phonetic knowledge [2].
In recent years, the scale of enrollment of colleges and uni-
versities has been expanding, and the entrance threshold
has been gradually reduced. Due to the poor English founda-
tion of students, their pronunciation skills are even worse.
Nonintellectual barriers refer to barriers in listening
methods, skills, and psychology. College students have poor
learning foundations and skills, so they will inevitably have
emotions such as fear and anxiety during the learning
process, which directly leads to a decrease in their interest
in English learning. In addition, methods and skills are also
key factors that affect the improvement of English listening
ability, so they need to be paid attention to. From the
perspective of college English courses, although this subject
is a basic course, there is still a problem of a small amount
of courses. However, the emergence of this problem will
directly cause students to ignore this course and attach
importance to other “professional” courses that involve
more. In addition, even if the amount of courses is up to
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the standard, some colleges and universities still involve less
listening courses and cannot provide students with compre-
hensive listening training [3]. The emotional factors that
affect college students’ English listening learning include
motivation, attitude, personality, belief, and self-confidence.
The learning motivation is the inner force that promotes
students to carry out learning activities and directly affects
the learning effect. It mainly includes result motivation,
integration motivation, and instrumental motivation. Self-
confidence is the judgment and evaluation of students on
their own learning process, which can guide students to
actively participate in learning activities. All in all, emotion
is the filter of knowledge learning, and the knowledge
input to the brain can only be fully absorbed by students
after being filtered. Interaction design has developed rapidly
in recent years, and along with the cross-development of
other professions and technologies, it has produced many
amazing results, changing and subverting people’s lifestyles,
the behavioral relationship between “people and things,”
and “people and things.” The group relationship of “people”
and the cultural relationship of “people and society” have
been redefined under the impetus of new technology. The
revolution of information technology has brought tremen-
dous changes to the development of human society and
directly promoted the overall innovation of production
methods, communication channels, and business models
related to the design discipline. From the perspective of disci-
plinary development, we need to review interaction design
from the perspective of evaluation and then reverse the eval-
uation method of interaction design. This paper combines
the multimedia intelligent-embedded processor to analyze
English listening teaching and builds an intelligent English
listening model to improve the effect of English listening
teaching.

2. Related Work

In the embedded field, embedded processors play an impor-
tant role and are leading the development of the entire
embedded field. Many domestic and foreign companies have
participated in the development boom of embedded proces-
sors and developed various products. The development ver-
sion of the commercial embedded processor has further
promoted the research and application of embedded proces-
sors [4]. At present, the embedded processor system is
widely used, and the smart terminal field is widely optimis-
tic. Many domestic and foreign developers are increasing
investment and developing new products. The embedded
processor will be their preferred operating system. As an
excellent representative of free software, Linux has devel-
oped rapidly in less than ten years due to its unique charac-
teristics of high efficiency, safety, and dynamic loading [5].
At present, the scope of application of embedded systems
at home and abroad mainly includes aerospace, NASA’s
Mars Climate Orbiter, “Polar Lander,” and “Deep Space
Two,” and other Mars probes use embedded systems. In
the VxWorks system, information appliances include digital
set-top boxes, digital TVs, video phones, home networks,
and mobile PDAs; the industrial market has control equip-

ment, industrial control boards, instruments, etc. [6]; in
addition to advanced medical diagnostic equipment, smart
houses, smart office, etc. are indispensable for the core tech-
nology of embedded systems [7]. Due to the rapid develop-
ment of technology, the diversification of user needs, and
the continuous advancement of differentiation, the develop-
ment of embedded intelligent terminal systems has become
an emerging scientific research field and industry. According
to the definition of the British Institute of Electrical Engi-
neers, an embedded system is a device that controls and
monitors auxiliary equipment, machinery, or even factory
operations [8]. Embedded systems mainly include hardware
and software. With the increase in system complexity and
the development of hardware integration technology, a
higher-performance microprocessor has become the core
hardware component of the embedded system; the software
has only the program block with a single control function
which has developed into a software system with layers
and embedded operating systems [9]. With the deepening
of the information age, the development of digitization has
become an inevitable trend, and one of the core technologies
of digitization is digital signal processing [10]. Digital signal
processing is the use of computers or special processing
equipment to collect, transform, filter, estimate, enhance,
compress, and identify signals in digital form to obtain a sig-
nal form that meets people’s needs. Digital signal processing
(DSP) is an emerging discipline that involves many disci-
plines and is widely used in many fields at the same time
[11]. For example, in the field of mathematics, calculus,
probability and statistics, stochastic processes, and numeri-
cal analysis are all basic tools for digital signal processing
and are closely related to network theory, signal and system,
cybernetics, communication theory, and fault diagnosis. In
recent years, some emerging disciplines, such as artificial
intelligence, pattern recognition, and neural networks, are
inseparable from digital signal processing [12]. It can be said
that digital signal processing takes many classic theoretical
systems as its theoretical basis and at the same time makes
itself the theoretical basis of a series of emerging disciplines.
With the rapid development of computer and information
technology, digital signal processing technology emerged
and developed rapidly. Especially in the application of
embedded computers, DSP technology has become one of
the mainstream directions of computer technology develop-
ment today, mainly in the field of measurement and control.
The purpose of the embedded system is to provide a com-
plex digital system with multitasking and networking as
the core which is easy to develop. From the perspective of
digital technology and information technology, embedded
systems have become the basic technology of modern infor-
mation network technology applications and have become
the basic technology in the field of modern industrial control
[13]. Although the theory of digital signal processing has
developed rapidly, it is no exaggeration to say that the birth
and development of DSP chips have played a very important
role in the technical development of communications, com-
puters, and control in the past 20 years [14]. The task of dig-
ital signal processing needs to be completed by DSP devices
to a large extent. DSP technology has become a cutting-edge
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technology that people are paying more and more attention
to and getting rapid development. DSP is a device that pro-
cesses a large amount of information with digital signals.
The new DSP not only has data processing capabilities but
also integrates more and more other components inside,
which can form a new DSP-embedded application system,
which not only has other microprocessing. The advantages
of the embedded system of the processor and the single-
chip microcomputer have a unique high-speed digital signal
processing capability [15].

3. High-Order Cumulant Signal-to-Noise Ratio
Estimation Method

The main step of the high-order cumulant method is to cal-
culate the result of the conversion of high-order quantities
into signal moments. According to the connection of signal
moment, noise power, and signal power, the estimated value
of signal and noise power is calculated, respectively, and
then, the corresponding signal-to-noise ratio is obtained.
For a zero-mean k-order random process xðnÞ, the values
of l have different time nodes: the higher-order moments
and higher-order cumulants of xðnÞ, xðn − k1Þ,⋯, xðn −
kl−1Þ are defined as equations (1) and (2):

ml k1, k2,⋯, kl−1ð Þ =mom x nð Þ, x n − k1ð Þ,⋯, x n − kl−1ð Þf g,
ð1Þ

cl k1, k2,⋯, kl−1ð Þ = com x nð Þ, x n − k1ð Þ,⋯, x n − kl−1ð Þf g:
ð2Þ

We assume that X = ðx1,⋯,xlÞ is a vector and I = ð1, 2
⋯ , lÞ is the indicator set of vector X. If I ⊆ Ix, then XI rep-
resents each component of IX vectors. Suppose the vector
XI = ðχ1,⋯, χnÞ, and if χi = 1, then i ∈ I, and if χi = 0, then
i ∉ I. These vectors have a one-to-one correspondence with
the set I ⊆ Ix. Therefore, you can get [16]

mx Ið Þ =m χ Ið Þð Þ
x ,

cx Ið Þ = c χ↓ð Þ
x :

ð3Þ

In other words, mxðIÞ and cxðIÞ are the moments and
cumulants of the subvector X of XI . According to the above
formula, we get [17]

cx Ið Þ = 〠
UpIp=I

−1ð Þq−1 q − 1ð Þ!
Yq
p=1

mx Ip
� �

: ð4Þ

Among them, Cx(I) represents the sum in all divisions of
I1 ≤ q ≤NðIÞ.

For formula (4), l = 1, l = 2, and l = 3 are as follows:

l = 1 : c1 x1ð Þ = E x1f g, ð5Þ

l = 2 : c2 x1, x2ð Þ = E x1x2f g − E x1f gE x2f g, ð6Þ

l = 3 : c3 x1, x2,ð x3Þ = E x1x2x3f g − E x1f gE x2x3f g
− E x2f gE x1x3f g − E x3f gE x1x2f g + 2E x1f gE x2f gE x3f g:

ð7Þ
Based on the previous derivation of the formula and

their respective connections, for a complex random variable
with zero mean, the moment is defined as [18]

Mp+q,p = E xp x∗ð Þq½ �: ð8Þ

We define its cumulative amount as

Cp+q,p = cum x,⋯x, x∗,⋯, x∗½ �: ð9Þ

Among them, x is the p item, and x∗ is the q item.
For a complex random process x with zero mean, we

have

cum1
4 l1, l2, l3ð Þ = cum4 X

∗ kð Þ, X k + l1ð Þ, X k + l2ð Þ, X∗ k + l3ð Þ½ �
= E X∗ kð ÞX k + l1ð ÞX k + l2ð ÞX∗ k + l3ð Þ½ �

− E X∗ kð ÞX k + l1ð Þ½ � ⋅ E X k + l2ð ÞX∗ k + l3ð Þ½ �
− E X∗ kð ÞX k + l2ð Þ½ � ⋅ E X k + l1ð ÞX∗ k + l3ð Þ½ �
− E X∗ kð ÞX k + l3ð Þ½ � ⋅ E X k + l1ð ÞX∗ k + l2ð Þ½ �,

ð10Þ

cum2
4 l1, l2, l3ð Þ = cum4 X kð Þ, X k + l1ð Þ, X k + l2ð Þ, X k + l3ð Þ½ �

= E X kð ÞX k + l1ð ÞX k + l2ð ÞX k + l3ð Þ½ �
− E X kð ÞX k + l1ð Þ½ � ⋅ E X k + l2ð ÞX k + l3ð Þ½ �
− E X kð ÞX k + l2ð Þ½ � ⋅ E X k + l1ð ÞX k + l3ð Þ½ �
− E X kð ÞX k + l3ð Þ½ � ⋅ E X k + l1ð ÞX k + l2ð Þ½ �,

ð11Þ
cum3

4 l1, l2, l3ð Þ = cum4 X kð Þ, X k + l1ð Þ, X k + l2ð Þ, X∗ k + l3ð Þ½ �
= E X kð ÞX k + l1ð ÞX k + l2ð ÞX∗ k + l3ð Þ½ �

− E X kð ÞX k + l1ð Þ½ � ⋅ E X k + l2ð ÞX∗ k + l3ð Þ½ �
− E X kð ÞX k + l2ð Þ½ � ⋅ E X k + l1ð ÞX∗ k + l3ð Þ½ �
− E X kð ÞX∗ k + l3ð Þ½ � ⋅ E X k + l1ð ÞX k + l2ð Þ½ �:

ð12Þ
According to the formula of the above algorithm, the

MPSK signal is simulated below, assuming that the complex
digital sequence of the MPSK signal is

rk =
ffiffiffi
E

p
ak + nk = xk + nk k = 1, 2,⋯,N: ð13Þ

In the formula, the noise of the mean value is zero, the
variance is the complex Gaussian random variable with the
variance N0, E is the energy of the transmitted symbol,
and ak ∈ fexp ðj2πðm − 1Þ/MÞ,m = 1,⋯,Mg,M is the signal
modulation order.

It is defined that the signal xk =
ffiffiffi
E

p
ak and the noise nk

= nlk + jnQk are not related to each other. According to the
previous definition, we can get complex Gaussian random
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variables with nlk and nQk mean zero and variance N0/2, and
they are not related to each other. SNR = E/N0 is the signal-
to-noise ratio.

For MPSK signals with fA exp ðj2πðm − 1Þ/MÞ,m = 1,
⋯,Mg,A =

ffiffiffi
E

p
. Normally, to define that the transmitted

signals are not related to each other, it is only necessary to
calculate the value of the cumulant function when l1 = l2 =
l3 = 0.

E X kð ÞX kð ÞX kð ÞX kð Þ½ � = 1
M

〠
M

m=1
A4 exp

4 ⋅ j2π m − 1ð Þ
M

� �
=

A4 M = 2, 4,

0 M = 8, 16, 32⋯ ,

(

E X kð ÞX kð ÞX kð ÞX∗ kð Þ½ � = 1
M

〠
M

m=1
A4 exp

2 ⋅ j2π m − 1ð Þ
M

� �
=

A4 M = 2,

0 M = 4, 8⋯ ,

(

E X∗ kð ÞX kð ÞX kð ÞX∗ kð Þ½ � = 1
M

〠
M

m=1
A4 exp

0 ⋅ j2π m − 1ð Þ
M

� �
= A2 M = 2, 4, 8⋯ ,

E X∗ kð ÞX kð Þ½ � = E X kð Þj j2� � 1
M

〠
M

m=1
A4 exp

0 ⋅ j2π m − 1ð Þ
M

� �
=A2 M = 2, 4, 8⋯ ,

E X kð ÞX kð Þ½ � = E X2 kð Þ� � 1
M

〠
M

m=1
A4 exp

2 ⋅ j2π m − 1ð Þ
M

=
A2 M = 2,

0 M = 4, 8⋯ :

(

ð14Þ

It can be obtained by formulas ((3)–(4)), ((3)–(5)),
((3)–(6)), ((3)–(7)), ((3)–(8)), ((3)–(9)), and ((3)–(10)).

C20 = E X2� �
,

C21 = E Xj j2� �
,

ð15Þ

C41 = cum X∗, X, X, Xð Þ = E X∗XXX½ � − 3E X2� �
⋅ E Xj j2� �

= E X∗XXX½ � − 3C20C21,
ð16Þ

C42 = cum Xj j∗, X, X, Xj jð Þ = E Xj j∗ XXXj j½ � − 2 E Xj j2� �� �2
⋅ E X2� �

⋅ E Xj j∗ð Þ2
h i

= E X∗j j XXXj j½ � − 2C2
21 − C20j j2:

ð17Þ
Because the fourth-order cumulant is zero, noise and sig-

nal are not related to each other. According to the previous
formula and properties, we can get the following:

Cr,21 = Cx,
1
21

Cn ð18Þ

Cr,41 = Cx , ð19Þ
Cr,42 = Cx,42, ð20Þ

σ2r , σ
2
x, and σ2n represent the variances of received signal,

sent signal, and noise, respectively. When M = 2, that is,
BPSK signal, there are

Cx,21 = σ2x = E, Cx,42 = −2E2, Cx,41 = −2E2: ð21Þ

When M ≥ 4, which is a high-order MPSK signal, there
are

Cx,21 = σ2x = E, Cx,42 = E2, Cx,41 = 0: ð22Þ

From the above, we can get the relationship between the
cumulant of MPSK signal and its symbol energy, as shown
below:

E = σ2x =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Cx,42/2

p
, M = 2,ffiffiffiffiffiffiffiffiffiffiffiffiffi

Cx,42
		 		q

, M ≥ 4:

8<: ð23Þ

From formula (20), Cr,42 = Cx,42, and formula (23) can be
written as follows:

E = σ2x =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Cr,42/2

p
, M = 2,ffiffiffiffiffiffiffiffiffiffiffiffi

Cr,42
		 		q

, M ≥ 4:

8<: ð24Þ

From formula (18), we can get the following:

σ2r = σ2x + σ: ð25Þ

In summary, we can give the steps of signal-to-noise
ratio estimation as follows:

(1) The algorithm obtains the cumulant estimated value
Cr,42 and the variance estimated value Cr,21 accord-
ing to the collected signal rk, k = 1, 2⋯ ,N

(2) The algorithm calculates the noise variance estimate
σ2n = σ2r − σ2x

(3) The algorithm calculates the energy E of the signal

The following algorithm calculates the estimated signal-
to-noise ratio.

SNR
E
N

=
S2x
S2n

=
S2x

S2r − S2x
=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Cr,42/2

p
Cr,21 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cr,42/2
		q BPSKsignal

ffiffiffiffiffiffiffiffiffiffiffi
Cr,42
		q

Cr,21 −
ffiffiffiffiffiffiffiffiffiffiffi
Cr,42
		q MPSKsignal

8>>>>>>><>>>>>>>:
:

ð26Þ

When the modulation order is unknown, certain calcula-
tions are required. The algorithm first performs a simple
analysis of the order and uses the analysis results to make
the following assumptions:

Δ =
Cr,41
		 		
Cr,42
		 		 = Cx,41

		 		
Cx,42
		 		 >0:5The received sequence is BPSK signal,

<0:5The received sequence is a non‐BPSK signal:

(
ð27Þ

Theoretically, the results obtained by formula (26) and the
second-order fourth-order estimation method ((3)–(28)) are
the same.
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SNRcomplex
∧

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2M2

2 −M4
		 		q

M2 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2M2

2 −M4
		 		q , ð28Þ

SNRreal =
1/2ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6M2

2 − 2M4
p

M2 − 1/2ð Þð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6M2

2 − 2M4
p =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M4 − 3M2j j/2p

M2 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M4 − 3M2j j/2p :

ð29Þ
In the above formula, M2 and M4 are the second-order

and fourth-order quantities of the received sequence rðnÞ.
The following formulas M2 and M4 are related to the power
of the collected signal.

M2 =
1
N

〠
N−1

n=0
ynj j2,

M4 =
1
N

〠
N−1

n=0
ynj j4:

ð30Þ

For the above formula, there is such a relationship between
the moment and the cumulant, as shown below:

M2 = E Xj j2� �
= C21, ð31Þ

M4 = E½jXj4� = E½X∗XXX∗�:
When M ≥ 4, C20 = 0, Cr,42 =M4 − 2M2

2. When v, since
the constellation diagram of the BPSK signal is one-dimen-
sional, so C20 = C21, then Cr,42 =M4 − 3M2

2 at this time.
Figure 1 shows the root-mean-square error of the signal-
to-noise ratio estimation by the higher-order cumulative
estimation method.

In actual situations, generally speaking, when perceiving
the spectrum, the prior information of authorized users will
not be obtained. Therefore, there are certain limitations to
the estimation of the signal-to-noise ratio. In order to
improve the accuracy of spectrum sensing, appropriate
channel quality metrics and related reliable estimation algo-
rithms are required. The following will expand the range of
modulation methods to estimate the unified signal-to-noise
ratio.

Yi = Xi +Wi: ð32Þ

In the formula, Yi is the received signal, Xi is the trans-
mitter signal, and Wi is the channel noise.

The other v represents the second moment of the
received signal Yi.

M2 = E Yij jj j2� �
= E Xj ji

		 		2h i
+ 2 Re E Xj ji Wj j∗i

� �
 �
+ E Wj ji

		 		2h i
:

ð33Þ

E [] is the statistical mean value formula. The fourth
moment of the received signal Yi can be expressed as fol-
lows:

M4 = E Yijj
			 			4� 

= E Xij j4� �
+ 4 Re E Xij j2XiW

∗
i

� �
 �
+ 2 Re E XiW

∗
ið Þ2

h in
+ 4E Xij j2 Wij j2� �

+ 4 Re E Xi Wij j2W∗
i

� �
 �
+ E Wij j4� �

:

ð34Þ

We assume that the signal Xi and the noise Wi are inde-
pendent zero-mean random processes, and Wi is a complex
Gaussian; the kurtosis of Yi is defined as follows:

CY =
M4
M2

2
=

E Yij j4� �
E Yij j2� �2 : ð35Þ

Similarly, the kurtosis of Xi is represented by Cx .
Through some algorithm operations, the estimated value γ
of the average signal-to-noise ratio can be derived from
(32)–(35).

bγ =
E Xij j2� �
E Wij j2� � =

CY − 2ð Þ
CX − CYð Þ

+
4:3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 − 2CYð Þ2 − CX − CYð Þ 2 − CYð Þ

q
2 CX − CYð Þ :

ð36Þ

The derivation of the above formula not only satisfies the
low-order statistics BPSK and MPSK but is also suitable for
16QAM and 64QAM. This expands the range of modulation
methods. Figure 2 shows that the improved SNR estimation
algorithm can satisfy 16QAM SNR estimation. Figure 3
shows that the improved SNR estimation algorithm can sat-
isfy 64QAM SNR estimation.

The above simulation results show that the improved
SNR estimation algorithm can more accurately estimate
the SNR for 16QAM and 64QAM modulated signals.

Figures 4 and 5 show the simulation results of BPSK and
MPSK signals by the improved SNR estimation algorithm
under the same conditions as the classical high-order
cumulants.

Derived by the above formula, the simulation results
obtained are shown in Figures 4 and 5. For BPSK and QPSK
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Figure 1: The root mean square error of the signal-to-noise ratio
estimation method of the order cumulant estimation method.
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signals, the improved SNR estimation algorithm is not only
equivalent to the high-order cumulant, but the improved
algorithm can estimate the SNR of 16QAM and 64QAM
more accurately.

Through the above research, the embedded processor
signal-to-noise ratio processing method of this paper is con-

structed. This method is applied to English listening teach-
ing, and then the embedded system of English listening
teaching can be constructed.

4. English Listening Teaching System Based on
Multimedia Intelligent-Embedded Processor

As a basic compulsory course for college students, college
English listening and speaking is essential to improve stu-
dents’ comprehensive ability and employability. In recent
years, many scholars have conducted research on multime-
dia teaching and the newly emerged “hybrid” teaching,
“flipped classroom” and “MOOC,” and other computer-
assisted teaching methods, but their focus and classification
methods are not the same. The article regards “hybrid”
teaching, “flipped classroom,” “MOOC,” and “online live
broadcast” commonly adopted by Chinese universities and
primary and secondary schools during the epidemic as
“new multimedia teaching.” However, the current English
listening teaching in colleges and universities in my country
has not fully utilized the advantages of the “new multime-
dia,” which has caused a waste of valuable resources such
as new multimedia resources and teacher and student time.
Teachers combine their own years of teaching experience
and summarized the questions collected in the form of tests,
interviews, and questionnaires from the three aspects of
students, teachers, and schools. According to previous
researches, college students generally have problems in the
cognitive and technical aspects of the multimedia teaching
style of college English listening courses. First of all, at the
cognitive level, the vast majority of students are basically
ignorant of “new multimedia teaching.” According to previ-
ous investigations, students are already familiar with multi-
media teaching synonymous with PPT. However, the “new
multimedia teaching”" form synonymous with “hybrid”
teaching, “flipped classroom,” “MOOC,” and “online live
broadcast” has only begun to appear and mature in recent
years. Even in colleges and universities with relatively better
teaching conditions, it is still not popularized, especially in
primary and secondary schools. Therefore, most college stu-
dents have never heard of new multimedia forms such as
“hybrid” teaching, “flipped classroom,” and “MOOC” before
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Figure 2: Comparison of improved 16QAM SNR estimation
algorithm and high-order cumulant estimation.
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Figure 3: Comparison of improved 64QAM SNR estimation
algorithm and high-order cumulant estimation.
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Figure 5: Comparison of improved QPSK signal-to-noise ratio
estimation algorithm and high-order cumulant estimation.
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Figure 4: Comparison of improved BPSK signal-to-noise ratio
estimation algorithm and high-order cumulant estimation.
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entering the school. The lack of understanding of new mul-
timedia teaching methods will create obstacles for them to
quickly adapt to college listening courses. Secondly, at the
technical level, students have insufficient grasp of the tech-
nology and operation methods required by the new multi-

media. Although the current college students are called the
“indigenous people” of the Internet age, there are still some
students with poor family conditions who are unfamiliar
with the operation of computers and mobile phones. In
addition, even students who are proficient in the operation

Portals Transaction
processing

Media
storage

Media
play

Content
cache

Disk array
Comprehensive
service platform

Exchange board Router

Firewall

Exchange
routing network

Cable
network

Wireless
network

Mobile terminal Fixed terminal

Subscriber
terminal

Figure 7: The structure of English listening streaming media on-demand system.

WAP server

RTSP 
control
server

English hearing documents

Audio and video data
stream separation

Audio
decoder

Video
decoder

Network media

WAP server

RTP transferRTCP control

RTSP
message
response

Figure 6: Framework structure of mobile streaming media service.
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of computers and mobile devices are basically only familiar
with a few instant messaging, social software, shopping,
and film and television software. For a new client developed
for learning purposes, students may not be able to operate it
at all. In the new multimedia environment, few students
have any knowledge of the audio clips, video clips, and sub-
title addition technologies and corresponding software often
assigned by listening teachers. Therefore, students currently
lack the skills needed to complete multimedia assignments
and activities.

The “new multimedia teaching” model represented by
“mixed” teaching, “flipped classroom,” and “MOOC” has
appeared for many years and has become the development
trend of college English listening teaching in the future.
Some problems in the school may cause the development
of “new multimedia teaching” to fail to achieve the expected

results after years of development. First, the top-level design
is not in place. The top-level design is one of the most critical
influencing factors for the failure of universities to efficiently
and smoothly carry out the new multimedia teaching
reform. School management must fully realize the necessity,
system, and complexity of “hybrid” teaching reform.
According to the research team’s understanding, some col-
leges and universities have carried out “mixed” teaching
reforms for many years, but they are still limited to a few
classes of a certain profession led by a certain teacher in
the initial experiment, and the reform effect has been mini-
mal. The main reason is that the management only regards

Arrangement
system

Simulation test
system

Performance
management system

APP Webservice

SQLitem dB Task pack

Application
layer

Ervice layer

Data Layer 

Figure 8: System overall architecture diagram.

Junior high school English
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simulation examination system

In exam

Simulation
examination 

After exam
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management

Before exam

Arrangement
before exam

Student Manager Teacher

LAN

User terminal Server

Figure 9: The functional overview of the English listening test
system.

Table 1: The effect of high-order cumulant signal-to-noise ratio
estimation method in English listening speech processing.

Number
Noise removal
evaluation

Number
Noise removal
evaluation

1 96.575 21 93.920

2 95.868 22 95.849

3 95.864 23 94.595

4 94.477 24 94.248

5 97.208 25 96.740

6 95.225 26 95.717

7 93.223 27 93.508

8 94.886 28 93.193

9 94.097 29 94.106

10 96.675 30 93.495

11 94.100 31 97.959

12 96.788 32 93.903

13 97.437 33 97.317

14 95.712 34 94.710

15 97.076 35 97.268

16 94.022 36 95.471

17 93.720 37 93.140

18 95.436 38 94.428

19 93.175 39 93.752

20 96.474 40 95.167
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blended teaching as an attempt and has not seen that
“blended” teaching is the inevitable direction of teaching
reform in colleges and universities. Second, the hardware
and technical guarantees are insufficient. Compared with
traditional classrooms, new multimedia teaching is highly
dependent on the overall construction of “network+compu-
ter/mobile terminal.” At present, college students have basi-
cally realized that each person has a smart phone. Even if
they do not have a computer, they can use the smart phone cli-
ent for online learning. However, because ordinary mobile
data access is often expensive, students using the mobile net-
work to study are equivalent to increasing the financial burden
of students. In addition, the implementation of new multime-
dia teaching puts forward higher technical requirements for
teachers, especially older teachers with high professional titles
and teaching management departments, and it undoubtedly
increases the workload of teachers and administrators.

Based on the above analysis, this paper combines multi-
media technology and applies embedded processors to intel-
ligent English listening teaching to build an intelligent
system to solve the current problems in English listening
teaching and improve the effect of English teaching.

The frame structure of the mobile streaming media
server is shown in Figure 6. The working process is briefly
described as follows: The system separates the audio and
video data streams of English listening. The audio encoder
and the video encoder are used to encode, respectively, and
the streaming media data is transmitted one-to-one or
one-to-many by RTP. Real-time Transmission Control Pro-
tocol (RTCP) provides a reliable transmission mechanism
for sequentially transmitting data packets and provides flow
control or congestion control. The Wireless Application
Communication Protocol (WAP) technology is a standard
for mobile terminals to access wireless information services.
The user obtains the audio file list, audio file introduction,
and audio file data by communicating with the WAP server.
Moreover, it responds to the WAP server through the
Hypertext Transfer Protocol (HTTP).

On the basis of absorbing the advanced technology of
other audio and video on-demand systems, this paper com-
bines many years of English listening teaching experience
and the characteristics of English listening learning to con-
struct an English listening on-demand system based on
streaming media technology to provide comprehensive solu-
tions and technical support for software development. The
English listening streaming media on-demand system is
mainly composed of three parts: a comprehensive service
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Figure 10: Statistical diagram of the effect of the high-order cumulant SNR estimation method.

Table 2: English listening teaching effect of multimedia intelligent-
embedded processor.

Number Teaching evaluation Number Teaching evaluation

1 89.730 21 83.676

2 87.008 22 89.250

3 88.109 23 89.125

4 86.330 24 89.903

5 89.669 25 84.251

6 91.903 26 89.314

7 90.358 27 83.889

8 90.043 28 90.088

9 85.478 29 85.581

10 87.510 30 92.598

11 91.046 31 85.521

12 88.561 32 87.329

13 89.814 33 84.669

14 85.498 34 87.509

15 83.896 35 83.304

16 90.657 36 91.257

17 89.571 37 92.427

18 90.425 38 82.733

19 84.397 39 89.935

20 88.743 40 89.445
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platform, a switching routing network, and a user terminal.
The system structure is shown in Figure 7.

The overall system architecture is shown in Figure 8. The
front UI interface is displayed as three module entrances,
which is a WPF design method. The realization of UI oper-
ation needs the support of BLL (business logic layer). DAL
(data access layer) is the operating layer of the database, pro-
viding data for the business logic layer or presentation layer.

The function summary of the English listening test sys-
tem is shown in Figure 9:

The system constructed above can effectively improve
the current problems in English listening teaching and can
test the teaching effect through the simulated listening test
function. Next, the effect of the department of this paper will
be evaluated through experimental research.

This paper evaluates the effect of the signal-to-noise ratio
algorithm constructed in this paper in the processing of
English listening sound waves through simulation experi-
ments. The statistical results are shown in Table 1 and
Figure 10.

The above experiments verify that the high-order cumu-
lant signal-to-noise ratio estimation method is very effective
in English listening speech processing. After that, the teach-
ing effect of the English listening teaching system based on
the multimedia intelligent-embedded processor constructed
in this paper is evaluated, and the results shown in Table 2
and Figure 11 are obtained.

Through the above experimental analysis, it can be seen
that the multimedia intelligent-embedded processor English
listening teaching system constructed in this paper can play
an important role in listening teaching and effectively
improve the existing problems in listening teaching.

5. Conclusion

Listening teaching is a long-term comprehensive skill train-
ing process with strong continuous inertia. Relying on short-
term intensive listening training cannot improve listening
level in any way. Because of the different grades in middle

school and university, foreign language teaching is basically
test-oriented education, focusing on the dissemination of
foreign language knowledge, neglecting the cultivation of
foreign language ability, and reading and listening and
speaking. This has caused the students to have defects in lis-
tening. One of the most important manifestations is that
there are very few listening classes at each stage, and at the
internship stage, English learning has been completely put
aside. Because there is no regular learning and training, it
is impossible to improve listening skills in any way. This
paper combines the multimedia intelligent-embedded pro-
cessor to analyze English listening teaching and constructs
an intelligent English listening model to improve the effect
of English listening teaching. The experimental analysis
shows that the multimedia intelligent-embedded processor
English listening teaching system constructed in this paper
can play an important role in listening teaching and effec-
tively improve the existing problems in listening teaching.
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As one of the entertainment consumption products, pop music attracts more and more people’s attention. In the context of big
data, many pop music listeners can determine the development trend of pop music to a large extent. In order to predict the
trend of pop music, we can dig and analyze the audience’s preferences and preferences deeply based on massive user data. This
paper proposes a music trend prediction method based on improved LSTM and random forest algorithm. The algorithm first
performs abnormal data processing and normalization processing on the test data set. Then the important features are selected
by the random forest algorithm and corrected by the rough set compensation system. Finally, the prediction is made by
improving LSTM. In the experiment, RMSE and MAER are used as the performance evaluation indexes of the algorithm, and
the results show that the proposed algorithm can better predict the music popularity trend. At the same time, the root means
square error and mean absolute error index are improved obviously.

1. Introduction

With the continuous improvement of people’s living stan-
dards in our country, more and more people like to listen
to music, and the demand for online music is also growing
[1]. As growing number of people enjoy electronic music,
various electronic music platforms have emerged. These
music platforms provide customers with various personal-
ized services, such as music recommendations and social
networking [2]. These music platforms allow online artists
to share their original music on the platform, providing an
easy way for online artists to become online celebrities [3].
Nowadays, more and more original artists are willing to
share their original music on electronic music platforms,
with tens of thousands of new original songs appearing on
music platforms each month. At the same time, many users
enjoy music on the electronic music platform every day,
resulting in millions of user records of listening, download-
ing, and collecting music [4]. Such massive data resources
have a vital role in guiding the grasp of music trends.

With the rapid development of the Internet, “Internet
plus” products have emerged in the music field, including

online music platforms with increasing number of users
[5]. The standardization of music copyright has affected
the distribution of user groups. Retaining old users and
attracting new users has become the focus of our work [6].
The app users will choose is influenced by many factors
and whether a music platform is liked by songs users is
important [7]. Through the user base, we can talk about
the problem of a diversified profit model. From the user per-
spective, the most popular songs are most likely to be clicked
on, regardless of personal preferences [8]. However, from
the perspective of history and the current situation, the pop-
ularity of music is mainly judged by managers’ intuition,
which is lacking scientific and practical basis, and the results
are not satisfactory. Therefore, accurately predicting the
popular trend of songs has become the top priority to attract
users [9].

Only scientific predictions can make the correct deci-
sion. So far, there have been many methods to predict data,
but the nature of prediction can be divided into quantitative
and qualitative [10]. Qualitative analysis is generally
analyzed by induction, deduction, analysis, synthesis,
abstraction, and generalization. Quantitative analysis usually
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includes two aspects: causality study and statistical analysis.
Regardless of which method is used, prediction accuracy is
crucial [11]. In order to improve the accuracy of prediction,
it is usually necessary to compare various prediction
methods and either choose the best method or combine var-
ious prediction methods for prediction [12]. The commonly
used statistical analysis models mainly include the exponen-
tial smoothing method, trend extrapolation method, and
moving average method. The standard causality research
mainly includes the linear regression causality model [13].

The music trend prediction can be realized by time series
regression and other prediction models. The regressive inte-
grated moving average model (ARIMA) was proposed in the
literature [14]. Although it can predict well based on
dynamic data and its characteristics, the selection of differ-
ent times and parameters in ARIMA is not universal; so, it
is necessary to preprocess and classify the data of each artist
and then adjust the parameters one by one. A three-order
exponential smoothing model was proposed in the literature
[15]. It can predict the time series with both trend and sea-
sonality, but it is sensitive to selecting data sets and periods.
In addition, for curves higher than second-order fitting,
uncontrollable divergence will occur. The model of STL
decomposition (seasonal and trend decomposition using
loess) is proposed in the literature [16]. Although universal
and robust, it is only suitable for additive models and cannot
be automatically processed adjusting sudden data changes.
RNN (recurrent neural network) proposed in the literature
[17]. However, the feedback can be given according to the
previous data and the nonlinear dynamic system. Neverthe-
less, the convergence is poor, even if the corresponding fea-
tures are added, and the prediction effect is not ideal.

Various research methods have been used to predict the
trend of pop music. Collect and integrate the massive music
library resources and user behaviors of various platforms,
thus forming the big data set of pop music. Accurate analysis
of specific attributes of this data set can finally accurately
control the trend of pop music. This paper proposes pop
music trend prediction based on improved LSTM and ran-
dom forest algorithm. Firstly, the LSTM network is opti-
mized to increase the attention layer. Then, the stochastic
forest regression prediction model is constructed. In the
experimental part, the collected data sets are analyzed and
processed firstly, the important features of the data are
extracted by the random forest model, and then the
improved LSTM is used for prediction.

2. The Algorithm Is Proposed in This Paper

2.1. Improved LSTM Algorithm

2.1.1. LSTM Network. Long-short-term memory (LSTM) is a
recurrent neural network (RNN) [18], solving time series
problems. The problems of gradient explosion and gradient
disappearance in RNN are also solved effectively. The con-
tents of cell state cn in LSTM are controlled by two gates.
One is the forgetting gate, which determines how much of
the unit state cn−1 from the last moment remains at the
current moment cn. The other is the input gate, which

determines howmuch of the network’s input in is saved to cell
state cn at the current moment. The current output value bn of
LSTM is determined by the output gate and cell state cn. The
structural principle of LSTM is shown in Figure 1 [18].

LSTM is divided into encoder and decoder. The encoder
realizes the isometric learning of the input feature data, and
the decoder calculates the reconstruction error. Let the input
sample I1, I2 ⋯ , IT be defined as fIxgtx=1, and the observation
window size is represented by t. If researchers’ type Ix = fix1,
ix2,⋯, ixtg is in any of these, they will have Ix = fix1, ix2,⋯,
ixtg. The encoder implied state vector corresponding to the x
column of any sequence Ix in time n ∈ f1, 2,⋯,tg is shown in
Formula (1):

bnxE = z Minx + Rb n−1ð Þx
� �

, ð1Þ

where bðn−1Þx ∈ Rw is the output state vector of the x coding unit
at the moment n − 1. Input vector inx ∈ Rw,M. R is the coeffi-
cient weight matrix of order w × d and w ×w. Function zð·Þ
is usually the activation function “tanh.” Taking each column
vector in Ix as input to the encoder results in the following.

bnx = zetct inx , b n−1ð Þx
� �

, ð2Þ

where bnx refers to the output of the x coding unit at moment n.
t is the parameter set of the encoding part. zetct ð·Þ is usually set to
the tanh activation function. After the whole sequence is input
to the encoder, the output sequence set fbnxgtxx−1 can be
obtained. Then, the pooling step is performed as follows.

bx =
∑tx

y=1 bxy
tx

, ð3Þ

bx = bn,tx, ð4Þ
bx =max

y
bnxf gtxx=1, ð5Þ

where y is the number of rows of bnx. After the pooling step, bx
enters the decoder. The inputs can be refactored into formulas
(6) and (7).

~bnx = zdecα bx, b n−1ð Þx
� �

, ð6Þ

~inx = ρ ~bti

� �
, ð7Þ

where ~inx refers to the reconstructed data. ~bti refers to the

decoder implicit state vector. zdecα ð·Þ and ρð·Þ are usually set to
the activation function “tanh.” The LSTM model is finally

obtained byminimizing the function∑t
x=1 inx −~inx

2
. The LSTM

network structure is shown in Figure 2.

2.1.2. Attention Mechanism. After the attention mechanism
was proposed, it was applied in visual images for the first
time [18]. The subsequent rapid application has influenced
the development of many artificial intelligence fields based
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on depth algorithms. At present, attention mechanism has
been successfully applied to image processing, natural lan-
guage processing, and data prediction. Meanwhile, an atten-
tion mechanism has been applied to neural network
machine translation and achieved fruitful results. Taking
Ali music platform as an example, the output information
is obtained through the LSTM network. Then, the output
information is computed. Finally, the attentional probability
distribution of feature information is obtained. In this way,
we can master the output state of LSTM unit at each
moment and provide an important basis for predicting
music popularity trend.

2.1.3. Improve the LSTM Model. The improved LSTM model
adds an attention layer after the LSTM structure. The LSTM
and attention mechanism model has been applied to rela-
tional classification and achieved good results. The applica-
tion of the combined model to the prediction of time series
data, especially public data, is still in the stage of continuous
improvement. In this paper, the mechanism combining
LSTM and attention mechanism are used to predict the cor-
responding singers and songs on the Ali Cloud music plat-
form. Based on the past historical data, two dimensions of
“daily broadcast volume” and “average broadcast volume
of consecutive three days” were selected to predict the song
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Figure 1: Structure of LSTM network.
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broadcast volume of singers in the next 60 days. The overall
model construction adopted is shown in Figure 3.

2.2. Prediction Model Based on Random Forest

2.2.1. Similar Day Data Sets Were Obtained by
Fuzzy Clustering

(1) Fuzzy Clustering Principle ofC-Means. For a given data
set I = fi1, i2,⋯,itg, the C-mean fuzzy clustering is deter-
mined. Reseachers must enter the number of categories C,
each cluster’s center wyðy = 1, 2,⋯,cÞ. For each sample iz ,
there is a corresponding membership function μxz = μIxðizÞ,
that is, the membership degree of the z sample to class Ix.
The clustering loss index function based on membership
function can be expressed as Equation (8):

Y = 〠
z

y=1
〠
t

x=1
μy ixð Þ
h ih

ix −wy
2, ð8Þ

where h represents the weighted index, also known as the
smoothing factor, and the sharing degree of sample among
fuzzy classes. There are still controversies about the optimal
value of h in the academic circle. Considering the amount of
calculation and the calculation accuracy, the weighted index
is usually 2.

If the partial derivative of Y concerning wy and μyðixÞ is
0, the necessary conditions for Y to obtain the minimum
value can be obtained by formulae (9) and (10):

wy =
∑t

x=1 μy ixð Þ
h ih

ix

∑t
x=1 μy ixð Þ

h ih , ð9Þ

μy ixð Þ = ix −wy
2/h−1

∑z
s=1 ix −ws

−2/h−1 : ð10Þ

Therefore, generating c-mean fuzzy clustering is the
number of input categories c. Initialize the center wyðy = 1,
2,⋯,cÞ of each cluster. For sample iz , the corresponding
membership function is μxz = μIxðizÞ and then repeatedly
uses formula (9) and formula (10) to calculate wyðy = 1, 2,
⋯,cÞ and μxz = μIxðizÞ. The clustering centre and member-
ship function can be determined until the accuracy require-
ment is satisfied.

(2) Determination of the Optimal Cluster Number. When c
-means fuzzy clustering is used for cluster analysis, the num-
ber of categories c must be set in advance [19]. The value of
c is has a profound influence on clustering. If the number of
clustering is too large, the samples of the same kind will be
divided into different classes. If the number of clustering is
too tiny, data of different classes may be grouped into the
same class. The setting of the wrong clustering number will
lead to the wrong clustering result and even make the itera-

tion unable to converge. Therefore, it is necessary to calcu-
late the number of clustering by setting optimization criteria.

The basic idea for calculating the number of clusters is to
introduce outcome evaluation indicators. By increasing the
number of clusters and judging the change of evaluation
indexes, the optimal number of clusters can be calculated
from the results of the optimal indexes. As for the result
evaluation index, the evaluation of clustering results is
mainly carried out from two aspects: similarity of the same
class and difference of different classes. Therefore, the evalu-
ation indexes can be determined as intraclass similarity Xg

and interclass similarity Xr [20]:

Xgx =
1
tx
〠
i∈Ix

i − cx , ð11Þ

where tx is the amount of data in the class. i is the sample
object. cx is the center of class Ix . The smaller the value of
Xgx is, the more concentrated the data points are in the cen-
ter of the class and the more similar the data samples are:

Xrxy =m cx − cy
� �

, x ≠ y, ð12Þ

where cx is the center of class Ix . cy is the center of class Iy .
The larger the Xrxy value is, the farther the center distance
between adjacent classes is, and the smaller the similarity
between classes is.

Therefore, comprehensive evaluation indicators can be
obtained.

YX = 〠
c

x=1

t
tx
Xgx + 〠

c

x=1
〠
c

y=x+1

1
Xrxy

: ð13Þ

Therefore, the calculation and determination process of
the optimal cluster number is as follows:

(1) Determine the range of classification numbers. Gen-
erally, the classification number c is set to c ∈ ½2, ffiffi

t
p �,

where t represents the number of all sample data

(2) Perform a clustering operation for each c value

(3) Analyze the data obtained from each cluster based
on the result evaluation index. The optimal cluster-
ing number can be determined by finding the inflec-
tion point and different minimum point in the
evaluation index to obtain the relation between data

2.2.2. Establishment of the Stochastic Forest Regression
Prediction Model. The prediction result of random forest is
composed of the prediction result of each decision tree
[21]. Therefore, the critical step of random forest prediction
is decision tree and forest formation, as shown in Figure 4.

This paper uses the bootstrap algorithm to extract the
training set and its features for music trend prediction.
Then, select the CART algorithm as the regression decision
tree generation algorithm. Therefore, the splitting of nodes
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is based on the minimum mean square error, and its calcu-
lation method is shown in Equation (14).

w = min|{z}
G,s

min|{z}
c1

〠
ix∈D1 G,sð Þ

jx − c1ð Þ2 + min|{z}
c2

〠
ix∈D2 G,sð Þ

jx − c2ð Þ2
2
64

3
75,
ð14Þ

where s represents all training sets of the current node. G
represents the feature set extracted from the current node.
Training set s is divided into subsets D1 and D2 according
to feature G. By traversing the values of G, the sum of the
minimum mean square deviation of the output values jx of
subset D1 and D2 can be calculated. Finally, all attributes
are traversed to obtain the value w of the minimum mean
square deviation, the value of the corresponding attribute,
and corresponding attribute, and the growth information
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of the node is obtained. The process is repeated for each gen-
erated child node until the termination condition is reached.
The termination conditions are set as follows:

(1) Reach the set tree depth d

(2) The samples on the node are less than the minimum
number of samples s

(3) The minimum mean square error reaches the salt
value w0

After the decision tree is generated, a similar method is
used to train all the training sets obtained by sampling to
form a random forest.

The steps of building the stochastic forest prediction
model are as follows:

(1) First, the c-mean fuzzy clustering method processes
the original data. After obtaining similar daily data,
it was divided into two parts: training set D and test
set S. Let the sample size of D be T and let the attri-
bute size of the sample in D is W

(2) Sample size was extracted from training set D by
bootstrap resampling. Can also the training set of
T , repeated Z times, Z training sets θ1, θ2,⋯, θZ ,
be obtained? Each training set can generate a corre-
sponding decision tree fN1ðθ1Þ,N2ðθ2Þ,⋯,NZðθZÞg.
Therefore, Z is the number of decision trees in the
random forest

(3) Use training set θ1, θ2⋯,θZ to generate the corre-
sponding CART decision tree. In decision tree gen-
eration, c dimension attribute features are extracted
from M dimension attribute features for each split
node without putting back. These attributes and
their corresponding values were traversed, and the
minimum mean square value was calculated to
obtain the optimal segmentation criterion

(4) Train each decision tree until the termination condi-
tion is reached

The established random forest model is used to substi-
tute the test set data.

(1) After normalized processing, the input data is
matched with similar daily data. Substitute in the
random forest prediction model fN1ðθ1Þ,N2ðθ2Þ,⋯,
NZðθZÞg formed by the corresponding similar days

(2) It was substituted into each decision tree of the growth
model, and the splitting criterion of the culture process
was like that of the model. Until the end. Then, the
weight of each nonzero leaf node is calculated, and the
weight calculation formula is shown in Formula (15)

mx =
t x ∈ l θð Þð Þ
T x ∈ Sf g : ð15Þ

(3) After obtaining the weight of the leaf node, the
weight of the decision tree can be calculated accord-
ing to Equation (16)

mn =
∑mlJnx
∑Jx

: ð16Þ

(4) After the decision tree’s root, node, weight, and other
information are saved, the random forest prediction
model is established

After establishing the random forest prediction model,
the steps for prediction are as follows.

(1) After normalized processing, the input data is
matched with similar daily data. Substitute in the
model fN1ðθ1Þ,N2ðθ2Þ,⋯,NZðθZÞg of random
forest prediction formed by the corresponding
similar days

(2) Each decision tree is cultivated, and the splitting
criterion in the cultivation process is like the model.
After the prediction results of each tree are
obtained, the weight data generated by the test set
is utilized. A weighted average is used to get the
final prediction

j = 〠
Z

n=1
mnJn: ð17Þ

2.2.3. Prediction Result Evaluation and Rough Set Correction

(1) Evaluation Criteria for Prediction Results. This paper uses
the random forest regression model to predict the results.
Then, the average absolute error, average relative error,
and R2 (R2 is used here to measure the fitting degree of the
prediction result and the actual curve, namely, the correla-
tion coefficient) qualified rate are used to judge the predic-
tion result.

(2) Rough Set Theory. When using random forest or other
regression algorithms for regression prediction, the predic-
tion results tend to be conservative and smooth due to the
specificity of regression theory. When the predicted curve
has multiple peak values or the difference square changes
significantly, the prediction results will have a conspicuous
error near the peak value. The rough set can overcome this
shortcoming. It is a mathematical tool to deal with fuzzy
and uncertain problems in big data [22]. At the same time,
it can effectively analyze and process incorrect and incom-
plete information, requires error compensation, is inconsis-
tent, and has data loss. The hidden knowledge is mined,
and the underlying laws in the original data are revealed.
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(3) Construction of the Rough Set Compensation System. The
prediction model of music popularity trend can be expressed
by Formula (18).

jn+1′ = jn+1 + s zn+1 − znj j,
zn+1 = jn+2 − jn+1,
zn = jn+1 − jn,

8>><
>>: ð18Þ

where jn+1′ represents the data after compensation at time
n + 1. Before time n + 1, this value represents the popularity
ofmusic. jn+1 represents the result of random forest prediction
at time n + 1. zn+1, and zn represents the difference between
the two sides of the prediction function at time n + 1. s is the
scale factor, which is the key to music prediction and correc-
tion. It will be calculated by the rough set theory below in
order to use rough set theory to calculate scale factor s.

According to the rough set theory requirements, an
information system should be constructed first. Here, it is
assumed that the information system based on rough set
theory is Z = ðP,GÞ, and set P is the set of predicted values
output by random forest prediction. P = C ∪ S is the attribute
set. The conditional attribute C represents the consistent
rule, and the data feature is extracted from the set of pre-
dicted values. S = fsg represents the decision attribute; that
is, the scale factor to be obtained. Each attribute in C can
be represented by the information contained in P. Finally,
after rule deletion, we try to obtain the representation of
attribute S.

As for the conditional attribute represented byC = fg, h, cg,
based on previous research results, the conditional attribute D
is defined here, where

g = zn+1 − znj j
jn

, ð19Þ

h = sgn zn+1 − znð Þ, ð20Þ

c = jn
m jnð Þ
����

����, ð21Þ

for the decision attribute represented by D. The attributes
before n can be calculated according to Equation (22). The
values after n + 1 are the decision targets to be determined.

sn =
jn′ − jn

zn − zn−1j j : ð22Þ

3. Experimental Results and Analysis

3.1. Description of Sample Data

3.1.1. Source of Sample Data. The data set used in this paper
comes from Ali Cloud music platform. Ali Cloud Music is a
large music platform under Alibaba, which has accumulated
many users and music library resources after years of devel-
opment. In terms of the number of artists and the variety of
songs, the platform is the best of its kind. More importantly,

there is a wealth of user activity off the platform: uploading
songs and downloading albums. Both the rich resources
and the active degree of users play a significant role in guid-
ing the trend of music.

Given the data information under the music platform,
the sample data provided by the platform are two tables.
One is the user behavior table (time span 2020.03.01-
2020.08.31) p2_mars_tianchi_users_action. The function of
this table is to represent the behavior of users on Ali music
platform. The other is p2_Mars_tianchi_songs. The infor-
mation expressed in this table includes information about
the singer and the corresponding song, such as the album,
initial popularity.

The data sets p2_mars_tianchi_user_actions.csv and p2_
Mars_tianchi_songs.csv used in the paper are covered by
(2020.03.01-2020.08.31). There are a total of 6 months of
user behavior information and song information. According
to the data set statistics, the total initial play popularity (his-
torical play) of the songs included in the data set was 261.07
million. Users recorded 4.78 million playback behaviors.

3.1.2. Data Preanalysis and Pretreatment. The goal of this
paper is to predict the number of songs played by the corre-
sponding singers. Therefore, in processing the data set, we
should locate the number of songs played by singers.
According to the 6-month data from 2020.03.01 to
2020.08.30 given in the data set, the trend chart of songs
played by singers was made. Select the combined daily
broadcast volume and the mean value of consecutive three
days as the sample value at a particular time point. The
training set of the neural network is constructed by “sliding,”
and its model parameters are set as follows:

(1) Number of input nodes = 2
(2) Number of output nodes = 1
(3) Propagation step = 64
(4) Number of nodes of hidden layer = 128
(5) Activation function = REL
(6) Regular optimization ðdropout discard ratioÞ = 0:3
(7) Learning rate = 0:001

3.2. Experimental Results. Figure 5 shows the average num-
ber of streams, downloads, and favorites for any artist in
each region over the past six months. As can be seen from
the chart, the number of plays, collections, and downloads
of an artist’s songs is the best predictor of whether an artist
will be famous in a certain period.

For the song playback data of all singers, demean, vari-
ance normalization, and scaling were carried out [-1,1],
and the length of the mean filter was set as ave filter = 4.
The prediction curve shown in Figure 6 can be obtained
using the original broadcast volume for prediction. As can
be seen from Figure 6, there are deviations in the prediction
results of some singers based on the original data.

Figure 7 shows the experimental results of predicting the
number of songs played in the next 60 days by using the
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average number of songs played by singers (after scaling). As
can be seen from Figure 7, the prediction result using the
average number of songs played is better than that using
the original number of songs played. The prediction matches
the number of songs played by artists over the next 60 days.

RMSE and MAE are used to compare other forecasting
methods. RMSE and MAE are the most used measures of
variable accuracy. It is also an important yardstick of the
evaluation model. RMSE measures the average size of the
error, and MAE is the average error of the general form.
The specific calculation method is as follows:

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
t
〠
t

x=1
j − jˆ½ �2

s
, ð23Þ

MAE = 1
t
〠
t

x=1
j − jˆj j, ð24Þ

where j is the observed value, jˆ is the original value, and t is
the number of observations. The experiment in this paper
randomly selects ten artists in the data set. It predicts the
number of songs played by artists from August 1 to August
31, 2020, by using SVM, LSTM, and the improved LSTM
algorithm used in this paper. The predicted results, root
mean square error and mean absolute error, are shown in
Figures 8 and 9.

As can be seen from Figures 8 and 9, the prediction
model proposed in this paper has a better prediction effect
(RMSE and MAE indicators) in predicting the number of
songs played by ten artists. Compared with the traditional
method, LSTM and SVM are reduced from the original
0.08 and 0.067 to 0.048 and 0.035, respectively, and the error
rates are reduced by 36.7% and 28.5%, respectively. It is
proved that the model proposed in this paper is more suit-
able for predicting the trend of music popularity. Figure 10
shows the influence degree of RMSE and MAE of different
model parameters. It is not difficult to find that both
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indicators are declining with model layers in a particular
range. However, after exceeding a specific range, it shows
an upward trend. The number of layers used in this
model is 6.

4. Conclusion

The data in this paper is from Ali music platform, and the
popular trend of music is predicted in big data. Based on
the historical playback data of one user, this paper achieves
accurate control of music trends in a period by predicting
the playback amount of artists’ songs in the target time. This
paper proposes a music trend prediction method based on
improved LSTM and random forest algorithm. The algo-
rithm predicts whether a singer’s songs will be popular in
the future based on the average number of songs played in
the past period. The experimental results show that the pre-
dicted results of the proposed algorithm are consistent with

the actual songs played by singers in the next 60 days. At the
same time, RMSE and MAE were significantly improved.
Experimental results show that the proposed algorithm is
more stable, accurate, and suitable for music trend predic-
tion under big data background. In the future, the following
types of work can try to combine the prediction model to
improve the prediction effect. In this paper, the factors affect-
ing the number of songs played are not considered compre-
hensively when selecting corresponding features. The effect
of prediction needs to be further improved. Therefore, other
comprehensive characteristics affecting song playback volume
can be further explored in the later stage.
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The labeled dataset used to support the findings of this study
are available from the corresponding author upon request.
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With the rapid development of technologies such as big data analysis, machine learning, and cloud computing, artificial
intelligence has made breakthrough progress in many fields. Artificial intelligence technology has also brought profound
changes to higher education. Therefore, the ideological and political course in colleges and universities should integrate
artificial intelligence technology into the teaching of ideological and political education and create an “intelligent ideological
and political learning” to adapt to the goal of educational reform in the new era. This paper presents a research method of
innovation ability of ideological and political course based on BP neural network and improved k-means clustering algorithm.
Firstly, this method obtains the objective index that can comprehensively measure the learning ability through BP neural
network and acquires the evaluation score of learning ability. Then, SPSS software is utilized to test the correlation between the
influencing factors and the index, harvesting the factors that significantly affect graduate students’ ideological and political
learning ability. Finally, an improved k-means clustering algorithm is designed, which clusters the graduate students according
to the different characteristics of the survey objects and gives targeted suggestions for each class of individuals to improve their
ideological and political learning ability. The experimental results indicate that the proposed method is feasible and effective.
The research method of ideological and political course ability proposed in this paper is of great significance to the promotion
of ideological and political education in the era of big data.

1. Introduction

Artificial intelligence technology, as an important driving
force of future educational reform, not only profoundly affects
the traditional teaching mode of ideological and political edu-
cation in colleges and universities but also poses a severe chal-
lenge to the orientation of the roles of teachers and students in
the process of ideological and political education [1]. Based on
the advantages of human-computer cooperation, cross-border
integration, cocreation, and sharing brought by artificial intel-
ligence technology, the personalized education model advo-
cated by modern educational ideas has a practical basis.

Throughout the practice of educational informatization
at home and abroad, the practical conditions for applying
artificial intelligence technology to the field of education

have matured, and related theoretical research and practical
exploration are being carried out simultaneously [2]. Du
et al. [3] proposed an English network teaching method
based on artificial intelligence technology and WBIETS sys-
tem, improving the deep learning network and taking it as
the core algorithm of WBIETS system. Sun et al. [4] put for-
ward the decision tree algorithm and the implementation
model of English teaching evaluation based on neural net-
work, which could help teachers improve their education
level and students’ English scores. The collaborative recom-
mendation algorithm obtains a good accuracy in the course
recommendation task according to the history of students’
course selection records [5, 6]. In the big data environment,
machine learning is used to predict learning results in online
courses [7].
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The ideological and political theory course in colleges is
the main channel to strengthen and improve the ideological
and political education of students and postgraduates. In
China, the demand and trend of the integration and innova-
tion of artificial intelligence technology and ideological and
political education are becoming more and more obvious,
while there are still some bottlenecks in the integration pro-
cess. Therefore, educational practitioners should reflect from
the perspective of the gap between traditional teaching mode
and modern technology, providing a three-dimensional
thinking for the practice of “intelligent thinking and politics”
in colleges and universities in China.

Educational data mining and learning analysis are new
research fields. It is worth studying if various statistical and

machine learning methods are applied to enhance ideologi-
cal and political classroom education. Neural network and
clustering algorithm are commonly used data mining
methods. Neural network is widely used in pattern recogni-
tion, analysis, control, and prediction. Literature [8] pro-
poses research on the optimization of scientific research
performance management based on BP (back propagation)
neural network. This algorithm uses neural network to con-
struct the performance evaluation model of social science
research in colleges and universities. The experimental
results demonstrate that the model is an efficient evaluation
method. BP neural network extracts six paper features, two
journal features, nine author features, eight reference

Influence
factors

Internal
factors

External
factors

Gender

Interest

Learning
object

External
environment

Teacher
factors

Supervisory
factors

Complexity

Research significance

Innovation degree

Supporting facilities

Learning atmosphere

Industry help

Teacher level

Guidance relationship

Evaluation system

Figure 1: Related factors of graduate students’ ideological and political learning ability.

Table 1: Statistical table of sample distribution (n = 1200).

Category Project Quantity Percentage Category Project Quantity Percentage

Gender
Man 569 45.50%

Learning atmosphere
Good 527 42.40%

Woman 681 54.50% Common 723 57.80%

Interest
High 551 44.10%

Industry help

Enormous 310 24.80%

Low 699 55.90% More 321 25.70%

Degree of difficulty
Difficult 669 53.50% Common 359 28.70%

Easy 581 46.50% Less 210 16.80%

Research significance
Great 434 34.70% Minimum 50 4.00%

Common 816 65.30%
Teacher level

Higher 916 73.30%

Degree of innovation
High 681 54.50% Common 334 26.70%

Low 569 45.50%

Learning relationship

Very harmonious 235 18.80%

Supporting facilities
Perfect 1166 85.30% Fairly harmonious 644 51.50%

Imperfect 184 14.70% Common 297 23.80%

Supervisor
Timely and accurate 956 76.50%

Extremely discordant 74 5.90%

Evaluation system
Perfect 1195 81.20%

Need to be improved 294 23.50% Imperfect 235 18.80%

2 Journal of Sensors



RE
TR
AC
TE
D

features, and five early citation features to predict the cita-
tion times of a single paper [9].

In the era of big data, clustering analysis of massive data
is an important research direction. Clustering algorithm has
been widely used in education, e-commerce, transportation,
and other fields [10]. k-means is widely used because of its
high efficiency and easy understanding. However, the initial
clustering center of traditional k-means algorithm is ran-
domly selected, which easily leads to the clustering result
falling into local optimum [11]. Meanwhile, the random
method will also lead to the instability of the initial cluster-
ing center selection, which makes the clustering result unsta-
ble. Many scholars have done a great number of researches
on the initial clustering center selection of k-means algo-
rithm. For example, adaptive cuckoo and gravity search
algorithm are used to optimize the initial cluster center by
introducing swarm intelligence algorithm. However, the
algorithm has not been applied because of its complexity
[12]. Some scholars optimize the initial clustering center
from the perspective of sample data density and distance.
For example, Kalevala et al. [13] considered local distance
to optimize the algorithm. Tang et al. [14] consider density
and distance step by step, but calculating the data weight
increases the time consumption. Yu et al. [15] proposed
LOF algorithm to build a potential background dictionary
from the perspective of local density and effectively excluded
abnormal objects by calculating local density and abnormal
values, yet there was a problem of inaccurate selection of
cluster centers.

Domestic colleges and universities are also paying more
and more attention to the cultivation of ideological and
political classroom thinking ability and innovation ability
of college students. Nevertheless, the effect is not obvious.
This paper studies how to improve the ideological and polit-
ical learning ability of postgraduates. Firstly, the influencing
factors of learning ability are preliminarily determined
through data collection and screening of effective informa-
tion. Then, a specific standard to measure the abstract term
learning ability is formulated according to BP neural net-

work. Thus, the correlation between learning ability and
influencing factors is analyzed to screen out the influencing
factors with significant correlation. Finally, these factors will
be used as variables to improve k-means clustering, and spe-
cific suggestions will be put forward for each type of
individuals.

2. Algorithm Model in This Paper

2.1. Collect Data to Preliminarily Determine the Influencing
Factors. This paper investigates the factors that affect stu-
dents’ learning ability in ideological and political class. Data
were collected by literature survey, questionnaire survey, and
focus interview. The interview outline is listed on the basis of
literature survey. Graduate students and graduate tutors
from different majors were invited in the form of interview
groups to deeply explore the internal and external factors
related to learning ability. The internal factors affecting
learning ability include gender and interest, as shown in
Figure 1.

External factors include learning objects, external envi-
ronment, teacher factors, and supervision factors. The learn-
ing object is subdivided into the difficulty, innovation, and
research significance of the subject. The external learning
environment is subdivided into teaching facilities, learning
atmosphere, and ideological and political help to the indus-
try. Teachers’ factors are subdivided into teachers’ level,
guiding-learning relationship, and evaluation system. Based
on this, a questionnaire was compiled. In this study, 1230
formal questionnaires were distributed, and 1200 were effec-
tively recovered. The effective questionnaire recovery rate
was 97.56%, which was statistically significant. Sample dis-
tribution is shown in Table 1.

2.2. Evaluation Model of Students’ Learning Ability Based on
BP Neural Network

2.2.1. BP Network Design. The design of BP network
includes the input layer, the output layer, the number of
nodes in the hidden layer, and the transfer function between
layers.

(1) Enter the Number of Layer Nodes. The number of input
layer nodes corresponds to the number of evaluation
indexes. Based on many research findings, the evaluation
indexes are test scores, creative ability, scientific research
ability, paper writing ability, and competition level. Accord-
ing to the analysis, the evaluation indexes of graduate stu-
dents’ ideological and political learning ability are as

Table 2: Evaluation score of graduate students’ ideological and political learning ability.

Evaluation score of ideological and political learning ability
Theoretical achievement

Be poor Common Good

Participation in ideological and political ability competition
Participated in

Win a prize 3 6 9

Unawarded 2 5 8

Did not attend 1 4 7

Table 3: Statistical table of correlation and difference between
postgraduate’s learning ability and its internal factors.

Project Relevance P Difference Sig
Gender 0.283 0.161

Interest 0.007 0.003

3Journal of Sensors



RE
TR
AC
TE
D

follows: 5 ðx1 − x5Þ, so these five evaluation indexes are
taken as input nodes n = 5.

(2) Number of Output Layer Nodes. This paper takes the final
evaluation result as the output of the network. Number of
output nodes m = 1.

(3) Number of Hidden Layer Nodes. Based on the Kolmogo-
rov theorem proved by Hecht-Nielsen, three-layer BP neural
network can approximate any continuous function under
reasonable structure and proper weight conditions. There-
fore, the three-layer BP network is selected in order to sim-
plify the calculation.

There is no optimal theoretical method to determine the
number of hidden layer nodes, which is a more complicated
problem. Too few nodes will lead to poor fault tolerance.
Too much network training time will be increased and gen-
eralization ability will be reduced. Therefore, the designer’s
experience and many experiments are usually used to deter-
mine the optimal number of hidden nodes. This paper
chooses the number of implicit nodes s = 3 after empirical
analysis.

2.2.2. BP Network Learning Algorithm

(1) Input: dataset D. Learning rate α: α ∈ ½0, 1�. Stop con-
dition: the error rate specifies the threshold θ. The
maximum number of iterations is T ∗

(2) Initial link weight: T = 0, gðTÞ
pq , sðTÞq , ωðTÞ

qk , bðTÞk

(3) Input samples ðuh, xhÞ in turn, and calculate the
expected predicted value xk

(4) Update the link weight:

g T+1ð Þ
pq = g Tð Þ

pq + Δg Tð Þ
pq ,

s T+1ð Þ
q = s Tð Þ

q + Δs Tð Þ
q ,

ω
T+1ð Þ
qk = ω

Tð Þ
qk + Δω

Tð Þ
qk ,

b T+1ð Þ
k = b Tð Þ

k + Δb Tð Þ
k ,

ð1Þ

where gðTÞpq , ωðTÞ
qk represents the forward propagation

connection weight. sðTÞq , bðTÞk represents the back propagation
connection weight

(5) T = T + 1, judge whether the stopping condition is
met. If the model error is less than the specified
threshold or the maximum iteration times are
greater than the threshold, stop the iteration. Other-
wise, return to Step 3

(6) Output: gðTÞpq , sðTÞq , ωðTÞ
qk , bðTÞk . The output value of the

kth neuron in the output layer is

x̂k = f 〠
d

q=1
ωqkzq + bk

 !
, ð2Þ

where zq indicates hidden input

2.2.3. Application of BP Network Model. Based on the above
analysis, this paper uses Python to build a three-layer BP
neural network with 5 input neurons, 3 hidden layer neu-
rons, and 1 output neuron. When the five evaluation
indexes: examination score, creation ability, scientific
research ability, thesis writing ability, and competition level,
are used as inputs, the input data (training samples) need to
be normalized. The linear function is used as the transfer
function because the input layer only transmits data. The
neurons in the hidden layer adopt S-type function (Sigmoid
function). At the same time, the learning rate is 0.6, and the
convergence error threshold is 0.001. Finally, the evaluation
results were reverse-normalized and the evaluation scores
were obtained as shown in Table 2.

The number of training samples selected is 200, which
can satisfy the fitting. 100 people are employed to predict
the test model. The prediction results are compared with
the expert evaluation results, and the prediction accuracy is
observed. Finally, it demonstrates that the evaluation model
of graduate students’ ideological and political learning ability
based on BP neural network is reasonable and effective.

Table 4: Statistical table of correlation and difference between postgraduates’ learning ability and external factors.

Project Relevance P Difference Sig

Learning object

Difficulty degree of subject 0.01 0.015

Research significance 0.131 0.253

Degree of innovation 0.009 0.02

External environment

Learning atmosphere 0.003 0.084

Teaching facilities 0.878 0.68

Industry help 0 0.005

Teacher factor

Teacher level 0.01 0.014

Learning relationship 0.009 0.012

Evaluation system 0.007 0.013

Supervision factor Supervising work 0.005 0.006
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2.3. Screening the Significant Influencing Factors of
Ideological and Political Learning Ability. The influencing
factors of graduate students’ ideological and political learn-
ing ability collected by qualitative investigation methods
such as focus interview and expert discussion are subjective
and can only be defined as a preliminary scope. This paper
studies the correlation degree between these factors and
ideological and political learning ability in quantitative form
after determining the measurement standard according to
BP neural network. In this way, the factors with significant
correlation can be screened out, and the weak correlation
factors can be filtered out, ensuring the accuracy of the
research. Based on the evaluation score of ideological and
political learning ability obtained by the BP neural network
mentioned above, the correlation degree between the inter-
nal and external influencing factors such as ideological and
political learning ability and interest, learning atmosphere,
evaluation system, teacher’s teaching, and ideological and
political learning ability is studied. In this study, SPSS 22.0
was used for Spearman correlation analysis.

The Spearman correlation coefficient between two ran-
dom variables u and x is recorded as r [16], and its formula
is

r = 1 −
6∑n

p=1 D
2
p

� �
n n2 − 1ð Þ½ � , ð3Þ

where

〠
n

i=1
D2

p = 〠
n

p=1
Up − Vp

À Á2, ð4Þ

where u represents the evaluation score of learning abil-
ity. x represents 9 significant influencing factors. Up and Vp

represent the rank after sorting variables u and x, respec-
tively. n represents the sample size.

2.3.1. Research on Internal Influencing Factors. Table 3 is a
statistical table of the correlation and difference between
postgraduate’s learning ability and internal influencing fac-
tors. According to the correlation test, gender and interest
are significantly related to learning ability (P < 0:01).

According to the difference test, there are significant differ-
ences between the two variables and learning ability
(P < 0:05).

There is no significant correlation between gender and
learning ability (P > 0:01), and there is no significant differ-
ence between gender and learning ability (P > 0:05).

Interest and ideological and political learning ability
have a very significant correlation (P < 0:01), and the differ-
ence between interest and learning ability is extremely sig-
nificant (P < 0:05). Among them, the more interest in
learning, the stronger the learning ability, indicating a posi-
tive correlation trend. This phenomenon also accords with
people’s consistent thinking. The more interested you are,
the more time and energy you put into it, and the stronger
your ideological and political thinking ability.

2.3.2. Research on External Influencing Factors. Table 4 is a
statistical table of the correlation and difference between
graduate students’ ideological and political learning ability
and external influencing factors. The correlation test indi-
cates that the difficulty and innovation degree of the subject
in the learning object, the learning atmosphere and industry
help in the external environment, all variables in the teacher
factors and supervision work have significant correlation
with the ideological and political learning ability (P < 0:01)
and significant difference (P < 0:05). The correlation and dif-
ference of other variables are not significant.

Learning object: the difficulty and innovation degree of
the subject in the learning object have a very significant cor-
relation with the learning ability (P < 0:01), and the differ-
ence in the influence on the ideological and political
learning ability is extremely significant (P < 0:05). However,
the relevance and difference of research significance are not
notable. Among them, the higher the learning ability, the
higher the difficulty and innovation degree of the subject.
This just indicates that people with strong ideological and
political learning ability have stronger ability to solve diffi-
cult problems, while the significance of research is the selec-
tivity of topics, which has little to do with learning ability.

The external environment: the learning atmosphere and
industry help in the external environment have a very signif-
icant correlation with the ideological and political learning
ability (P < 0:01), and the difference in their influence is
extremely significant (P < 0:05). However, the relevance

(a) (b)

Figure 2: Replacement of outliers and pseudocenters.
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and difference of teaching facilities are not significant.
Among them, the study of ideological and political courses
has a great relationship with the learning atmosphere of
the school. The stronger the learning atmosphere, the higher
the enthusiasm for learning ideological and political affairs.
If the future industry needs more ideological and political
education, the demanders will study more enthusiastically.

All the variables in teachers’ factors have a very signifi-
cant correlation with the ability of ideological and political
learning (P < 0:01), and they have a significant influence
on the ability of ideological and political learning.

The difference of influence is extremely enormous
(P < 0:05). Among them, the higher the level of teachers
and the more concerned about students, the higher the stu-
dents’ learning enthusiasm. The stricter the evaluation sys-
tem is, the harder students will study in order to pass the
exam, which is positively related to their learning ability.

Factors of supervision: there is a very significant correla-
tion between supervision and ideological and political learn-
ing ability (P < 0:01), and the difference of influence on
ideological and political learning ability is extremely remark-
able (P < 0:05). Among them, the timelier the teacher’s
supervision is done, the students will naturally keep up with
the learning progress in time.

In this study, questionnaire survey and group discussion
were used to explore the ideological and political learning
ability and influencing factors of postgraduates, and the fol-
lowing conclusions were drawn. (1) Both internal and exter-
nal factors of ideological and political learning ability had
significant influence on it. Among them, the internal factors
include interest, and the external factors include the diffi-
culty and innovation of the subject in the learning object,
the learning atmosphere, and industry help in the external
environment, all variables in the teacher factors and supervi-
sion. (2) Interest and industry help have the greatest correla-
tion with ideological and political study.

2.4. Improve the Clustering of Significant Influencing Factors
of k-Means Algorithm. In order to improve the clustering
accuracy of significant influencing factors of ideological
and political ability, this paper proposes an improved k
-means algorithm DC k-means (density parameter and cen-
ter replacement k-means) based on density parameters and
center replacement. The algorithm uses the density parame-
ters of data objects to gradually determine the initial cluster
center and uses the center replacement method to update the
initial center that deviates from the actual position. There-
fore, DC k-means is more accurate than the traditional clus-
tering algorithm.

The DC k-means proposed in this paper firstly deter-
mines the initial cluster center by calculating the density
parameters of each data object in the dataset, avoiding the
unstable clustering result caused by randomly selecting the
initial cluster center. Secondly, the biased cluster centers
generated by the traditional k-means algorithm are replaced
to avoid the influence of outliers on the clustering results.

2.4.1. Selection of Initial Cluster Centers Based on Density
Parameters. DC k-means adopts the strategy of selecting

cluster center based on density parameter increment. This
section and subsequent discussions assume that in Euclidean
space Rm, dataset D = fy1, y2,⋯, yng contains n data objects.
Every object yi = fyp1, yp2,⋯, ypmg has m attributes. Dataset
D is divided into k clusters by a clustering algorithm C = f
C1, C2,⋯, CKg, where jCK j is the number of data objects
contained in the class cluster CK . The corresponding center
point of each cluster in cluster set C is V = fV1, V2,⋯, VK
g. Euclidean distance dðyp, yqÞ between any two data objects
yp and yq in dataset D is defined as

d yp, yq
� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yp1 − yq1
� �2

+ yp2 − yq2
� �2

+⋯+ ypm − yqm
� �2r

:

ð5Þ

Based on Euclidean distance, the maximum distance
(LaDist) and minimum distance (SmDist) between all data
objects are defined as follows:

Laipst = 〠
n−1

p=1
max

1≤p<q≤n
d yp, yq
� �2

,

Smipst = 〠
n−1

p=1
min

1≤p<q≤n
d yp, yq
� �2

:

ð6Þ

Although it is assumed above that the dataset D is
divided into k clusters, the number of data objects in each
cluster generated by different clustering algorithms may be
different. As the number of data objects changes, the dis-
tance between each data object pair will also alter. Define
the dynamic average distance (Divests) based on the maxi-
mum distance and minimum distance between all data
objects:

Divests = LaDist + SmDistð Þ
2 ∗ Kð Þ , ð7Þ

where k is the number of clusters into which dataset D is
divided. According to the dynamic average distance, the
density parameter can be defined as follows.

In dataset D, the number of data objects in the circular
area with yp as the center and Divests as the radius is called

Table 5: Software and hardware configuration environment of the
experiment.

CPU Inter(R) Core (TM) i7-8565U CPU @ 1.80GHz

RAM LPDDR3 2133MHz (8GB)

Hard disk NVMe PCIe high-speed solid-state drive

OS Microsoft Windows 10 Enterprise (64 bit)
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the density parameter of data object yp, that is,

ρ yp, DyAveDpst
� �

= 〠
n

p=1,q≠p
j DyAveDpst − d yp, yq

� �� �
,

ð8Þ

where jðÞ is a jump function. jðyÞ = 1 when y ≥ = 0; oth-
erwise, jðyÞ = 0.

In the process of finding the center of initial cluster, most
density-based clustering algorithms are more dependent on
external parameters in the choice of neighborhood radius.

Improper parameter selection will greatly affect the perfor-
mance of the algorithm. To solve this problem, this paper
first defines the dynamic average distance (Divests) based
on the maximum distance and minimum distance between
all data objects. The distance dynamically changes with each
iteration, which can obtain the neighborhood radius of dif-
ferent division stages in time, to determine the density
parameters more efficiently and stably and reduce the influ-
ence of external parameters on clustering results.

2.4.2. Replacement of Cluster Center. Another defect of tradi-
tional k-means algorithm is that it is very sensitive to outliers
of dataset. In fact, some initial cluster centers generated by
traditional k-means algorithm are not real cluster centers
in the target dataset (this paper calls these points “pseudo-
centers”). In addition, the position of the generated cluster
center will deviate from that of the actual cluster center
due to the influence of outliers. This problem will seriously
reduce the accuracy of traditional k-means algorithm.

The center generated by k-medoids clustering algorithm
is always the real data point of the target dataset. Inspired by
k-medoids algorithm, this paper proposes to update the
pseudocenters generated by traditional k-means algorithm
by using center replacement method. Once the k-means
algorithm creates a pseudocenter for a class cluster, it will
be replaced by the nearest point in the class cluster. At the
same time, the neighboring point should be as far away from
the outliers of this cluster as possible. In the process of clus-
tering, the pseudocluster centers are updated in turn until all
the real cluster centers are specified.

Figure 2 shows the replacement process of clusters con-
taining outliers and their corresponding pseudocenters. In
Figure 2, the blue dots represent normal data objects and
the red dots represent outliers. Figure 2(a) shows a dataset
composed of three clusters randomly generated by Python
software. The cluster at the bottom left of Figure 2(a) con-
tains an outlier represented by a red dot. Figure 2(b) shows
the replacement process of the center point of this kind of
cluster. Without outlier interference, the traditional k
-means algorithm takes the object represented by the black
rectangle as the cluster center. However, if the outliers in
the cluster are considered, the obtained cluster center will
deviate from the “actual” cluster center. As shown in
Figure 2(b), along the arrow direction, the center of the clus-
ter moves from the position of the black rectangle to the
position of the green rectangle. This deviation will lead to
the performance degradation of clustering algorithm. In fact,
with the deviation of cluster center, many data objects that
do not belong to this cluster will be included in the next iter-
ation of clustering algorithm. In Figure 2(b), this paper uses
an improved method to take the blue dot in the red rectan-
gular box as the final cluster center. The center is the actual
data object, which is closest to the black rectangle and as far
away from the red outlier as possible.

2.4.3. DC k-Means Process and Time Analysis. The flow of
DC k-means algorithm is shown in Algorithm 1. DC k
-means algorithm can not only find the center of initial clus-
ter stably but also can deal with outliers. In Algorithm 1: (1)

Table 6: Description of 8 simulated datasets and 8 UCI real
machine datasets.

Datasets Points number Cluster number Dimension

Normal 200 5 2

D900 900 9 2

R15 600 15 2

N7 28000 7 2

K3 102000 3 2

Curve 180 3 2

Pathbased 300 3 2

Semicircle 300 3 2

Iris 150 3 4

Seeds 210 3 7

Haberman 306 2 3

Column 310 3 6

Hayes-Roth 132 3 5

Ionosphere 351 2 34

PageB locks 5473 5 10

Magic 19020 2 10

Table 7: Comparison of precision purity of different algorithms.

Datasets k-medoids k-means++ DC k-means

Normal 68.52 82.57 99.5

D900 75.29 81.13 99.78

R15 73.22 92.24 99.67

N7 82.3 88.16 100

K3 86.9 86.9 100

Curve 67.5 89.91 99.22

Pathbased 61.42 75.27 75.25

Semicircle 88.05 100 100

Iris 77.09 83.22 92.67

Seeds 69.64 76.55 89.12

Haberman 72.92 73.31 86.97

Column 70.41 72.25 72.31

Hayes-Roth 43.37 47.99 47.99

Ionosphere 67.12 71.33 72.53

PagcBIocks 91.03 90.99 92.8

Magic 65.89 66.09 66.48
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Table 8: Summary of correlation of influencing factors.

Project Interest Teacher level Degree of innovation

P value 0.007 0.01 0.009

Project Gender Learning relationship Evaluation system

P value 0.283 0.009 0.007

Project Research significance Teaching facilities Learning atmosphere

P value 0.131 0.878 0.003

Project Supervising work Difficulty degree of subject Industry help

P value 0.005 0.01 0
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Figure 3: Sum of squares in value group under different clustering numbers.

Table 9: Final cluster center.

Cluster
1 2 3 4 5

Learning ability evaluation
score

7 8 1 4 1

Interest High High Low Low Low

Learning relationship Very harmonious General harmony Common Common General harmony

Industry help Common Enormous Smaller Larger Enormous

Difficulty degree of subject Easy Difficult Easy Difficult Difficult

Degree of innovation Low High Low Low High

Supervision factor
Accurate and

timely
Accurate and

timely
Accurate and

timely
Need to be
improved

Need to be
improved

Learning atmosphere Good Good Common Good Common

Teacher level Higher Common Higher Higher Higher

Evaluation system Imperfection Improve Improve Improve Improve
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calculate the dynamic average distance between all data
objects in dataset D. (2) Calculate the density parameters
of all data objects. (3) Find k initial cluster centers of dataset
D and put them into set V according to the density param-
eter. Steps (4)–(8) realize the final division of dataset D. Spe-
cifically, step (5) initializes each cluster. (6) Put the data
object into the corresponding class cluster. (7) Update the
cluster center by using the center replacement method.

Input: dataset D = fy1, y2,⋯, yng, number of clusters K .
Output: C = fC1, C2,⋯, CKg of dataset D.
Algorithm:

(1) Calculate the dynamic average distance (Divests)
between any pair of data objects ðyp, yqÞ in dataset
D

(2) For p = 1, 2,⋯, n, do calculate the density parameter
ρðyp, DyAveDpstÞ of the data object yp

(3) For k = 1, 2,⋯, K , do//find k initial cluster centers
and put them into the initial cluster center set V .
Select the data object y with the highest density
parameter from dataset D, and delete all data objects
about y from dataset D. Set y as the center of the kth
initial cluster and vk. V ⟵ vk;//put vk into set V in
the center of the initial cluster

(4) Repeat

(5) Let Ck =∅ð1 ≤ k ≤ KÞ//initialize each cluster Ck

(6) For p = 1, 2⋯ , n do//put each data object in D into
the corresponding cluster. Calculate the distance
between the centers of each cluster in data objects
yp and V . Put yp into the corresponding class cluster
according to the nearest principle

(7) For k = 1, 2,⋯, K , do//update the center of each
cluster. Calculate the distance between the center vk
of the cluster Ck and other data objects in the cluster;
find the nearest data object (vk ′) to vk. At the same
time, ðvk ′Þ should be as far away from the outliers
in Ck as possible. If vk ≠ vk ′ vk ⟵ vk ′//vk ′ is
updated as the new center of class Ck

(8) Until ∑K
i=1∑X∈Ci

dðvi, xÞ2 converted//until the stan-

dard function ∑K
i=1 ∑X∈Ci

dðvi, xÞ2 converges to a
constant, at which point vk is the new center of class
Ck

Assume that there are n data objects in dataset D = fy1
, y2,⋯, yng. Every data object yi = fyi1, yi2,⋯, yimg is a
dimension vector of m. The DC k-means algorithm will
divide dataset D into k clusters C = fC1, C2,⋯, CKg through
h iterations.

According to the individual’s theoretical and practical
ability, BP neural network divides the learning ability of
ideological and political education into nine levels. Subjec-
tive and abstract indicators are standardized, making indi-
viduals more different. It is found that the factors

significantly related to the evaluation scores of ideological
and political learning abilities are interest, guidance and
learning relationship, industry help, project difficulty, inno-
vation degree, teachers’ level, supervision factors, evaluation
system, and learning atmosphere. Those factors that have
significant correlation and difference with the ideological
and political learning ability and the evaluation score of
the ideological and political learning ability are selected as
cluster variables so that there are significant differences
among all kinds, and the significance of cluster analysis is
clarified. In the experimental part, DC k-means cluster anal-
ysis will be used to classify different research individuals, and
according to the characteristics of each category, targeted
suggestions will be put forward for their graduate students
to improve their ideological and political learning ability.

3. Experiment and Analysis

3.1. Experimental Configuration and Indicators. The experi-
mental code is written by Python language, aiming to verify
the actual effect of this algorithm in the analysis of learning
ability of ideological and political courses in colleges and
universities. The specific software and hardware configura-
tion environment of the experiment is listed in Table 5.

The experimental dataset for verifying DC k-means clus-
tering algorithm consists of 8 simulation datasets and 8 UCI
real machine learning datasets, as shown in Table 6. The
data used to verify the ideological and political ability analy-
sis algorithm in this paper consists of real student data col-
lected in Section 2.1.

3.2. Performance Indicators. The accuracy of clustering
results can usually be measured by external evaluation
indexes, such as F-measure, entropy, and purity. This paper
uses purity index to evaluate the accuracy of clustering
results, which is defined as

purity = 〠
K

p=1

Cp

�� ��
n

may
mpq

Cp

�� ��
 ! !

, ð9Þ

where jCpj is the number of all data objects in the cluster
Cp.mpq is the number of members of class cluster Cp belong-
ing to class cluster Cq. K is the number of clusters in the tar-
get dataset. n is the number of data objects contained in the
target dataset. In this paper, the value of purity index is con-
verted into percentage for comparison.

3.3. Comparative Experiment. In the experiment, the cluster-
ing results generated by different datasets are evaluated.

Table 7 lists the processing accuracy of k-medoids, k
-means++, and DC k-means for the 16 datasets listed in
Table 6. The DC k-means algorithm can keep the same
result every time, so it only needs to be run once. On the
contrary, the accuracy of the other two algorithms is the
average of 10 repeated experiments. As can be seen from
Table 6, since the center of the initial cluster is randomly
selected, the accuracy of k-medoids algorithm is the worst

9Journal of Sensors



RE
TR
AC
TE
D

among the three algorithms. In k-means++ algorithm,
except for the first initial cluster center, other cluster centers
are no longer randomly selected. Therefore, the accuracy of
k-means++ algorithm is better than that of k-medoids algo-
rithm. DC k-means introduces the density parameter to
select the initial cluster center and adopts the center replace-
ment strategy in the update stage. Therefore, the clustering
accuracy of DC k-means is the best among the three cluster-
ing algorithms, indicating the effectiveness of the improved k
-means clustering algorithm designed in this paper.

3.4. Feasibility Analysis. According to the individual’s theo-
retical and practical ability, the learning ability is divided
into 9 levels by BP neural network, which standardizes sub-
jective and abstract indicators, thus making individuals
more different. Through correlation analysis, it is found that
the factors significantly related to the evaluation score of
ideological and political learning ability are interest, guid-
ance and learning relationship, industry help, project diffi-
culty, innovation degree, teachers’ level, supervision factors,
evaluation system, and learning atmosphere. These factors
with significant correlation and difference with ideological
and political learning ability and the evaluation score of
ideological and political learning ability are selected as clus-
ter variables to make significant differences between various
types, so as to clarify the significance of cluster analysis. The
following uses the improved cluster analysis method to clas-
sify different research individuals and puts forward targeted
suggestions for their graduate students to improve their
ideological and political learning ability according to the
characteristics of each category.

According to Table 8, among the preliminarily deter-
mined influencing factors, only gender, research signifi-
cance, and teaching facilities have little influence on
ideological and political learning ability. Therefore, the
remaining nine factors and dependent variables that are sig-
nificantly related to the ideological and political learning
ability are selected into the classification variables of cluster
analysis.

The sum of squares within the group represents the sum
of squares of errors of the sample data and their mean values
of each level or group, which reflects the dispersion of the
observed values of each sample, also known as the sum of
squares of errors. In this study, the sum of squares within
each group is obtained by using Python language.

SE = 〠
r

p=1
〠
np

q=1
ypq − �yp
� �2

, ð10Þ

where ypq is a random variable within the group. yp is the
sample mean, and n is the sample size.

Cluster the above selected 10 factors, and calculate the
sum of squares within the group corresponding to different
cluster numbers, as shown in Figure 3. When the cluster
number is 5, the sum of squares within the group basically
does not change, so the cluster number k in this study is 5.

After 50 iterations and reclassification, the final cluster-
ing results are as follows.

3.5. Clustering Results and Related Suggestions. In order to
improve the learning ability of postgraduates, this paper
classifies postgraduates into 5 categories by cluster analysis
based on the evaluation scores of each postgraduates’
influencing factors on learning ability. Finally, according to
the characteristics of each category, it puts forward specific
suggestions for postgraduates to improve their learning abil-
ity. The results are as follows.

The first category: the theoretical knowledge of general
industries. For this type of talents, we should start to create
opportunities for practical application and encourage them
to apply the theoretical knowledge they have learned to
practice.

The second category: all-round knowledge-based high-
end industries. The industry in which this type of talents is
located has the highest requirements for ideological and
political learning ability, and the difficulty and innovation
degree of the research topics are high. For this class, the most
important thing is to equip a strong team of teachers to
improve their mathematical research ability.

The third category: other knowledge types in the literary
industry. These individuals are at the lowest level in theoret-
ical achievement and practical ability. For this kind of tal-
ents, cultivating interest in ideological and political
learning is the easiest way to achieve.

The fourth category: the theoretical knowledge of
middle-end industries. For this type of graduate students,
schools should carry out more activities in ideological and
political practice and improve ideological and political liter-
acy to cultivate interest in learning.

The fifth category: other knowledge-based industries in
high-end industries. This type of industry has a high
demand for ideological and political education. For this type
of graduate students, schools should also carry out more
practical activities and lectures on improving literacy to cul-
tivate interest and improve the atmosphere of learning.

4. Conclusion

The ideological and political theory course in colleges and
universities is the main channel to strengthen and improve
the ideological and political education of college students.
This paper proposes an analysis algorithm based on BP neu-
ral network and improved k-means clustering, aiming to
realize the research of students’ innovative ability in ideolog-
ical and political course. The algorithm collects the influenc-
ing factors of ideological and political learning ability. And
BP neural network is used to quantify the learning ability
and solve the problem of index weight. In the meantime, it
avoids artificial subjective factors and ensures the reliability
of evaluation results. Then, the correlation analysis screens
out the influence of ideological and political learning ability
on privacy. Finally, an improved DC k-means clustering
algorithm is designed, which is applied to cluster-related
ideological and political research individuals. The experi-
mental results demonstrate that the improved clustering
algorithm designed in this paper has high clustering accu-
racy. This paper can effectively analyze the learning ability
of ideological and political course based on BP neural
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With the deepening of the national medical and health system reform, various supporting reform measures are being promoted.
The reform of medical insurance payment methods is an important part of the process, and payment through diagnosis-related
groups (DRGs) will gradually become the main way for medical insurance to pay medical institutions. According to the analysis of
the impact of DRG payment on hospital performance management, this research examines the construction and implementation
of the internal performance management system (IPMS) based on DRG payment in hospitals. The IPMS based on DRG payment
includes four elements: organizational management system, assessment system, communication and feedback system, and
information support system. In addition, this study explores how IPMS can be implemented in hospitals, including the
preparation before implementation, key points to be grasped during implementation, and considerations to be focused on.

1. Introduction

The payment system based on diagnosis-related groups
(DRGs) is a popular tool for financing inpatient care. DRGs
were born in the US in the late 1960s and have since been
introduced in Europe, Australia, and some Asian countries,
where they have been localized, resulting in several localized
versions of DRGs [1–4]. This kind of system clusters similar
patients based on the related data, and the hospital is
responsible for paying a constant price for patients treated
in the DRGs [5, 6]. The payment system based on DRGs
separates the hospital’s profits from its underlying cost base,
thus moving a significant amount of financial risk from the
system level to the hospital level; in other words, the hospi-
tals have to deal with the uncertain financial results related
to the provision of healthcare services [7].

Although there are many versions of DRGs, the princi-
ples are basically the same between different versions of
DRGs and the differences are mainly in the details of case
grouping and the coding system. Scholars in China have
been interested in DRGs since the late 1980s, and the Beijing
version of DRGs (BJ-DRGs), completed in 2008, was the first

complete localized version of DRGs in China. Jian et al.
applied a total of 1.3 million inpatient records from 154 hos-
pitals in Beijing in 2008 to explore the performance of DRG
systems [8]. Qiao et al. analyzed the factors associated with
the influence of DRG-based stroke patients on in-hospital
costs in Jiaozuo, Henan province, and offered theoretical
instructions for healthcare payment and healthcare resource
allocation [9]. Wang et al. adopted multiple linear regression
analysis to examine the correlation between the total medical
costs of inpatients and the age, gender, length of stay, region,
and economic level of the hospital, thus better researching
DRG payment systems [10]. In recent years, China has con-
tinued to promote the implementation of DRG payment at
the national level. In 2017, the government began to pro-
mote the piloting of DRG payment nationwide. In 2019,
the National Health Insurance Administration (NHA) and
others officially identified 30 cities as pilot cities for DRG
payment and at the same time released the technical specifi-
cations for the national piloting of DRG payment and the
grouping scheme; in 2020, NHA released the DRG payment
piloting scheme (1.1). In 2020, NHA published the disease
diagnosis-related grouping (CDS-DRG) subgrouping plan
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(version 1.0), which provides for 376 DRGs. The CHS-DRG
marked the completion of the top-level design of the
national pilot of DRG payment in China and the beginning
of the actual payment stage of DRG payment.

The differences in social and health systems in different
countries have led to significant differences in the
approaches to hospital performance management. The US
has a highly market-based healthcare system with a complex
and diverse structure, corresponding to a wide range of
health insurance forms. Due to the constraints of the
healthcare market and health insurance, hospital perfor-
mance management is predominantly customer oriented.
Also, the US healthcare system is considered to be the most
expensive but least effective in the world compared to other
countries and the main drivers of healthcare costs are insti-
tutionalized medical practices and reimbursement policies,
technology-related costs, and consumer behavior [11]. The
UK is a typical country with a National Health Service, with
particular attention being paid to controlling provider-
induced cost inflation. After all, healthcare and related poli-
cies are the government’s duty in the UK [12]. As a result,
performance evaluation of hospitals in the UK focuses on
both quality and efficiency. Singapore has a typical dual
health service system, meaning that both public and private
providers play an important role. This has brought Singa-
pore’s healthcare system to the same level as other advanced
countries [13]. Hospital performance is first and foremost
concerned with how much patients benefit and is evaluated
in terms of quality of service, consumption of care, the effi-
ciency of service, and safety of care.

Various management tools and methods have been
applied in the performance management of public hospitals,
mainly including the balanced scorecard [14–16], key indi-
cators [17, 18], management by objectives [19, 20], 360-
degree appraisal [21], and the point counting method. How-
ever, they are often focused on the specific application of
management methods, mainly on the assessment and evalu-
ation of performance indicators. The results of these assess-
ments are mainly used for the distribution of hospital
bonuses, but no systematic research has been carried out
on the internal performance management system of public
hospitals, which has not played a significant role in promot-
ing the overall development of hospitals. At the same time,
as DRG payment is still in the process of being fully pro-
moted in the country, research on the impact of DRG pay-
ment on the internal performance management system of
public hospitals is not yet detailed and in depth.

2. Research Implications

The medical insurance DRG payment refers to the grouping
of cases based on clinical diagnosis, treatment modalities,
and individual characteristics of the cases. The medical
insurance agency predetermines the payment criteria based
on the case grouping, and the actual payment is settled
according to the number of cases provided by the medical
institution according to the criteria of the grouping. Com-
monly used indicators for evaluating the performance of
healthcare services based on DRGs include three dimen-

sions: capacity, efficiency, and safety, of which three indica-
tors, namely, the number of DRG groups, total weights,
and hospital and department case mix index (CMI), can be
used to evaluate the service capacity of healthcare institu-
tions. The DRGs can be used to evaluate the efficiency of a
health facility, and the safety of a health facility can be eval-
uated by the low-risk group mortality or low- and medium-
risk group mortality. The ultimate goal of DRG payment is
to achieve a win-win situation for health insurance, medical
institutions, and patients, in which government health insur-
ance funds are not overspent and are managed and operated
more effectively; medical institutions are more rational in
their treatment behavior, medical expenses are reasonably
compensated, and medical technology is effectively
improved; and patients are able to enjoy better medical ser-
vices, further reducing the actual medical burden on
patients, while the patient billing process will be more con-
venient and efficient.

DRGs have changed the patient payment model and will
have a significant impact on the organization and manage-
ment of hospital performance, the choice of evaluation indi-
cators, costing methods, quality of care, communication and
feedback, and the development of information technology.
Hospitals must focus on improving their management and
medical service capabilities, improving the quality of their
medical services, further improving the level of hospital
treatment and services, correcting irregular treatment behav-
ior of medical staff, reducing unreasonable treatment and
services, and improving their management and treatment
service capabilities. As China’s medical insurance system
continues to be optimized and improved, medical insurance
patients have become a major component of public hospital
patients, so changes to the medical insurance payment
method have also become an important factor affecting the
internal operation and management of public hospitals. It
is worthwhile to study how the internal performance man-
agement of hospitals can adapt to the impact of the health
insurance payment reform on hospitals. This paper exam-
ines the construction and implementation of an internal per-
formance management system in public hospitals in the
context of DRG payment, with a view to improving the over-
all operational efficiency and management level of public
hospitals, which has important theoretical and practical
implications for internal hospital management.

3. Building the IPMS for Public Hospitals
Based on DRG Payment

3.1. Overview of IPMS. IPMS is a set of concepts, principles,
procedures, and methods to systematically manage the per-
formance of a hospital at all levels in order to achieve its
vision or mission, according to its stage of development,
context, and environment, and guided by the overall strate-
gic objectives of the hospital. As shown in Figure 1, IPMS
can be divided into four components: organizational man-
agement, assessment, communication and feedback, and
information support, while the process of performance man-
agement is a PDCA continuous improvement process
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consisting of performance planning, performance monitor-
ing, performance evaluation, and performance feedback.

3.2. Constructing the Organizational Management System.
The multidisciplinary treatment model is a treatment model
in which specialists from various fields in the hospital con-
duct a comprehensive consultation on a specific case, inte-
grating their opinions and forming the best treatment plan.
Performance management in hospitals is a systematic pro-
ject that requires the participation of multiple departments
throughout the hospital. As shown in Figure 2, this system
consists of a performance management leadership team
composed of personnel from various departments, including
finance, personnel, medical, health insurance, information,
medical records, and nursing, with a performance manage-
ment office and, if required, an expert advisory group, which
brings together the various management functions of the
hospital and provides multidepartmental collaboration to
solve problems in performance management.

3.3. Constructing the Assessment System

3.3.1. Workload Assessment. Departmental workload can be
calculated based on DRG case weights, which can be shared
between the physician and nursing groups. However, the
input parameters in this study are not fixed [22]. The
detailed calculation formula is shown as follows:

WA= 〠
n

i=1
CWi × CNi, ð1Þ

where WA refers to the workload assessment, CWi refers to
the ith DRG case weight, and CNi refers to the number of
the ith DRG case.

3.3.2. Operational Assessment. The DRG patient groups in
the assessment department can be assessed separately for
physician and nursing groups, with separate target values

for physician and nursing groups based on the controllabil-
ity of costs for the physician and nursing groups.

The physician and nursing groups calculate the control-
lable costs of physicians and nursing care for each DRG
group based on clinical pathways and historical data and
set physician and nursing care cost targets for each DRG
group in conjunction with health insurance payments.

OASi =
CTVi

CCi
, ð2Þ

where OASi refers to the operational assessment score for
the ith DRG case, CTVi refers to the cost target value for
the ith DRG case, and CCi refers to the current cost for
the ith DRG case.

OAS = 〠
n

i=1

OASi × CNi

TNi
, ð3Þ

where OAS refers to the operational assessment score and
TNi refers to the total number of DRG cases.

3.3.3. KPI Assessment. The KPI indicators are set based on
the objectives of hospital performance management, taking
into account the quality of medical services, safety of medical
services, and operational efficiency and effectiveness. The
physician and nursing groups are assessed separately. The
detailed assessment indicators and weights are shown in
Table 1. The selection of KPI indicators and the weighting
of each indicator can be adjusted regularly according to the
needs of hospital management and development.

3.4. Constructing the Communication and Feedback System.
The targets of communication in performance management
include both external and internal communication, with
external communication mainly referring to hospital
business-related authorities (e.g., health insurance and price
departments) and internal communication referring to all
departments and staff within the hospital. The medical

Strategic
objectives

Performance
planning

Performance
evaluation

Performance
feedback

Performance
monitoring

Communication and
feedback system 

Information support
system

Organizational
management system Assessment system 

Figure 1: Framework of IPMS.
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insurance department is the policy maker for DRG payment.
Hospitals need to keep the medical insurance department
informed of the policies related to DRG payment and pro-
vide feedback on any problems in the implementation of
DRG payment. Under the DRG payment model, hospitals
also need to work with the pricing department to improve
the reasonableness of their fees and charges.

Performance management is a continuous improve-
ment process, and communication and feedback are very
important throughout the whole process of performance
management in hospitals. Before performance manage-
ment is carried out, a series of presentations should be
made within the hospital, such as the purpose and mean-
ing of applying DGR-related indicators to performance
management and the policies related to DRG payment.
Performance targets should be set and refined through
staff participation and communication, such as the weight-
ing of DRG cases, DRG group costs, and the setting of
KPI indicators. During the performance appraisal process,
communication with hospital staff is required to identify
any problems that may arise during the performance
appraisal process, such as whether DRG cases are correctly
grouped and coded and whether DRG case costs exceed
the standard. Once the performance appraisal results are
finalized, they should be analyzed and fed back to the

appraisee in a timely manner, so that further efforts and
improvements can be made, for example, the number of
DRG groups in the main hospital team, the total weight
of cases, and the ranking of CMI values.

3.5. Constructing the Information Support System. The estab-
lishment and implementation of performance management
systems in hospitals cannot be separated from the support
of information technology, and by improving the level of
information technology construction, the efficiency and
effectiveness of hospital performance management can be
improved. Only by establishing a comprehensive perfor-
mance management information system based on DRG pay-
ment, meeting the needs of integrated management of
performance management before, during, and after the
event and achieving a high degree of integration of business
and finance, can performance management objectives be
achieved in a timely and efficient manner.

The IPMS based on DRG payment needs to be com-
posed of several submodules to achieve its objectives. As
shown in Figure 3, this system includes DRG management,
health insurance monitoring, performance evaluation, cost
accounting, bonus accounting, and intelligent analysis sys-
tems and the data between each submodule system should
be able to share and interoperate.

Performance management leadership team

Performance
management office Expert advisory group

Finance
department

Personnel
department

Medical
department

Insurance
department

Information
department

Medical records
department

Nursing
department

Figure 2: Organizational structure of IPMS.

Table 1: KPI indicators and weights.

Dimension KPI indicators for physician groups Weight KPI indicators for nursing groups Weight

Finance
Bed occupancy rate (10%)

20% Bed occupancy rate (20%) 20%
Cost consumption index (10%)

Customer Patient satisfaction (10%) 10% Patient satisfaction (10%) 10%

Internal
processes

Time consumption index (10%)

40%

Time consumption index (10%)

40%

Mortality in the low and medium risk group
(10%)

Mortality in the low and medium risk group
(10%)

Incidence of hospital admissions (5%) Incidence of hospital admissions (10%)

Case quality (5%)
Other quality of care and safety (10%)

Quality and safety of other care (10%)

Learn and
growth

Number of DRG groups (5%)

30%

Number of DRG groups (10%)

40%

CMI value (10%) CMI value (10%)

Out-of-region patient rates (5%) Chinese medicine nursing technology (10%)

Percentage of TCM medical services (5%)
Scientific research capacity (10%)

Scientific research capacity (5%)
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4. Implementation of IPMS for Public
Hospitals Based on DRG Payment

4.1. Preliminary Preparation for Implementation

4.1.1. Strengthening the Management of the First Page of a
Patient Case. The core principle of DRGs is case grouping,
and the first page of the hospital case is the key, which
includes the primary diagnosis, surgery, operation, and sec-
ondary diagnosis. All of this data comes from the first page
of the case, so whether the first page of the case is completed
completely and accurately is directly related to whether the
case can be entered into the grouping and whether the
grouping is correct. Whether the relationship between the
main diagnosis of the case and the chief complaint and med-
ical history is reasonable, the relationship between the surgi-
cal operation and the main diagnosis, the logical relationship
between the secondary diagnosis, the corresponding comor-
bidities and complications, etc., will all be the basis for
whether the case is correctly grouped. Hospitals need to fur-
ther strengthen the training related to the completion of the
first page of the case, guide the medical staff of clinical
departments to fill in the first page of the case correctly,
and establish a corresponding management system and
reward and punishment system.

4.1.2. Strengthening Clinical Pathway Management. Regard-
less of whether it is single-patient payment or DRG pay-
ment, clinical pathways are critical. Specifically, the final
classification of DRG cases into which group is determined
by the clinical medical behavior and the front page of the

case is only a reflection of the clinical medical behavior. Hos-
pitals need to strengthen their understanding of the impor-
tance of clinical pathways by leveraging the restraining
effect of DRG payment on medical behavior and thus
strengthen the management of clinical pathways. At the
same time, by strengthening the management of clinical
pathways to regulate the treatment and service behaviors of
hospital medical staff, it is a very effective means to control
the unreasonable increase of medical costs and improve
the quality and efficiency of hospital medical services.

4.1.3. Strengthening Cost Management for Disease Types.
DRGs are a prepayment-based payment system, which is
completely different from the item-based postpayment sys-
tem. As it stands now, many of the items that can generate
profits for hospitals will become costs that hospitals will
have to bear. Under the DRG payment model, there is a need
to shift from the existing departmental costing to more
refined and accurate patient costing, as well as to strengthen
the management of the departmental drug and consumable
secondary pool and to establish target costs and fixed cost
standards for each DRG group in the department.

4.2. Key Points for Implementation

4.2.1. Enhancing the Integration of DRGs with
Performance Management

(1) Achieving Performance Management Goals. The realiza-
tion of the hospital’s overall strategic goal is not only the
main starting point of the hospital’s IPMS but also the main
target task that the hospital’s IPMS needs to achieve.

Intelligent analysis 
system 

Health insurance
monitoring system

Performance 
evaluation system

Cost accounting
system

Bonus accounting 
system 

IPMS

DRGs management
system 

Figure 3: Submodule systems in IPMS.
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Without the overall strategy of the hospital as a guide, the
IMPS of the hospital will have no support and direction.
Therefore, the combination of DRGs and IPMS is conducive
to better realize the strategic goals and performance manage-
ment goals of the hospital.

By incorporating DRG-related indicators into the hos-
pital performance management system, the overall
strength of the hospital and talents can be evaluated more
objectively, saving daily operating costs and thus enhanc-
ing the hospital’s ability to develop in a sustainable man-
ner. For example, raising the DRG overall competency
index will promote a balanced development of talents;
raising the CMI value of each department will increase
the influence of the hospital in the industry and at the
same time promote the cultivation and growth of the tal-
ent team; assessing the weighting of DRG cases and the
level of cost control of disease types will motivate hospital
staff and save operational costs, etc.

(2) Reinforcing Performance Organization Management.
Organizational management is the basis for achieving the
hospital’s performance management objectives. At present,
however, hospital management is generally not sufficiently
aware of the impact of DRG payments on the hospital,
believing that DRG payments are a matter of the quality
of the first page of the case and are only a matter for
the case department. As a result, they only put the work
related to DRGs in the case room and do not fully under-
stand the impact of DRGs on the internal management of
the hospital.

At the health insurance level, DRGs are just a payment
method, but from the perspective of internal hospital opera-
tions, DRGs are more of a management tool. The core of
DRGs is the change in pricing mechanism, which poses a
new challenge to the internal operation and management
of hospitals, and this is the key to the impact of DRGs on
the internal operation and management of hospitals. This
is the key to the impact of DRGs on internal operations
management. Therefore, hospitals need to pay close atten-
tion to this and make full use of DRG-related management
tools so that they can play a greater and more significant role
in internal operations management, especially internal per-
formance management.

4.2.2. Using DRG Indicators for Performance Evaluation.
This section uses data from four surgical departments in a
hospital: urology, gastroenterology, hepatobiliary, and car-
diothoracic, as an example, to analyze how to evaluate
departmental performance using DRG-related indicators,
including departmental workload performance, operational
performance, and KPI performance evaluation.

(1) Workload Performance Evaluation. The workload perfor-
mance of the four surgical departments of urology, gastroen-
terology, hepatobiliary, and cardiothoracic was evaluated
using two methods: medical service performance points,
and DRG case weights, and compared.

According to the results shown in Table 2, the workload
performance calculated by the two methods was compared
and the ranking of all three departments changed, except
for urology, where the ranking changed from 1st to 4th, car-
diothoracic surgery from 2nd to 1st, and hepatobiliary sur-
gery from 4th to 2nd.

As shown in Figure 4, the specific analysis of DRG-
related indicators for the four surgical departments shows
that the decrease in the ranking of the gastrointestinal sur-
gery department is mainly due to the high-time consump-
tion index and cost consumption index. When calculating
the workload by item performance points, more items done
by the patient result in higher workload points, but when
calculating the workload by DRG case weights, more items
become useless and the longer the patient stays, the more
efficient the use of beds. Cardiothoracic surgery moved up
in the rankings mainly due to a higher CMI, indicating that
the original project performance points did not fully reflect
the technical difficulty of the disease types admitted to the
unit and the workload of the medical staff. The increase in
ranking for hepatobiliary surgery is also due to a higher
CMI and a lower time and cost consumption index.

(2) Operational Performance Evaluation. Based on the his-
torical data for each DRG group, a target cost for each
DRG group can be calculated. In order to better represent
the change in cost for each DRG group, the average histori-
cal cost for each DRG group over the last 3 years can be
taken and different weights can be assigned to each year,
with more recent years being given a greater weight and
more distant years being given a smaller weight.

As shown in Figure 5, there are five urology groups, and
based on the results of the costing for each disease group, the
historical costs for each group for the last three years from
2017–2019 can be calculated and different weights of 20%,
30%, and 50% can be assigned to each group when calculat-
ing the target cost.

After calculating the target cost for each DRG group in
the department as described above, the target cost for each
DRG group in the department was compared with the actual
cost of the group in the current period to calculate an oper-
ational assessment score for each group. The total group
score and the operational assessment score for the whole
department can then be calculated based on the operational
assessment score for each group and the number of cases, as
shown in Table 3.

Table 2: Performance points and case weights of surgical
departments.

No. Department
Performance point DRG case weight
Total points Rank Total weight Rank

1 Urology 1,394,255 3 1,428 3

2 Gastroenterology 1,928,976 1 1,145 4

3 Hepatobiliary 1,098,267 4 1,769 2

4 Cardiothoracic 1,562,787 2 1,974 1

Total 5,984,285 6,316
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Thus, the urology operation assessment score is
167,029:15/1730 = 96:55. Using the same methodology as
the above, the operational assessment scores for the three
departments of gastroenterology, hepatobiliary surgery, and
cardiothoracic surgery can be calculated as 92.76, 117.22,
and 99.18, respectively.

(3) KPI Performance Evaluation. In the KPI appraisal system
for doctors’ groups constructed using the balanced scorecard
(BSC) tool, the KPI appraisal scores of the doctors’ groups
can be calculated by assuming that all the KPI appraisal indi-
cators of the doctors’ groups except the DRG-related indica-
tors are full scores and the DRG-related indicators are
appraised according to the scoring criteria, as shown in
Tables 4 and 5.

Due to the specialist nature of each department, the num-
ber of DRG groups and CMI values in the above KPI vary
greatly between departments, so only the department itself
can be compared before and after, mainly to assess the prog-
ress of the department. As the time consumption index and
cost consumption index are industry comparable, they can
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Figure 4: Departmental DRG-related indicator calculation results.
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Table 3: Urology operation performance assessment.

Number
of cases

Target
cost

(Yuan)

Actual
cost

(Yuan)

Appraisal
score

Total
score

DRG
group
1

378 5,936 6,674 88.94 33,619.32

DRG
group
2

336 6,745 5,324 126.69 42,567.84

DRG
group
3

449 5,046 6,132 83.56 37,518.44

DRG
group
4

259 4,581 5,356 82.29 21,313.11

DRG
group
5

308 7,405 7,125 103.93 32,010.44

Total 1,730 167,029.15
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be used directly to assess the department’s comparison with
industry averages. Mortality in the low- and medium-risk
groups is a medical safety indicator that needs to be closely
controlled, so points are deducted more heavily if it occurs.

4.2.3. Applying DRG Performance Evaluation Results. The
results of hospital performance evaluations can be used in
a number of ways. This section describes how the results of
DRGs can be used to calculate performance bonuses, evalu-
ate specialty development, and control healthcare costs.

(1) Calculating Performance Bonuses. The workload perfor-
mance bonus can be calculated by the following formula:

WPB = TW×UP, ð4Þ

where WPB refers to the workload performance bonus, TW
refers to the total weight of the DRG case, and UP refers to
the unit price of the DRG case.

After obtaining the value of the workload performance
bonus, the actual performance bonus issued can be calcu-
lated through the following formula:

APB =WPB +OARP × KPIOARP, ð5Þ

where APB refers to the actual performance bonus issued,
OARP refers to the operational assessment rewards and pen-
alties, and KPIOARP refers to the KPI assessment rewards
and penalties. The results are shown in Table 6.

Table 4: Scoring criteria for DRG-related indicators.

Indicator Scoring criteria

Number of DRG groups
The number of DRG groups in each assessment unit in the previous year as the base, plus (minus) one
point for each additional (reduced) group in each assessment unit in the current assessment period, with

a maximum of two points for each assessment unit in the current period

CMI value
The CMI value of each assessment unit in the previous year will be used as the base, and 1 point will be

added (subtracted) for every 1% increase (decrease) in each assessment unit during the current
assessment period, with a maximum of 2 points added to each assessment unit in the current period

Time consumption index
Each assessment unit will be based on 1, and 0.2 points will be deducted (added) for every 1% increase
(decrease) in each assessment unit during this assessment period, with a maximum of 2 points added for

each assessment unit in the current period

Cost consumption index
Each assessment unit will be based on 1, and 0.2 points will be deducted (added) for every 1% increase
(decrease) in each assessment unit during this assessment period, with a maximum of 2 points added for

each assessment unit in the current period

Mortality in low- and medium-
risk groups

5 points deducted for each case during this assessment period

Table 5: KPI performance evaluation.

Dimension KPI indicator
Urinary
surgery

Gastrointestinal
surgery

Hepatobiliary
surgery

Cardiothoracic
surgery

Finance (20%)
Bed occupancy rate (10%) 10.00 10.00 10.00 10.00

Cost consumption index (10%) 9.40 5.20 11.20 7.70

Customer (10%) Patient satisfaction (10%) 10.00 10.00 10.00 10.00

Internal processes
(40%)

Time consumption index (10%) 6.80 6.10 10.30 9.20

Mortality in the low- and medium-risk
groups (10%)

10.00 10.00 10.00 10.00

Incidence of hospital admissions (5%) 4.90 4.70 5.25 4.80

Case quality (5%) 5.20 4.80 5.05 5.10

Quality and safety of other care (10%) 10.00 10.00 10.00 10.00

Learn and growth
(30%)

Number of DRG groups (5%) 6.20 5.70 5.00 4.10

CMI value (10%) 11.80 8.20 9.90 5.60

Out-of-region patient rates (5%) 5.00 4.48 5.00 4.80

Percentage of TCM medical services (5%) 4.90 4.97 4.90 5.15

Scientific research capacity (5%) 5.10 5.35 5.10 5.20

Total 99.30 89.50 101.70 84.65
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(2) Evaluating Specialist Development. Using the DRGs and
other indicators such as operations, the development of each
hospital specialty can be evaluated and more targeted devel-
opment recommendations can be made for each specialty.
As shown in Figure 6, departments can be classified into four
categories: star, golden calf, problem, and growth, based on
their technical difficulty and operational efficiency factors,
with different development goals and directions.

The first quadrant is the star category: the CMI of the
department is higher than the industry average (technical
difficulty coefficient > 1), and the department has a positive
income and expenditure balance (operational efficiency
coefficient > 1). These departments are the leaders of the
hospital’s development and should be fostered and devel-
oped to become national key specialties and regional treat-
ment centers.

The second quadrant is the Golden Bull category: the
CMI of the department is lower than the industry average
(technical difficulty coefficient less than 1), but the depart-
ment has a positive income and expenditure balance (opera-
tional efficiency coefficient greater than 1). This type of
department can bring economic benefits to the hospital but
should be improved by optimizing the structure of the
patient group and improving the technical level of the
department.

The third quadrant is the problematic category: the CMI
value is below the industry average (technical difficulty fac-
tor less than 1), and the department has a negative income
and expenditure balance (operating efficiency factor less
than 1). This is a serious problem, and the department must
not only try to control its operating costs but also improve
its medical skills.

The fourth quadrant is the growth category: the depart-
ment has a CMI above the industry average (technical diffi-
culty coefficient greater than 1), but a negative income and

expenditure balance (operating efficiency coefficient less
than 1). These departments have a high level of medical
technology and are influential in the industry but need to
take steps to control operating costs.

5. Conclusion

In recent years, as the national health system reform has
been increasing, so have the corresponding reform mea-
sures. In this context, this study constructs a performance
management system within public hospitals based on DRG
payment and explores the specific content of this system
from four aspects: organizational management, assessment
and evaluation, communication and feedback, and informa-
tion support. In addition, the paper discusses how to imple-
ment an IPMS in hospitals, including the preparatory work
before implementation and the key points to be grasped dur-
ing the implementation process. In summary, this system
will help to build a better internal performance management
system in hospitals.

However, there are some limits of applying DRG perfor-
mance evaluation results. For example, the scope of applica-
tion is limited. To be specific, the objective of DRGs is to
classify the output of healthcare services and only inpatient
cases where the clinical diagnosis and treatment modality
have a clear impact on the resource consumption and out-
come of the patient are suitable. However, it cannot be
applied to all patients in performance management, e.g.,
patients with the same diagnosis and treatment modalities
but with very different resource consumption and treatment
outcomes are not suitable for DRGs, so a combination of
methods is needed for performance management within
hospitals.
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In order to improve the information fusion effect of sports training intensity, this paper analyzes the information fusion process of
Kinect sensor. In order to prevent the simulation platform from exceeding its working space and ensure that the sports athletes
obtain a more realistic sense of motion, the adaptive washout algorithm can change the adaptive parameters online in real time
according to the input athlete’s acceleration and angular velocity and the current motion state of the simulation platform.
Moreover, this paper uses Kinect as the input device and combines the human node model to identify the features of training
intensity information. After constructing an intelligent system, the performance of the system of this paper is verified. The
research results show that the sports training intensity information fusion method based on the Kinect sensor proposed in this
paper has a good effect in sports training intensity information fusion.

1. Introduction

Data fusion analysis technology [1] is an automated infor-
mation processing technology that avoids the shortcomings
of individual information, takes advantage of global infor-
mation, and makes use of the complementarity between
multisource heterogeneous data. It makes the mass informa-
tion analysis result more reliable and accurate through the
computer. Data fusion analysis technology is mainly to col-
lect multisource heterogeneous data from multiple sensors
and filter, analyze, synthesize, evaluate, and predict redun-
dant or complementary information according to certain
criteria. After that, the management personnel will take cor-
responding actions according to the processing results [2].
In academia, data fusion is defined as an information pro-
cessing process that automatically analyzes information
obtained by various sensors in chronological order accord-
ing to certain criteria and performs systematic evaluation
and prediction for a certain purpose. According to the defi-
nition, the key to data fusion is the method used and the
process of research, and the sensor is the cornerstone of
information collection [3].

The main goal of data fusion analysis technology is to
analyze the obtained data and finally come to a decision,
and the correctness and security of the decision are the stan-
dard of measurement. There are many usage scenarios of
data fusion analysis methods, such as image processing, sig-
nal processing, and network security field. The main purpose
is to achieve target state assessment, target attribute recogni-
tion, behavioral intention analysis, situation assessment,
threat analysis, etc. The main theoretical knowledge is pat-
tern recognition, uncertainty theory, artificial intelligence,
neural network, and decision theory. Data fusion provides
an efficient data processing technology foundation for infor-
mation processing systems and domestic and foreign com-
bat management. Filtering out some redundant data can
improve the processing efficiency of the system, while com-
plementary multisource heterogeneous data ensures the
accuracy of system analysis. Data fusion technology expands
the time and space dimensions of data, improves the reliabil-
ity of the system, increases the credibility of target or event
determination, and reduces the uncertainty of information.
The connectivity and real-time communication between
each unit and the central server in the data processing
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system with multiple heterogeneous information sources,
various processing platforms, and multiuser systems are ver-
ified. With the rapid development of network in the new
century, the amount of data is huge, from TB level to PB
level, which is called big data. Its data formats and types
are diverse, such as web/database logs, images, voice and
video, and coordinates, and data structures are also diverse,
such as massive standardized, semistandardized, and non-
standardized network or sensor data, and data fusion tech-
nology has entered the new journey.

This paper analyzes the information fusion process of
the Kinect sensor, combines the training intensity analysis
process to research, analyzes the sports training intensity
information fusion process, and proposes an intelligent
information fusion system to provide a theoretical reference
for subsequent sports training intensity information fusion.

2. Related Work

Reference [4] invented a massive data access method in a
cloud computing environment. Literature [5] clarifies a data
processing method and system that combines fast data and
big data. The big data and fast data are classified and trans-
mitted, and the rapidly generated data uses the process of
distributed structure to perform high-speed operations,
while big data is used for high-speed computing. It is trans-
mitted first and then statistical analysis. Reference [6]
invented a fusion system to classify massive data streams
according to requirements and proposed methods such as
data concept drift and trigger classification, which enhanced
the scalability and accuracy of the system. Literature [7]
invented a big data segmentation method, which selects data
according to data-related partitions, selects classification
according to data-independent partitions, uses dynamic
models to complete data-independent partitions, calculates
the weights of different categories of data-independent parti-
tions, and finally establishes a mathematical model. This
method guarantees the speed and quality of data segmenta-
tion. Reference [8] proposed a method and system for net-
work resource evaluation based on big data. A large
amount of data is collected through stochastic models, then
data mining technology is used to filter noise, and a part of
simple data and its values are obtained through the K-
means algorithm, so as to obtain relevant indicators and
evaluate the resource quality of the analyzed system accord-
ing to the obtained indicators. In Reference [9], aiming at
the common limitations of existing wireless network mobile
user positioning methods (including GPS, AOA, TSOA, and
TOA), an improved fusion analysis method is used to
enhance the accuracy of location assessment in wireless net-
works. Reference [10] gives a comprehensive and detailed
introduction to the current state of multisensor data fusion
and conducts an in-depth study of its concept, efficiency,
challenges, and existing methods. Reference [11] proposed
two Bayesian data analysis methods in different situations
for the distributed target detection problem in sensor net-
works. The decision of local sensors was transmitted to the
fusion center, and the optimal Bayesian theory was used
for fusion analysis. Perform performance analysis experi-

ments on sensors with different numbers and locations. Ref-
erence [12] introduced the multisensor data analysis
technology into the IDS, carried out the hierarchical analysis
of data, information, and knowledge for the system, and
finally regarded the fusion analysis as an important stage
of the IDS. Reference [13] uses artificial intelligence technol-
ogy to fuse information from different intrusion detection
sensors to provide a decision engine for the Intelligent Intru-
sion Detection System (IIDS), which uses fuzzy cognitive
graphs (FCMs) and fuzzy rule-based causal knowledge.
The method was obtained and successfully introduced into
IIDS of CCSR (the Center for Computer Security Research).
Reference [14] introduced the MapReduce architecture
under the Hadoop platform and introduced the MapReduce
algorithm based on data mining, machine learning, and sim-
ilarity join. In the context of big data, the literature [15] pro-
posed an improved K-means algorithm suitable for different
structured big data because the K-means clustering algo-
rithm cannot effectively deal with the combination of struc-
tured and unstructured data. Reference [16] analyzes the
web logs in the network, calculates the possibility and suc-
cess of attack behaviors according to the existing vulnerabil-
ity of the server, and finally evaluates the performance of
each server according to the D-S evidence theory. Reference
[17] designed a framework with a certain ability to process
big data. The parallel Apriori algorithm based on MapRe-
duce uses a large number of computers for data distribution
and effectively handles large-scale data. Reference [18] pro-
posed a regression algorithm based on parallel prediction
of large datasets, which effectively reduces the time for pre-
dicting datasets while maintaining a high accuracy. Refer-
ence [19] proposed a MapReduce-based Apriori algorithm
and FP-growth algorithm, but this method scans the data-
base more frequently, and the number of candidate sets is
relatively large in the process of the algorithm. In the process
of massive data processing, in order to solve the problem of
database access and storage, literature [20] proposed a hori-
zontal storage model, and submitted the I/O performance
during data processing

3. Sports Training Intensity Information
Fusion Filter

The structure of the adaptive washout algorithm is roughly
the same as the classic washout algorithm, and its structure
is shown in the figure. The algorithm is based on the classic
washout algorithm and uses model reference adaptive theory
to improve it. In order to prevent the simulation platform
from exceeding its working space and at the same time to
ensure that the sports athletes obtain a more realistic sense
of movement, the adaptive washout algorithm can change
the adaptive parameters online in real time according to
the input acceleration and angular velocity of the athletes
and the current motion state of the simulation platform.

The adaptive washout algorithm is divided into fre-
quency adaptive washout algorithm and gain adaptive wash-
out algorithm according to the different adaptive
parameters. Since the frequency self-adaptive washout algo-
rithm has many self-adaptive parameters, a large amount of
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calculation, and is not easy to program, while the gain self-
adaptive washout algorithm has a simple form and few
self-adaptive parameters, so this paper chooses the gain
self-adaptive washout algorithm. In the gain adaptive algo-
rithm, its adaptive filter can change the parameter gain of
the filter in real time according to the current motion state
of the athletes and the simulation platform, so as to prevent
the simulation platform from exceeding the working space
and enable the athletes to obtain a more realistic sense of
movement.

The acceleration adaptive high-pass filter is composed of
adaptive gain, linear high-pass filter and adaptive algorithm.
Its principle structure is shown in Figure 1. The linear high-
pass filter is a third-order high-pass filter. The transfer func-
tion of the acceleration adaptive high-pass filter is

ah sð Þ
a sð Þ = ks3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ : ð1Þ

In the formula, k is the adaptive gain.
The above formula is written as a differential equation in

the form

ah = ka − c1vh − c2xh − c3

ð
xh dt: ð2Þ

In the formula, vh is the speed signal output by the adap-
tive high-pass filter, and xh is the displacement signal output
by the filter, c1 = 2ξhωh + ωm, c2 = 2ξhωhωm + ω2

h, c3 = ω2
hωm.

The value of adaptive gain k is between 0 and 1 and can
be adjusted in real time according to the current input accel-
eration and the position of the platform. For example, when
the input acceleration signal is small or the simulation plat-
form is close to the neutral position, the gain k should be as
close to 1 as possible. When the input acceleration signal is
large or the analog platform is close to the limit position,
in order to prevent it from exceeding the limit, it is necessary
to reduce the adaptive gain to reduce its output. To this end,
the construction cost function is [20]

J = 1
2 W1 ah − að Þ2 +W2vh

2 +W3xh
2 +W4

ð
xh dt

� �2
+W5 k − k0ð Þ2

" #
:

ð3Þ

In the formula, W1 is the weight coefficient of the accel-
eration fidelity term, W2 is the weight coefficient of the
speed penalty term, W3 is the weight coefficient of the dis-
placement penalty term, W4 is the weight coefficient of the
displacement integral penalty term, W5 is the weight coeffi-
cient of the adaptive gain penalty term, and k0 is the initial
value of the adaptive gain, which is generally 1.

In the cost function, the effect of the acceleration fidelity
term is to improve the fidelity of the washout algorithm and
ensure that the dynamic simulation is more realistic. The
function of speed penalty, displacement penalty, and dis-
placement integral penalty is to limit the speed and displace-
ment of the simulation platform, prevent the platform from
exceeding the limit, and make the simulation platform

return to the neutral position as soon as possible. In order
to make the adaptive gain change around its initial value,
an adaptive gain penalty term is added.

At present, there are many methods for solving the cost
function, such as the gradient method, Newton-Raphson
method, and conjugate gradient method. This paper chooses
the gradient method to solve the cost function. The gradient
method searches in the negative gradient direction on the
surface formed by the cost function J until J reaches the
minimum value.

According to the gradient method to calculate the mini-
mum value of the cost function, the rate of change of the
adaptive gain is [21]

_k = −G
∂J
∂k

: ð4Þ

In the formula, _k is the adaptive gain change rate, and G
is the adaptive search step size.

By obtaining partial derivatives of k at both ends of for-
mula (3), we can obtain

∂J
∂k

=W1 ah − að Þ ∂ah∂k
+W2vh

∂vh
∂k

+W3xh
∂xh
∂k

+W4

ð
xh dt

∂
Ð
xh dt
∂k

+W5 k − k0ð Þ:
ð5Þ

By substituting formula (5) into formula (4) and per-
forming the pull transformation, the adaptive gain can be
obtained as

k = G
s +GW5

−W1 ah − að Þ ∂ah∂k
−W2vh

∂vh
∂k

−W3xh
∂xh
∂k

�

−W4

ð
xh dt

∂
Ð
xh dt
∂k

+W5k0

�
:

ð6Þ

At the same time, taking the partial derivatives of k at
both ends of formula (2), respectively, we can get [22]

∂ah
∂k

= a − c1
∂vh
∂k

− c2
∂xh
∂k

− c3
∂
Ð
xh dt
∂k

: ð7Þ

So far, the function of the acceleration adaptive high-
pass filter can be realized by formula (2), formula (6), and
formula (7). First, the acceleration a of the filter input is

𝜇 s3

(s2+2𝜉𝜔hps+𝜔2
hp)(s+𝜔m)

k
𝛼 𝛼h

Adaptive
algorithm

1 1
s s

1
s

Figure 1: The structure of the acceleration adaptive high-pass filter.
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multiplied by the initial value of the adaptive gain and input
to the linear high-pass filter. Through formula (2), the
response of each movement amount such as output acceler-
ation, velocity, and displacement can be obtained, and the
response of each partial derivative term can be obtained by
formula (7). After getting the response of the above vari-
ables, the adaptive gain k can be obtained by combining for-
mula (6). In this way, the input of the linear high-pass filter
in the next cycle of filtering can be calculated, and by repeat-
ing the above steps, the adaptive high-pass filtering function
of the acceleration signal can be realized.

The angular velocity adaptive high-pass filter is similar
to the acceleration adaptive high-pass filter. It consists of
three parts: adaptive gain, linear high-pass filter, and adap-
tive algorithm. Its structure is shown in Figure 2. Among
them, the linear high-pass filter adopts a second-order
high-pass filter. The transfer function is still formula (13).
The transfer function of the adaptive high-pass acceleration
filter is

ωh sð Þ
ω sð Þ = ks2

s2 + 2ξhωhs + ω2
h

: ð8Þ

In the formula, k is the adaptive gain.
The above formula is written as a differential equation in

the form

ωh = kω − c1αh − c2

ð
αh dt: ð9Þ

In the formula, αh is the angle signal output by the adap-
tive high-pass filter, c1 = 2ξhωh, c2 = ωh

2.
In the same way, the adaptive gain of the angular velocity

adaptive high-pass filter can be continuously adjusted
between 0 and 1 according to the current input angular
velocity and the attitude of the platform to ensure a better
dynamic simulation effect of the simulation platform. When
the input angular velocity signal is too small or the attitude
angle of the simulated platform is close to zero, the adaptive
gain is as close to 1 as possible. When the input angular
velocity signal is too large or the attitude angle of the simu-
lation platform is too large, in order to prevent the platform
from exceeding the limit, it is necessary to reduce the adap-
tive gain to reduce its output. To this end, the construction
cost function is

J = 1
2 W1 ωh − ωð Þ2 +W2α

2
h +W3

ð
αh dt

� �2
+W4 k − k0ð Þ2

" #
:

ð10Þ

In the formula, W1 is the weight coefficient of the angu-
lar velocity fidelity term, W2 is the weight coefficient of the
angle penalty term, W3 is the weight coefficient of the angle
integral penalty term, W4 is the weight coefficient of the
adaptive gain penalty term, and k0 is the initial value of the
adaptive gain, which is generally 1.

In the cost function, the effect of the angular velocity
fidelity term is to improve the fidelity of the washout algo-
rithm and ensure that the dynamic simulation is more real-
istic. The function of the angle penalty item is to limit the
attitude angle of the simulation platform and prevent the
platform movement from exceeding the limit. The function
of the angle integral penalty is to make the simulation plat-
form return to the neutral position as soon as possible. In
order to make the adaptive gain change around its initial
value k0, an adaptive gain penalty term is added. Similarly,
for solving the cost function of the angular velocity adaptive
high-pass filter, the gradient method is still used. If the gra-
dient method is used to solve the cost function, the rate of
change of the adaptive gain is

_k = −G
∂J
∂k

: ð11Þ

In the formula, _k is the adaptive gain change rate, and G
is the adaptive search step size.

∂J
∂k

=W1 ωh − ωð Þ ∂ωh

∂k
+W2αh

∂αh
∂k

+W3

ð
αh dt

∂
Ð
αh dt
∂k

+W4 k − k0ð Þ,
ð12Þ

k = G
s +GW4

−W1 ωh − ωð Þ ∂ωh

∂k
−W2αh

∂αh
∂k

�

−W3

ð
αh dt

∂
Ð
αh dt
∂k

+W4k0

�
,

ð13Þ

∂ωh

∂k
= ω − c1

∂αh
∂k

− c2
∂
Ð
αh dt
∂k

: ð14Þ

So far, the function of the angular velocity adaptive high-
pass filter can be realized by formula (9), formula (13), and
formula (14). First, the angular velocity ω input by the filter
is multiplied by the initial value of the adaptive gain and
input to the linear high-pass filter. Through formula (9),
the response of each movement amount such as output
angular velocity and angle can be obtained, and the response
of each partial derivative term can be obtained by formula
(14). After obtaining the response of the above variables,
the adaptive gain k can be obtained by combining formula
(13), so that the input of the linear high-pass filter can be
calculated for the next period of filtering. By repeating the

𝜔
k

𝜇 s2

s2+2𝜉𝜔hps+𝜔2
hp

𝜔h

Adaptive
algorithm

1 1
s s

Figure 2: The structure of the angular velocity adaptive high-pass
filter.
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above steps, the adaptive high-pass filtering function of the
angular velocity signal can be realized.

For an acceleration adaptive high-pass filter, a step signal
is used as the input. When the input amplitude increases to a
certain extent, the output of the filter will become oscillating
and diverging. As shown in Figure 3, when the step signal is
a = 1m/s2, the output tends to be stable. When the step sig-
nal is a = 3m/s2, the output appears as oscillation and
divergence.

This paper first analyzes the stability of the adaptive
high-pass filter using the Hurwitz stability criterion, which
analyzes the stability of linear systems, and finds the reasons
for the unstable output. After that, the algorithm is
improved so that the adaptive gain has nothing to do with
the input amplitude. Therefore, it is ensured that the output
will not become divergent due to the increase of the input
amplitude, false hints are reduced, and the authenticity and
stability of the dynamic simulation are improved.

This paper takes the third-order adaptive high-pass filter
of the high-pass acceleration channel as an example to ana-
lyze the adaptive washout algorithm. Since the filter is a non-
linear time-varying system, it must be linearized first, and
then, its stability can be judged by the Hurwitz stability cri-
terion. If the adaptive high-pass filter is linearized, its form
needs to be transformed. First, formula (13) is transformed
into the following form:

k = G W5k0 − uð Þ
s +GW5

: ð15Þ

In the formula, u =W1ðah − aÞð∂ah/∂kÞ +W2vhð∂vh/∂kÞ
+W3xhð∂xh/∂kÞ +W4

Ð
xh dtð∂

Ð
xh dt/∂kÞ.

Substituting formula (15) into formula (1), the transfer
function of the acceleration adaptive high-pass filter can be
obtained as

ah
a

= G W5k0 − uð Þs3
s2 + 2ξhωhs + ω2

h

� �
s + ωmð Þ s + GW5ð Þ : ð16Þ

Formula (16) is written as a differential equation in the
form

G W5k0 − uð Þa = _ah + 2ξhωh + ωm +GW5ð Þah
+ ωmGW5 + 2ξhωhGW5 + 2ξhωhωm + ω2

h

� �
�
ð
ah dt + 2ξhωhωmGW5 + ω2

hGW5 + ω2
hωm

� �
�∬ah dt

2 + ω2
hωmGW5∭ah dt

3:

ð17Þ

Formula (17) is organized into the following form:

_ah + d3 tð Þah + d2 tð Þ
ð
ah dt + d1 tð Þ∬ah dt

2 + d0 tð Þ∭
ð
ah dt

3 = d tð Þ:

ð18Þ
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Figure 3: The response of the adaptive algorithm under different amplitude step inputs.
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In the formula,

d0 tð Þ = ω2
hωmGW5 +GW4

∂
Ð
xh dt
∂k

a ;

d1 tð Þ = 2ξhωhωmGW5 + ω2
hGW5 + ω2

hωm +GW3
∂xh
∂k

a ;

d2 tð Þ = ωmGW5 + 2ξhωhGW5 + 2ξhωhωm + ω2
h + GW2

∂vh
∂k

a ;

d3 tð Þ = 2ξhωh + ωm + GW5 + GW1
∂ah
∂k

a ;

d tð Þ = G W5k0 +W1
∂ah
∂k

� �
a:

ð19Þ

Equation (18) is a time-varying linear differential equa-
tion, and its features are not easy to analyze. However, when
the input signal is constant, that is, after a long enough time,
the partial derivative terms in the coefficients of the differen-
tial equation and the constant terms tend to be constant, that
is,

lim
t⟶∞

∂ah tð Þ
∂k

= lim
s⟶0

s
∂ah sð Þ
∂k

= lim
s⟶0

s
s3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

r
s
= 0,

lim
t⟶∞

∂vh tð Þ
∂k

= lim
s⟶0

s
∂vh sð Þ
∂k

= lim
s⟶0

s
r3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

r
s
= 0,

lim
t⟶∞

∂xh tð Þ
∂k

= lim
s⟶0

s
∂xh sð Þ
∂k

= lim
s⟶0

s
r3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

1
ss2

= 0,

lim
t⟶∞

∂
Ð
xh dt

� �
tð Þ

∂k
= lim

s⟶0
s
∂
Ð
xh dt

� �
sð Þ

∂k

= lim
s⟶0

s
s3

s2 + 2ξhωhs + ω2
h

� �
s + ωmð Þ

r
s
1
s3

= r
ω2
hωm

:

ð20Þ

Therefore, the coefficients and constant terms of the dif-
ferential equations will also tend to be constants. At this
time, the system represented by formula (18) can be

regarded as a linear time-invariant system:

_ah + d3ah + d2

ð
ah dt + d1∬ah dt

2 + d0∭ah dt
3 = d: ð21Þ

Then, the feature equation of this closed-loop system is

D sð Þ = s4 + d3s
3 + d2s

2 + d1s + d0 = 0: ð22Þ

According to the Hurwitz stability criterion, the neces-
sary and sufficient conditions for the system to remain stable
are as follows:

(1) Each coefficient is positive

(2) The main determinant composed of the coefficients
of the feature equation of the system is

Δ =

d3 d1 0 0
1 d2 d0 0
0 d3 d1 0
0 1 d2 d0

�����������

�����������
ð23Þ

All subdeterminants on its main diagonal are positive.
Through the above analysis, it can be known that the sta-

bility of the acceleration adaptive high-pass filter is related to
the input amplitude. An input with an excessively large
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amplitude will make the system unable to meet the condi-
tion (2), which will cause the system to oscillate and diverge.

The analysis shows that for an adaptive high-pass filter,
the adaptive gain is related to the amplitude of the input sig-
nal and affects the stability of the system, that is, the same
adaptive high-pass filter. When the input signal amplitude
is small, its output is stable. However, when the input ampli-
tude increases to a certain extent, the output becomes oscil-
lating and diverging.

In order to overcome this shortcoming of the traditional
adaptive filter, it needs to be improved so that the amplitude
of the input signal does not affect the adaptive gain. The
improvement plan is to normalize and replace the adaptive
law with the following formula:

_k = −G〠
5

i=1
Wi

ei ∂ei/∂kð Þ
α + ∂ei/∂kð Þ2

: ð24Þ

α > 0 is introduced to avoid possible division by zero. ei
ði = 1, 2,⋯,5Þ can be obtained by writing Equation (3) as fol-
lows:

J = 1
2 W1 ah − að Þ2 +W2v

2
h +W3x

2
h +W4

ð
xh dt

� �2
+W5 k − k0ð Þ2

" #
= 1
2〠

5

i=1
Wie

2
i :

ð25Þ

In order to limit the parameter adjustment rate within
a certain range, the saturation feature is introduced,
namely,

_k = −Gsat 〠
5

i=1
Wi

ei ∂ei/∂kð Þ
α + ∂ei/∂kð Þ2 , β

 !
: ð26Þ
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Figure 7: Decision-level fusion analysis method.

Shake clear
 double exponential 

smoothing Spatial vector 
method

Data filtering Feature
extraction

Description

Kinect motion data 
acquisition

Time sequence sign design

Movement action 
decomposition

Exercise
judgment

Template
matching DTW 

(Dynamic 
time 

regulation)

Reference 
template

Test template

Pull-up Deep knee
bend

Standing 
long 
jump

...

Completeness
Standard 

degree

Finite-state 
machine

Figure 8: The framework of the motion recognition algorithm.

7Journal of Sensors



In the formula, β > 0, and

sat x, βð Þ =
−β, x<−β,
x, −β < x < β,
β, x > β:

8>><
>>: ð27Þ

The improved adaptive washout algorithm is simu-
lated, as shown in Figure 4.

It can be seen from Figure 4 that after the above correc-
tion, the gain of the adaptive washout algorithm has nothing
to do with the input amplitude, so as to ensure that the out-
put will not become divergent due to the increase of the
input amplitude, which improves the stability of the washout
algorithm. In addition, since the composition of the cost
function is not changed, and the dimension of the gain itself
is 1, this normalization process makes the gain more in line
with its physical meaning.

4. Sports Training Intensity Information
Fusion Method Based on Kinect Sensor

After Kinect “sees” the three-dimensional world through the
camera, it uses computer graphics vision technology to first
separate the human body from the background image and
identify various parts of the human body. Furthermore, it
extracts human bone features and joint point data and gen-
erates three-dimensional (3D) spatial coordinate data con-
taining 25 joint points of the human body. The Kinect
coordinate system in this study is shown in Figure 5. The
name of each joint point and its position in the human body
are shown in Figure 6.

Decision-level fusion is the fusion and dissemination of
the uncertainty of each partial fusion result. After analyzing
the current situation of data fusion at home and abroad, the
deficiencies of decision-level data fusion are summarized. (1)
The core of the decision-level fusion system is to conduct a
comprehensive analysis of the decision results of the multi-
sensor system, and most of the local results are inaccurate
and not detailed, and some are contradictory, which greatly
increases the risk of the fusion system. This time, synthesiz-
ing the analysis results of local sensors in the case of a large
amount of conflicting information has become a problem
that the cloud monitoring system must solve. (2) The
amount of data collected by the cloud monitoring system
is large, the data structure is complex, and there are many
types of data. The existing decision-level fusion analysis
methods all need to preprocess the original data, which is
expensive. Therefore, fast and efficient fusion analysis for
big data has become a “bottleneck” restricting decision-
level fusion. The design of the analysis method proposed in
this paper is shown in Figure 7.

In view of the analysis of the requirements for the use of
this system, combined with the relevant research of previous
scholars, this paper believes that the extraction of the tempo-
ral and spatial signs of the movement at different times dur-
ing the movement process is the guarantee of the recognition
accuracy. After that, this paper uses the template matching

method of the sequential signs of movement and action con-
nection as the motion recognition method of this system.
The overall framework is shown in Figure 8.
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Figure 9: The flow of the motion recognition algorithm.
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The flow of the motion recognition algorithm is shown
in Figure 9.

Data collection: the algorithm accepts the real-time data
stream collected by Kinect, including depth data stream,
bone data stream, color image stream, and bone data stream,
which will be used in the subsequent motion recognition
process. In addition, other data will be used for client inter-
action and storage at the application layer. Bone data pro-
cessing: the algorithm first uses the combined filtering
method of jitter removal and double exponential smoothing
to filter the data from the bone data stream collected by the
algorithm. The smooth bone data lays the foundation for the
smooth output of bone features. Then, the space vector
method is used to extract the joint angle features of the bone
data. Motion recognition: after the bone data is processed, a
motion finite state machine template based on joint angle
features is established for different motions. The DTW tem-
plate matching algorithm is matched with real-time motion
data to perform the motion recognition of the formulated
motion. Application: for the above motion recognition, it
only recognizes a periodic action in the motion process. It
is also necessary to continuously recognize and settle the
movement process, and the client needs to do the main
interactive feedback according to different finite state
machine states. Finally, the data is stored on the server for
use by other applications.

After constructing the above system, the system is tested
and verified. This paper uses Kinect and performance sports
training intensity identification, mainly through action
analysis.

After constructing the above system, the system is tested
and verified. In this paper, Kinect is used to identify the fea-
tures of sports training intensity, which is mainly identified
through action analysis. Firstly, the results of the identifica-
tion of sports training intensity features are counted as
shown in Figure 10. Secondly, the effect of fusion of Kinect
sensor and exercise training intensity information is
counted, as shown in Figure 11.

From the above research, it can be seen that the sports
training intensity information fusion method based on the
Kinect sensor proposed in this paper has a good effect in
sports training intensity information fusion.

5. Conclusion

Data fusion is similar to the process of human self-energy
analysis. The data collected by the sensor system is first
obtained. This information is generally time-varying, uncer-
tain, incomplete, redundant, complementary, and so on.
Then, it preprocesses and comprehensively analyzes this
information and rationally optimizes and combines all the
collected data based on the redundancy and complementar-
ity of multidimensional physical features such as space, time,
pop, and frequency spectrum. As a result, it obtains more
accurate information about the detected environment and
targets, improves the recognition ability of the system, and
ensures the correct and effective operation of the system.
This paper analyzes the Kinect sensor’s information fusion
process, combined with the training intensity analysis pro-

cess to study, analyzes the sports training intensity informa-
tion fusion process, and proposes an intelligent information
fusion system to provide a theory for subsequent sports
training intensity information fusion. Through research, it
can be seen that the sports training intensity information
fusion method based on the Kinect sensor proposed in this
paper has a good effect in sports training intensity informa-
tion fusion.
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With the widespread use of intelligent teaching, data containing student performance information continues to emerge, and
artificial intelligence technology based on big data has made a qualitative leap. At present, the prediction of college students’
sports performance is only based on the past performance, and it does not reflect the student’s training effect very well. In
order to solve these problems, this paper puts forward the analysis and simulation of college sports performance fusion with
adaptive federated deep learning algorithm, aiming to study the influencing factors of student sports performance and
suggestions for improvement. This paper uses an adaptive federated learning method and a personalized federated learning
algorithm based on deep learning and then proposes a student performance prediction method. These methods integrate the
quantitative methods of motor skill assessment and establish standards for college students, which are good standards for
evaluating college students’ sports skills. This paper adopts the performance prediction framework and then establishes the
sports performance prediction model. Through the analysis of sports performance analysis examples, it is concluded that the
model proposed in this paper can accurately predict the student’s sports performance, and the average accuracy rate of each
sports item has reached 91.7%.

1. Introduction

1.1. Background. The contradiction between the demand for
physical and mental health in today’s society and the contin-
uous decline in the physical and mental health of young peo-
ple is attracting attention from all walks of life. Physical
health is the basis for a person’s all-round development,
and physical fitness is an important part of health and an
important content of quality education. Federated learning
is essentially a distributed machine learning technology
and a machine learning framework. The rapid development
of university informatization and the continuous advance-
ment of software engineering technology have promoted
the process of education informatization in China. Teachers
have accumulated a large amount of student learning data in
the education process, but these data are currently only
stored in the system’s database and have no real effect.
Through data mining technology, users can obtain useful
knowledge and discover relevant laws from these data and
information. These data can provide good decision-making

basis for optimizing all links of education and improving
the quality of education.

1.2. Significance. The performance prediction warning is to
predict the student’s final grade through various data reflect-
ing the student’s learning situation during the learning pro-
cess and to give early warning to those who may fail in their
academic performance. Therefore, studying the prediction
model of curriculum performance has important practical
significance in improving the quality of education and
reducing the dropout rate of students. Aiming at physical
education in a Chinese university, this paper studies a per-
formance prediction model based on adaptive correlation
deep learning algorithm and uses this model to build a
course performance early warning system. This article
focuses on the issue of college sports, will strengthen the
work of college sports, enhance the quality of students, pro-
mote the overall development of students, and further
emphasize the value and importance of research, so as to
better play the leading role of the evaluation mechanism.
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This research establishes a scientific and reasonable student
quality evaluation index system, which has specific theoreti-
cal and practical significance for effectively promoting the
health of students.

1.3. Related Work. Federated learning and deep learning are
currently hot research topics, and there are more and more
application fields. Liu et al. introduced a privacy protection
machine learning technology called federated learning and
proposed a gated recurrent unit neural network algorithm
based on federated learning for traffic prediction. The algo-
rithm he proposed is different from the current centralized
learning method. In the security parameter mechanism, data
privacy can be effectively guaranteed [1]. Manias and Shami
proposed federated learning and deployed a joint model on
the transportation infrastructure through ITS case studies
to improve the ability of automobiles to recover from fail-
ures using smart technology, while reducing recovery time
and improving compatibility [2]. Ahmed et al. proposed an
embedding model based on federated learning for transac-
tion classification tasks, which can learn low-dimensional
continuous vectors through high-frequency trading com-
modities. They conducted in-depth experimental analysis
on the amount of high-dimensional transaction data to ver-
ify the performance of the development model based on the
attention mechanism and federated learning [3]. Alguliyev
et al. proposed a deep learning method for big data privacy
protection analysis, which converts the sensitive part of per-
sonal information into nonsensitive data. In order to reduce
the loss in data conversion, they added the sparsity parame-
ter to the objective function of the autoencoder through the
Kullback-Leibler divergence function [4]. Khan et al. pro-
posed a two-stage calculation model based on deep neural
networks, which uses standard learning methods to auto-
matically extract information features from RNA sequences.
The method they proposed does not require a lot of ergo-
nomics and professional knowledge to design an accurate
recognition model [5]. The deep learning model proposed
by Farooq and Bazaz can intelligently adapt to the new
ground reality in real time. Every time a new data set is
received from evolving training data, there is no need to
retrain the model from scratch. The model was validated
with historical data, and a 30-day forecast of disease trans-
mission was given in the five states most severely affected
by the new coronavirus in India [6]. Voegele et al. proposed
a performance prediction method, which aims to automati-
cally extract and convert workload specifications for load
testing and model-based performance prediction of
session-based application systems. This method (WESSBAS)
includes three main components, hierarchical modeling of
workload specifications that are not related to systems and
tools and converting instances into executable workload
specifications for load generation tools and model-based
performance evaluation tools [7].

1.4. Innovation. The prediction model proposed in this
paper has a certain impact on the cultivation of students’
comprehensive physical quality and overall development.
Experimental results show that a variety of strategy selection

methods based on deep learning algorithms can allow quan-
titative models to help schools formulate strategies. In this
article, the author will train neural networks by creating
samples to innovate performance prediction models.

2. Adaptive Federated Deep
Learning Algorithm

2.1. Adaptive Federated Learning Method. Federated learn-
ing is a distributed machine learning method. The training
data used for model learning is scattered on each mobile
device, and all training of the model is realized through iter-
ative global aggregation and update. Considering an actual
distributed data training scenario, there are currently N
scattered clients, and the whole composed of these clients
is represented as a user set P, that is, ∣P ∣ =N . Each client
n has a local data set Sn that is kept and controlled by itself,
and the amount of data contained in it is Dn, that is, ∣Sn ∣
=Dn, the total amount of data in the client set P is denoted
as D =∑N

n=1Dn. Assuming that these data are collected
together in a centralized manner to train a neural network
model, the weight parameter W of the model obeys an m
-dimensional real number space. Then, the expression of
the loss caused by the model fitting the ith sampled data
point ðxi, yiÞ is shown in

f i Wð Þ = l xi, yi,Wð Þ: ð1Þ

In the process of model learning, this paper continuously
optimizes the loss function through optimization algorithms
[8]. In order to find the optimal model parameters, the value
of the loss function is minimized, and the training process of
the neural network is regarded as an optimization problem.
The definition of neural network optimization goal is
shown in

min
W∈R

f Wð Þ = 1
D∑D

i=1 f i Wð Þ
: ð2Þ

Now, considering the scattered form of data, for each
client n, all data on the device can be regarded as a partition
of global data, and the loss caused by this data partition is
shown in

FN Wð Þ = 1
DN∑i∈Sn f i Wð Þ : ð3Þ

Then, the global optimization goal defined in formula (2)
can be rewritten into the form shown in

min
W∈R

f Wð Þ = 〠
N

n=1

DN

D
FN Wð Þ: ð4Þ

If the data partition Sn is formed by uniformly randomly
distributing the global training samples on the client set P,
this means that all global samples obey an implicitly
unknown distribution. The training data on the client is
equivalent to being sampled independently from this
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distribution, so the data of each client in the set P can be
regarded as subject to independent and identical distribution
(IID) [9]. In probability theory and statistics, IID data collec-
tion means that the random variable represented by each
data has the same probability distribution as other variables,
and all variables are independent of each other. In this case,
the optimization training of the model conforms to the inde-
pendent and identical distribution assumption of the tradi-
tional distributed optimization problem. Then, the value of
the global loss function f ðWÞ is equivalent to the expectation
of the local loss function on each data partition Sn, that is,
formula (5) holds. In contrast to this, if the data partitions
Sn on the set P are not formed by the uniform random distri-
bution of the global training samples, then the data of each
client in the set P does not obey the independent and identi-
cal distribution (non-IID) [10].

f Wð Þ = ESn FN Wð Þf g: ð5Þ

In summary, for training data scattered on multiple cli-
ents, the global optimization problem in the learning process
of the model can be transformed into the sum of multiple
local problems and distributed to each client for joint
solution. This is also the prototype of the idea of federated
learning. The calculation process of federated learning can
be described with reference to Figure 1. Assuming that a
certain function as an optimization target is defined on a
plane, and its graph has a bowl shape, the blue curve is
a contour line, that is, this line represents a constant value
of the function.

In order to optimize the communication cost of feder-
ated learning and improve its efficiency, it is necessary to
analyze and elaborate its communication process in detail
[11]. The network protocol of the federated learning archi-
tecture is shown in Figure 2. The participants of the protocol
are client devices and servers, and the latter provides a
cloud-based distributed service platform.

In the process of federated average Fed Avg, the algo-
rithm adds a complete gradient descent step to each device
to improve communication efficiency. The specific imple-
mentation is that in each round of global training, each
client performs a complete gradient update calculation
and then implements the gradient descent process, thereby
calculating the local model parameter update Wn

t , as
shown in

Wn
t =Wt−1 − n∇Fn Wt−1ð Þ, ð6Þ

because the parameter update of the global model performed
on the server can be expressed in the form shown in.

Wt = 〠
N

n=1

DN

D
Wt−1 − n∇Fn Wt−1ð Þð Þ: ð7Þ

Therefore, combining formulas (6) and (7), the parame-
ters of the global model can be calculated by the method
shown in

Wt = 〠
N

n=1

DN

D
Wn

t : ð8Þ

Therefore, after each client n calculates the parameter
update Wn

t of its own local model, it uploads it to the server
for global aggregation to obtain the parameter update of the
global model. Then, the server starts the next round of iteration
and distributes the model obtained from the previous round of
training to the device to train the next round of updates. Wn

t
through the implementation of a complete gradient descent
and model update operations on the device. The Fed Avg algo-
rithm provides better performance than Fed SGD and reduces
communication overhead. Therefore, this algorithm is regarded
as a standard algorithm for federated learning, has a high degree
of recognition, and is widely used [12].

2.2. Personalized Federated Learning Algorithm Based on
Deep Learning. In federated learning, it is assumed that there
are N clients Ci, i = 1⋯N , which jointly learn together
under the scheduling of the central server. Define the data
set on all clients as D = fD1,⋯Dig, i = 1,⋯N and the corre-
sponding data set on each client as Di. Assume that the data
set on each client obeys a distribution Pi, and the size of each
data set is ∣Di ∣ . For each data set, each item is (x, y), where
x ∈ R is the corresponding input feature. Define the loss
function on each client as Liðŷ, yÞ: Rt ⟶ R. Assuming that
wi is a model parameter corresponding to each client, the
model on each client can be expressed as ŷ = f ðwi, xÞ, and
the optimization goal for each client is:

arg min Li wið Þ = ED−P Li ŷ, yð Þ½ �: ð9Þ

Putting ŷ = f ðwi, xÞ into the above formula, it can get the
following expression:

arg min Li wið Þ = ED−P Li ŷ, yð Þ½ � = 1
Dij j〠

Dij j

j

Li f wi, xjð Þ, yjð Þ:

ð10Þ

The federated average algorithm is an algorithm under
the classic federated framework. The algorithm obtains the

X1

X2

X3

Figure 1: Principle of gradient descent.
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final model by optimizing the aggregate value of the loss
function on the client side [13]. The federated average algo-
rithm is a learning algorithm for the global model, so the
model parameters on each client are the same, that is, w =
w0 =w1 =⋯ =wi. The optimization goals of the federated
average algorithm are:

where L wð Þ = 〠
N

i

ED−P Li ŷ, yð Þ½ � ≈ 〠
N

i

1
Dij j〠

Dij j

j

Li f w, xjð Þ, yjð Þ,

ð11Þ

where N represents the number of clients, B represents the
size of the local training batch, E represents the local training
round, T represents the entire representative round [14],
and β represents the rate of learning. Figure 3 shows a sche-
matic diagram of independent identically distributed and
nonindependently identically distributed sampling when
the number of clients is 4, the overall data category is 3,
and the data category sampled on each client is 2.

After determining the setting of the calculation parame-
ters, this article compares the parameter settings in Table 1.

The method used in the comparison operation is the fed-
erated average learning algorithm (FedAvg). The main pur-
pose of computational exploration is to explore the influence
of personalized federated data sets constructed by different
data sets on the algorithm, explore the influence of different
data distributions on the results of the algorithm, and
explore the difference between the results of local indepen-
dent calculation methods and the use of federated average
calculation methods [15]. For any two clients Ci and Cj, sup-
pose they receive the model parameter w at the same time.
After the partial update procedure of the client, the updated
parameters on the two clients are wi and wj. Then, the
update of the corresponding gradient for each client is:

gi =wi –w, gj =wj –w: ð12Þ

The correlation between the two clients based on the
model parameter w is defined by the cosine similarity of
the gradients uploaded by two clients, as shown in the fol-
lowing formula:

sim i, jð Þ = gT
i gj

gij j gj

���
���
: ð13Þ

Specifically, the randomly initialized global model is
sampled, and the number of samples in this paper is 100.
The global initialization model for each sampling can calcu-
late the similarity value simði, jÞ between any two clients.
The mean value of the similarity of 100 samples is counted
as E½simði, jÞ�. Through the analysis of these calculation
results, some important factors related to personalization
can be discovered. Table 2 shows the corresponding calcula-
tion results.

The analysis of the calculation results can be considered
that if each client can obtain a positive gain in a noninde-
pendent and identically distributed scenario, then personal-
ized learning can be well realized [16].

Generally, assuming that the parameter of the model is w
, define a model based on this parameter, denoted as f w.
When the initialization parameters are applied to a new task
Ti, based on the stochastic gradient descent algorithm, the
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Figure 2: Network protocol for federated learning.
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parameters of the model will change from w to wi′, then the
change of the parameters can be represented by formula
(14), where L represents the loss function and β represents
the learning rate on the task, which is a hyperparameter.

wi′=w − β∇wLTi
f wð Þ: ð14Þ

Through the federated average learning algorithm, the
key factors related to personalization in federated learning
are explored. This section proposes a personalized federated
learning algorithm based on deep learning. The core is to
model the correlation between clients [17]. The algorithm
includes personalized algorithms for the client and server,
and different weights are assigned to the client through cor-
relation, and a personalized integration strategy is realized.

2.3. Methods of Predicting Student Performance. In the input
layer, construct the grade matrix of T semester student-
course data as G, GðnÞ is the row vector of the student’s score
for each course, and Gj is the column vector of each student’s
score in different courses. In the formula, ði, jÞ ∈Ω, this article
uses GðnÞ and Gj as the prediction model input [18].

This article maps and projects the rows and columns of
the performance matrix and summarizes the hidden features
of athletes and courses. Since the constructed score matrix is
very sparse, embedding layer mapping can be used to reduce
the dimensionality of the data and reduce the sparseness of
the data. It uses formula (15) to perform nontraditional
operations. For the hypothetical score formula Gnj, there are:

xs = Tanh G nð Þ∙Ws

� �
, xc = Tanh Gj∙Wc

� �
: ð15Þ

Among them, xs, xc ∈Gk are the potential special factors
of the students and the potential special factors of the course,
respectively. Ws ∈Gm×k,Wc ∈Gk×n is the characteristic cor-
responding ratio matrix of athletes and sports items. The
noncalculated result uses the commonly used activation
function Tanh function. Different weight values are added
to the student potential feature vector and the curriculum
potential feature vector. Each student’s performance and
each sport’s characteristics have different importance, which
can be transformed according to the following formula:

xsa = Softmax xs∙Wsað Þ∙xs, xca = Softmax xc∙Wcað Þ∙xc:
ð16Þ

Among them, Wsa and Wca are proportional factors, xs
a, xca is divided into student potential feature vector and
course potential feature vector [19]. Among them, multilayer
perception is transformed according to formula (17). Its pur-
pose is to simulate the special structure of the data and per-
form two-layer nonlinear mapping of the hidden personality
of students and the hidden characteristics of sports items:

Hs = sigmoid xsa∙Ws’ + bs
� �

: ð17Þ

The result of the performance deduction in this article is
expressed as the result of the product. This article uses bilinear
pooling to obtain the predicted value of the performance. Its
main function is to reduce the amount of calculation while
reducing the dimensionality, prevent the model from overfit-
ting, and improve the generalization ability of the model. The
output value is converted in the bilinear pooling layer as follows:

g = KTQ pTs ∗ qc
� �

: ð18Þ

Among them, K is the proportional factor, ∗ in the formula
represents Hadamard, andQ is the activation formula. Simulate
T academic year’s sports performance, specifically expressed as:

L =min
Ws

1
2
〠
i,j∈w

Gij − hTQ p ið Þ
s ∗ qcj

� �� �2
+ ∂ Wsj j: ð19Þ

Among them, W is the set of unknown parameters in the

model, and hTQðpðiÞs ∗ qcjÞ is the deduction result of the for-

mula output by the nonlinear pooling layer [20]. Use psðps ∈

Table 1: Federated averaging algorithm exploration operation parameters.

Numbering Data set Data distribution Calculation Total client Number of categories Number of training sets

3-1-1 MNIST IID Independent calculation 9 9 2600

3-1-2 MNIST IID Federated computing 9 9 2600

3-1-3 MNIST NIID Independent calculation 9 9 2600

3-1-4 MNIST NIID Federated computing 9 9 2600

3-1-5 EMNIST IID Independent calculation 9 18 3600

3-1-6 EMNIST IID Federated computing 9 18 3600

3-1-7 EMNIST NIID Independent calculation 9 18 3600

3-1-8 EMNIST NIID Federated computing 9 18 3600

Table 2: Federal average experimental results (%).

Numbering c1 c2 c3 c4 Average

3-1-1 88 82.5 84.9 83.4 84.7

3-1-2 80.2 81.2 84.5 82 81.975

3-1-3 81.4 86.5 83.5 89.3 85.175

3-1-4 81.9 87.7 81.6 81.7 83.225

3-1-5 83.3 85 85.7 84.3 84.575

3-1-6 85.2 80.9 80.9 87.7 83.675

3-1-7 87.9 86.2 89.7 87.3 87.775

3-1-8 85.5 80.2 80.8 83.5 82.5
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GkÞ, qcðqc ∈GkÞ to represent the potential k dimension charac-
teristics of students s and courses c. The deduction performance
of the athlete s in the sports project c can be calculated as:

ĝs,c = pTs qc: ð20Þ

This formula can predict students’ grades in the T semester.
The structure of student performance prediction method based
on deep learning is shown in Figure 4.

3. Performance Prediction Model Experiment
and Analysis

3.1. Performance Prediction Framework. In order to verify
the accuracy of the performance prediction model proposed
in this paper, this paper designs two experiments: (1) multi-
source small sample, focusing on the fusion of multispatial
data and the impact of multidimensional behavior on aca-
demic performance [21]; (2) single-source large sample,
focusing model’s prediction accuracy for large sample and
the difference in behavior patterns of different groups of stu-
dents in liberal arts and sciences. The research framework of
this article is shown in Figure 5.

It can be seen from Figure 5 that this research framework
is mainly composed of academic prediction and early warn-
ing feedback. The main data sources of this research include
digital educational administration system, all-in-one card,
and cloud classroom online learning data. In this article,
the experiment attempts to build a multidimensional behav-

ioral quantitative calculation system to ensure the protection
of secret data, encrypt key personal information, and divide
the academic performance into various intervals based on
the average score [22]. The early warning feedback part
includes providing feedback and early warning to high-risk
students based on the predicted results.

This article establishes a classification model based on
machine learning algorithms to predict academic perfor-
mance and builds classification models based on five
machine learning algorithms: RF random forest, GBRT gra-
dient boosting decision tree, KNN nearest neighbor, SVM
support vector machine, and extreme gradient boosting
XGBoost. Table 3 shows the experiments and experimental
results to verify the prediction results.

RF (random forest), GBDTm and XGBoost all belong to
the ensemble learning model. The purpose of ensemble
learning is to improve the generalization ability and robust-
ness of a single learner by combining the prediction results
of multiple base learners. That is, there is a strong depen-
dency between individual learners and a serialization
method that must be generated serially, and there is no
strong dependency between individual learners and a paral-
lelization method that can be generated at the same time.
The former is represented by boosting, and the latter is rep-
resented by bagging and “random forest.”

Although the five machine learning algorithms have
their own performance advantages, in general, the classifica-
tion performance of the five machine learning algorithms
has a small gap on this data set [23]. The experimental result
is that more data sources can make the prediction results
more accurate. In order to better illustrate this point, this
study considered the performance prediction model based
on SVM and also compared the performance of three differ-
ent feature combinations, as shown in Figure 6.

As shown in Figure 6, from DI to D1+D2 and DI+D2
+D3, all five classification evaluation indicators increase sig-
nificantly with the increase of data source types. This exper-
iment proves that richer data sources help to explore the
deep-level mechanism of student behavior. All five evalua-
tion indicators of C-3 (accuracy, accuracy, recall, f , and
AUC) are significantly higher than C-1 and C-2. This result
shows that the multifeature combination (namely, C-3) pro-
posed in this research can significantly improve the predic-
tive ability of academic performance.

In addition, this article calculates and supplements six
other indicators and also calculates the Pearson correlation
r between these indicators and academic performance. The
closer the absolute value of r is to 1 or -1, the stronger the
correlation between the two, and the closer r is to 0, the
weaker the correlation between the two. The index evalua-
tion is shown in Figure 7.

In the smart campus environment, this study collected
student behavior data noninvasively, established a high-
precision sports performance prediction model, and provided
a basis for decision-making for college administrators [24].
This research has obtained conclusions on the behavior pat-
terns of students with different liberal arts backgrounds and
their impact on academic performance, which will help man-
agers to further guide and optimize students’ daily behaviors.
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Table 3: Experimental classification results.

Data Feature Algorithm Accuracy Precision Recall AUC

D1 (SPOC) C-1 RF 0.114 0.502 0.459 0.533

GBRT 0.439 0.343 0.909 0.604

D2 (all-in-one card) C-2 KNN 0.606 0.542 0.230 0.702

SVM 0.018 0.534 0.615 0.527

D3 (WiFi) C-3 XGBoost 0.723 0.906 0.128 0.181
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3.2. Establishment of Sports Performance Prediction Model.
The research of performance prediction model is to predict
the specific aspects of specific students. Now, by predicting
specific physical abilities and specific abilities, we can com-
prehensively improve sports performance and create more
economic value. This article has achieved this goal. In the
process of modern sports training, coaches conduct regular
assessments and evaluations of students, estimate their spe-
cific performance based on the results of the assessment
items, and adjust their regular training plans. These data
need to provide a basis for students’ training. Over the years,
coaches and scholars have continued to study, provide scien-
tific improvement programs for student training, clarify stu-
dents’ sports training goals, and cultivate many outstanding
sports talents through the establishment of performance pre-
diction models. Therefore, the research of sports perfor-
mance prediction model is a highly scientific and practical
research.

This article will survey 100 students aged 18 to 21 from a
sports school in China. Scientific index selection is the pre-
requisite for establishing an evaluation model. Through a
variety of mathematical statistical methods and scientific
selection of parameter indicators, this article can provide a
reliable basis for formulating students’ training goals. There-
fore, this article needs a mathematical analysis of whether
the special performance and various special fitness indica-
tors are normally distributed. After the scientific data test,
the special performances and the special fitness indexes
investigated are normal, which is enough to show that the
method of screening indexes through factor analysis has sci-
entific hypothesis for this topic. In order to clarify the degree
of closeness between the variables, this article first conducts
a correlation analysis and establishes a correlation coefficient
matrix.

There are many physical factors that affect sports perfor-
mance. Through research and statistics, this article classifies
and sorts out the indicators that can accurately reflect the

physical fitness level and the typical indicators closely related
to the development of specific performance and obtains the
four-element regression equation of the student’s specific
physical fitness indicator system, that is, a special perfor-
mance prediction model. Among them, the prediction
model includes 30-meter running with a gun (continuous),
3-step approach and 5-step jump, and a ball with a weight
of 300 grams on the shoulder during the full approach,
dependent variable: specific performance.

The purpose of the evaluation system established is to
enable students to obtain objective and quantitative evalua-
tions of the training and development level of various indica-
tors. According to the individual development characteristics
of the students and the development requirements of special
sports events, the main special physical fitness that affects the
performance is grasped as a whole. Therefore, the establish-
ment of an evaluation system is the basis and prerequisite
for quantitative monitoring of model training and an impor-
tant link in the implementation of system control. The sys-
tem has a good reference for training planning and
implementation, as well as the evaluation and feedback of
training effects.

In order to explain the differences between the four spe-
cial physical fitness sensitive indicators that influence youth
sports performance extracted by factor analysis, this study
adopted the standard percentage method to evaluate the
individual indicators of the main influencing factors.
According to the relevant statistical analysis described above,
it is shown that the normal distribution of various indicators
of specific performance and specific physical fitness is better,
as shown in Figure 8.

Using factor analysis and other mathematical statistical
methods to analyze, in order to make the special physical fit-
ness training of these students truly scientific, optimize the
special physical fitness training system and other factors that
may affect the special performance. Physical education
teachers can comprehensively consider factors such as
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general abilities, special skills, and body shape in the process
of adopting modular special physical fitness training to
achieve the best results of scientific training.

3.3. Examples of Sports Performance Analysis. The basic pro-
cess of establishing a special motor skill evaluation system in
this paper is to screen out all the difficult movements that
can reflect the level of motor skills, establish an effective
technical level evaluation index system, and construct a scor-
ing scale one by one. Sports index testing is actually testing
and scoring students in accordance with the scoring stan-
dards, and the accuracy of the evaluation results is evaluated
by a dedicated coach. Table 4 shows the test results of the
subject’s body type and fitness index.

From the results of the cluster analysis, it can be seen
that among the indicators selected for the second time, the
1-minute push-up and the right-angle support are classified
into one category, indicating that there is a very high degree
of correlation between these two indicators. For a sports stu-
dent, if the performance of 1-minute push-ups is excellent,
then his performance of right angle support must be excel-
lent, and vice versa, so this article only needs to select repre-
sentative indicators.

Existing predictive models for student specific perfor-
mance generally use multiple regression methods and gray
models. This paper establishes the functional relationship
between specific performance and quality training level and
then predicts performance through student performance rec-
ognition. These predictive models reflect the relationship
between special performance and training indicators to a cer-
tain extent and provide corresponding guidance for trainees’
training. However, the decisions of these models are based
on certain assumptions, so formulas for special performance
prediction models must be set in advance. In fact, the func-
tional relationship between special performance and various
related factors is very complicated, and the presumed formula
does not fit these relationships well.

After a lot of training and prediction tests, this article
found that adding some test data will affect the convergence

speed and prediction accuracy of the model. For example,
due to some special circumstances, the training time is not
long enough, or there is a deviation in certain index tests.
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Table 4: Test results of physical fitness indicators.

Index Average
Standard
deviation

Lowest
value

Highest
value

Height 172 3.6 154 186

Weight 60 2.7 41 76

Shoulder width 35 2.9 30 40

Chest circumference 84 2.5 79 89

Waistline 67 2.8 62 72

Hips 91 3.5 86 96

Upper limb length 71 4.7 66 76

Arm length 46 4.1 41 51

Tight upper arm
circumference

29 2.8 24 34

Relax upper arm 30 2.5 25 35

Thigh circumference 54 3.3 49 59

Standing long jump 2.04 2.3 -2.96 7.04

Seated pregenus 29 4.9 24 34

Minute push-ups 87 2.2 82 92

Cross jump test 8 4.3 3 13

1minute skipping
rope

143 4.6 138 148

800m run 193 5 188 198

30-meter run 5 2 4 6

Data
preprocessing

Construct a neuron
network module

Load the neuron
network module

Test moduleExit module Learning training
module

Figure 9: Block diagram of training prediction process.
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Therefore, this kind of data was excluded in the test. Feder-
ated learning algorithms have high requirements for com-
puter configuration, especially memory, due to the huge
amount of calculation. The entire training prediction pro-
cess consists of 6 modules, as shown in Figure 9.

This article uses body shape, physical function, physical
strength, ontology knowledge, operational knowledge, basic
skills, technical combination, sports learning experience,
sports competition participation experience, etc. as second-
ary indicators, reflecting the diversification of sports quality
evaluation. On this basis, this article subdivides 25 three-
level indicators, which are easy to operate and quantify,
and scientifically assign weights to the above indicators.

According to the prediction model proposed in this arti-
cle, 100 students’ 9 sports performances were predicted and
compared with their actual scores. The comparison results
are shown in Figure 10.

It can be seen from Figure 10 that there is not much dif-
ference between the predicted result and the actual score,
and the overall accuracy rate has reached 91.7%. The exper-
imental results show that the model can provide relatively
accurate prediction results for teachers and students.

4. Discussion

The above are the main research results of this article.
Although the algorithm proposed in this paper can better
improve the problems caused by the average aggregation
method of the classic federated learning algorithm, there
are still some problems that have not been considered. In
terms of privacy protection, this article adopts a privacy pro-
tection method consistent with the classic Fed Avg, that is, to
protect privacy by transferring model parameters while
retaining the original data locally. However, this level of pri-
vacy protection cannot meet the requirements of higher
levels. In the future, more secure privacy protection technol-
ogies can be explored to empower federated learning. This
paper is based on the performance prediction model con-

structed by federated learning and deep learning algorithms,
which can provide teachers and students with relatively
accurate prediction results. However, the accuracy of the
stage performance prediction model to predict the final
score interval is not good, so the next work needs to opti-
mize the construction of the stage performance prediction
model.

5. Conclusions

This paper studies a performance prediction model based on
federated learning and deep learning algorithms and uses
this model to implement a sports performance early warning
system. In this article, the author will use a deep learning
algorithm to predict the performance of 100 students based
on a real-world application of improved algorithms, investi-
gate the impact of physical learning on physical perfor-
mance, and analyze the classification rules generated for
students in various basic courses. This model can provide
teachers with real-time understanding of the training situa-
tion of class students, the results of course performance pre-
diction, and early warning to notify students in crisis, so that
the quality of class teaching can be improved by guiding stu-
dents in crisis in advance. It can provide students with real-
time understanding of personal learning situation, sports
performance prediction results, and viewing early warning
reasons and learning suggestions, so that they can avoid
missed courses through strengthened training.
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The present work is aimed at improving the performance of the multiobjective energy parallel step-by-step power generation
system and enhancing the reliability and stability of the energy supply. Firstly, the difficulties of the ring current control
method of the inverter power supply are summarized. Secondly, the causes of ring current in the circuit are analyzed. On this
basis, the topology structure of the primary circuit of the inverter unit is designed, and the simulation model of the droop
control is proposed for the inverter power supply. Finally, experiments are implemented to test the performance of the model.
The results demonstrate that the waveform quality of the output voltage of the parallel system controlled by the virtual
impedance technology is significantly improved. Specifically, the harmonic content near the fundamental wave significantly
decreases compared with the original, from 6% to about 2%. Besides, the interference of the ring current to the parallel control
inverter of the power supply system is weakened, and the output stability of the inverter power supply is improved. This study
designs the structure of the inverter converter based on multiobjective decision-making and discusses the droop parallel
control strategy. It provides a specific reference for controlling the circuit parallel system and has positive promotion
significance for sustainable energy management and the rational utilization of electric energy.

1. Introduction

As the basis for the survival and development of human soci-
ety, energy has always been the focus of research in related
fields in various countries. With the rapid growth of the
consumption of fossil fuels, such as oil and natural gas, all
countries in the world are facing severe challenges in terms
of energy consumption and environmental pollution [1, 2].
The widespread use of fossil fuels has caused severe damage
to the ecological environment, indirectly affecting human
development. At present, China’s energy structure has many
flaws. Coal energy consumption accounts for the most signif-
icant proportion of all primary energy resources, followed by
oil, natural gas, hydropower, and nuclear power [3, 4]. It can
be seen that China’s energy consumption structure is very
unreasonable, and the proportion of clean energy and the
renewable energy consumption is much smaller than that
of fossil energy [5]. Therefore, developing and improving
the utilization efficiency of new energy and renewable energy
is inevitable to solve the current global energy crisis. Electric-

ity is the most popular energy form at present, which is
cleaner and more convenient, playing the role of the lifeline
of human society.

Energy shortage and environmental degradation are
major issues faced by all countries worldwide for social devel-
opment [6, 7]. Improving energy efficiency, accelerating the
development of environmentally friendly, clean, and renew-
able energy, and strengthening the use of renewable energy
are important choices in the national energy strategy. The
development and utilization of renewable energy are funda-
mental for implementing the scientific development concept,
building a resource-saving society, and achieving sustainable
development [8]. It is also an important measure to protect
the environment and deal with climate change. Distributed
power generation has the advantages of saving energy, envi-
ronmental protection, high efficiency, and flexibility, becom-
ing the focus of relevant research fields worldwide. The
distributed generation system with multiple power sources
in parallel plays a vital role in promoting the development
and utilization of renewable energy, expanding the capacity
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of the power supply system, and improving the reliability of
the power supply [9, 10]. The distributed power system has
the following characteristics. First, the power source can con-
figure various power sources through the power conversion
network. Second, all distributed power sources are connected
to the alternating current (AC) grid bus and play a role
together. Third, a parallel inverter power supply is usually
employed for small distributed generation systems. Fourth,
the parallel connection of the inverter power supply does
not require connecting wires, which is especially suitable
for the inverter power supply to be connected to the power
grid. An ideal distributed generation system consists of the
parallel inverter power module, output line impedance, AC
bus, and loads connected to the AC bus. Notably, the inverter
power supply is the heart of the distributed generation
system [11, 12]. It converts distributed energy sources into
electricity through inversion, current sharing, and other tech-
niques that enable the system to operate parallel with the
grid. In the distributed generation of renewable energy, the
inverter parallel connection control is critical in the parallel
inverter system. The research on inverter parallel technology
started late in China, and the parallel control study is imma-
ture. Most parallel systems use distributed control. This
method has the great advantage that when there is a failure
in the parallel system, the system will be automatically exited,
effectively improving the system reliability. Connecting each
module in parallel is suitable for current sharing control, and
the information exchange between the modules is carried out
through interconnection. This control method improves the
redundancy of the parallel system, thus significantly improv-
ing reliability. However, more parallel modules and the
wiring distance will easily interfere with the interconnection
signal. Removing the interconnection between inverters in a
parallel system can eliminate the above defects and improve
the system’s reliability. However, this operation will cut off
the information exchange between parallel modules, dramat-
ically increasing the difficulty of control. At present, the real-
ization and parallel control of inverter modules is a hotspot
in microgrid research. Nowadays, growing power equipment
has begun to use unique power supplies. Paralleling the
power supplies of the inverter power system can effectively
improve the quality and efficiency of the power supply and
prevent grid pollution, which has far-reaching significance.
Some achievements have been made in researching inverter
paralleling technology, but there are still many problems.
Related research in China is in its infancy. The research on
parallel control technology enables inverters to operate stably
in parallel, which is of great practical significance.

Therefore, the present work firstly analyzes the parallel
ring current control method of the inverter power supply
and clarifies the difficulties of ring current control. Secondly,
the ring current causes are analyzed to propose a corre-
sponding current sharing control scheme based on the
parallel system. The system control ideas are described in
detail and comprehensively from the perspectives of central
circuit topology, output characteristics and power control,
inverter voltage synthesis, and power system monitoring of
wireless parallel inverters. In addition to the digital simula-
tion of the parallel control strategy of the inverter power

supply, an experiment is designed to test its performance,
hoping to achieve satisfying research results.

2. Literature Review

Lin et al. [13] designed an improved virtual impedance con-
sisting of a resistor tuned by active deviation and a complex
impedance component adjusted by a reactive variation to
achieve accurate power distribution. They found that the
droop control would cause system voltage amplitude and
frequency deviations under steady-state conditions. The
low-pass filter in the power calculation loop would reduce
the system’s dynamic performance. Peng et al. [14] com-
bined the improved particle swarm optimization with virtual
impedance. They used the algorithm to find the optimal
parameters in the coupling compensation so that the system
could guarantee a stable operating state. However, experi-
mental results showed that introducing this algorithm would
lead to poor dynamic performance. Chen et al. [15] pro-
posed a two-level adaptive virtual impedance control
scheme. The authors adjusted the active power through the
maximum power bus in the first-level control to ensure the
power-sharing of the system; they utilized the second-level
control to eliminate the shared errors for active power,
unbalanced power, and harmonic power. Zhang et al. [16]
proposed an enhanced proportional power distribution
strategy based on the adaptive virtual impedance to solve
the power coupling in complex impedance environments.
However, introducing a central controller resulted in time
delay and signal error. Geng et al. [17] studied the resistive
microgrid and adopted the method of virtual negative reac-
tance control and adaptive virtual resistance. In this way,
they eliminated the coupling between the active and reactive
power of the inverter and realized distributed “plug and
play” for power inverters. Liu et al. [18] introduced virtual
impedance into the circuit to improve line impedance char-
acteristics and solve the problem of system output power
coupling. Still, they proved that virtual impedance would
reduce the standard bus voltage.

Here, based on the parallel connection of two inverters,
the equivalent output impedance of the parallel inverter
system is shaped by introducing and designing the value of
virtual complex impedance to realize power decoupling. In
addition, an improved droop control method is proposed
based on the original virtual impedance control. This scheme
furnishes the parallel inverter system with a fast dynamic
response speed, realizes good power sharing, and compen-
sates for the voltage drop caused by the introduction of virtual
impedance. Consequently, the system frequency deviation is
within the controllable range, and the system frequency
remains stable. Figure 1 displays the research framework.

3. Theory and Method

3.1. Parallel Circulation Control Method for Inverter Power
Supply. The research on parallel inverter control technology
began in the early 1980s. The rapid development of com-
puter technology promotes the continuous innovation of
power and electronic technologies, and research has also

2 Journal of Sensors



made significant progress in inverter technology. In the field
of inverter technology, parallel AC power supply has
attracted increasing attention. The success of control
schemes and concrete products has set a crucial benchmark
for the high-performance development of parallel inverter
power systems [19, 20]. Parallel inverter operation is deeply
studied based on the successful experience of paralleling pro-
cess. However, the inverter power supply outputs AC varying
according to the sine wave law. Therefore, the parallel opera-
tion is more complicated than the parallel direct current
(DC) power supply, primarily manifested in three aspects.

First, the inverter’s voltage frequency and phase should
be strictly synchronized, which is the premise to ensure that
the inverter with the same capacity outputs the same active
power when running in parallel [21, 22]. However, it is a
great challenge to ensure voltage, frequency, and phase
synchronization. Even if the voltage and frequency are con-
sistent, a slight phase difference will cause serious balance
problems for the output of active power of inverter voltage
[23]. The smaller the output power, the greater the influence
of phase difference on the inverter power supply. In more
severe cases, rectification may even occur.

Second, the output voltage amplitude will be uneven
after the phase and frequency are synchronized, generating
many reactive circulating current components at the output
current. The consistency will also increase the loss of the
inverter and even lead to power overload burning the power
supply [24].

Third, after the output voltage of each inverter in parallel
operation reaches sinusoidal waveform, indicating that the
frequency, phase, and amplitude are the same, the inverter
output will also affect the difference of harmonic compo-
nents of each output voltage and generate parallel units
between harmonic circulation.

Therefore, to meet the operation requirements of the
inverter, the frequency, phase, amplitude, and waveform

height of the output voltage of each parallel unit need to
be consistent, and the load current should be reasonably
distributed [25]; the former is aimed at solving the problem
of voltage phase waveform synchronization.

There are two typical ring current suppression methods
for parallel operation of inverters: the coupling inductance
method and the isolation transformer method.

When the output voltages of the two inverters are
inconsistent, the coupled inductance method will produce
circulating current flowing between the two inverters with-
out passing through the load _IH . Assuming that the induc-
tors L1 and L2 are completely coupled, the size of the ring
current is

_IH =
_Io1 − _I02

2 =
_Uo1 − _Uo2
2R + 4jX , ð1Þ

where R represents the line resistance from the output termi-
nal of the inverter voltage to the load, _Uo1 and _Uo2 denote the
output voltage of the two inverters and the voltage of the
parallel bus bar, L stands for the coupling inductance, and j
X refers to the inductive reactance. Since R is much smaller
than L, Equation (1) can be simplified as

_IH =
_Io1 − _I02

2 =
_Uo1 − _Uo2
4jX : ð2Þ

Equation (2) shows that the size of the ring current is
inversely proportional to the inductance value of the coupled
inductor, and the coupled inductor significantly reduces the
ring current. Suppose that the number of turns of the induc-
tors L1 and L2 is N1 =N2 =N ; the two inductors are wound
on the same iron core and are tightly coupled. When there is
no ring current between the inverters, _Io1 = _I02. The magnetic
flux of the iron core can be expressed as

ϕ = L1 ∗ Io1
N1 −

L2 ∗ Io2
N2 = 0: ð3Þ

Equation (3) indicates that due to the coupling effect of
the ring current suppression inductors, the magnetic fluxes
of the two inductors cancel each other out, and the equivalent
inductance value of the inductors is zero. Therefore, the
inductors do not affect the voltage regulation accuracy. The
advantage of coupled inductor method is that it has a good
circulation suppression effect, can suppress active power,
reactive power, and DC circulation, has small volume, and
does not affect the voltage stabilizing accuracy of output volt-
age. However, it is challenging to wind the multimachine
parallel-coupled inductor.

The principle of the isolation transformer method to
suppress the ring current is relatively simple. In essence, it
uses the isolation of transformers to disconnect the circulat-
ing current path. The isolation transformer method can
eliminate the DC loop-current caused by the inconsistent
DC components of the inverter output voltage. Meanwhile,
the isolation transformer can electrically isolate the input
DC voltage and output voltage of each inverter module,

Literature review

Analysis of parallel circulation control Analysis of the causes of circulation

Current sharing control scheme of parallel
systems

Droop parallel control strategy

Virtual complex
impedance

Simulation experiments

lead into

Figure 1: Research route.
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improving the reliability of the parallel inverter system. The
isolation transformer method has a good circulation sup-
pression effect, can reduce active and reactive circulation,
and eliminates DC circulation; besides, it is easy to connect
in multimachine parallel. However, isolation transformers
have bulky volumes and significantly affect the voltage stabi-
lization accuracy of parallel circulation bars.

3.2. Cause Analysis of Circulation. The different output
characteristics of inverter modules in distributed generation
systems will generate a circulating current between inverters.
The parallel system can operate normally only when the
parallel inverter does not produce a circulating current and
expected load current. The causes of circulating current are
analyzed in this section to eliminate the ring current
between inverters [26]. Figure 2 illustrates the equivalent
circuit between the two inverters.

In Figure 2, R3 denotes the load impedance of the
inverter power supply; R1 and R2 are the impedance of the
inverter power supply line; A1 refers to the current test; I1,
I2, and I3 represent the current corresponding to the three
resistances, respectively; _I1, _I2, and _I0 are the annular current
in the corresponding circuit. When the output voltage wave-
form is sinusoidal and there is no waveform distortion, the
relationship among A1, A2, and A3 and I1, I2, and I3 is
described as

_I1 =
A1 − _A3

� �
R1

,

_I2 =
_A2 − _A3

� �
R2

,

_I0 = _I1 + _I2:

ð4Þ

Equation (5) defines the circulating current _Ih.

_Ih =
_I1 − _I2
2 : ð5Þ

Equations (6) and (7) are set up when the three resis-
tance impedance values are equal.

_Ih =
_A1 − A2

� �
2R = Δ _A

2R , ð6Þ

_I1 =
_I0
2 + _Ih,

_I2 =
_I0
2 − _Ih:

8>>><
>>>:

ð7Þ

Equations (6) and (7) show that when two inverters are
connected in parallel, the output current of different equip-
ment consists of two parts: the output current under load
and the circulating current between two parallel power sup-
plies [27, 28]. The load distribution of parallel equipment is
uniform; the output current of parallel equipment is affected

by the circulating current. Suppose the output of each unit is
different from a load of voltage circulating current. In that
case, the output power of each division will change accord-
ingly, resulting in a load imbalance on each power supply
of the inverter. The impedance in the electronic circuit is
minimal. Suppose the phase and amplitude of the output
voltage vector of each parallel unit are inconsistent. In that
case, even the most minor difference will produce magnetic
flux far greater than the rated current of the system [29].
This current flows through the two inverters between the
loads. If two inverters controlled by a closed voltage circuit
are connected in parallel at this time, it will cause a pseudo
short circuit of the system, which is extremely dangerous
[30]. Therefore, it is necessary to equalize the current of
the inverter power supply running in parallel to evenly dis-
tribute the current and thermal stress between the power
supply units to prevent multiple power supplies from being
in the current limiting mode.

3.3. Current Sharing Control Schemes of Parallel System.
There are three common methods to balance the load
current of inverter units in parallel systems: current sharing
of series current limiting inductance, master-subsetting
control, and maximum current automatic sharing. Figure 3
reveals the principle of current sharing of the series current
limiting inductor method.

In the current sharing scheme of series current limiting
inductors in Figure 3, Ua and Ub are the voltages across
the inverter 1 and inverter 2, respectively; Uc is the voltage
across the inductor; R1 and R3 are series resistance; Rc is
the inductor resistance; L1 and L2 are the inductors; I1
and I2 are the currents in the series circuit. When there is
no current flowing between the inverters, the output
currents of the two inverters are balanced. Since the output
current flows through the two coils in the direction shown
in Figure 2, the magnetic fluxes generated by the two cur-
rents cancel each other out; in this way, the equivalent
inductance value is close to zero, reducing the impact on
the system voltage regulation accuracy [31, 32]. When the

R3

I3

I1 I2
A1

R1
R2

Figure 2: Equivalent parallel connection of two inverters.
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current flows, the magnetic flux is caused by the increasing
current, and the equivalent inductance value increases, effec-
tively suppressing the ring current.

The master-subsetting control method is only applicable
to parallel inverter systems with common current control
types. Current control refers to the voltage-to-current dual
control loop composed of the current loop as the inner loop
and the voltage loop as the power module’s outer loop [33,
34]. The parallel system adopts the master-subsetting to
share the current, and the voltage-controlled inverting
power supply and current-controlled inverting power supply
are connected in parallel. In the parallel inverter, the “master
module” is set to operate manually according to the voltage
control law to control the output voltage of the parallel sys-
tem to change sinusoidally [35, 36]. Other submodule
devices run in the current control mode. Generate current
in full accordance with the current command specified by
the main module to eliminate the current flowing through
the system effectively.

Figure 4 reveals the principle of automatic current shar-
ing of maximum current.

In Figure 4, I1 and I2 are the output currents of the
inverting power supply 1 and 2, respectively; D1 and D3
are the current controllers (current amplification) of the
inverting power supply 1 and 2, respectively; D2 and D4
are voltage controllers (voltage amplification) of inverting
power supply 1 and 2, respectively; c stands for the maxi-
mum current output by the inverting power supply. The
diode is unidirectional. This feature can ensure that the
inverter unit with the most extensive output current turns
on the diode and continuously transmits the maximum cur-
rent of the unit to the bus. However, in this process, diodes
will lead to a voltage drop at both ends, resulting in the fail-
ure of current sharing of the main module and a particular
error, and the submodule will have better current sharing.
In fact, there are many ways to realize the current sharing
regulation, such as designing a unique hardware system to
complete the current sharing or designing a special software

to control the current sharing. Academic opinions are
divided. Various current sharing methods will result in
different stability and accuracy characteristics.

3.4. Module Design of the Parallel System. The parallel sys-
tem of the inverter power supply is composed of multiple
unit modules. The performance of different modules needs
to be synchronized to ensure the effect and safety of use.
Therefore, it is necessary to reasonably design the inverter
structure and control strategy. Figure 5 shows the central
circuit topology of the inverter unit designed here.

According to Figure 5, the topology of the primary
circuit of the inverter unit is changed to integrate the parallel
function of the inverter and the parallel system of the
inverter power supply. The primary circuit of each parallel
inverter unit adopts the main circuit of the full-bridge
inverter. Without considering the equivalent series resis-
tance of the filter capacitor, a filter is used to filter other
bands in the bridge except for the higher harmonics of the
output voltage.

In Figure 5, Vdc represents the DC input voltage of the
system, T1-T4 denotes the power switch module, L and C
stand for the output filter inductance and capacitance of
the system, R1 refers to the equivalent series resistance of
the filter inductance, and R2 signifies the system load. Equa-
tion (8) describes the frequency domain function between
the voltage between points A and B and the output of the
inverter unit.

G sð Þ = R2
RLC2 + L + R1R2Cð Þ + R2 + R1ð Þ : ð8Þ

3.5. Droop Parallel Control Strategy of Inverter. The parallel
operation of the inverter power supply requires correspond-
ing preconditions, and each parallel unit must be placed on
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R1
L2

L1

I2

I1
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Figure 3: Current sharing of the series current limiting inductor.
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Figure 4: Automatic control principle of maximum current
sharing.
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the AC bus network. At the beginning of the process, the
frequency, phase, and amplitude of output voltage shall be
consistent with that of the AC bus. Significant phase and
amplitude differences will produce large active and reactive
loop currents during operation. These currents may dramat-
ically impact the stable operation of the AC bus and system
and cause an overcurrent of the inverter power supply, ulti-
mately damaging the inverter power supply. The inverter
must be designed in the concrete plan to terminate the par-
allel operation automatically. During the operation of the
inverter, there is a presynchronization process to ensure that
the phase, frequency, and amplitude of the inverter power
supply are consistent with the power grid. It also reduces
the impact on the power supply of the microgrid and
inverter itself. The phase-frequency tuning process of the
inverter unit before the parallel operation is called parallel
presynchronization of the inverter unit.

According to the power characteristics of the above
parallel inverter system, some researchers have proposed a
control technology that can wirelessly parallel inverter,
namely, the voltage frequency droop method. The parallel
inverter device can sense the output power of the power
supply system, measure and adjust the output voltage,
frequency, and amplitude control values through droop con-
trol, and obtain the system’s active power and total reactive
power. The output frequency and the active output power
of the inverter with large output active power decrease due
to the frequency drop characteristics. When the inverter out-
puts low active power, the output frequency increases due to
the frequency reduction characteristics, increasing active
power. The voltage amplitude of the inverter outputting
ample reactive power decreases due to amplitude decrease,
reducing the reactive power output. The voltage amplitude
increases for the inverter with small reactive output power,

and the reactive output power decreases due to the ampli-
tude decreasing characteristic. In other words, the equip-
ment with low output power will increase the output
according to the voltage frequency droop characteristics. In
contrast, the relatively high output power equipment will
reduce the output power. This self-regulation process is
repeated in the parallel system until the minor loop point
in the circuit is found.

The distributed generation system composed of parallel
inverters has a complex structure. The AC voltage output
by each inverter power supply is equivalent to a voltage
source with mutually adjustable and controllable frequency,
phase, and amplitude, and each unit shares the load current.
In the distributed generation system, the line resistance is
low, and the line impedance is inductive, which significantly
simplifies the equivalent circuit of the parallel system, as
shown in Figure 6.

Equation (9) signifies the negative power expression of
the output power supply.

�Si = Pi + jQi = E
!
I
!∗

i = E
Ei cos at + jEi sin ai − E

jXi

� �∗

= E1E
Xt

sin at + j
EtEcosai − E2

Xi

� �
:

ð9Þ

In Equation (9), �Si represents the negative power of the
output power supply; Pi and Qi denote the active power
and reactive power transmitted by the line, respectively; a
refers to the angle between the output voltage vector of the
inverting power supply Ei and the system output voltage
vector E; Xi indicates the output reactance of the inverting
power supply.

Equation (10) reveals the output active power of each
inverter in the equivalent circuit.

P1 =
E1E
Xi

sin δ: ð10Þ
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Figure 6: Equivalent circuit of the parallel system.

L

T1

T2

T3

T4

Vdc
B

C

R2

R1

+

+

A

–

–

Figure 5: Main circuit topology of the inverter unit.
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In Equation (10), δ represents the phase difference.
Accordingly, Equation (11) demonstrates the output reactive
power of each inverter in the equivalent circuit.

Qi =
EiE cos δi − E2

Xi
: ð11Þ

Because the power output of parallel system E is strictly
limited in practical application, it will not fluctuate wildly.
Thus, the power output can be regarded as a constant
approximately. Output impedance Xi is also a fixed value.
Hence, Equations (10) and (11) can be simplified as

Pi = k sin a, ð12Þ

Qi = kEi − b, ð13Þ
where k is the proportional coefficient and b is a constant.
Equations (12) and (13) demonstrate that the active power
depends on the value of the angle a between the inverter out-
put voltage vector Ei and the system output voltage vector E.
In contrast, the reactive power mainly depends on the value
of the inverter output voltage vector Ei.

Because the internal resistance of the inverter is meager
and the external output characteristics are complex, even a
tiny difference in amplitude or phase will cause a large sys-
tem cycle between the inverters. The present work uses the
parallel voltage frequency droop method for control. The
frequency and amplitude of the output voltage of each
inverter power supply are adjusted according to Equations
(14) and (15) based on the droop method to make the
output characteristics smoother.

ω1 = ω0i −miPi, ð14Þ

Ei = E0i − niQi: ð15Þ
In Equations (14) and (15), Pi represents the active

power, Qi refers to the reactive power, and ω0i stands for
the ith output angular frequency of inverter power supply
under no load. E0i indicates the output amplitude of the first
inverter under no load. mi denotes the droop coefficient of
output angular frequency of the ith inverter power supply.
ni denotes the droop coefficient of the output voltage ampli-

tude of the ith inverter power supply. Figure 7 displays the
scheme of droop inverter with different capacities.

Figure 7 presents the scheme of drooping characteristics
when two inverters with different capacities are connected in
parallel. Each inverter power supply in Figure 6 adjusts the
frequency and amplitude of each output voltage back to a
new and stable output operating point and distributes the
output power reasonably. The same vertical slopes in the
droop inverter characteristic diagram of the inverting power
supply mean that each supply has stable performance and
equal output power. If the droop slopes are different, the
force is small when the slope is significant and vice versa.

In essence, the droop voltage frequency method takes the
whole system with parallel inverters as the research object
and detects the frequency and amplitude of output voltage.
Then, it adjusts the active and reactive power by fine-
tuning the frequency and amplitude to realize the reasonable
distribution of power. Voltage frequency droop control
reduces the active output by lowering or increasing the fre-
quency to improve the active output. Reducing the voltage
amplitude can reduce the reactive power; increasing the volt-
age can increase the reactive power. In short, this is a
dynamic continuous self-adjustment according to voltage-
frequency droop characteristics. In this way, the system
can operate in a state where the circulation is the smallest.

Next, a virtual impedance is introduced into the circuit.
In a low-voltage microgrid, the line impedance is primarily
resistive. The system impedance is generally complex, and
the resistance-inductance ratio in different systems is differ-
ent, which is easy to cause power coupling. The method of
introducing a virtual complex impedance can be adopted
to solve the power coupling problem in the system. Besides,
the value of the virtual complex impedance is designed
according to the line impedance. The equivalent output
impedance of the inverter is purely resistive or inductive,
realizing the decoupled control of active power and reactive
power. Figure 8 is a block diagram of the voltage and current
double closed-loop control after introducing the virtual
complex impedance.

In Figure 8, the virtual complex impedance ZvðsÞ con-
sists of a positive virtual resistance Rv and a negative virtual
inductance Lv; U ∗ ðsÞ refers to the voltage command value
generated by the droop control module; GPRðsÞ and GiðsÞ
are the transfer functions of the regulators in the voltage
outer loop and the current inner loop, respectively; KPWM
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Figure 7: Droop inverter with different capacities: (a) active power; (b) reactive power.
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is the pulse width modulation (PWM) gain of the inverter;
U0ðsÞ and I0ðsÞ are the actual value of the inverter output
voltage and the reference value of the output current, respec-
tively; Rf , Lf , and Cf represent the filter resistor, filter induc-
tor, and filter capacitor in the low-pass filter, respectively.

The transfer functions of the quasiproportional voltage
and current regulators can be defined as

GPR sð Þ = kvp +
2kviωcs

s2 + 2ωcs + ω0
2 ,

Gi sð Þ = kip:

8><
>: ð16Þ

In Equation (16), kvp and kvi denote the voltage loop’s
proportional gain and resonance gain, respectively; kip rep-
resents the proportional gain of the current loop; ωc refers
to the corner frequency of the cutoff frequency. The LC fil-
tering and voltage and current double closed-loop control
parameters are designed, respectively, to smoothly realize
the droop control of the low-voltage inverter parallel system.
The specific parameters are summarized in Table 1.

In this paper, after introducing the designed virtual
complex impedance, the system impedance must be approx-
imately resistive at the fundamental frequency to adapt to
the traditional droop control. Besides, it needs to be resistive
at the harmonic frequency to meet the requirements of
power decoupling and suppress the interharmonic and
higher-order harmonics of the output current of the con-
verter. The virtual impedance value is designed according
to the line impedance Zn (n is 1 or 2) (assuming Zn = 1Ω
+ 2mH) parameters in Table 1 to select the value range
and the optimal impedance value is determined according
to the impedance angle change.

3.6. Simulation and Experiment of Droop Parallel Control.
Figure 9 indicates the simulation model of the droop control
inverter proposed here.

Figure 9 suggests that the primary circuit model of the
inverter can be combined with the control strategy through
the connection of controlled variables to establish the simula-
tion model of the wireless parallel system of the inverter. Paral-
lel inverter theory is developed with the following parallel
control theory as the core. Therefore, the proper application
of droop theory is the premise of the system’s regular operation.

The parameter settings of the simulation model of the
parallel inverter power system reported here are shown in
Tables 2 and 3.

Due to the limited detection accuracy of voltage amplitude,
voltage frequency, deflection coefficient, hardware circuit, and
software control accuracy, it is difficult to match each inverter’s
actual values of controlled variables completely. When the par-
allel controlled variables do not check, it is critical to judge the
stability of the performance of the connected system.

4. Results and Discussion

4.1. Simulation Results of Droop Theory Application
Experiment. Figure 10 illustrates the simulation results of
the parallel system when the parameters of the two inverters
are the same.

In Figure 10, all parameters of the two inverters are
assumed to be the same. The working state of the inverter
parallel system under droop control is relatively stable.
The output of active and reactive power is well separated
and stably balanced. Each power supply provides half of
the system’s capacity, and the circulation defaults to zero.
The results show that the droop theory can be applied to
parallel inverter systems and achieve a good control effect
under ideal conditions. The power loop theory believes
that when the output impedance of the system accounts

Table 1: System parameters.

Project Numerical value

LC filter Rf = 0:0485Ω, Lf = 20mH, Cf = 20 μF
Voltage control loop kvp = 0:085, kvi = 10, ωc = 10 rad/s

Current control loop kip = 4:35

I0 (s)
Zv (S)

U⁎
 (S)

+ + + +

− − −

−− U0 (S)1
sCf

KPWMGi (S)GPR (S)
1

Rf + sLf

Figure 8: Block diagram of voltage and current double closed-loop control based on virtual complex impedance.
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for a small proportion, the output impedance of the
inverter is inductive in the entire frequency band. In other
words, the output impedance of the system is not sensitive
to the effect of the transition. The correct application of
droop theory in the practical approach can be guaranteed
to meet this point.

To further verify the inhibitory effect of circuit feedback
on impedance R, set the impedance R of inverter 1 to 0.01Ω
and the impedance R of inverter 2 to 0.1Ω. Figure 11 pre-
sents the simulation results of parallel operation with a
6.0Ω impedance load under the condition of consistent
other parameters.

According to Figure 11, when the impedances of the two
inverters are different, the parallel system under droop con-
trol works stably, and the active power and reactive power
are also stable and balanced. Through the feedback of
induced current, they tend to zero. The results suggest that
the circuit feedback of the inductor can reduce this effect.
Therefore, when the two inverters work in parallel under
different conditions, the droop control can continue to apply
and obtain satisfying control efficiency.

4.2. Analysis of System Performance. Droop control plays a
role in practical application, but it also has limitations. A
parallel self-tuning virtual impedance strategy is proposed
here. By improving the droop parallel control, the system
can improve the dynamic tuning performance, steady-state

output frequency performance, and harmonic suppression
to a certain extent. Figure 12 reveals the comparison of sys-
tematic dynamic adjustment characteristics before and after
improvement.

As Figure 12 reveals, the parallel system of the invert-
ing power supply is dynamically adjusted. The experimen-
tal conditions and parameters of the parallel system are
the same as those of the simulation experiment, which
means that the simulation system will produce periodic
current waveforms. Figure 12 bespeaks that adding differ-
ential regulation to the power droop control of the system
can significantly improve the dynamic regulation rate,
speed up the power convergence, and improve the perfor-
mance of the dynamic approach to a certain extent. Mean-
while, with the introduction of automatic control, even if
the control voltage is different from the ring current of
the original design, the ring current of the system is ade-
quately controlled due to the compensation of the virtual
impedance to the system. The command voltage of the
whole system is significantly reduced only in the steady
state, and the steady-state and dynamic performance is
improved dramatically.

Figure 13 presents the active output frequency of
the system.

Figure 13 signifies the comparison results of the active
output frequency of the traditional droop parallel system
and the droop automatic adjustment output frequency. It

C
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−
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−
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Figure 9: Simulation model of inverters controlled by the droop method.

Table 2: Parameters in the simulation system.

System parameters L (mH) r (Ω) C (μF) E (V)

Numerical value 1 0.01 30 165

Table 3: System command parameters.

Instruction parameter Voltage (V) Voltage frequency (rad) Sag coefficient m Sag coefficient n

Numerical value 155 314 0.0001 0.0001
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also implies that the conventional control method is
adopted. The output frequency deviates from the control
signal when the system reaches a stable state. When AC is
connected to the grid, if the deviation is significant, it cannot
meet the frequency requirements, which greatly limits the
power range of the inverter. By dynamically adjusting the
active power droop coefficient, the steady-state output fre-
quency. Therefore, the system shows a small oscillation close
to the driving frequency, which undoubtedly achieves the
steady-state performance of the output frequency. Secondly,
the dynamic response time of the system is hardly affected.
The active power reduction factor can improve the steady-
state index of the parallel system without affecting the
dynamic performance of the system.

Figure 14 signifies the nonlinear load performance of
the system.

Figure 14 reveals that both simulation systems are
equipped with two bridge rectifier loads. It also implies that
the waveform quality of the output voltage of the parallel
system controlled by the virtual impedance technology has
been significantly improved. Besides, the harmonic content
near the fundamental wave is considerably lower than the
original, from 6% to about 2%, declining four percentage

points. Therefore, virtual impedance technology can suc-
cessfully apply droop theory to nonlinear loads and expand
the scope of the parallel inverter system.

To sum up, two simulation tools are used to analyze
the main circuit and control circuit of the unit module
of the parallel system. Simultaneously, according to the
specific requirements of the parallel function of the
inverter, the output power measurement and unit calcula-
tion are carried out. Based on the function of parallel and
control voltage synthesis, construction is implemented on
a complete application simulation model of an inverter
wireless parallel system. The dynamic and static simulation
experiment of the fully connected droop control system
fully reflects the accuracy and feasibility of the control
theory. Moreover, the experimental comparison is made
on the application simulation models of two groups of
parallel systems with different control strategies.
Compared with the conventional droop parallel control
strategy, the control strategy in this study shows noticeable
improvement in the dynamic performance and steady-
state index of the system. The simulation model of a par-
allel wireless inverter system established here provides an
experimental platform for future system theory research.
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Figure 10: Simulation results of consistent inverter parameters: (a) power; (b) voltage; (c) frequency.
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Figure 11: Simulation results of the parallel system with a different impedance of inverting power supply: (a) power; (b) voltage; (c)
frequency.
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5. Conclusion

The rational utilization and sustainable development of
energy are the hotspots of current research. This paper
briefly introduces the current control method of the parallel
loop of the inverter power supply. Then, three difficulties in
the parallel operation of the inverter power supply are
summed up, namely, the asynchronous voltage frequency
and voltage phase of inverter power supply, the inconsistent
amplitude of output voltage, and the influence of the differ-
ence of harmonic components in voltage. Besides, the pres-
ent work discusses the current sharing control scheme of a
traditional parallel system and proposes three current shar-
ing control methods. The optimization methods of the main
circuit topology, droop parallel control, and dynamic adjust-

ment of the unit inverter are designed based on the above
analysis. Finally, simulation experiments are designed to
verify its performance. The experimental results show that
the control strategy proposed here has significantly
improved the system’s dynamic performance and steady-
state index. The simulation model of the parallel wireless
inverter system established here provides an experimental
platform for future system theory research. There is still
power coupling and unequal active power sharing due to
inconsistent line impedance and mismatched inverter capac-
ity in a low-voltage microgrid. Introducing the virtual
impedance can realize the decoupling control of the power
in the system; however, the increase of the equivalent output
impedance of the system may reduce the system voltage. The
improved droop control strategy proposed here can offset
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the equivalent output impedance of the parallel inverter
system by designing the value of virtual complex impedance
to realize the purely resistive system impedance and the
decoupling control of active power and reactive power.

Due to the limitation of the research capacity and
research funds, the inverter design based on multiobjective
decision-making reported here is not ideal. Moreover, in the
open-circuit parallel system under droop control, the voltage
and frequency change with the load, which affects the power
supply quality. Dynamic compensation can eliminate some
effects, but the effect cannot adapt to all practical applications.
Follow-up research will improve these two points to enhance
the value and reliability of the present work.
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The construction of human resource management system is a key part of enterprise management and control. A perfect human
resource management system is conducive to the long-term development of enterprises. Aiming at improving the current
situation of enterprise human resource management, a distributed human resource management system is proposed in this
paper based on Spark framework. Aiming at the disadvantages of traditional k-means algorithm in processing massive data,
such as low computational efficiency and high time complexity, an improved k-means algorithm based on Spark computing
framework is proposed. Through the spatial location relationship with the cluster center, redundant calculation is reduced and
the ability of processing massive data is improved for the system. Combined with the actual situation of the enterprise, the
human resource management system architecture is designed by using Java EE human-computer interaction. The proposed
system can achieve user management, employee information, attendance, evaluation, performance, salary, personnel change,
and other business management. The experimental results demonstrate that the system can effectively reduce the time
complexity of calculation and improve the system efficiency.

1. Introduction

With the continuous improvement of the level of social and
economic development, many enterprises also began to
expand their own team to achieve good development. At
present, the rapid development of cloud computing and
big data Internet technology also makes people gradually
enter the intelligent information era. Many enterprises
develop distributed systems to be applied to all kinds of busi-
ness, such as collaborative office [1], document management
[2], financial management [3], and other systems [4]. For the
development of enterprises, talent is an important corner-
stone for the development of enterprises. It is of great signif-
icance to develop and design a set of human resource
management system to improve the working efficiency of
talents in enterprises through reasonable human resource
management [5]. In order to get rid of the obstacles caused
by traditional human resource management to the develop-
ment and expansion of enterprises and provide efficient
enterprise human resource development platform, it is nec-

essary to design a perfect human resource management sys-
tem [6]. In short, the construction of human resource
management system is a key component for the develop-
ment of enterprise management and control. It needs to be
fully combined with other construction systems, and the
starting point is based on the business form and long-term
development strategy of the company [7]. At the same time,
when designing the human resource management system, it
is necessary to consider the full use of the existing human
resources of enterprises. By analyzing the performance
requirements of human resource management system
design, the system needs to consider business process, data
process, data dictionary, use case constraints, etc.

k-means algorithm is an unsupervised learning algo-
rithm and has become one of the most widely used cluster-
ing algorithms. With the rapid development of open-
source distributed computing framework, clustering algo-
rithm based on distributed computing platform can effec-
tively solve the problem of memory overflow in single-
machine mode [8, 9]. This direction has become a research
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hotspot. At present, for the problem of parallelization of
algorithms under large data sets, many scholars have opti-
mized and realized the algorithm under the distributed
framework of MapReduce [10, 11]. Moreover, the optimiza-
tion method research under Spark framework is relatively
few.

Aiming at the problem of high time complexity of k
-means algorithm [12], literature [13] improved by intro-
ducing Canopy algorithm and maximum and minimum dis-
tance method on Spark platform. The convergence speed of
the algorithm has been improved, but the problem of large
amount of redundant computation has not been solved fun-
damentally. Literature [14] proposed a clustering algorithm
based on distance triangle inequality in cloud computing
framework. But the optimization strategy using triangle
inequality principle needs to save the upper and lower
bound information of each data. It is difficult to fully imple-
ment this in the Spark framework. Literature [15] compares
the operating efficiency of k-means algorithm based on
MapReduce and Spark. Its experimental results show that
the Spark framework has a more efficient running speed
for the algorithm that needs repeated iteration.

The innovations and contributions of this paper are
listed below.

(1) In order to solve the problem of large amount of
redundant calculation of k-means algorithm, this
paper introduces the spatial location relationship
between grid cells and clustering centers

(2) Because the triangle inequality optimization strategy
is considered in this paper, the redundant distance
calculation is greatly reduced

(3) The improved algorithm is implemented in parallel
under the Spark framework. It improves the process-
ing power of large data sets. Finally, the effectiveness
of the proposed algorithm is verified by experimental
analysis

The structure of this paper is listed as follows. Distrib-
uted k-means optimization algorithm based on spark frame-
work is described in the next section. The proposed system is
expressed in Section 3. Section 4 focuses on the experiment
and analysis. Section 5 is the conclusion.

2. Distributed k-Means Optimization
Algorithms Based on Spark Framework

2.1. Spark Distributed Framework. Spark is a commonly used
distributed computing platform that can effectively process
massive data analysis. It is a distributed computing frame-
work based on Elastic Distributed Data Set (RDD) imple-
mentation initiated by AMPLab of UC Berkeley [16].

In the overall structure of Spark, each Spark application
uses a driver program to initiate parallel operations on the
cluster. The driver program can manage multiple actuator
nodes simultaneously. In a distributed cluster environment,
multiple working nodes can read data from the HDFS file
system and convert it to RDD. An RDD is an immutable,

distributed collection of objects. Each RDD is divided into
multiple partitions. These partitions run on different actua-
tor nodes.

Compared with the disk-based MapReduce calculation
mode, Spark does not need to save the intermediate results
of iteration to disks. Thereupon, it has more efficient com-
puting efficiency. The Spark-based algorithm has good scal-
ability and can better adapt to large-scale data sets. In the
clustering algorithm which needs many iterations, its advan-
tage is more obvious.

2.2. k-Means Algorithm. The process of the traditional k
-means algorithm [17] is as follows.

Input: number of clusters z, data set d.
Output: z class clusters.
The algorithm steps are as follows.

(1) Select z points from data set d as the initial clustering
centers

(2) Allocate each data point in d to the nearest class
cluster

(3) Calculate the average value of vector coordinates of
data points in each class cluster, and then, update
the cluster center of this class cluster

(4) Repeat steps (2) and (3) until the clustering center
converges

(5) The sum of squares of errors is used as a measure of
clustering quality, and it is calculated by the follow-
ing equation

S = 〠
z

x=1
〠
d∈Dx

d − cx
2, ð1Þ

where z is the number of class clusters and cx is the clus-
ter center of the x-th class cluster Dx.

The time complexity of k-means algorithm is ϕðtzwÞ,
where t is the number of data points, z is the number of class
clusters, and w is the number of iterations. The time com-
plexity of the algorithm is relatively large, and affected by
the number of class clusters, it increases with the increase
of z value.

2.3. Use k-Means Optimized by Spatial Information. In every
iterative calculation process of k-means algorithm, each data
point needs to calculate the distance between it and k cluster
centers. The redundancy of its calculation is great, especially
when the value of k is large, which has a great influence on
the time efficiency of the algorithm. To solve the problem
of large redundancy of k-means algorithm, the more effec-
tive improvement strategy is triangle inequality method.
Without changing the clustering results of k-means algo-
rithm, it can greatly reduce the computational complexity.
The redundancy of calculation can be greatly reduced by
using the principle of triangle inequality. However, in a sin-
gle iteration, for each data point, several distance calcula-
tions are still needed to find the nearest class cluster. In

2 Journal of Sensors



fact, with the increase of k value, the number of calculations
for a single data point will gradually increase, and the redun-
dancy of calculation is positively correlated with k value.
Aiming at the shortcomings of the triangle inequality opti-
mization strategy, the spatial position information of data
points is further considered to reduce the redundant
computation.

2.3.1. Spatial Position Relationship. In order to further
reduce the time complexity based on applying the triangle
inequality strategy, the algorithm in this paper introduces
the spatial position relationship between data points and
clustering centers in k-means clustering. The basic idea can
be described as follows. For any data point, if the spatial
position relationship between it and k cluster centers can
be known, then the closest cluster center to it can be accu-
rately determined. Instead of doing k calculations, you just
need to assign data points to the corresponding classes.
Therefore, it is necessary to design a method that can effi-
ciently save the spatial position relationship between all data
points and k cluster centers. In view of the high efficiency of
grid partitioning process, it is appropriate to use grid cells to
store spatial location information of data points.

2.3.2. Establish Spatial Location Information of Grid and
Class Cluster. First, the data set is meshed with a certain par-
tition width in each dimension. Then, the position relation-
ship between each grid containing data points and k cluster
centers is judged.

Taking two-dimensional data as an example, for any grid
C, the method to determine the spatial position relationship
between grid C and k clustering centers is as follows.

(1) First, find the class cluster closest to the center of
grid C from z clustering centers and set it as A,

whose distance is d1. Let the concentric circle radius
of the grid be r. Therefore, the maximum value of
distance A for any point in grid C is d1 + r

(2) Then, calculate the distance of other k − 1 clustering
centers in turn. Taking B as an example, let the dis-
tance between B and C be d2. The minimum value
of the distance B of any point in grid C is d2 − r, if
the following equation is satisfied

d1 + r < d2 − r: ð2Þ

That is, the closest distance between any point in grid C
and B is still greater than the furthest distance between any
point in grid C and A, so any point in grid C cannot belong
to class cluster B. If the above equation is not satisfied, the
score points inside grid C may belong to B. Grid C needs
to record all possible belonging class clusters. In fact, when
the number of meshes is large enough, the vast majority of
meshes will have only one belonging class cluster. Only a
small number of grids will belong to more than two class
clusters. The average number of belonging class clusters
per grid is slightly more than 1. By establishing the spatial
location relationship between each grid and k cluster centers,
the location relationship between all data points and k clus-
ter centers is obtained.

2.3.3. Clustering Using Spatial Location Information. Take
two-dimensional data as an example. Any data point is wði
, jÞ. Let the maximum value of dimension i be max

i
and the

minimum value be min
i
. When meshing, the number of seg-

ments in one dimension is iNum. Let the dimension in
which j resides be max

j
at its maximum and miny at its

Start

Initialize SparkContext

Read the data set from HDPS

Generate the RDD from the data
set 

The grid is divided to establish
spatial information

Generate the initial cluster
center

Class cluster is determined by
the grid information

Triangle inequality method is
used to divide data points

Update k class cluster centers

Update grid spatial information

End

Whether the convergence
No

Yes

Figure 1: k-means optimization algorithm based on Spark framework.
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minimum. In grid division, the number of segments in one
dimension is jNum. According to the coordinates of data
points, the grid position ði′, j′Þ of w can be quickly obtained
by following the equation.

i′ = i −min
i

� �
÷ max

i
−min

i
+ δ

� �
× iNum, ð3Þ

j′ = j −min
j

� �
÷ max

j
−min

j
+ δ

� �
× jNum, ð4Þ

where δ is a positive number less than 1.
The relationship between w and class cluster can be

determined according to the relationship between the grid
where data point w resides and k cluster centers. Namely,
what cluster centers w may belong to. In this way, distance
calculation between w and all cluster centers can be avoided.

2.3.4. k-Means Optimization Algorithm in Spark Framework.
The algorithm flow of this paper is shown in Figure 1. The
algorithm is implemented in parallel under the Spark frame-
work. First, initialize Spark Context to determine the data
set, number of cluster centers k, and maximum number of
iterations. The data set is then read from the HDFS (Hadoop
Distributed File System) file system and converted into an
RDD collection. The Spark cluster partitions RDD sets based
on the Spark Context information. It makes each partition
run on each actuator node for grid partitioning and estab-
lishes the spatial information of grid and k cluster centers.
Select the initial cluster center and start iterative calculation.

In each iteration calculation process, mapPartitions are
processed for each RDD partition first. Cluster allocation is
made to each data point. The corresponding grid is obtained
by data point coordinates. Then, the relationship between
grid and class cluster is utilized to determine the tðt ⩽ kÞ
class clusters that data points may belong to. The triangle
inequality method is utilized to find the nearest class from
t cluster centers (instead of k) to reduce the redundant dis-
tance calculation. After all data points were allocated, the
class cluster centers of different actuator nodes were summa-
rized by reduceByKey operations. New k clustering centers
were obtained, and the spatial relationship between grid
and class cluster was updated. Finally, the sum of squares
of errors is calculated, and the next iteration is judged.

The key point of the optimization strategy is to use the
grid structure to preserve the spatial relationship between
all data points and k cluster centers and obtain the possible
belonging class cluster of any data points according to this
relationship. The effect of the proposed algorithm is similar
to that of the triangle inequality, which does not change
the final cluster center of k-means algorithm after clustering.
This strategy can further reduce the amount of computation
based on the application of triangle inequality.

2.3.5. Time Complexity Analysis of the Algorithm. The time
complexity of the improved algorithm is effectively reduced.
Reasonable selection of grid partition width can ensure that
most grids have only one possible cluster. Only a small num-
ber of grids may belong to two or more class clusters. In this
way, for most data points, only one distance calculation is

required, instead of k times. The time complexity of the
improved algorithm is ϕðtwÞ, where t is the number of data
points and w is the number of iterations.

Compared with the improved strategy of triangle
inequality, the combination method using spatial position
information has lower time complexity. Especially with the
increase of k value, its advantage becomes more obvious.

Therefore, it can avoid a lot of redundant distance calcu-
lation process. For any data point, the advantage of using
grid-based spatial location information is that most of the
distance can be too far. It filters out the cluster center which
obviously does not have the belonging relation, avoiding a
lot of redundant distance calculation process.

3. The Design of Human Resource
Management System

3.1. Analysis of System Design Requirements

3.1.1. Feasibility Analysis

(1) Analyze the system from the perspective of technical
feasibility. In order to be able to fully enhance the
system application management decision-making
level, many large and medium-sized enterprises are
vigorously developing human resource management
system. However, with the development and expan-
sion of the enterprise team, the existing human
resource management system cannot meet the needs
of the enterprise. Enterprises began to increase the
research and development of human resource man-
agement system, the formation of more and more
mature human resource management technology.
Therefore, Java EE-based human resource manage-
ment system has technical feasibility

(2) Analyze the system from the perspective of opera-
tional feasibility. Design based on Java EE technol-
ogy human resource management system, which

System administrator

Rights management

Organization
management

Staff management

Modify the properties

Modify login
information

Query information

Figure 2: The system case for system administrator.
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can facilitate the use of every common employee sys-
tem. It realizes good man-machine interaction and
ensures the feasibility of system development and
operation

(3) Analyze the system from the perspective of eco-
nomic feasibility. The fundamental pursuit of enter-
prises is social and economic benefits, so how to
maximize the benefits of enterprises is very impor-
tant. And the enterprise’s ability to bear the new
technology also determines whether the enterprise
can ensure the maximum benefit. The design of

human resource management system based on Java
EE technology can effectively simplify the workflow
of human resource management. It can make scien-
tific and reasonable decision in real time and ensure
the economic feasibility of the system

3.1.2. Functional Requirement Analysis. In the design of
human resource management system based on Java EE, it
is necessary to ensure that the system operation is efficient,
simple, direct, powerful, and real-time. The general goal of
system development is to complete the systematic, standard-
ized, and automatic processing of all kinds of information.
Based on the general task of system development, complete
the function of human resource management system. It
mainly includes organization management, recruitment
management, employee information, training, attendance,
performance, salary and welfare, enterprise culture, and
other management modules. The system example for system
administrators is shown in Figure 2, and the system example
for common employees is shown in Figure 3.

3.1.3. Analysis of Nonfunctional Requirements. In the design
of the human resource management system, nonfunctional
requirement design includes the following two points.

(1) Performance requirements of system operation
speed, response efficiency, result accuracy, and other
aspects

(2) Reliability of users in terms of software failure fre-
quency, easy recovery, severity, and predictability
and security requirements to ensure that users use
system identity, authorization, and privacy. Ensure
safe and reliable operating environment of software
system. Ensure that the operating interface of the
system is aesthetically available. Ensure that the
user’s software is scalable, configurable, portable,
and maintainable

3.2. Overall Architecture of System Design. Based on MVC
three-tier architecture development platform, the system in
this paper is divided into three levels, namely, interaction
layer, application layer, and data layer. In the three-tier
architecture design, the client can only provide better device
application services. It has better system development archi-
tecture security than other development methods. Users can
also access the data layer through the application layer,
which effectively improves the overall data security. The
architecture diagram of the system is shown in Figure 4.

3.2.1. Interaction Layer. When designing the interactive
layer of the human resource management system in this
paper, the C# language program is used to design the inter-
active interface, and the HTML5 technology is used to make
forms. It can ensure the human resource management sys-
tem to provide adaptive functions, combined with differenti-
ated screen size, screen width, and height adjustment. It can
also adjust the operation position of the system interface
according to the user’s requirements.

General staff

Query personal
information

Query salary

Query performance

Modify login
information

Figure 3: The system case for general staff.

Database

Interaction
layer

Mobile devices PC devices

Web-Forms

Basic information management, recruitment
management, performance appraisal

management,
Salary management, training management,

evaluation management

Data layer

Common data layer

Database access component

Application
layer

Figure 4: The human resource system business operation
architecture diagram.
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3.2.2. The Application Layer. As a large-scale software frame-
work, human resource management system realizes the inte-
gration of multiple systems and improves the overall
technical compatibility of the system. View the application
layer as a development factory pattern, compatible with all
subsystem functions. At the same time, the Web server can
be utilized to parse the request of the business system, and
the corresponding business program can be provided and
operated.

3.2.3. The Data Layer. Introduce SQL advanced database
technology into the data layer. The establishment of SQL
database can realize the effective connection of various func-

tional components and ensure the processing performance
of the database and data communication effectiveness. At
the same time, it can be processed offline. The data layer
wants to encapsulate data by transforming the data business
into managed storage statements. Add information process-
ing, expansion, separation, independence, and other func-
tions to ensure that the operation portability of the system
is fully improved. This makes it easier for more users to suc-
cessfully connect to the system.

3.3. Key Service Functions of the System. Considering the
actual human resource management needs, the Java EE
framework is adopted in the process of human resource
management system. It includes user management,
employee information, organization, attendance, salary and
welfare, performance, recruitment, training, and other dif-
ferent management modules, respectively. The user opera-
tion rights of each module are different.

3.3.1. Main Functional Modules

(1) In the login management function module, the user
enters the corresponding user name and password
after successfully entering the login interface. If the
match is successful, you can enter the system. If the
match fails, the system displays a message indicating
that the user name or password is incorrect and
refreshes the login page again

(2) In the attendance management function module,
you can log in the attendance-related information
of all employees of the enterprise. In this module to
achieve the search, add, modify, delete, and other
functions

(3) In the enterprise internal transfer management mod-
ule, you can choose the object of personnel transfer.
It can submit the transfer process and complete all
levels of approval. It can coordinate with the salary
management module to complete the corresponding
salary adjustment

(4) In the performance management module, make
equations of the corresponding performance
appraisal plan. It can set clear assessment object
and target, and choose appropriate assessment
method and content. In the process of assessment,
factors such as assessment principles, standards,
methods, candidates, and data collection should be
considered comprehensively

(5) In the functional module of salary management, it
can be adjusted appropriately according to the
changing situation. You can also click Delete to com-
plete the deletion

(6) In the recruitment management function module, fill
in the corresponding job information through
recruitment. After completing the registration form,
you can upload it to the system successfully

Java EE platform

JSP technology

Web service

Applet

ELB

Java bean

Java container

Java EE Server

The database

The server

Access the
component

Communication
components

Figure 5: Composition of Java EE technology services.

Table 1: The results of running time.

Data
size

k
value

k
-means

Literature
[18]

Proposed ∂1 ∂2

3 × 107
20 532 s 263 s 257 s 0.538 0.035

50 1275s 437 s 308 s 0.776 0.314

100 2886 s 664 s 346 s 0.894 0.498

5 × 107
20 815 s 379 s 328 s 0.616 0.149

50 2032s 670 s 441 s 0.798 0.358

100 4610 s 883 s 522 s 0.9 0.424

Table 2: The results of the sum of squares of errors with different
algorithms.

Data size k value k-means Literature [18] Proposed

3 × 107
20 2:487 × 1015 2:534 × 1015 2:315 × 1015

50 1:018 × 1015 1:015 × 1015 1:012 × 1015

100 5:126 × 1014 5:111 × 1014 5:044 × 1014

5 × 107
20 6:578 × 1015 6:603 × 1015 6:534 × 1015

50 2:751 × 1015 2:762 × 1015 2:741 × 1015

100 1:397 × 1015 1:396 × 1015 1:388 × 1015
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3.3.2. Database Design. The system is designed to establish
SQL database, which can be optimized by SQL statement
format. Get uniform specification code according to the
object name of the database. It follows the debugging code
specification, ensures the good design of database, and com-
prehensively improves the overall programming calculation
efficiency. It can reduce unnecessary data redundancy to
some extent and improve the database running efficiency
of the system.

In order to realize the data function dynamically, it is
necessary to establish the effective connection between the
foreground and background of the system, as well as the
effective connection between the database and the system

code. Establish Java database connection by using Java EE
technology. It can provide standard database interface, and
the system database connection steps are as follows.

(1) Load the Java EE driver

(2) Provide the main URL according to Java EE

(3) Create a database connection

(4) Create a statement

(5) Execute database SQL statements

(6) Obtain specific processing results

0.0
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Sp
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Literature [18]
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Figure 6: Comparison of parallelization time (k = 100).
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Figure 7: Comparison of algorithm acceleration ratio (k = 100).
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(7) Close the Java EE object

Figure 5 designs Java EE technology service composition
for the database of the system.

4. Experiment and Analysis

The data set used in the test is the human resource data set
of an enterprise. The writing language used in this experi-
ment is Scala. To verify the effectiveness of the proposed
algorithm, traditional k-means algorithm and reference
[18] based on Spark framework are selected as the compari-
son algorithm. The algorithm in reference [18] adopts MLlib
L.6.2. The initial cluster center was selected by random selec-
tion. All experiments were run for 20 times and averaged.

4.1. Experimental Environment. Spark distributed cluster is
adopted in the experiment. Hadoop and Spark are installed
on five VMS. Among them, one is responsible for the oper-
ation and management of driver programs, and the other
four serve as actuator nodes.

Software configuration: Hadoop 2.6.0, JDK 1.7, Spark
1.6.0, MLlib 1.6.2, Scala 2.10.5.

Hardware configuration: 16G memory, 1024G hard
disk.

4.2. Analysis of Experimental Results

4.2.1. Comparison of Algorithm Performance. Table 1 lists
the comparison of the running time of the algorithm in this
paper with traditional k-means and reference [18]. Table 2
lists the sum of squares of errors comparisons of the algo-
rithms. Among them, the speed increase ∂1 and ∂2 are calcu-
lated as follows.

∂1 = 1 − n2
n0

� �
× 100%, ð5Þ

∂2 = 1 − n2
n1

� �
× 100%: ð6Þ

n0 is the running time of k-means algorithm. n1 is the
running time of the algorithm in reference [18]. n2 is the
running time of the algorithm in this paper.

As can be seen from the experimental results, the operat-
ing efficiency of the algorithm in this paper is significantly
improved compared with the traditional k-means and litera-
ture [18] algorithm. When k value is small, the speed
improvement is relatively insignificant because the improve-
ment strategy in literature [18] has been able to avoid most
redundant calculations. However, with the increase of k
value, the improvement effect of the algorithm in this paper
becomes more obvious.

By comparing the sum of squares of errors, the algo-
rithm in this paper and the algorithm in literature [18] have
no negative impact on the clustering quality of the original
algorithm.

4.2.2. Scalability Comparison. 4 × 107 data samples were uti-
lized to test the scalability of the algorithm. Figure 6 shows

the comparison of parallelization time between traditional
k-means, literature [18], and the algorithm in this paper.
The algorithm in this paper has a more efficient clustering
speed. The running time of the proposed algorithm
decreases with the increase of actuator nodes. Meanwhile,
due to the time cost of the Spark cluster, the running time
of the algorithm does not decrease linearly with the increase
of nodes.

Figure 7 shows the acceleration ratio comparison of the
algorithms. The proposed algorithm has good scalability.
With the expansion of cluster size, the acceleration ratio of
the algorithm is basically consistent with that of litera-
ture [18].

5. Conclusion

In order to improve the current situation of human resource
management, this paper puts forward a design method of
human resource management system. Aiming at solving
the problem of high computational complexity of traditional
k-means algorithm, considering the spatial location relation-
ship between data points and clustering centres and the
advantages of grid division, this paper designs a clustering
optimization algorithm to save the spatial location informa-
tion of data points. The comparison results of parallel exper-
iments based on Spark platform show that the
computational efficiency of the proposed algorithm is signif-
icantly improved, and it has better scalability. On the pre-
mise of ensuring the system performance, how to further
improve the scalability of the system is the next research
direction.
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Due to the wide scale of learners, large individual differences and scattered distribution, dialect teaching is difficult to carry out
effectively by traditional school education. In order to improve the teaching level of dialect, taking Cantonese as an example,
this paper constructs a teaching evaluation system based on multidimensional information. Through the questionnaire and
investigation of large Cantonese training institutions in Guangdong Province, the data set is formed, the CMA-ES algorithm
with efficient optimization ability is selected to optimize the SVM, and the model is compared with ACO and SVM without
optimization algorithm. Experimental results show that the average accuracy of CMA-ES algorithm is 95.85% and the average
running time is 21.0ms on 8 data sets, which has obvious advantages relatively. Based on the evaluation model, the basis for
teaching optimization is found through sensitivity analysis, and student’s language expression is the most important index. And
with the help of the intelligent voice system, the improvement measures for Cantonese teaching are proposed from the aspects
of scene, oral, and scoring.

1. Introduction

UNESCO pointed out that among the more than 6000 Chi-
nese languages in the world, about 96% of the language
users’ account for less than 3% of the total human popula-
tion. On average, two languages disappear every month. As
one of the countries with the richest language resources in
the world today, our country’s language resources are facing
two basic facts: one is that there are many kinds of minority
languages and Chinese dialects, and the language and cul-
ture is very rich. The other is that due to the rapid progress
of urbanization and modernization with the continuous
construction of China and the migration and exchanges
between regions, minority languages and Chinese dialects
are on the verge of disappearing. The protection of language
resources, especially dialect resources, should not be limited
to academic activities. The public should be involved in the
protection of language resources. Evaluation is an important
means to promote education reform, and teaching evalua-
tion has become a hot issue in the field of education at home
and abroad. Teaching evaluation is divided into formative
evaluation and process evaluation. The former pays more

attention to students’ academic performance, while the latter
pays more attention to the status of students in the learning
process. With the continuous advancement of education
reform, process evaluation is more and more widely used
in teaching evaluation. Process evaluation is carried out
through the conditions of teachers and students in the class-
room, which can reflect the scientific nature of the teaching
process, and at the same time, judge the relationship
between the teaching process and the teaching results based
on the students’ academic performance. The most important
thing in dialect teaching is language cognition, reading, and
comprehension. Bloom [1]thought that summative evalua-
tion is designed to judge the achievements that students have
achieved at the end of the course, and formative evaluation is
intended to provide feedback and corrections at each stage
of teaching and learning. Grant and Jay (2003) [2] put for-
ward the concept of “reverse instructional design”, and from
the perspective of curriculum design dedicated to promoting
students’ understanding, six dimensions of understanding
are proposed: explanation, paraphrase, application, insight,
empathy, and self-awareness. The famous contemporary
curriculum theory and education research expert, Anderson
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(2008) [3]. The research team composed of nearly 10 experts
further revised the idea of taxonomy of educational objectives
initiated by Bloom et al. The original single-dimensional cog-
nitive domain was changed to a two-dimensional division,
namely, “Knowledge dimension” and “cognitive dimension,”
the knowledge dimension includes four specific classification
levels, namely, factual knowledge, conceptual knowledge,
procedural knowledge, and reflection cognitive knowledge.
The cognitive process follows cognitive complexity is ranked
from low to high, including six categories: memory, compre-
hension, application, analysis, evaluation, and innovation, a
total of 19 specific cognitive processes.

In terms of teaching optimization, with the support of
intelligent technology, the classroom management system
has developed rapidly. Considering that the classroom man-
agement system that provides classroom teaching evaluation
must have the basic functions of real-time analysis, evalua-
tion of the learning process, providing teachers with feed-
back information, etc. Lynnette is an intelligent guidance
system that teaches students to solve linear equations [4];
Lumilo is a smart glass that can visualize information and
perform certain virtual interactions [5]. Both can help
teachers perceive students’ information in real time through
a certain mechanism. FACT system is an intelligent class-
room management system that can support students to solve
mathematical problems collaboratively, and at the same time
enhance teachers’ perception and control ability [6]. Spinoza
provides guidance and assistance to students and teachers by
analyzing the real-time codes and operating behaviors of
students in the process of programming (Nisenbaum et al.,
2019) [7]. MT-Classroom [8] is also a smart classroom,
which enables students to learn on a touch-screen desktop.
The built-in software analyzes the students’ learning in real
time and sends them to the teacher. The teacher uses the
tablet computer’s dashboard program to view student status
and control the activity process in real time. In the behav-
ioral evaluation model of teaching and learning, it mainly
includes individual abnormal state, individual cognitive
state, individual noncognitive state, group problem solving
progress, group writing learning state, and teaching inter-
vention. Common abnormal states of individual students
include offline, silence, and abusive prompts, among which,
abusive prompts are students’ “crafty” behaviors [9]. In the
evaluation process of individual cognitive state, simple
numerical evaluation is usually used, such as the number
of correct answers, the number of attempts, and the number
of help requests, which is a coarse-grained evaluation [10].
Individual noncognitive states mainly include concentration,
emotion, and stress. Studies have shown that immersed in
learning, physiologically manifested as happy and pleasant
emotions, and have high concentration [11]. Group problem
solving progress requires teachers to understand the learning
situation and progress of the study group to help students
solve problems [7]. Chi et al. [12] believe that monitoring
the status of group collaborative learning is equally impor-
tant. The higher the student’s participation in learning, the
better the learning effect. In group collaborative learning, a
member does not express opinions, but passively expresses
opinions is passive learning [10]. Finally, it is teacher inter-

vention, which can be divided into cognitive intervention
and noncognitive intervention according to the different
status of students. Cognitive interventions include direct
answers, hints, and prompts [10]. Noncognitive interven-
tions are noncognitive feedback to students, including
praise, reward, and criticism [13–15]. In the choice of evalu-
ation method, Mullen et al. [16] first analyze the syntax
between texts, and then further analyze the sentiment of
the text based on the SVM algorithm. Moraes et al. [17] inte-
grated machine learning algorithm and deep learning into
teaching evaluation, compared the classification effect of
support vector machine algorithm and artificial neural net-
work algorithm, and proved the classification effect of
ANN and support vector machine. In addition, fuzzy math-
ematics theory, analytic hierarchy process, and BP neural
network are also often used in language teaching evaluation.
Bamakan [18] and Gao [19] respectively, proposed the use of
particle swarms, artificial fish swarms, and genetic algo-
rithms for optimization. Although these methods have
improved the blindness of support vector machine parame-
ter selection to a certain extent, they all have varying degrees
of premature problems, so that the predictive model is not
the optimal model. In terms of the application of intelligent
speech systems, the Bayesian network-based intelligent
teaching system student model established by LAN [20]
can not only objectively evaluate students’ cognitive abilities
but also infer the student’s next learning behavior. Myers
[21] uses an intelligent teaching system to automatically
detect the emotional state of students and guide them into
an active learning state. Based on previous research, this arti-
cle found that mathematical algorithms are widely used in
process teaching evaluation, but most of them use analytic
hierarchy process, expert scoring, and other evaluation
methods that are greatly affected by subjective factors, and
algorithm optimization needs to be further improved. In this
paper, SVM algorithm is used as the evaluation method of
Cantonese teaching, and CMA-ES is used to optimize the
SVM algorithm. This article constructs an evaluation index
system from three perspectives of teaching language, teach-
ing behavior, and teaching emotion, and fully considers the
characteristics of procedural evaluation. Compare to SVM,
ant colony algorithm optimized SVM and CMA-ES opti-
mized SVM algorithm, select the algorithm with the highest
accuracy rate as the evaluation method in this article, and
apply the selected evaluation method to practice to obtain
the most important influencing factors. The introduction
of the intelligent voice system proposes measures for Can-
tonese teaching, fully considering the influence of the lan-
guage environment and living environment on the
teaching effect, and taking into account the practicality and
innovation. In the evaluation process of this article, the effect
of Cantonese teaching is divided into four levels: excellent,
good, passing, and failing, and the optimized algorithm is
used for empirical research. This paper takes a large Canton-
ese teaching institution as an example, selects the best plan
through the comparison of three evaluation methods, evalu-
ates the teaching effect of the institution, and introduces an
intelligent voice system to propose an optimization strategy
for Cantonese teaching.
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2. Evaluation Index System of
Cantonese Teaching

The Cantonese teaching evaluation system is an intuitive
manifestation of multidimensional information processing,
and requires a very deep understanding and research on the
teaching system [22, 23]. Teaching evaluation is based on
teaching activities and learning activities. The evaluation pro-
cess focuses on improving ability of teachers and classroom
teaching quality, and then evaluating classroom teaching
design, process, and results. The current traditional teaching
evaluation is manifested as a combination of internal and
external multiple evaluations, process and performance
evaluation judgments, on-site observation, and appraisal
and screening by experts and peers. With the continuous
development of information technology, teaching evaluation
has undergone changes in terms of subject, content, methods,
and results.

In terms of evaluation subjects, it is mainly divided into
two aspects: internal subjects and external subjects. The
internal subjects refer to the subjects that participate in the
teaching activities, namely, students and teachers. External
subjects refer to evaluators outside of teaching activities,
including experts and colleagues. In terms of evaluation con-
tent, with the continuous advancement of education reform,
education pays more attention to the change of emotional
information, and the organic combination of emotional
satisfaction and knowledge acquisition can more compre-
hensively evaluate the teaching effect. With the support of
artificial intelligence technology, teachers and students’
voices, facial expressions, and body postures can be collected
through professional equipment to carry out teaching emo-
tion recognition, and dynamic emotional changes can be
obtained. In terms of evaluation methods, evaluation is the
“baton” of teaching and provides decision-making materials
for education optimization. Peer evaluation methods are
widely used in teaching evaluation. The clarity of teacher
teaching, the sufficient degree of content setting, and the
sufficient degree of teacher-student interaction are often
used. Used as an evaluation indicator, with the empower-
ment of artificial intelligence, cameras can be installed in
the classroom to collect teacher and student voice, facial
and posture information, carry out topic language analysis,
topic behavior analysis, and topic emotion analysis to obtain
students’ attention, knowledge mastery, and interaction.
Analyze the teaching effect based on the situation, emotional
state, and other learning situations.

In terms of evaluation results, teaching evaluation can
provide decision-making materials for improving education
by judging and discovering value, and ultimately achieve
value enhancement. Through the feedback of the evaluation
results, it points to the multifaceted development of teachers
and students, and exerts the function of their development
value. Process evaluation aims to identify the teaching style
by grasping the characteristics of the teacher’s language
structure, identify the classroom teaching structure through
the teacher-student language interaction, and identify the
classroom state through the voice intonation. From the
perspective of students, it is possible to build a multidimen-

sional and multilevel teaching evaluation system by record-
ing the number of times students have raised their hands
to speak, their head-up rate, and their participation in
discussions.

Based on the above analysis, it can be obtained that the
classification of Cantonese teaching evaluation indicators is
based on the two evaluation objects of teachers and students,
and the evaluation indicators are divided into language,
behavior, and emotion. In terms of language analysis, the
indicators include the teacher’s pronunciation standards,
the teacher’s intonation, the teacher’s classroom organization
structure, the teaching clarity, and the students’ language
expression. In terms of behavior analysis, the indicators
include the teacher’s body posture, student’s head-up rate,
classroom interaction, and participation in discussions. The
indicators of sentiment analysis include teacher’s emotional
state, student’s emotional state, student’s attention, and satis-
faction of students. The evaluation index system is shown in
Figure 1 and the interpretation and definition of indicators
are shown in Table 1.

The developed evaluation index system in Figure 1 can
more comprehensively summarize the actual situation of
Cantonese teaching. Using Cantonese teaching effect evalua-
tion index data as the input sample of the evaluation model
can realize the evaluation of Cantonese teaching effect.

3. The Method of Cantonese
Teaching Evaluation

As one of the most difficult dialects in China, Cantonese has
a complex composition and a variety of factors affecting
Cantonese teaching, which belongs to the category of multi-
dimensional information. As a common model for nonlinear
relationship processing, SVM is consistent with the evalua-
tion object of this paper. In order to make up for its inherent
shortcomings, CMA-ES is also selected as the optimization
algorithm.

3.1. Evaluation Principle of SVM. Support vector machines
(SVM), as the latest content of statistical learning theory,
was first proposed for pattern recognition problems, and it
has shown its outstanding advantages over traditional
methods such as neural networks in solving problems with
limited samples, nonlinearity, and high-dimensional pattern
recognition. With only a kernel function satisfying the
Mercer condition, SVM can realize the problem solving
by linear methods in high-dimensional space, which does
not increase the computational complexity compared with
the general linear model in low-dimensional space. It can
be seen that the proposed kernel, like Radial basis kernel
function, B-spline kernel function, and multilayer percep-
tron function, allows SVM to solve the up-dimensional
disaster effectively. There are some problems in the run-
ning speed and parameter selection of SVM algorithm
yet. The existing optimization methods such as artificial
fish swarm and genetic algorithm improve the blindness
of parameter selection of SVM to a certain extent, but they
have different degrees of precocity simultaneously. In
order to solve the problem of prediction accuracy, this
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paper proposes a dialect teaching evaluation model based on
covariance matrix adaptive evolutionary strategy (CMA-ES)
to optimize SVM, which ensures the accuracy and running
speed of the model. The basic idea of SVM is to map the data
of sample space to a higher dimension or even infinite
dimension feature space through a nonlinear mapping φ
based on Mercer kernel expansion theorem, so that the
highly nonlinear problems can be solved in feature space, as
shown in Equation (1).

f xð Þ = ω∙φ xð Þ + b, ð1Þ

where ω is the weight vector, ω ∈ Rn, and b is the offset,
b ∈ R. It is assumed that all training data (xi, yi) can be fitted
with f ðxÞ within the accuracy ε. ε is the design parameter of
the model, and ε > 0. Then the insensitive loss function is
defined as Equation (2).

y − f xð Þj jε =
0 ; ∣y − f xð Þ∣ ≤ ε

y − f xð Þj j − εi ; ∣y − f xð Þ∣ > ε
:

( )
ð2Þ

In consideration of the allowable fitting error, when the
constraint conditions cannot be fully met, the loose other

Teacher’s pronunciation standards A11

Teacher’s intonation A12

Classroom organization structure A13

Teaching clarity A14

Students’ language expression A15

Teacher's emotional state A31

Student's attention A32

Student's emotional state A33

Satisfaction of students A34

Language analysis
A1

Emotion analysis
A3

Index system
Body analysis

A2

Teacher's body posture A21

Student's head-up rate A22

Classroom interaction A23

Participation in discussions A24

Figure 1: Evaluation index system of Cantonese teaching.

Table 1: Explanation of Cantonese teaching evaluation index.

Index Explanation

A11 Teacher’s pronunciation standards The teacher’s pronunciation conforms to the pure Cantonese six tones

A12 Teacher’s intonation How well the teacher’s tone is accepted by the students

A13 Classroom organization structure The organization and hierarchy of lectures

A14 Teaching clarity Clarity of teaching content

A15 Students’ language expression Student’s language ability

A21 Teacher’s body posture The teacher’s physical movements in the teaching process

A22 Student’s head-up rate The number of times the student raised his head to attend the class

A23 Classroom interaction The frequency of teacher-student interaction in the classroom

A24 Participation in discussions Enthusiasm of student for participating in discussions

A31 Teacher’s emotional state Teachers’ emotional state before, during, and after class

A32 Student’s attention Student’s attention during class

A33 Student’s emotional state Students’ emotional state before, during, and after class

A34 Satisfaction of students The degree of satisfaction of the students with the teacher’s teaching methods and content
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variable ξi and ξ
∗
i are introduced, and the optimization prob-

lem is like Equation (3).

min = 1
2 ωj jj j2 + γ〠

N

i=1
ξi + ξ∗i
� �

, ð3Þ

where γ is the penalty coefficient, which is another
important coefficient of the model, indicating the penalty
degree for the training sample data exceeding the loss
function.

3.2. Performance Optimization of SVM. Because the general-
ization ability of SVM is limited by the selection of penalty
parameter c, RBF kernel function width δ and insensitive
loss function parameters ε, the optimization of SVM predic-
tion performance is actually to solve the optimal parameter
combination problem (γ, δ, ε). We use the mean square
error (ΔMSE) of the trained model for prediction as an indi-
vidual evaluation metric (i.e., fitness function), and the
smaller the value of the metric, the higher the accuracy of
the prediction.

CMA-ES shows good performance in solving global
optimization problems, so it is used for adaptive parameter
optimization selection of SVM parameters. The algorithm
mainly consists of sampling and updating.

3.2.1. Sampling. CMA-ES uses Gaussian distribution Nðm,
σ2CÞ, and samples are collected in the solution space of the
optimization problem to generate a population distribution
composed of α individuals z = ðγ, δ, εÞ, which corresponds to
the population in the optimization algorithm, as shown in
Equation (4).

z h+1ð Þ
j =m hð Þ + σ hð ÞNj 0, C hð Þ

� �
j = 1, 2,⋯, αð Þ, ð4Þ

where zðh+1Þj is the j-th individual generation population

h + 1 and mðhÞ is the mean value of population distribution
of generation h, and σðhÞ is the global step size of generation h,
and CðhÞ is the covariance matrix of the population distribu-
tion of generation h, and the relationship of each parameter
is shown in Equation (5).

C hð Þ = B hð Þ D hð Þ
� �2

B hð Þ
� �T

, ð5Þ

where BðhÞis the orthogonal matrix and its column vector
is the orthogonal basis of the eigenvector of CðhÞ, which is used
for the rotation of the hyper-ellipsoid, and DðhÞ is the diagonal
matrix, and the diagonal element is the square root of the
characteristic of CðhÞ, corresponding to each column vector
of BðhÞ, which is used for scaling the hyper-ellipsoid of popula-
tion distribution.

3.2.2. Updating. The update operation is mainly for parame-
ters m, C and σ, as shown in Equations (6)–(8).

m h+1ð Þ = 〠
β

i=1
ωiz1:α

h+1 ; 〠
β

i=1
ωi = 1 ω1 ≥ ω2≥⋯≥ωβ ≥ 0

� �
, ð6Þ

where ωi is the set weight and z1:α
h+1 is the i-th optimal

individual in the h + 1 generation.

C h+1ð Þ = 1 − c1 − cβ
� �

C hð Þ + c1 p h+1ð Þ
γ p h+1ð Þ

γ

� �T
+ δ kh+1σ

� �
C hð Þ

� �

+ cβ 〠
β

i=1
ωiy1:α

h+1 y1:α
h+1

� �T
,

ð7Þ

where pðh+1Þγ = ð1 − cγÞpðhÞγ + kðh+1Þσ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cγβð2 − cγÞ

q
ðmðh+1Þ −

mðhÞ/σðhÞÞ and cγ is the update learning rate of pγ .

σ h+1ð Þ = σ hð Þ exp cσ
dσ

p h+1ð Þ
σ

			 			
E N 0, Ið Þk kð Þ − 1

0
@

1
A

0
@

1
A: ð8Þ

To sum up, the SVM parameter optimization algorithm
based on CMA-ES is as follows.

(1) Input training set data samples S = fðx1, y1Þ,⋯,
ðxl, ylÞg ∈ Rm × R

(2) Select appropriate parameters ðγ, δ, εÞ.
(3) Set parameters and initialization. The number of

parent and child individuals in the population are
μ and λ, respectively, and μ < λ. The maximum
number of iterations is H

(4) Construct the training and test data set required for
the experiment

(5) Sample the population

(6) Calculate the fitness of individual population

(7) Update parameters

(8) If the stop condition is reached, the optimization
process stops, and the optimal individualðγ∗, δ∗, ε∗Þ
within its optimal fitness value are output. Other-
wise, returns (5).

(9) The working process of the evaluation system is
shown in Figure 2

4. Experimental Results and Analysis

As a dialect, Cantonese is difficult to learn and start for
people whose mother tongue is not it. In order to ensure
the scientific and reliable data, we investigated large Can-
tonese teaching institutions in Guangdong, China. Sample
data were collected according to the evaluation index
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system of Cantonese teaching, and the quality level of large
Cantonese teaching institutions and 160 data samples could
be obtained for testing by evaluating the actual situation of
Cantonese teaching and experts’ evaluation of the effective-
ness of Cantonese teaching. The 160 data samples are divided
into 8 data sets, and each data set contained 20 samples. The
training data of each group are input into SVM regressor for
learning, and CMA-ES is used to optimize the punished
parameter γ and the width of RBF kernel function δ. The

initial mean (population center)mð0Þ = ðγ, δ, εÞð0Þ, γ and δ
are set to [0.01,100], the maximum number of evolutionary
generations is 100 and the termination threshold is set to 1.
Meanwhile, the SVM hyperparameters (γ, δ, ε) are optimized
using the CMA-ES algorithm, and the evaluation model is
built with the final output optimal solution ðγ∗, δ∗, ε∗Þ. After
repeated experiments, the optimal solution on all data sets is
γ∗=129.92, δ∗=11.63, ε∗=0.003. In order to verify the optimi-
zation effectiveness of CMA-ES method in Cantonese teach-
ing evaluation model, we also use ant colony optimization
(ACO) and SVM model without optimization algorithm for
comparative test. The accuracy results of the three schemes
are presented in Table 2 and Figure 3. It can be seen that both
ACO and CMA-ES have an optimization effect on SVM, but
the optimization effect of ant colony algorithm is not obvi-
ous, and the accuracy of evaluation model only using SVM
is not enough. The average accuracy of the model using
CMA-ES method is 95.85%, which has high reliability. Rela-
tively speaking, the accuracy of the three methods in dataset 5
is poor, which may be due to the low discrimination of its
data sources.

In addition to accuracy, another important evaluation
basis of SVM optimization algorithm is running time. Only

the optimization algorithm that meets both high accuracy
and running time is the most cost-effective and most worthy
method. Figure 4 shows that although the advantage of
CMA-ES for ACO is not obvious in running time, it has a
very significant optimization for SVM. It also indicates that
CMA-ES has stronger performance when the amount of
data is larger.

5. Teaching Improvement Measures

The main purpose of constructing a high-precision and effi-
cient teaching evaluation model in this paper is to find the
evaluation index that has the greatest impact on the evalua-
tion results. Therefore, we can effectively improve Cantonese
learning effect of students who are interested in Cantonese
with the help of IVS. According to our data analysis results,
we conduct further research in order to find more sensitive
evaluation indicators. Our findings show that teacher’s pro-
nunciation standard (A11), students’ language expression
(A15), classroom interaction (A23), and students’ attention
(A32) have the higher impact on Cantonese teaching. It is
obvious that these four indicators have a positive impact
on the final teaching effect, so only their positive changes
are considered in this paper when doing sensitivity analysis.
Then we increase each index by 5%, 10%, and 15%, respec-
tively, on the original basis, and the impact on the final eval-
uation results is shown in Figure 5.

Figure 4 clearly shows that A15 has the greatest impact
on Cantonese teaching. For a language teaching dominated
by interest, the quality of students’ expression is the most
intuitive embodiment of teaching effect. Teacher’s pronunci-
ation also has a great impact on teaching results, and with
the increase of indicators, the improvement effect on teach-
ing is more and more significant, indicating that the more
standard teacher’s pronunciation is, the better students’
learning effect is. As for classroom interaction, a small
increase has an obvious impact on the results, illustrating
that teachers need to control the proportion of classroom
interaction.

Cantonese has rich tones and syllables. Modern Puton-
ghua has only four tones, while Cantonese dialect has nine
tones and two inflections, and the difference between these
nine tones is not obvious, so traditional teaching methods
are not very effective in Cantonese teaching. Thus, IVS is
more powerful in improving these two important indicators

Multidimensional
information

Data acquisition

Data processing

Data
preprocessing

Hierarchical
quantitative

analysis

Model building

SVM evaluation
model

CMA-ES
optimization

algorithm
IVS improving

teaching

Result analysis

Figure 2: System working process block diagram.

Table 2: Accuracy comparison.

Data set CMA-ES (%) ACO (%) SVM (%)

1 95.49 87.68 84.72

2 94.32 89.67 85.24

3 96.38 88.52 83.95

4 97.15 89.94 81.89

5 95.82 85.51 79.87

6 96.84 86.08 84.65

7 95.08 85.79 79.68

8 95.7 88.24 82.43
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(A11, A15). With the support of speech recognition technol-
ogy and speech synthesis technology, IVS realizes human-
computer interaction (HCI) has two technical aspects: input
and output. The input of HCI is based on the language infor-
mation received by the computer, which is recognized and
understood by speech recognition technology and then
converted into text information. The output of HCI is based
on the input text information, which is converted into easily
understandable and applicable language information by
speech synthesis technology. From the technical aspect,
intelligent speech system has the functions of standard read-
ing, speech synthesis, speech evaluation, and audio teaching
courseware production. The hardware facilities of IVS sup-
port various audio teaching resources. Students can hear

the reading of pronunciation standards with a simple click,
so as to lead students to perceive and remember standard
and authentic Cantonese. In the environment where modern
information technology is widely used in social life, Canton-
ese teaching must keep pace with the times, combine the
content of English teaching, students’ age and psychological
characteristics, and take advantage of the rich learning
resources and vivid knowledge presentation of the intelligent
speech system to make students gain aural and visual fresh-
ness and endogenize the initiative of Cantonese learning.

5.1. Optimize Situational Teaching. Language learning is for
communicative purposes, and dialects are more life-like, so
only by learning language and using it in a communicative
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context can we have a true understanding of the words,
sentences, and texts we learn and clarify the linguistic func-
tion in the complete internalization of knowledge. Through
IVS, teachers can generate life scenes such as “buying vege-
tables,” “renting a house,” “traveling,” and “drinking morn-
ing tea” according to teaching needs, so that students can
deepen their language learning in the context of Cantonese
life. Therefore, the teaching can not only provide students
with fresh audio-visual perception and sensory experience,
mobilize students’ learning initiative, but also enable
students to acquire knowledge and improve their ability in
communication and interaction. For example, in the charac-
teristic morning tea culture in Guangdong, the teacher first
outlines the top view of the tea restaurant on the electronic
blackboard. Under the guidance of the waiter, the students
divide themselves into groups and complete the learning
tasks in the process of “ordering” and “dining.”

5.2. Optimize Oral Teaching. Oral communication in Can-
tonese is far greater than written communication. Most
people who are interested in learning Cantonese and can
pay the corresponding tuition fees are adults with leisure
time. Compared with step-by-step, they prefer to be rapidly
improved, which has stronger requirements for teacher’s
language level and teaching quality. Cantonese teachers
should use IVS to construct and render real situations of oral
communication, create more opportunities for students to
use spoken language, lead them to be in oral communication
situations, and let them start oral communication by role-
playing and intelligent imitation with the advantages of
technology such as dot reading, following, listening, and
discriminating included in IVS. For example, teacher can
create multiangle oral Q&A around simple sentence patterns,
let students make corresponding answers according to the
questions played by IVS, gradually shorten the reserved time
for answers, and improve students’ oral response speed.

5.3. Optimize Teaching Scoring. IVS not only has a “mouth”
that can speak standard Cantonese but also has “ears” that
can carefully distinguish whether Cantonese pronunciation
is standard. Speech recognition technology endows IVS with
the function of automatic evaluation of English pronuncia-
tion through auditory processing, information conversion,
and output, so as to timely and accurately help teachers
and students compare standard pronunciation and correct
pronunciation deviation in the form of quantitative score.
Students can understand the problems existing in their pro-
nunciation, conduct pronunciation correction exercises
through the pronunciation comparison control button, and
improve the pronunciation standard in repeated follow-up
and evaluation with standard pronunciation. Through the
all-round improvement of students’ “listening, speaking,
reading, and writing” abilities, they can effectively integrate
Cantonese learning into students’ daily lives and feel the
charm of depalletizations. Give full play to the functions of
the intelligent voice system, and then feedback to the class-
room teaching, and conduct a second evaluation of Canton-
ese teaching, to achieve the PDCA cycle of evaluation.

6. Conclusion

The index factors affecting Cantonese teaching come from a
wide range of sources, belong to multidimensional informa-
tion, and there is a complex nonlinear functional relation-
ship between the evaluation results and the evaluation
indexes. For the objective science of teaching evaluation, this
paper uses the commonly used nonlinear problem process-
ing model SVM to solve it. However, SVM itself has some
limitations. In order to improve the applicability of the
model, this paper uses CMA-ES algorithm to optimize it.
Experimental results show that, in terms of model accuracy,
this method is 8% and 13% higher than ACO and SVM,
respectively. In terms of running time, it is 7ms and 21ms,
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respectively. It can be seen that the evaluation method in
this article is highly scientific and reasonable. Therefore,
relying on the evaluation model constructed in this paper
and with the help of IVS, we can put forward targeted opti-
mization measures for Cantonese teaching, which is of
great significance to improve the Cantonese level of stu-
dents with poor foundation. Due to conditions and time
constraints, this paper has some deficiencies in data sources
and evaluation methods. The evaluation data of this paper
adopts the traditional questionnaire survey method. With
the strengthening of the function of IVS, it can be com-
bined with computational vision technology to judge the
emotional attitude and interactive atmosphere in the class-
room through expression and voice intonation recognition,
and master the teachers’ classroom control ability and
emergency handling ability through expression recognition.
We hope to provide personalized and targeted methods for
the teaching evaluation and improvement of other dialects
in future research.
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As computer science and information technology develop rapidly, virtual reality (VR) technology has evolved from theory to
application. As a key technology in modern society, VR technology is increasingly influencing more and more aspects of
people’s daily lives, including sports training. VR technology can be seen as an assistive technology that provides specific
support for athletes’ sports training through various means such as simulating training scenarios and conducting data analysis.
This paper focuses on exploring the application of VR technology in football training and the combination of sports training
and VR technology. In addition, a feasibility analysis of the application of VR technology in football is carried out, and
software such as Poser 8.0, 3ds MAX, and EON Studio in the virtual football training system are introduced. The aim is to
further provide theoretical support for the development and research of virtual football sports system software and to study
virtual systems that are not disturbed by external natural conditions. It will break through the limitations of sports training
due to factors such as weather, player injuries, lack of training space, and funding. This is conducive to improving teaching
and training methods, promoting the mastery of technical movement essentials and the improvement of football skills.

1. Introduction

As technology continues to develop and advance, virtual
reality (VR), sometimes called virtual environments (VE),
has become a trendy topic in recent years. The core concept
of VR technology has been around dating back to 1965 [1].
However, the expensive cost of the device is a hurdle to its
widespread deployment [2]. Also, due to the overhype and
hype surrounding VR for a long time, the adoption of VR
technology had hit a low point [3]. Thus, many experts
had not been optimistic that VR technology would be widely
used in the world. Nevertheless, VR technology has become
increasingly popular with the advent of inexpensive
consumer-grade VR headsets for gaming and entertainment
in recent years [4]. Nowadays, it can be seen that VR has
been extensively applied in a great variety of fields such as
game [5–7], sport [8–10], film [11, 12], education [13], and
construction [14] and brings great commercial value to soci-

ety. Therefore, research into the application of VR technol-
ogy is very promising in the future.

VR is an advanced, human-computer interface that sim-
ulates a realistic environment where participants can move
around in a virtual world, and they can see it from different
perspectives and make the computer do things [15]. This
emerging technology includes a wide range of fields such
as computer science, engineering, and the social sciences
[16]. Specifically, VR combines the contradictory aspects of
the virtual and the real to create an immersive experience
through the use of computer technology to create realistic
three-dimensional animations. Then it is combined with
sensor technology to give a realistic experience in terms of
sight, sound, touch, and even smell, creating a simulated
space like the real world. In other words, VR is a technology
that normally provides interaction and immerses the senses
of the users [17]. Hence, through the computer-generated
images or animated characters and avatars, the users can
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move around the virtual world and pick up and interact with
virtual objects as they do so [18].

Interactivity is the essential part in VR technology
because the users play a role in the media, and their actions
can influence the experience or scenario unfolding in real
time [19]. In this process, the users can better interact with
the VR devices with the aid of computers and the corre-
sponding devices. The other key element of VR technology
is its immersion. In the environment of immersive VR, the
users are perceptually encircled by the virtual environment,
and their consciousness of the real world is minimised
[20]. Therefore, since the sensory feeling from the real world
is blocked, this could create the impression that a person has
actually entered the virtual environment and construct an
illusion of participation in the artificial world [21].

The fundamental purpose of VR technology is to ensure
that participants can interact naturally with the virtual envi-
ronment and achieve a realistic experience. Immersive VR
systems allow users to be fully immersed in a computer-
generated environment to create an immersive effect, but
the hardware required is demanding and expensive, and
not conducive to commercial development. The desktop
VR systems use a computer screen or projection screen as
the viewing window for the virtual environment and require
the use of a handheld input device or position tracker to
manipulate objects in the virtual environment, such as a
“physical game console,” which is low cost and simple to use.

With the rapid development of technology, the market
for VR technology has been growing, and sport is one of
the areas where VR is developing rapidly. As the world of
sport continues to grow and improve, countries around the
world are investing more in sport, and virtual reality is
becoming more prominent in sports teaching, simulation
training, stadium construction, and event broadcasting.
The recent Olympic Games, for example, are the clearest
example of the use of VR technology to enhance sports tech-
nology. The modern competitive sport is rapidly developing
to a high level of difficulty, standard, and precision, and the
use of modern technology to assist physical education and
training has become a favourable tool for improving the
standard of competitive sport. The unpredictable and unex-
pected events in sports training, the disproportionate invest-
ment and output of training funds, and the unreasonable
structure of investment all have an impact on the level of
competition. There has been a lot of research into the use
of VR technology in sports. Becker and Pentland built a
Tai Chi trainer within a modified version of the Alive system
[22]. Yang and Kim designed an immersive virtual training
system based on VR technology known as “ghosts” [23].
Baek et al. designed a movement system that adjusts a given
reference for the trainee, providing an analysis of the effect
of the trainee’s movement following the reference [24].
Meng examined how VR technology can be used to build
virtual physical education environments [25]. Tsai et al. pro-
posed a VR-based basketball training system that can be
used to help the athletes to get better tactics [26]. In China,
VR technology is widely used in the fields of football, bed-
vaulting, gymnastics, diving, and sailing. This suggests that
VR technology, with its low cost and zero risk advantages,

has a wide range of application prospects in various fields.
The combination of VR technology and sports can not only
improve the training level of athletes and promote their ath-
letic performance but also facilitate the development of
national fitness sports with its low investment cost, small
floor space, and ease of operation.

Football is one of the most popular sports in the world
and attracts millions of spectators. However, the intense
physical confrontation, the difficult manoeuvres, and the
risky tackling of the ball in football can cause various degrees
of physical injury. Therefore, it is essential to develop a
training environment that is free from outside interference,
avoids sports injuries, and gives the athletes a sense of
immersion. The interactive, immersive, and imaginative
nature of VR technology in sport means that VR has an
important role to play in facilitating football training. Now-
adays, in the globalised contemporary society, technology
drives the progress of the society, and this is also reflected
in professional football [27, 28]. The competitive
environment of football has built a marketplace for
technology-based innovation for coaches who are seeking
to create a sustainable competitive advantage [29]. As VR
technology can assist players to better train in football
without the constraints of time and space, it has a broad
application prospect in football training. After all, VR tech-
nology can be valuable enough to accurately measure the
body movements with athletes during sports and subse-
quently for coaches and players to be able to perform data
analysis.

In order to better explore the application of VR technol-
ogy in football training, this paper focuses on researching
various applications of VR technology in football training
and analyzing the essential technologies that should be
adopted in the VR training system. Also, this study suggests
some positive effects of the VR training system.

2. Analysis of the Application of VR
Technology in Football Training

VR technology in football training offers significant training
efficiency and low training risk. At the same time, VR tech-
nology can reduce the distraction of the real environment
for the players. As a result, VR technology is being widely
used in football training.

Figure 1 shows an example of football training through
VR devices. It can be seen that the athlete can train on the
simulated real court with the headgear and wearables. The
advantages of training football using VR technology are that
it is convenient and can be done anywhere and that the com-
puter can analyse data about the players, thus supporting
them in getting better training.

2.1. Basic Functions of Virtual Football Training System. In
order to meet the requirements of football training, there
are several basic functions that the virtual football training
system should meet with.

2.1.1. A Football Training Ground with a Realistic Feel. A
virtual football training ground with a realistic feel needs
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to be created, so models of the goal, the football, the grass,
and the surrounding trees and sky need to produce a vivid
and realistic virtual training scene.

2.1.2. Collect Athlete Physiological Data. Athlete physiologi-
cal and psychological health data is an important reference
for evaluating the effectiveness of athletic training, and ath-
letes’ physiological data is mainly obtained through heart
rate, electrocardiogram, and blood pressure.

2.1.3. Movement Reenactment and Demonstration. The vir-
tual system should be able to record and represent the user’s
(athlete’s or coach’s) technical movements and clearly indi-
cate the deficiencies between the two movements, which
facilitates the correction of errors and the demonstration of
technical skills.

2.1.4. Graphical Analysis of Training Results. The graphical
display of the athletes’ training effects and the results of

the error analysis can visually reflect the athletes’ training
effects and the degree of standardization of their move-
ments, aiding teaching and training.

2.2. Virtual Simulated Training Ground. VR technology can
be used to build a simulated training ground with the help of
a three-dimensional image library to build a realistic training
environment for football trainers and increase the realism of
the clinical game. The virtual environment includes the
background of the football field, the configuration of the
field, the football game scenario, and the modelling of the
virtual players. The virtual football training ground is cre-
ated using multiple images, data, and pictures to create a
three-dimensional environment almost similar to the real
training ground. The trainer can experience many game sit-
uations and contingencies in advance in this environment,
thus reducing the probability of friction and injury in the
real game. The main system framework of the virtual foot-
ball training ground is shown in Figure 2.

Interface design

3D Scene design

Virtual character
design

Interaction mean

Interaction style

Interaction function

Virtual character and
scene switching

Virtual environment
control

3D, 2D mouse and keyboard 
(switch function interface)

Data suit, data gloves (control 
of virtual environments

System 
framework of 

virtual football 
training 
ground

Figure 2: System framework of virtual football training ground.

Figure 1: VR football training.
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From Figure 1, it can be seen that the system framework
of the virtual football training ground mainly includes inter-
face design, 3D scene design, virtual character design,
interaction mean, and interaction style. The interface design
is the home page of the system that the user sees when open-
ing the system. The 3D scene design and virtual character
design are the core parts of the whole system, and they are
also the most complex technology in the system design,
mainly including scene modelling technology, virtual human
modelling technology, and collision detection technology.
The virtual environment is controlled by the user, and the
sensing device acquires the motion data through data suits,
data gloves, position trackers, and other devices to control
the virtual environment. In the interaction means, there
are two different aspects. The first one is a 3D and 2D mouse
and keyboard, which are used to switch function interfaces.
The other one is a data suit and gloves which can be applied
to control the virtual environments. These two means are
quite essential to this whole framework because they can
be regarded as the core parts of VR technology. In addition,
there are three different interaction styles, that is, the inter-
action function, the virtual character and scene switching,
and the virtual environment control. These functions can
help the whole training system to achieve the interaction
between users and computers. By these means, the athletes
can better train in the virtual environment instead of the

true environment. Thus, through building a virtual simu-
lated training ground, the football athletes can obtain better
training without going to the true ground.

2.3. Desktop Virtual Football Training System. The basic
framework of the VR system is shown in Figure 3. The
system is based on the real world as the ontology, which is
built into a 3D model and transformed into a virtual world.
The virtual world forms a closed feedback control loop with
the internal system through displays, sensors, etc., to achieve
interaction between the virtual environment and the real
world under the control of the user. It should be noticed that
the 3D model database can store the 3D models and use
them in various scenarios in order to meet the requirements
of different true cases.

Based on the basic framework of the VR system, the
principle of the desktop virtual football training system can
be designed according to Figure 4.

The virtual environment is formed by first acquiring 3D
data from the real world, creating a 3D model, and then inte-
grating the individual 3D models to form the same virtual
environment as the real world. The computer acquires the
user’s movement information through hardware devices
such as data gloves, data suits, and position trackers and
inputs the acquired movement information into the com-
puter’s virtual environment through 3D sensors. At the same
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Figure 3: Basic framework of the VR system.
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Figure 4: Principle of desktop virtual football training system.

4 Journal of Sensors



time, auxiliary tools such as the mouse and keyboard can
help the user to switch and control the interface and
interactive functions.

2.4. Design of Interaction Function. The football training sys-
tem should also have certain interactive functions in its
application as shown in Figure 5. Integrating football theory
with technical and tactical teaching, together with virtual
human animation demonstrations, is both convenient for
teaching and conducive to the mastery of technical essentials
and the improvement of the sport. At the same time, during
the interaction between the computer and the athlete, data
analysis can provide analytical support to the athlete in
order to help them identify their strengths and weaknesses
in training. Actually, data analytics are quite essential for
both athletes and coaches. For athletes, they can clearly
know their status during their training. For coaches, they
can conduct greater strategies according to the data analysis
function for the athletes.

VR technology makes use of many leading high
technologies in the interaction process. Examples of such
technologies are 3D image visualization generation systems,
graphics workstations, 3D interactive compositors, headset
displays, and many more. The 3D image visualization sys-
tem is able to synthesize the natural environment such as
wind direction, wind strength, temperature, and humidity
to create a highly simulated virtual training environment.
In the training of athletes, it can help to detect and analyse
the reality of the athletes during solo training. For example,
the system’s sensors for physiological and biochemical test-
ing allow for the analysis of physical injuries during exercise
and the analysis and advice of athletes who are overloaded.
In addition, the basic conditions of individually trained foot-
ball players are tested in a timely manner, and the training
content and duration are arranged according to their
physical condition.

3. Key Technology in VR Football
Training System

3.1. Virtual Human Modelling. Human modelling (e.g.,
Figure 6) is at the heart of virtual human motion simulation
and uses a hierarchical modelling approach where move-
ment of higher-level components changes the spatial
position of lower-level components. For example, the move-
ment of the knee joint changes the position of the lower leg
and foot, and movement of the shoulder joint affects the
position of the large and small arm. The muscle layer can
be used to change the shape and posture of the body as
required; the skin layer includes the texture and color of
the skin, which gives the virtual character a vivid and
realistic appearance.

There are many tools commonly used for modelling the
human body, such as Maya, 3ds MAX, Make Human, and
Poser 8.0. Poser 8.0 is a professional software for 3D design
from Metacreations. It is simple to use, has a simple inter-
face, and is flexible compared to similar 3D production

Interaction mean

Interaction mean

Interaction mean

Interaction mean

Interaction mean

Interaction mean

Interaction mean

Text and photo
explanation

Virtual character
animation

Presentation area

Analysis of training
results

Analysis of training
results

Analysis of training
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Figure 5: Function of interaction.

Figure 6: Virtual human modelling.

5Journal of Sensors



software. Poser 8.0 allows for easy and intuitive skeletal
construction of human models.

3.2. Motion Data Information Capture. Traditional methods
of acquiring sports data are mainly based on the “active
tracking method.” This technique requires the application
of marker points to key areas of the subject’s body, but the
requirements of athletes’ clothing in formal athletic compe-
tition limit the use of this technique. A common method of
motion tracking without contact with the human body is
“contactless tracking,” which involves setting up multiple
sets of video capture devices at the site of a training or com-
petition to capture the whole process of the athlete’s
movement from all angles, using the main joints of the
human body as nodes, and after postprocessing with special-
ized software to obtain 3D joint rotations in different
postures. The main joints of the human body are used as
nodes, which are then processed by specialized software to
obtain 3D coordinate data of joint rotation in different
postures.

3.3. Virtual Football Ground Design. There are many soft-
ware tools used for virtual reality modelling, CAD is mostly
used in mechanical engineering and manufacturing, and its
graphics are highly accurate, but its lighting and animation
functions are weak, and there is a gap with 3ds MAX. 3ds
MAX is the tool of choice for modelling 3D scenes because
of its powerful modelling capabilities and easy and fast pro-
duction process. The application of 3ds MAX software for
the modelling of football scenes and the animation of foot-
ball movements mainly includes several processes as shown
in Figure 7. Through these processes, the virtual football
ground in the VR football training system can be designed
for use.

3.4. Virtual Football Training System Interaction Based on
EON Studio. EON Studio is a full-featured development tool
designed for the integrated production of 3D/VR content
and the development of interactive 3D applications. EON
Studio can be easily combined with other 3D software to
turn them into virtual reality objects and scenes without
remodelling. First, select a frame function node in the
EON simulation tree window and import it into the virtual
scene and avatar file, convert it into the internal database,
create the EON simulation tree structure in the database,
form a tree hierarchy of frame function nodes, then drag
the nodes set in the simulation tree window to the logic win-
dow, and set the logical relationship path between the nodes
by connecting them. The model animation is set up and
interacted with in the virtual environment.

4. Effects of VR Football Training System

4.1. Improve Teamwork. The effective playing formations
can help teams to be comfortable in the game and help

to improve the coordination between players. The VR sys-
tem is unique in its ability to organize formations in
advance of a football match by organizing the formation
to be used and the stage of the match at which it will
be played. By inputting data on the various formations
used in a football match, the system allows for the organi-
zation of special training sessions for a variety of forma-
tions designed to suit the opponent of the match. What
is more, this system also allows for the design of multiple
formations to enhance the coordination of training
between players, maximising the coordination of training
habits and individual levels. After all, this system can use
emerging technologies such as big data analytics to analyse
the motion data of athletes in order to improve the train-
ing results of the team. The VR football training system is
therefore essential for improving the team’s coordination
skills.

4.2. Inspire Athletes’ Potential. VR technology can not only
reduce the risk to the athletes when training but also enable
the design of a training programme that is tailored to the
trainee’s training and stimulates the potential of the trainee.
The technology can be used to test and analyse the abilities
of coaches and trainees. Based on the data provided by the
VR system, the user can identify their own strengths and
weaknesses, thus targeting their weaknesses for improve-
ment. At the same time, the VR system can accurately test
the athletes’ skeletal growth and development and monitor,
analyse, and regulate them continuously, thus helping them
to adjust their game form and posture in time to achieve good
results. Therefore, the VR training system allows for the full
range of athlete training to be monitored and scientifically
analysed from the preparation to the conduct of the compe-
tition. It is of great importance to the athletes and allows
them to develop their potential to a great extent.

4.3. Strengthen Core Athletes. Although football is a collec-
tive game played by a team, each footballer plays a different
role and is in a different position during the game. An excel-
lent football team must have core players to perform difficult
tackles, passes, etc. VR technology is different from the
actual training of core players, mainly using stereoscopic
glasses and data gloves to confront the opponent and find
the right tactics. The simulation is not fundamentally differ-
ent from a real football match because the atmosphere of the
game and the audio-visual effects of the players are based on
the actual game. The core athletes are able not only to train
realistically but also to use the system to adapt their tactics
and find the best way to train.

5. Conclusion

This paper provides a brief introduction to VR technology
and an in-depth analysis of its use in football training.

Entity
production

Material
edition

Setting up
cameras

Light
setting

Rendering
the scene

Figure 7: Process of modelling in football scenes.

6 Journal of Sensors



Firstly, it analyses the basic functions that a virtual football
training system needs to have. Based on these functions, it
then introduces the virtual simulated training ground, the
desktop virtual football training system, and the design of
the interaction function. After that, this paper states some
key technologies in the VR football training system, such
as virtual human modelling, motion data information cap-
ture, virtual football ground design, and virtual football
training system interaction based on EON Studio. All of
these technologies are quite important to the VR training
system because they can provide a solid foundation for foot-
ball training. Through the VR training system, the athletes
can get better training effects. For example, they can improve
teamwork, inspire their potential, and strengthen the core
athletes. Overall, VR technology has made a breakthrough
in football training by virtue of its superiority and a high
degree of simulation, and the VR system has been a key
guide to the physical and tactical training of the players,
greatly improving their psychological and teamwork during
matches. Also, VR technology has an essential influence on
both athletes and coaches. In this paper, the analyses suggest
that VR technology will become a trend in the development
of sports and provide solid technical support to enhance
sports technology.

In order to promote better development of VR technol-
ogy, this paper gives the following suggestions. Firstly, there
is a need to strengthen the application of VR technology in
sport, to promote cross-fertilization of disciplines and to
use VR technology to solve the problems of poor teaching
conditions, inadequate teacher reserves, and limited coaches.
Through the advantages of VR technology, the athletes and
coaches should get better training to improve their abilities.
In addition, the relationship between virtual reality and foot-
ball teaching and training needs to be properly addressed.
The environment on the field is highly variable, and good
results require not only skill and stamina but also the ability
to quickly adjust to the player’s competitive state, which can-
not be simulated by many unexpected events in a virtual
training system. Last but not least, it is necessary to encour-
age interdisciplinary research among PE teachers or students
to improve the quality of their research and to develop
excellent research talent.
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Iconology is an approach used by Western art theorists and art history researchers to explain plastic art and even relative to other
various plastic art activities. This article is aimed at researching and discussing the design of knitted garment design model based
on mathematical image theory. This article first discusses the application of digital image processing in the field of knitted
clothing; digital image processing technology has a wide range of applications in the field of knitted clothing, including four
aspects of fiber, yarn, fabric, and clothing, and proposes digital image filtering technology and digital image fuzzy filtering
algorithm and then researches and analyzes the drape performance of knitted fabrics. Fabric drape is an important
performance that reflects the beauty of the appearance of the fabric. The design of knitted garments is discussed based on
mathematical imagery, and finally, the pressure performance of knitted garments is tested and analyzed. The experimental
results in this paper show that the data correlation of the clothing pressure measured in different situations of the upper body
is 0.87328, 0.779832, and 0.780213, respectively, under the plain weave, rib, and mesh fabric clothing fabrics. It shows that
under the pressure of this degree of knitted clothing, it is in line with the needs of human healthy growth, because a certain
degree of clothing pressure can maintain human physical and mental health and improve the quality of life.

1. Introduction

With the continuous development and growth of the eco-
nomic level, as the top “clothing” of clothing, food, housing,
and transportation, people not only wear clothing for shame
but also choose clothing for the needs of beauty. People con-
tinue to advocate leisure, comfort, and sports in people’s lives.
The knitwear industry has developed rapidly and has become
a clothing category that has received much attention and wel-
come nowadays, and it is gradually developing in the direction
of fashion and outerwear. At the same time, we apply new
technologies, new processes and new materials to the design
of knitted clothing to make it more comfortable and better
performance. In modern daily life, knitted clothing has always
been in a very important position and has become an indis-
pensable clothing category in people’s lives. In order to better
adapt to the development status of the domestic market, many
knitwear brands have begun to reduce the rate of basic knit-
wear leaving the factory, and more of them are shifting their
attention to the design concept with a sense of design. Nowa-

days in the knitwear industry, many companies pay much
attention to the promotion of corporate culture in the process
of sales planning, instead of starting from the starting point of
innovative design and using the most primitive methods to
achieve the most ideal goals. Nowadays, influential materials
such as painting and computer production are increasing rap-
idly in society. This is the reason why popular visual culture
such as iconography has replaced classical text culture as the
dominant cultural trend. The innovative design of knitted gar-
ments can completely find their own inspiration in iconogra-
phy and present the latest concepts and methods of the
knitted garment industry with various innovative methods.

The principle of mathematical iconography is intuitive
and visual. At present, the application of mathematical ico-
nography in knitted garment design is still only in the extrac-
tion and application of the image pattern itself, and there is no
related principle combined with knitted garment design. Most
designers in the knitwear industry only use suitable image
styles to directly apply images to the design of knitwear and
even copy them in the selection of images, without designing
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and deforming the image itself. It does not start from the
brand culture of knitwear design and the design connotation
of the design works and does not carry out comprehensive
design nor does it carry out the deformation design of the
image from the perspective of form, style, and meaning.
Therefore, it does not fully reflect the true value of images in
knitwear design works. Therefore, how to use the principles
of mathematical iconography to design knitted garments and
how to decompose, reorganize, and extract connotations of
images are particularly important for knitted garment brands.

According to the research progress at home and abroad,
different scholars also have a certain degree of cooperative
research on mathematical image theory and knitted garment
designmodel: Kunihiko et al. proved that self-perspiration used
in evaporative cooling (SPEC) clothing can effectively reduce
skin temperature without increasing the humidity in the cloth-
ing. However, the cooling effect will be delayed until a sufficient
amount of water permeates and evaporates. In this study, Kuni-
hiko et al. hypothesized that wearer-controlled vaporization
can improve the cooling effect. This study shows that SPEC-
W can effectively reduce skin temperature without increasing
the humidity in clothing [1]. The purpose of Ramzan et al. is
to study the influence of stitching parameters and washing type
on the dimensional characteristics of knitwear. Different stitch-
ing parameters are used, including stitch density, stitch type,
stitch thread, and washing type. The key measurement values
of the selected garment are used as output variables, namely,
body width, sleeve length, body length, and shoulder width.
The shrinkage rate was calculated by using the measurement
results before and after washing. Studies have shown that
stitching parameters have a significant impact on the shrinkage
of knitted fabrics. Therefore, when developing patterns for fab-
ric cutting, the expected shrinkage rate, that is, the residual
shrinkage rate, must be considered to avoid accidental changes
in the shape of the garment [2]. Tsypliashchuk et al. evaluated
the effectiveness and safety of the 2 types of compressed knit-
wear VENOTEKS TREND and used it for conservative and
injection venous sclerosis treatments for patients with clinical
C1-C3 chronic venous diseases of the lower extremities. The
study included a total of 30 patients, with a compliance rate
of 92%. The results show that the 2 types of compressed knit-
wear, VENOTEKS TREND, statistically significantly reduced
the degree of subjective symptoms, and it is effective and safe
to treat edema syndrome after conservative treatment and
sclerotherapy [3]. With the help of newer technology and com-
bined with the main characteristics of clothing design, Tang
discussed the related history, appearance, and corresponding
connotation of clothing design, conducted in-depth and scien-
tific research and discussion, and provided a new idea [4]. Itoh
et al. evaluated the effectiveness of dimensionality reduction
method in calculating similarity in image pattern recognition
through mathematical experiments. Image pattern recognition
is used to identify instances of specific objects and distinguish
differences between images. This recognition uses pattern rec-
ognition technology to classify images [5]. Barbeiro and Lobo
studied the optimized partial differential equation (PDE)
model for image filtering. The gray image is represented by
the vector field of two real-valued functions, and the image res-
toration problem is modeled through the evolution process, so

that the restored image meets the cross initial boundary value
problem at any time [6]. The purpose of Rajalakshmi and
Prince’s research is to develop a mathematical model of the ret-
inal layer with a complex neural structure that can detect
incoming signals and convert the signals into an equivalent
peak sequence. The proposed retinal layer model includes a
photoreceptor, an outer plexiform structure (OPL), an internal
plexiform structure (IPL), and a ganglion cell layer. They
exhibit the characteristics of compression, brightness, and
spatial-temporal filtering in visual information processing [7].
However, these scholars did not conduct research and discus-
sion on the design of knitted garment design models based
on mathematical iconology, but only discussed its significance
unilaterally.

The innovations of this article are mainly reflected in the
following: (1) Firstly, the application of digital image process-
ing in the field of knitted clothing is discussed, and digital
image filtering technology and digital image fuzzy filtering
algorithm are proposed. (2) Then, the drape performance of
knitted fabric garments was researched and analyzed, and
the drape performance of the fabric is an important perfor-
mance reflecting the beauty of the appearance of the fabric.
(3) The design of knitted garments is discussed based on
mathematical image science, and finally, the pressure perfor-
mance of knitted garments is tested and analyzed.

2. Design Research Method of Knitted Garment
Design Model Based on Mathematical
Image Theory

2.1. The Application of Digital Image Processing in the Textile
and Apparel Field. The development of digital image process-
ing is closely related to the development of digital computers
[8], as shown in Figure 1, for digital image processing technol-
ogy. In recent years, with the development of computer science,
digital image processing science and technology has also made
rapid progress, and its field has gradually expanded, and consid-
erable progress has been made in theoretical research and prac-
tical engineering applications [9]. Digital image processing is a
general technology, combined with specific disciplines which
can get a variety of effective application results [10].

Since the 1970s, image processing technology has been
applied to textile defect detection research work [11]. In
the 1980s, foreign scholars began to use image processing
methods to identify structural parameters such as the weave
of woven fabrics. Digital image processing technology is
widely used in the field of textiles and clothing, which can
include four aspects: fiber, yarn, fabric, and clothing:

(1) The application in fiber is mainly reflected in the
surface characteristic test of the fiber, such as the
appearance and shape of the fiber, the fiber fineness,
the measurement of the balance of the cotton web,
and the measurement of the fiber profile rate [12]

(2) The main application focus in yarn testing is yarn
mixing state, yarn blending ratio test, and yarn
appearance quality test
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(3) There are many applications in fabrics, including the
surface quality of fabrics, such as fabric defect
inspection, pilling analysis, fabric flatness evaluation,
fabric wrinkle analysis, and other applications. The
monitoring of fabric specifications mainly includes
automatic monitoring of fabric warp and weft den-
sity and automatic identification of fabric structure
and fabric performance detection such as automatic
detection of fabric moisture permeability and objec-
tive evaluation of fabric drape performance [13]

(4) The applications in clothing mainly include automatic
measurement of control data of various parts of the
three-dimensional human body, evaluation of cloth-
ing folds, and evaluation of clothing modeling [14].
Figure 2 shows the application of digital image pro-
cessing technology in the textile and apparel field

In short, the combination of digital image processing
technology and the textile and apparel field has greatly pro-
moted the development of the textile industry, improved the
traditional manual operation process in textile inspection,
and promoted the automated process of textile inspection.
It greatly improves work efficiency and solves many prob-
lems in textile testing technology from a novel perspective.
It is a major change in the textile and apparel field.

2.2. Digital Image Filtering Technology. The processing of
digital images usually starts with picture preprocessing. Fil-
tering and restoring images is also a main content in the field
of image preprocessing. Because image filtering is the most
basic and critical research content in computer vision, it is
the core technology for successfully realizing boundary

extraction, image classification, image understanding, and
image description. Therefore, the quality of image filtering
will directly affect the postprocessing [15]. In simple terms,
image filtering technology is a technology that sets an appro-
priate filter algorithm for image information contaminated
by noise, so that the image information output by the filter
can finally be close to the original image information. Image
filtering is to filter out the image noise while preserving the
details of the image as much as possible. However, there
are great similarities between the noise and the details of
the image. These similarities make filtering noise and pre-
serving details form an inherent conflict. Traditional image
filtering algorithms are difficult to resolve such an inherent
conflict [16]. At present, the mean filtering algorithm and
the median filtering algorithm are the two most common fil-
tering algorithms in the image filtering field, and they can
have various filtering characteristics for various types of
noise. The image is always contaminated by noise, and noise
can appear in the process of acquiring the image, even in the
propagation stage of the image, or in the reproduction stage
of the image [17]. In image processing, eliminating noise in
the image is the most critical task [18]. It can be understood
as “a variety of reasons that prevent the human visual phys-
iology organs or system sensors from understanding or
studying the information of the image source they are touch-
ing” and usually refers to unpredictable random signals.
Therefore, the way of expressing noise can completely rely
on the expression of stochastic process, such as the way of
calculating with probability method [19].

(1) Impulse noise model’s mathematical description is
as follows:

LAN

RGB matrix switcher
Video matrix switcher

Pure hardware multi-
screen processor

Figure 1: Digital image processing technology.
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m a, bð Þ =
n a, bð Þ ; 1 − ld ,
φ a, bð Þ ; ld:

(
ð1Þ

Among them, nða, bÞ and mða, bÞ, respectively, represent
the pixel gray scale value at ða, bÞ in the original image and
the noise image, φða, bÞ represents the distribution of the
signal-to-noise ratio, and ld represents the distribution den-
sity of the original noise.

The density function of impulse noise can be given by
the following:

l kð Þ =
lu, k = u,
lv, k = v,
0, others:

8>><
>>: ð2Þ

(2) Gaussian noise model’s mathematical description is
as follows:

jðm, nÞ = sðm, nÞ + tðm, nÞ, where jðm, nÞ means that the
original image function sðm, nÞ adds the effect of Gaussian
noise tðm, nÞ pollution, as shown in Figure 3.

The probability density function of Gaussian noise can
be given by the following:

l kð Þ = 1ffiffiffiffiffiffiffiffi
2πδ

p l− k−uð Þ2/2δ2 : ð3Þ

There are generally two types of characteristic evalua-
tions of image quality and image filtering effects: one is sub-
jective evaluation method and the other is object evaluation
method. The subjective evaluation method is largely affected
by the observer’s mentality and the external environment, so
it is difficult to implement [20]. The objective evaluation

method is generally a method of evaluating the effect of
image processing by using some statistically measured indi-
cators and describing the curve that can reflect the charac-
teristics of image processing itself. It can generally reflect
the grayscale difference between the original image process-
ing and the restored image. The most important features are
the peak signal-to-noise ratio, mean square error, relative
average absolute error, and normalized mean square error
contribution rate. The main evaluation criteria of the objec-
tive evaluation method include the following:

(1) Peak signal-to-noise ratio is mathematically described
as follows:

P = 10 lg10
2552

∑R1
a=1∑

R2
a=1 n a, bð Þ −m a, bð Þ½ �2/R1 ∗ R2

: ð4Þ

(2) Mean square error’s mathematical description is as
follows:

M = ∑R1
a=1∑

R2
a=1 n a, bð Þ −m a, bð Þ½ �2

R1 ∗ R2
: ð5Þ

(3) The relative average absolute error is described
mathematically as follows:

A = ∑R1
a=1∑

R2
a=1 n a, bð Þ −m a, bð Þj j

∑R1
a=1∑

R2
a=1m a, bð Þ

: ð6Þ
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Input image Output image

Variant PC

Internet

Figure 2: Application of digital image processing technology in the field of textile and clothing.
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(4) Normalized mean square error’s mathematical
description is as follows:

N = ∑R1
a=1∑

R2
a=1 n a, bð Þ −m a, bð Þ½ �2

∑R1
a=1∑

R2
a=1m a, bð Þ2

, ð7Þ

where nða, bÞ and mða, bÞ, respectively, represent the gray
value of the filtered image and the gray value of the original
image, and the image size is R1 ∗ R2.

Usually in image processing, the peak signal-to-noise
ratio and the average variance are used as the main indica-
tors for the objective evaluation of the image.

2.3. Digital Image Fuzzy Filtering Algorithm. In the process of
digital image processing, the earliest important data processing
technique is the traditional filter processing algorithm such as
linear filtering algorithm, because it can better deal with Gauss-
ian noise. But once there is an additional noise in the signal pro-
cessing, the data processing results become more common.
Later, some nonlinear filtering algorithms were produced,
which organically integrated statistical theory and made great
progress. They can control impulse noise more effectively, but
the effect of eliminating Gaussian noise is not outstanding.
Later, due to the development of fuzzy technology and the deep-
ening of scientific research, many researchers tried to merge the
related theories of fuzzy mathematics with conventional filter-
ing algorithms, resulting in several new filtering algorithms.

Due to the introduction of fuzzy technology in the image fil-
ter, many researchers have merged the traditional median filter
algorithm with the fuzzy technology, resulting in a variety of
dimmedian filter algorithms. Among them, this algorithm does
not use the same method for all images. First, the fuzzy method
is used to determine the degree of noise pollution of each pixel
in the image, and then, the median filter calculation is changed
according to the obtained value. The basic idea is as follows:

If an image is determined to be uncontaminated, the
output image value is less than the input image value. If an
image is judged to be a contaminated image, the image is
replaced by the weighted sum of the input image value and

the output value calculated by traditional median filtering.
Assuming that the greater the degree to which the pixel
belongs to the noise, the greater the weighting coefficient
of the traditional median filter calculation. The output pixel
value of this calculation can be described as follows:

M a, bð Þ = 1 − s a, bð Þð Þk a, bð Þ + s a, bð Þm a, bð Þ,
E =〠

T

y a, bð Þ: ð8Þ

Among them, mða, bÞ represents the gray value of the
pixel where the noise image ða, bÞ is located, Mða, bÞ repre-
sents the gray value of the output image, kða, bÞ is the standard
output of the traditional median filter algorithm, and sða, bÞ
represents the severity of the noise in the image. If sða, bÞ = 1
, it means that the image is completely uncontaminated. If sð
a, bÞ = 0, it means that the image is completely noisy.

If the value of sða, bÞ is between 0 and 1, it can be
obtained by the following fuzzy rules:

(i) If sða, bÞ is small and tða, bÞ is small, then sða, bÞ is
large

(ii) If sða, bÞ is small and tða, bÞ is large, then sða, bÞ is
small

(iii) If sða, bÞ is large and tða, bÞ is small, then sða, bÞ is
small

(iv) If sða, bÞ is large and tða, bÞ is large, then sða, bÞ is
very large

Among them,

s a, bð Þ = m a, bð Þ − k a, bð Þj j,

t a, bð Þ = D a, bð Þ −w1j j + D a, bð Þ −w2j j
2 , ð9Þ

where w1 and w2, respectively, represent the pixels closest to
mða, bÞ in the filter window. Small, large, and very large can

L (K) L (K)

Lb

La

Kuu–a u+a

A

B

a b K

Gauss Pulse

Figure 3: Gaussian pulse image.
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be used to represent the fuzzy ensemble of all input vari-
ables, and an appropriate membership function method
can also be selected to represent it.

The noise membership degree mða, bÞ of the pixel can be
determined by the following formula:

sx,y =
∑ a,bð Þ∈Rx,y

m a, bð Þ − k a, bð Þj j ∗ c a, bð Þ − k a, bð Þj j
∑ a,bð Þ∈Rx,y

m a, bð Þ − k a, bð Þj j2
,

d = −〠
H

n=0
q xnð Þ log2q xnð Þ,

ð10Þ

where c represents the desired output image and m repre-
sents the training image.

In addition, the basic idea of a fuzzy median filter algo-
rithm is to project the image from the spatial domain to
the fuzzy domain, define a local contrast operator in the
fuzzy domain, filter in the fuzzy area, and then perform
the inverse transformation. The specific ideas are as follows:

(1) First calculate the fuzzy contrast of pixel mða, bÞ:

G = sa,b −�sa,b
�� ��

�sa,b
,

T = 〠
H

n=0
q2 xnð Þ,

ð11Þ

where sa,b represents the attribution degree of pixel mða, bÞ,
�sa,b represents the average attribution degree of its neighbor-
hood, and G represents the corresponding blur contrast after
normalization.

(2) Selecting the linear membership function for sa,b cal-
culation in the above formula:

sa,b = γ ma,bð Þ = ma,b −mmin
mmax −mmin

, ð12Þ

Image acquisition

Image input

Image preprocessing

Image compression
and transformation 

Image analysis
and extraction 

Image display Image classification and recognition

Figure 4: Research content of image processing technology.

Table 1: Fabric drape test results 1.

Serial
number

Static drape
coefficient

(%)

Wavenumber
(N)

Peak amplitude
uniformity (%)

Uniformity of included
angle of wave crest (%)

Dynamic drape
coefficient ratio

Maximum peak
amplitude (mm)

Minimum peak
amplitude (mm)

Number
1

45.02 5 3.01 12.98 1.31 47.11 37.09

Number
2

49.79 7 2.98 19.79 1.29 47.03 38.02

Number
3

57.89 6 1.97 17.11 1.21 48.69 39.98

Number
4

52.01 6 2.78 14.03 1.09 46.98 40.12

Number
5

50.99 5 2.19 14.79 1.32 48.96 42.03

Number
6

52.05 6 6.02 19.89 1.19 49.02 30.18
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wheremmax andmmin represent the maximum gray scale and
minimum gray scale of the image.

(3) Nonlinear transformation of G:

G‘‘ = ψ Gð Þ: ð13Þ

Among them, the exponential function is selected:

ψ mð Þ = 1 − c−lm

1 − c−l
: ð14Þ

(4) Perform median filtering on the ambiguity G‘‘ after
convex transformation to obtain the filtered ambigu-
ity G‘, and then calculate the adjusted pixel member-
ship s‘a,b through G‘:

s‘a,b =

�sa,b 1 − G‘
� �
1 +G‘

, sa,b ≤�sa,b,

1 − 1 −�sa,bð Þ 1 −G‘
� �

1 +G‘
, sa,b >�sa,b:

8>>><
>>>:

ð15Þ

(5) Finally, calculating its corresponding gray value m‘
a,b

m‘
a,b = s‘a,b mmax −mminð Þ +mmin: ð16Þ

For the actual image processing process, since the image
is usually affected by the two kinds of noises, the denoising
efficiency cannot be optimized simply by using any filter. If
we can find a way to distinguish the images contaminated
by impulse noise and Gaussian noise, then choose
completely different filtering methods for the images con-

taminated by various noise environments. In theory, a better
filtering effect will be obtained. Therefore, how to design a
filtering algorithm to reduce the impact of mixed noise envi-
ronmental pollution in practice has more practical values.
The image processing process is shown in Figure 4

3. Experimental Results of Design Research on
Knitted Garment Design Model Based on
Mathematical Image Theory

3.1. Drape Performance of Knitted Fabric Garments. The
drape of the fabric is an important performance reflecting
the beauty of the appearance of the fabric and an important
feature of the visual style of the fabric. It is particularly
important for skirts. It is an important indicator for evaluat-
ing the aesthetics and comfort of the shape and directly
affects the appearance of the skirt. The fabric sags due to
its own weight in the natural drape state, which can form a
soft, smooth, and uniform curvature surface, which is called
the drape performance of the fabric. The static drape coeffi-
cient is the most common index to express the drape charac-
teristics of the fabric. The smaller the static drape coefficient,
the better the drape characteristics of the fabric, and vice
versa. However, the static drape coefficient does not fully
represent the drape form of the fabric, and most of the cloth-
ing worn on the human body are in a state of motion. In

Figure 5: Comparison of the drape morphology of fabric no. 3 and
fabric no. 11.

Table 2: Fabric drape test results 2.

Serial
number

Static drape
coefficient

(%)

Wavenumber
(N)

Peak amplitude
uniformity (%)

Uniformity of included
angle of wave crest (%)

Dynamic drape
coefficient ratio

Maximum peak
amplitude (mm)

Minimum peak
amplitude (mm)

Number
7

51.21 6 2.71 16.19 1.24 46.99 38.79

Number
8

44.01 6 2.59 16.49 1.41 44.02 36.02

Number
9

50.03 6 2.68 17.61 1.31 47.03 39.23

Number
10

49.12 6 2.72 19.02 1.34 47.69 40.41

Number
11

41.05 6 2.49 8.98 1.39 43.98 37.02

Number
12

51.08 6 3.31 14.59 1.23 47.95 38.21
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recent years, with the deepening of research, more and more
attention has been paid to the beauty of the dynamic dress
form of clothing, and this problem is more prominent for
light and thin fabrics. Considering that the drape form of
the fabric is of great significance, the XDP-1 fabric drape
performance testing machine can be used to test the
dynamic and static drape characteristics of the fabric.

The XDP-1 fabric drape characteristics’ tester is a new
type of test instrument designed by Shanghai Xinxian
Instrument Equipment Co., Ltd. according to the FZ/
T01045-1996 test specification. It uses image processing
technology to measure the static and dynamic drape charac-
teristics of the fabric. The structure is precise, and the oper-
ation is simple. It only needs to place the sample and use the
mouse to control the “up,” “down,” and “test” buttons, and
then, the computer can output and print the test results.
Applied to the drape performance test of different fabrics,
a number of performance indicators can be detected, mainly
including the drape basic technical indicators and the drape
auxiliary technical indicators. The basic indicators are
divided into drape coefficient, wavenumber, average degree
of peak amplitude, crest angle balance, and dynamic and
static drape coefficient percentages. The auxiliary index is
divided into the highest peak amplitude and the least peak
amplitude. Among them, the measurement error of the
drape coefficient is ≤±1%, which can more comprehensively
reflect the drape characteristics of the fabric and help to
make an objective evaluation of the wearability of the fabric.
Among them, Table 1 and Table 2 are the test results of fab-
ric drape.

It can be concluded from the statistical principle of static
drape coefficient that the smaller the static drape coefficient,

the better the drape characteristics of the fabric, and vice
versa. According to the fabric drape test results in Table 1
and Table 2, it can be known that the static drape coefficient
of fabric no. 3 is the highest, but the drape is poor, and the
fabric is relatively stiff, which is not consistent with the
drape projection shape. The static drape coefficient of no.
11 fabric is very small, the drape performance is good, the
fabric is delicate, and the drape projection shape is uniform
and natural. The comparison diagram of the two drape
shapes is shown in Figure 5. The wave function reflects the
number of bending of the fabric in the free drape state and

Table 4: Nine experimental measuring points.

Numbering Human body position Numbering Human body position Numbering Human body position

1 Front center of the waist 4 Center of the anterior abdominal wall 7 Mid-chest position

2 Left side of the waist 5 Left position of the anterior abdominal wall 8 Left side of the chest

3 Right side of the waist 6 Right position of the anterior abdominal wall 9 Right side of the chest

Chest position8

5

2 1 3

4 6

7 9

Abdomen position

Waist location

Figure 6: Distribution of pressure measurement points.

Table 3: Uniformity indicator extraction results.

Serial
number

Standard deviation of crest
radius

Standard deviation of trough
radius

Standard deviation of crest
angle

Standard deviation of valley
angle

Number 1 1.59 1.98 12.09 12.61

Number 2 1.58 1.58 5.82 8.31

Number 3 0.98 1.69 9.76 9.89

Number 4 1.79 2.08 8.21 10.43

Number 5 1.78 2.18 9.81 13.89

Number 6 1.19 1.87 10.02 11.78

Number 7 1.23 1.68 13.01 12.98

Number 8 1.51 1.82 11.39 12.69

Number 9 1.82 1.92 11.98 12.79

Number 10 1.64 1.68 10.02 16.02

Number 11 1.38 1.79 9.42 10.89

Number 12 1.73 1.58 8.02 11.99
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is one of the key parameters of the drape shape. Since the
selected fabrics are light and thin woolen fabrics, there is a
little difference in fabric characteristics. Knowing from the
above discussion, the pendant wavenumber range of the
selected sample is about 5-7. Among them, fabric no. 1 has
the least number of dangling waves, which is five, while fab-
ric no. 2 has the most dangling waves, which is seven. Tech-
nical indicators such as uniformity of wave crest amplitude
and uniformity of included angle of wave crests show the
drape form of the fabric in different viewing angles.

3.2. Design of Knitted Garments Based on Mathematical
Iconography. The progress of computer and graphic infor-
mation technology has laid a good foundation for obtaining
objective measurement indicators of modern clothing
modeling and created many effective methods, such as 3D
scanning technology, computer simulation technology, and
image processing technology. Clothing modeling includes
external contour modeling and internal shape. We focus
on the classification of the external contour shape of mini-
skirts. The objective shape evaluation index of clothing is
refined through image processing technology, so first of all,
it is necessary to expand the picture collection of the outer
shape of the miniskirt.

Image acquisition technology is a key issue in image pro-
cessing. The quality of image acquisition technology directly
determines the quality of image levels and variable charac-
teristic values. This article mainly uses photography to col-
lect pictures on the outer shape of the miniskirt and
requires that photography should be started when the
indoor and outdoor natural light conditions are sufficient
and the temperature is relatively stable; before each shoot-
ing, put the miniskirt on the human platform. After posi-
tioning the human platform, it rotates three times in the

clockwise and counterclockwise directions of the hands,
and after standing for about 3-5 minutes, all the skirts are
attached to the human platform under the condition of
automatic hanging and no dead ends, and the distance
between the camera and the human platform is kept con-
stant. The control parameters of the camera are kept
unchanged at a fixed time parameter value, so as to avoid
the deviation of the image collection of the appearance shape
of the skirt caused by human factors and avoid the negative
impact on the objective evaluation of the miniskirt. The
shooting angle mainly includes the front, side, and bottom
of the skirt. When shooting the bottom, the platform should
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Figure 7: Clothing pressure value at each point (unit: kPa).
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Figure 8: Clothing pressure values of different fabrics at different
positions.
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be placed vertically and hung together, and the photo should
be taken from directly below the platform.

The standard deviation of crest radius, the standard
deviation of trough radius, the standard deviation of crest
included angle, and the standard deviation of trough angle
selected in this article all consider the uniformity of related
indexes from a mathematical point of view. The smaller
the value of the standard deviation, the less obvious the
change of its related index, which can indicate that the
amplitude of the wave crest or trough radius and the wave
crest or trough angle is smaller. This means that the more
uniform the wave shape of the miniskirt is, the more beauti-
ful the outer shape of the skirt. On the contrary, the more
uneven the wave shape, the less beautiful the outer shape
of the skirt. The test method is the formula calculation
method that comes with the Excel spreadsheet, and the cal-
culation results are shown in Table 3.

3.3. Knitwear Pressure Performance Test Analysis. With the
continuous deepening of clothing pressure research, the
research results related to the current stage of clothing pres-
sure not only involve professional research results related to
clothing fabrics but also involve other professional research
content such as medical and health, sports science, and psy-
chology. In the process of product design and manufacturing
of clothing, not only the influence of wearing pressure is
fully considered but also certain medical and health care
wearing pressure functions and sports comfort are consid-
ered. And according to the most comfortable value of wear-
ing pressure in various parts of the body, making the most
optimal wearing pressure setting will greatly improve the
wearing performance of the clothing, thereby enhancing
the overall competitiveness of the apparel industry. On the

basis of the stress test system, we conducted an in-depth
study on the clothing pressure changes of traditional knitted
apparel and proposed the law of the air pressure distribution
change of the upper body of the male human body under
specific conditions. The novel pliance-x-32 clothing pressure
measurement system is used to achieve clothing pressure
measurement, which can grasp the objective measurement
method of clothing pressure, the distribution of clothing
pressure on parts of the human body, and the comfort char-
acteristics of clothing pressure on the human body. At the
same time, the novel pliance-x-32 pressure measurement
system is used for objective clothing pressure measurement
of the human body. The measurement preparation require-
ments are consistent with those of the FlexiForce sensor
pressure measurement system. It is compared with the aver-
age value of the clothing air pressure of different parts of the
upper body of the male human body obtained by the two
pressure measurement systems, and the law of the distribu-
tion of the air pressure of the upper body of the male human
body under certain conditions is obtained.

The clothing used in the measurement in this paper is
mainly knitted seamless underwear, which is more in the
market. The clothing fabric is mainly composed of cotton
and ammonia, and certain physical properties of the cloth-
ing fabric have been tested. The fabric organization of the
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Figure 9: Comparison of the strength of the plain weave at various positions.

Table 5: Correlation analysis of the measured data of the two
systems in the case of plain weave fabrics.

Position (1-9) FlexiForce Novel

Position (1-9) 1 — —

FlexiForce 0.55783 1 —

Novel 0.62987 0.87328 1
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clothing mainly uses plain weave, rib weave, and mesh orga-
nization, and the fabric composition is 92% cotton and 8%
spandex. The measurement position of clothing pressure
mainly chooses the upper body of male human body, mainly
chooses the position with relatively large pressure value, and
selects 9 test positions for clothing pressure as shown in
Table 4. The measurement positions are indicated by 1, 2,
3, 4, 5, 6, 7, 8, and 9, respectively.

Of the 9 selected points, points 1, 2, and 3 are on the
waist and are on the same horizontal line; points 4, 5, and
6 are on the abdomen, and the three points are on the same
horizontal line; points 7, 8, and 9 are on the same horizontal
plane of the chest, and the distribution is shown in Figure 6.

Novel pliance-x-32 test system records clothing pressure
data every 0.1 s during the measurement process, and the
data of each part is measured for 30 s, and the measurement
is kept standing, and the measurement results are saved in
word form. The saved result has a total of 60 sets of data,
except the highest value and the lowest value, and the aver-
age remaining pressure value is the measured value. The
clothing pressure value of each measurement point is the
average value of 5 testers at the test point, and the measure-
ment result is shown in Figure 7. The measurement loca-
tions are represented by locations 1, 2, 3, 4, 5, 6, 7, 8, and 9.

The average pressure value measured at each location is
shown in Figure 8. Although the clothing pressure value
tested by the novel pliance-x-32 test system is different at
each location, the pressure distribution law is basically the

same as the law obtained above. It can be seen from
Figure 8 that, in general, the compression value of the
clothes in the middle of the human body is generally smaller
than that of the clothes on both sides. However, the com-
pression value of the clothes formed by the rib weave on
all parts of the human body exceeds the compression value
of the clothes formed by the plain weave fabric. In the areas
on both sides of the human chest, the clothes formed by the
plain weave fabric are most stressed, and the clothes formed
by the mesh tissue are usually relatively small.

Comparing the measurement data of the above two
clothing pressure measurement systems can be obtained:

(1) The pressure comparison of the test system under
plain weave fabrics is shown in Figure 9

Through the correlation analysis of the two sets of data,
the correlation of the measured data of the two systems as
shown in Table 5 can be obtained.
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Figure 10: Comparison of the strength of rib tissue at various positions.

Table 6: Correlation analysis of the data measured by the two
systems under ribbed fabrics.

Position (1-9) FlexiForce Novel

Position (1-9) 1 — —

FlexiForce 0.379821 1 —

Novel 0.3298453 0.779832 1
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It can be obtained from Table 5 that in the garment pres-
sure measurement process of plain weave fabric, the correla-
tion of the data measured by the two pressure measurement
systems is 0.87328.

(2) The pressure comparison of the test system under
the rib weave garment fabric is shown in Figure 10.

Through the correlation analysis of the two sets of data,
the correlation of the measured data of the two systems as
shown in Table 6 can be obtained.

It can be obtained from Table 6 that in the garment pres-
sure measurement process of the rib fabric, the correlation of
the data measured by the two pressure measurement systems
is 0.779832.

(3) The pressure comparison of the test system under
mesh fabrics is shown in Figure 11.

Through the correlation analysis of the two sets of data,
the correlation of the measured data of the two systems as
shown in Table 7 can be obtained.

It can be obtained from Table 7 that in the clothing pres-
sure measurement process of the mesh fabric, the correlation
of the data measured by the two pressure measurement sys-
tems is 0.780213.

4. Discussion

Reasonable clothing pressure will also have a positive effect
on human physiological health care. Therefore, the study
of clothing pressure has increasingly become a major issue
in the clothing industry. Under the influence of a certain
degree of clothing pressure, it is an important reason for
maintaining human physical and mental health and improv-

ing the quality of life. The fast and accurate objective mea-
surement of clothing pressure is of great significance to the
scientific research of clothing pressure, and it is also a key
subject of the current scientific research of clothing pressure.
In the analysis of the pressure performance measurement
system for knitted garments, under the plain weave fabric,
in the novel pliance-x-32 pressure measuring system and
the FlexiForce pressure measuring system, the data correla-
tion of the clothing pressure measured on different condi-
tions of the upper body is 0.87328. Under the rib-woven
garment fabric, the novel pliance-x-32 air pressure measure-
ment system and the FlexiForce air pressure measurement
system are on different parts of the upper body, and the data
correlation of the measured clothing pressure is 0.779832.
Under mesh fabrics, the novel pliance-x-32 air pressure
measurement system and FlexiForce air pressure measure-
ment system are on different parts of the upper body, and
the data correlation of the measured clothing pressure is
0.780213. The results show that under the pressure of this
degree of knitted garments, it is in line with people’s healthy
growth needs.

5. Conclusions

Taking into account the drape characteristics of the fabric as
the main aspect that affects the beauty of the fabric, it also
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Figure 11: Comparison of the strength and small pressure of the mesh tissue at various positions.

Table 7: Correlation analysis of the data measured by the two
systems under the mesh fabric.

Position (1-9) FlexiForce Novel

Position (1-9) 1 — —

FlexiForce 0.893216 1 —

Novel 0.449762 0.780213 1
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has a very important impact on the outer shape of the mini-
skirt. Therefore, this paper selects XDP-1 fabric that can
express the drape characteristics of the fabric from a variety
of perspectives, and the dynamic and static drape character-
istics’ tester detects the drape characteristics of the sample.
The main measurement indicators are divided into dynamic
and static drape coefficient, wavenumber, peak amplitude
balance, peak angle balance, dynamic and static drape coef-
ficient ratio, highest peak amplitude, and minimum peak
amplitude, and the test results are recorded in a standardized
manner. Using the camera method to collect pictures of the
appearance of the miniskirt, the appearance of the miniskirt
is converted into a digital image value and then use the com-
parative research data analysis results of the literature and
select the corresponding objective evaluation index of the
styling characteristics on the front, side, middle, and bottom
of the miniskirt in turn. From a mathematical point of view,
the calculation formulas of each index are determined, and
these indexes are digitally extracted using image processing.
With the improvement of people’s living standards, people
are paying more and more attention to the personalized
and fashionable dress. The application of unconventional
pleats, drape, exaggeration, and other design techniques
has increased the fun and fashion of clothing modeling; at
the same time, complex and simple styles of clothing coexist
with diversification. Therefore, the use of modern technol-
ogy such as digital image processing to study the relation-
ship between the mechanical properties of fabrics and
unconventional clothing styles and diversified styles can also
be used as a future research direction.
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When milliards of smart devices are connected to the Internet using the Internet of Things (IoT), robust security methods are
required to deliver current information to the objects. Using IoT, the user can be accessed via smart device applications at any
time and any place, which challenges IoT security and privacy. From security point of view, users and smart devices should
have secure communication channel and digital ID. Authentication is the first step towards any security action. Biometric-
based authentication can ensure higher security for developing secure access. In this paper, fingerprint is used as the biometric
factor. After scanning the fingerprint using the cellphone’s camera, the image is transmitted to the authentication system. Since
the comparison time increases after increasing the database volume, instead of storing the scanned fingerprint image, some key
features of the scanned fingerprint are extracted and transmitted to the learning system of the convolutional neural network for
detection and authentication and stored in the database. In the user authentication phase, the authentication keys are identified
and the passcodes for the user of interest are extracted, and zero code is sent to the forged people; finally, the passcode is examined
to check if the user is legal or illegal. In this step, the legal codes for fuzzy encoding of the image and text information are
activated, and encryption is carried out in multiple steps depending on the number of members. The final code is compressed
using Huffman coding and used for transmission to the network or storage. The proposed method is tested in MATLAB, and the
results show that an excellent security is achieved using this cascade encryption method. Conclusively, the proposed hybrid coding
technique reduces the information volume by 15.9%.

1. Introduction

Internet of Things (IoT) is a keyword in which all digital
devices are connected to exchange information with each
other. These devices have captured our daily life, including
home appliances, offices, and healthcare. Security is the
major concern for IoT. IoT technology can be applied in
healthcare services, home monitoring, smart home/cities
(for security and monitoring purposes), and oil platform as
a control platform. With IoT deployment on the cloud (as
Cloud of Things) and the society becoming digital, the vol-
ume, diversity, and validity of data (for example, big data)
are increasing considerably. Authentication is required
whenever the devices are connected to ensure secure con-
nection. Therefore, gateway authentication is secure for a

communication system. The existing vulnerabilities in IoT
devices make them prone to collusion and forgery. The device
authentication problem, or the question that if the device’s ID
is the same as what is being claimed, is a major problem. There-
fore, biometricmethods are used for authentication. A compre-
hensive architecture for biometric IoT and big data requires
three challenges: (1) IoT devices have hardware and cannot
process the encryption protocols that require resources. (2)
The biometric devices introduce the data content of multime-
dia due to various biometric traits. (3) Fast growth of
biometric-based devices and IoT contents generates a large
volume of data for computational processing [1].

Biometric system is a set of technologies that extract data
from biological or behavioral patterns of an individual (or other
biological organisms) to identify it. The biometric systems rely
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on specific biological patterns. Data is executed through
algorithms to achieve a specific result, which is associated with
positive identification of another user or individual.

Compared to passwords, biometric is a biological mea-
surement technology that employs the unique nature of some
physical or behavioral traits of the humans for verification/
identification. Unlike conventional authentication methods
like passwords and tokens, biometric technology uses physical
devices for authentication [2]. The fact that the biometric traits
cannot be forgotten or lost and are difficult to forge makes
them more secure than conventional authentication. Many
biometric traits can be defined from the human body. Exam-
ples of biometric traits include fingerprint, face, iris, and voice.
In general, they can be classified into two classes of physiolog-
ical and behavioral traits, as shown in Figure 1. The above
classes have their own pros and cons and play a unique role
in specific applications [3, 4].

Among all biometric identification systems, fingerprint
identification systems have more applications. Patterns of
ridges and valleys on the surface of the fingertip are deter-
mined in the first few months; even identical twins have dif-
ferent fingerprints [2]. The detection performance of
fingerprint detection systems, measured with equal error
rate (EER) [6], has been reported to be excellent [6].

Mobile devices like smart phones are not just to make
phone calls or send short messages, they have become very
strong, and more people, especially adults, tend to have a smart
phone, like iPhone, and use it almost all throughout the day.
With the development of wireless network technology to 4G
and LTE, faster data transmission and network stability can
be provided. Consumers can purchase their required items
with a tap on their mobile device. Also, various applications
can be installed on mobile phones, making its applications
wider. In this context, an application captures fingerprint
images, enabling the user to transmit biometric information
of the fingerprint to different systems at any time. Accordingly,
this paper presents a biometric encryption technique using
fingerprint that creates new and different information codes
of the original information through cascade fuzzy encoding
and uses Huffman coding to compress the new information
and send it to the Internet for storage or transmission.

This paper is focused on designing a fingerprint-based
encrypted biometric system used for various smart applica-
tions. The proposed biometric system considers security of
private data and smart information compression. Also, the
proposed scheme balances security and performance.

In the security dimension, in the proposed method, a
cascaded fuzzy encryption is used, which, while changing the
information for each text, has created a unique code for com-
pression and spreading information. In the compression
dimension, the proposed method with two steps of compres-
sion during encryption is reduced to more information for
storing or sending. Therefore, in this paper, we have been able
to achieve good results for different text and image information
with the help of a new biometric cryptographic approach with
fingerprint. A significant point in this work is the real-time
authentication with the help of fingerprints for transferring
and storing confidential information as soon as possible. In
these circumstances, each person by registering fingerprint

image at any moment is able to store and send their private
information.

The rest of this paper is organized as follows. Section 2
reviews previous studies in the context of biometric encryp-
tion and compares them. Section 3 presents the biometric
encryption system based on cascade fuzzy logic capable of
information compression. Section 4 provides the empirical
results and security analysis results. Finally, the paper is con-
cluded and future suggestions are given in Section 5.

2. Related Work

Ensuring security through biometric authentication is a major
challenge for network designers. The biometric information is
very valuable and should be protected against fraud, especially
during remote authentication and data exchange in wireless
mesh networks like IoT. In [7], a secure biometric encryption
has been presented for IoT based on fuzzy commitment that is
suitable due to its ability to process and protect data against
devices connected to the network. This paper, which is based
on fingerprint methods, can be divided into two sections. First,
on the transmitter side, a biometric trait vector is extracted
using DWT, and then, data is encrypted to be transferred via
the Internet. Second, on the receiver side, an authentication
protocol is used to authenticate and decrypt the received data.

The authors have proposed a framework for ASIoT using
biometric as an application [1]. The proposed biometric IoT
includes seven layers to handle challenges of biometric applica-
tions and decision-making. In the rest of the paper, the design
of the biometric IoT has been discussed from 4 points of view:
(1) calculating parallel division and capture, (2) computational
complexity, (3) device security, and (4) effectiveness of the
algorithms. The empirical results have been presented to
validate the effectiveness of the D&C method.

The IoT measurement abilities are now accessible as a
public service. This newmodel that is called sensing as a service
(S2aaS) allows the owners to sell/exchange data with the con-
sumers interested in large markets. However, the service indus-
try being open makes the S2aaS model subject to destructive
attacks. In [8], a simple, efficient, and secure consensus scheme
has been presented for the IoT-based S2aaSmodel. The users of
the proposed system can access public services via a simple
website, not a smart card, fast and securely. The fuzzy extrac-
tion algorithms, Diffie-Hellman elliptic curve, symmetric
encryption, and hash functions have been used to develop a
secure key consensus and data exchange session. Heavy pro-
cesses are avoided in the critical and repeated intervals.

The authors of [9] have studied device fingerprinting
(DFP) using interarrival time (IAT). IAT is the interval
between two packets received subsequently. It has been
observed that IAT is unique for a device because of the
employed hardware and software. The works existing in the
context of DFP employ statistical techniques to analyze IAT
and generate more information using unique devices. This
study presents a new idea of DFP by plotting IAT curves for
the packets, 100 IATs in each diagram, and processing the
resultant diagrams for device identification. This approach
increases device DFP identification due to accessing deep
learning libraries in image processing. In this study, two
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devices including iPad4 and iPhone 7 plus are connected to a
router and the IAT diagrams are plotted; CNN is used to iden-
tify the devices, and an accuracy of 86.7% has been obtained.

Authentication with text passwords is still used widely, but
it is insecure. Therefore, it is a major concern that is investi-
gated using biometric authentication. In [10], the concept of
securing the IoT network using biometric authentication
through iris identification has been presented. In [11], the
existing approaches for behavioral fingerprinting have been
discussed generally, and their application on IoT devices has
been evaluated.

In [12], a new software based on Java GUI has been pre-
sented for comparative fingerprint and iris biometric analy-
sis. The first part is implemented using Java programming
language in the GUI framework, called swing, while the rest
of the paper discusses the advantages and disadvantages of
both biometric methods and presents scientific data about
the time of using fingerprint and iris detection for creating
high-level security.

A new scheme, called human to object (H2O) has been
presented for problem of sharing data and services in IoT
[13]. The proposed approach is capable of continuous
authentication of an entity in the network and presents the
reliability assessment mechanism based on behavioral fin-
gerprint. Accurate security analysis evaluates robustness of
the proposed protocol.

In the context of essential urban infrastructures, trusting
IoT data is of great importance, while most technology
stacks provide a tool for authentication and encoding the
device to cloud traffic. Currently, there is no mechanism to
reject physical manipulation in IoT device sensors. To fill
this gap, the authors of [14] have introduced a new method
for hardware fingerprint extraction of an IoT sensor that can
be used for identity authentication without being hidden.
The proposed approach is detected by the behavior of analog
circuits that apply an AC current with fixed frequency to the
sensor while recording its output voltage.

In [15], a novel algorithm has been proposed for detecting
people identity based on the image of the handwritten signa-
tures. The proposed work combines textural and statistical

features extracted from the images of the signature. Local
binary platform (LBP) and histogram of oriented gradient
(HOG) features represent texture. The authors are classified
regarding gender using machine learning techniques. The
proposed technique is evaluated based on a dataset of 4790
signatures, and an incentive accuracy of 96.17, 98.72, and
100% is obtained for k-nearest-neighbor (kNN), decision tree,
and support vector machine (SVM) classifiers.

In [16], a multilayer biometric identification system has
been presented with a small computational complexity, which
is proper for IoT devices. Also, due to hardware and software
cooperation in realizing this system in a chain structure, locat-
ing and providing alternative paths for the system flow in case
of attack is easier. To analyze security of this system, one of the
elements of this system called advanced encryption system
(AES) has been contaminated by four hardware Trojans that
target different parts of this module. The target of these Trojans
is to destroy the biometric data being processed by the biomet-
ric identification system. All hardware and software of this
system are implemented using MATLAB and Verilog HDL.

In [17], a new identity authentication method for IoT
based on electromagnetic noise has been presented. The main
advantage of electromagnetic noise is that each electronic

(a) (b)

Figure 3: (a) Main fingerprint images. (b) Preprocessing and masking fingerprint images.
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device generates electromagnetic noise during normal opera-
tion. Some features of the electromagnetic propagation and
machine learning algorithms are extracted for identifying
devices based on these features. The proposed method
achieves an accuracy of 77% while identifying the devices
among a set of seven devices.

In [18], constraints of the IoT-based authentication
scheme that has been introduced recently have been dis-
cussed for cloud computing. Also, an advanced three-step
identity authentication scheme using chaos map has been
presented. The cipher key is developed based on Diffie-
Hellman key exchange based on Chebyshev chaos. Also,
the cipher key is a long-term pass. It is ensured that the pro-
posed scheme is secure against all attacks that might target
the cipher key. Also, the proposed scheme can update the
user’s cipher key locally. The proof of Burrows-Abadi-
Needham verifies that the proposed method presents mutual
authentication and cipher key agreement. In [19], a light
encryption system that can be implemented on limited IoT
devices has been presented. This algorithm is mainly based
on the advanced encryption standard (AES) and a new cha-
otic S-box.

In [20], a tested and reliable scheme that provides AE
through reinforcing mapping of a plain text to elliptic curve
cryptography (ECC) has been presented. It withstands mul-
tiple cryptographic attacks like chosen plaintext attack
(CPA) and chosen ciphertext attack (CCA). In [21], a novel
approach using Huffman coding and wavelet decomposition
for multispectral fingerprint biometric system has been pre-
sented. The technique promises to template the database as
well as compressed templates. The compressed templates
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result in faster matching during authentication phase of the
fingerprint biometric system. Moreover, the presented tech-
nique results in low revocability but high security to mitigate
the effect of masquerade attacks.

Fuzzy fingerprint biometric-based key security (FFBKS)
scheme is introduced by utilizing feature extraction, in
[22]. Extracted feature vectors securely produce private key
for user. This key is sent to every sensor node, and then, pri-
vate key among sensor nodes is produced by pseudorandom
number and user key. Then, adaptive possibilistic C-means
clustering (APCMC) is initiated for nodes grouping based
on distance and identifier among nodes. Here, group key is
produced based on fuzzy membership function from prime
numbers, and it is utilized for estimation of security. After
grouping is formed, data transmission is carried out among
group key by fuzzy membership, and sensor nodes are car-
ried out by biometric-based private key. Cluster group keys
are diverse from one cluster to another. Also in [23], an opti-
cal selective encryption scheme for the medical image based
on the fast and robust fuzzy C-means clustering (FRFCM)
algorithm and face biometric has been proposed.

In [24], a new chaff generation algorithm for encryption
which is computationally fast and viable for hardware accel-
eration by employing simple arithmetic operations has been
proposed. Complexity study shows that the algorithm has a
complexity of O(n2), which is a significant improvement
over the existing method that exhibits O(n3) complexity.
With the new chaff generation algorithm, it becomes much
more amenable to implement the fuzzy vault scheme in the
resource-constrained environment of system-on-chip.

The literature review reveals that biometric encryption is
one of the essential issues for IoT security. Among various
biometric structures, fingerprint has more applications in
encryption due to easier access and possibility of scanning

using smart phones. In this paper, this method is used along
with authentication using a CNN to present a smart encryp-
tion based on cascade fuzzy logic and develop a secure
encryption. To this end, Huffman coding is used for com-
pression to achieve a lossless and asymmetric encryption.
According to this structure, a private key is generated for
each individual using the features extracted from the finger-
print image. The length of the passkey increases considering
the number of subscriptions for the cascade fuzzy encoding
structure and increasing number of cascade stages. This
work is superior because the cipher keys are selected for each
individual through selecting a set of analog keys for each
stage. Also, the security of the proposed encryption is higher
because the cipher keys depend on authenticating identities
using fingerprint.

3. The Proposed Method

Fingerprint is unique for each individual and can be used as the
signature of each individual to authenticate its identity. Most
well-known apps of this type are used in criminology. How-
ever, today, demand for automatic fingerprint comparison is
increasing. Among applications of this system, the followings
can be mentioned: physical location access control, computer,
network, resources, and bank accounts. There are ridges in
the fingerprint images that are different from one individual
to another. In this paper, a set of features is extracted for finger-
print images. These features represent the characteristics and
position of the fingerprint ridges. First, the primary processes
are applied to the images to show off the original finger
images along with the ridges, and then, various conventional
features on the masked fingerprint image, including geomet-
rical and statistical features, GLSM, GLCM, GLRL, GLHA,
and FDIM, are extracted. These features are extracted and
stored as the fingerprint information of the individuals
instead of the original fingerprint image. In the next step,
this information is transmitted to different individuals for
authentication. In this work, the fingerprint information that
is defined for 25 different individuals using phones is given
to CNN for training. Figure 2 shows a schematic of the pro-
posed approach for biometric encryption based on fuzzy
cascade encryption. After authentication, the analog pass-
codes S1 and S2 that are initialized in the range of zero
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Figure 7: Block diagram of the fuzzy logic [25].

Table 1: Fuzzy rules of mapping.

Input (W) 0 1 2 3 4 5 6 7

Low 7 6 5 4 3 2 1 0

Mid 3 2 1 0 7 6 5 4

High 7 3 1 5 4 2 0 6
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and one are bicoded, and the information of the image or text
of interest is encrypted in two fuzzy coding steps as shown in
Figure 2. In the final step, the encrypted codes for 0, 1, 2, 3, 4,
5, 6, and 7 are compressed using the Huffman coding method
so that the main code is not accessed easily. Now, the extracted
binary codes are transmitted to the network to be stored or
transmitted.

When decrypting the information of the stored or
received data, fingerprint is used to restore the cipher keys.
Then, the compressed information is retrieved for Huffman
expansion, and the main information is retrieved for cascade
fuzzy encoding using S1 and S2 keys. In the following, the
proposed scheme, Huffman theory, and the proposed fuzzy
logic are described.

3.1. Receiving the Input Information. First, the fingerprint
image is received via a smart phone for identity authentica-
tion and identification. In this paper, the fingerprint images

of 25 individuals taken from the left index finger in 4 steps
are used to encrypt a set of information, including image
or text. Three fingerprint images are selected to train the
CNN, and one image is used for the test.

3.2. Preprocessing and Feature Extraction. First, the finger-
print image of the individual is transmitted in accordance with
Figure 3(a). After receiving the input frames, the Gaussian noise
removal algorithm is applied to each fingerprint image to
increase accuracy (in Figure 3(b). After applying this filter, a
polished image is obtained; thus, it is expected that feature
points are extracted satisfactorily. In this step, a masking oper-
ation is applied to highlight the fingerprint image and its ridges
to obtain more accurate information of the fingerprint image.

After masking, 40 different features, including geometri-
cal and unique features, are introduced for object detection
(GLSM, GLCM, GLRL, GLHA, and FDIM).
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3.3. CNN Classification. The input layer of the network con-
tains neurons that code the values of the input features. Our
training data includes 32∗32 pixel images of the fingerprint
image dataset; thus, the input layer includes 40 neurons
equivalent to various features.

The second layer is a hidden layer. The number of neu-
rons in this layer is represented by n, and different values are
tested for n. The given example represents a small hidden
layer including n = 158 neurons.

The output layer includes 25 neurons, representing 25
types of image labels. The output neurons are numbered from
0 to 24, and the neuron with maximum activation value is
selected as the prediction result. Figure 4 shows the general
structure of the CNN. Figure 5 shows the results of one test
and training round. In general, the accuracy means that the
model predicts the output correctly. In this work, the accuracy
size is determined by dividing the number of correct authenti-

cation specimens from fingerprint to total image samples.
According to this result, accuracy is 96.87%.

3.3.1. Huffman Coding Theory. Huffman programming in
computer science and information theory that was devel-
oped by David Huffman in 1952 [25] is a technique to com-
press lossless data [26] based on coding of variable length
source code proportional with the possibility of emergence,
or in other words, it is expressed in image processing for
image compression—with the possibility of repeating the
color degree in the image array.

The Huffman coding theory depends on the two following
laws [27]:

(A) The symbols that occur frequently are represented
with shorter code words compared to the symbols
that occur rarely

Figure 11: The software used for fingerprint images.

A. Original image B. Encoded image C. Deecoded image

Figure 12: Performance of the proposed biometric encryption scheme.
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Table 2: Display coding results in different stages.

Main data code.

7

6 2 6 5 7 3 7 6 7 5 5 6

7 3 6 7 7 7 7 7 7 7 7 7

7 7 7 7 0 4 1 0 0 0 0 0

0 3 4 2 4 4 4 2 0 0 4 5

7 2 2 0 6 0 0 5 3 1 1 0

0 0 1 3 7 0 2 1 7 1 7 7

4 0 1 6 7 2 5 0 2 0 0 1

6 2 0 5 0 4 5 2 1 0 1 2

2 2 6 5 6 2 5 0 1 5 4 6

7 1 2

First data encrypted code.

0

1 5 1 2 0 4 0 1 0 2 2 1

0 4 1 0 0 0 0 0 0 0 0 0

0 0 0 0 7 3 6 7 7 7 7 7

7 4 3 5 3 3 3 5 7 7 3 2

0 5 5 7 1 7 7 2 4 6 6 7

7 7 6 4 0 7 5 6 0 6 0 0

3 7 6 1 0 5 2 7 5 7 7 6

1 5 7 2 7 3 2 5 6 7 6 5

5 5 1 2 1 5 2 7 6 2 3 1

0 6 5

Second data encrypted code.

3

2 6 2 1 3 7 3 2 3 1 1 2

3 7 2 3 3 3 3 3 3 3 3 3

3 3 3 3 4 0 5 4 4 4 4 4

4 7 0 6 0 0 0 6 4 4 0 1

3 6 6 4 2 4 4 1 7 5 5 4

4 4 5 7 3 4 6 5 3 5 3 3

0 4 5 2 3 6 1 4 6 4 4 5

2 6 4 1 4 0 1 6 5 4 5 6

6 6 2 1 2 6 1 4 5 1 0 2

3 5 6

Huffman Binary code (323 bit).

1

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 1 1 0 0 1 0 1 1 0

0 0 0 0 1 0 0 0 0 1 0 0

0 1 0 0 0 0 1 0 0 1 0 1

0 0 0 0 1 0 1 0 1 0 1 0

1 0 1 0 1 0 1 0 1 0 1 0

1 0 1 0 1 0 1 1 0 1 0 0

0 1 1 1 1 1 1 1 1 1 1 1

1 1 1 0 1 0 1 0 1 0 0 0

0 1 0 1 0 0 0 1 0 0 0 1

0 0 0 0 1 1 1 1 1 0 1 0

0 0 0 0 1 1 0 0 0 1 0 0

1 1 1 0 0 0 0 1 1 1 1 0

0 0 1 0 1 0 1 0 1 1 0 1
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(B) Code words of the two symbols that are less
frequent are the same

3.3.2. Huffman Algorithm. Implementation of the Huffman
coding algorithm can be represented by the following steps:

(i) Step 1. Sort the pixel values based on their probabil-
ity values

(ii) Step 2. Merge the two values with minimum proba-
bility; label one of them with zero and the other one
with one

(iii) Step 3. Add their probabilities

(iv) Step 4. Specify two subsequent sets of the current set
of singular values or pair of values

(v) Step 5. Go to step 2 and continue until another root
is obtained

3.3.3. Huffman Flowchart. The Huffman coding algorithm
can be described using the flowchart shown in Figure 6:

3.3.4. Classification and Labeling Items Based on Fuzzy Logic

(1) Fuzzy Logic Theory. Fuzzy logic theory is widely used to
model the concepts of human thinking and refers to unreli-
ability of the existing information for decision-making based
on various measures. Substitution competency is described
against measures, and their significant weight associated with
the mentioned linguistic values is broadcast in numbers. In
the fuzzy set, the linguistic variables are used to describe the
fuzzy conditions and convert the linguistic variables to numer-
ical variables, and the real logical values with unit distances are
substituted in the decision-making process [29]. Therefore,
mathematically, a set is defined as a limited, unlimited, or
countable unlimited set of elements. In each case, each ele-
ment is either a member of the set or not. However, in fuzzy
systems, the element might be a part of the set or outside the
set. Therefore, the answer to the question X “member of a
set A” has no certain correct or incorrect answer. Figure 7
shows block diagram of the fuzzy logic.

(1)1. Fuzzy Set. A fuzzy set A is defined in the global dis-
course that is specified by a membership function: μA : U
⟶ ½0, 1� which is given in Eq. (1).

A = x, μA xð Þð Þjx
ð
UΛμA xð Þ

ð
0, 1½ �

� �
ð1Þ

For each x member of set A, μAðxÞ represents the rela-
tionship degree of x in A.

x
ð
A, μð Þ⇔ x

ð
AΛμ xð Þ ≠ 0 ð2Þ

In addition, using the membership function, each
element x, which is a member of U describes a degree of
relationship in each set A, expressing how much the element
x belongs to the set A. Thus, an element with a relationship
degree of zero indicates that this element is not included in
the set, while an element with a relationship degree of one
is completely included in the set.

(1)2. Fuzzification. Considering the application domain of
the current study, the triangular membership function is
used. A triangular fuzzy number A can be adjusted using
three numbers (a, b, and c) with an adaptive function as in
Eq. (3).

μA xð Þ =

0, se x < a ;
x − að Þ/ b − að Þ, se a ≤ x ≤ b ;
c − xð Þ/ c − bð Þ se b ≤ x ≤ c ;
0, se c < x:

8>>>>><
>>>>>:

ð3Þ

(1)3. Fuzzy Inference. Defuzzification is a process that gener-
ates the quantitative value and magnitude in the fuzzy logic;
that is, the fuzzy numbers are converted to a unit number
based on different methods, which describes the average
maximum weight as in Eq. (4).

Table 2: Continued.

1 1 1 1 1 1 1 0 1 1 0 1

0 1 1 0 1 1 0 0 1 0 1 1

1 0 0 1 1 1 0 1 0 0 1 0

0 1 1 0 1 1 0 0 0 0 1 0

0 0 1 0 0 0 1 1 1 0 0 1

1 1 1 1 0 1 1 0 0 0 0 0

0 1 1 1 0 0 0 1 1 1 0 1

0 0 0 0 0 1 0 0 1 0 1 1

1 1 0 1 1 0 0 1 0 0 1 0

0 1 0 0 0 0 0 0 0 1 0 0

0 0 0 0 1 0 0 0 1 1 1 0

1 1 0 0 0 1 0 1 0 0 0 0

0 0 1 0 0 1 1 0 0 1
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Z0 = ∑μ xð Þi ×wi
∑μ xð Þi : ð4Þ

According to Eq. (4), Z0 is the output of the defuzzifier,
μðxÞi is the relationship degree with the fuzzy set, and wi is
the output fuzzy weight.

3.4. Encryption under Fuzzy Mapping. After determining a
weight for elements 0 to 7 for compression, it is time to pres-
ent a method to encrypt information based on a complex
encryption. Therefore, in this section, a mapping is intro-
duced that changes the octal codes with their real value. In
this section, two numerical keys are defined as the private
keys, which are developed using the authentication codes
in the previous steps. In this case, the fuzzy coding system
is defined that introduces unidentifiable maps in the range
of [0,1] for this system. Table 1 represents the governing
equations of this structure. Figure 8 shows the fuzzy struc-
ture of the fuzzy encoder for Takagi-Sugeno type and the
input membership functions.

The important point in the proposed encryption method
is changing the private key for private key characteristics of
S1 and S2, such that the transmitter generates the private
keys using fingerprint. In this paper, three ranges are
selected for the private key value; by increasing the number
of ranges, the number of maps can be increased to increase
the security level. The important point in this study is that
selecting the number change mapping or number mapping
is arbitrary and provided by a nonlinear and unpredictable
model, where the number of nonlinear mappings can be
increased by increasing the private key range.

In this section, with the development of maps, the
encryption complexity is further increased and smaller pro-
cesses are required. After this step, the coded data is trans-
mitted to the destination based on the defined path, and
the received code is decrypted according to Figure 9. As
can be seen in this figure, the inverse procedure of the
encryption process is carried out to obtain the information
packet. Therefore, in this structure, the received data along
with the information of weights and cipher key are proc-

essed according to the steps shown in the above figure to
obtain the code of the original data. In this set, to obtain
the main key, the authentication condition and fingerprint
are used. In these blocks in the fuzzy and Huffman sections,
decoding and decryption are used. As examples of correcting
the data encryption and decryption, as shown in Figure 10,
different private key weights are examined and simulated
for different inputs. After decryption, the code is obtained
in the octal basis; in the last section, conversion block is used
to convert it to the binary basis to calculate different values.
The output code is the binary code of the original data,
which is finally converted to the original data values, includ-
ing image or text, using inverse conversion. In this paper,
two cascade stages are used for fuzzy encoding and decryp-
tion to the number of authenticated individuals.

4. Experimental Results and Analysis

For this experiment, we used a database including 25 indi-
viduals, with four different fingerprints for each individual.
The fingerprint images are taken using mobile phones using
fingerprint photographer and transmitted to the proposed
identifier system as shown Figure 11. Each individual has
four fingerprints (samples), 3 cases are used for training,
and 1 case is used for test; it can be said the 75% of data is
for training and 25% is for test.

This system is implemented using Apple iPhone SE. The
program is deployed on a router with IOS as Wi-Fi connec-
tion point connected to the LAN of a wired network that
executes Ethernet services, and the images are transmitted
to the authentication system using MATLAB2017b. After
authentication, in case of identification, the code of the
authenticated individual is extracted and the results are
transmitted to the fuzzy encoder. Due to the limited number
of subjects, two fuzzy stages are used for encoding and
decoding; but as the number of cascade stages increases,
more individuals can be covered. Finally, the encrypted code
is compressed for 0-7 samples with a good compression
coefficient for storage or transmission to the network under
Huffman coding. The images are considered vertically for
the left index finger.

Table 3: Comparison of the proposed method to some state-of-the-art methods using biometric encryption.

Reference Key point Accuracy

[30]
It extracted 57 geometric features from hand (lengths, areas, angles, and ratios) and used Euclidean

distance for classification.
93%

[31]
It used morphological operations (e.g., thinning) in order to create the line edge map and implement the

Hausdorff distance for classification. Research was performed on the own database.
95%

[32]
It implemented various features extractors (e.g., CompCode, OLOF, and RLOC) and various matching methods

(e.g., SVM and kNN). Research was performed on 5 different mobile devices.
56%
-81%

[33] Lightweight verification schema based on fusion of the features presented in this work. 91%

[7]
Characteristic vectors have to be extracted from the gray scale image using filtering or transformation techniques
such as oriented field flow curves (OFFC), Gabor filter, discrete wavelet transform (DWT), fast Fourier transform

(FFT), discrete cosine transform (DCT), and principal component analysis (PCA).
90%

[21] Wavelet feature extracted. 98.9%

This work
40 different features, including geometrical and unique features, are introduced for object detection

(GLSM, GLCM, GLRL, GLHA, and FDIM).
99.1%
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After sending the fingerprint image to the authentication
system, if the individual is identified, the private keys are
transmitted to the output, and if the information is fake,
the cipher key returns zero. Next, the extracted key is tested
for two types of text and image data, where the results are
described in the following.

4.1. Text Data. Here, the selected text includes the following
sentence:

“hello, I am a good student. This new EEG DATA.”
In the first phase, the octal number codes of the text data

are as follows, and the encoding results are as follows after
two cascade fuzzy encoding steps with private keys of S1 =
0:2 and S2 = 0:6. In this study, the text includes 48 characters
that occupy 384 bits of the memory by assigning 8 bits of
memory to each character. For the final code, the volume
of the encoded file using cascade fuzzy encoding is 323 bits.
Therefore, compression with a coefficient of 0.841 decreases
to total volume of the text. Table 2 shows these steps.

4.2. Image Data. Here, an image, shown in Figure 12, is used
as the personal information. The results after encryption and
decryption are shown in Figures 12(b) and 12(c). As can be
seen for a 103∗103 image, despite reducing volume from
84872 bits to 79136 bits and compressing the image with a
coefficient of 93.2%, the image in Figure 12(b) is an obscure
image of the original image being encrypted.

4.3. Comparison. In this section, we compare articles in the
field of biometrics and information security with the help
of hands, irises, and fingerprints. Table 3 shows the impor-
tant points and the accuracy of each and is finally compared
with our proposed technique. As can be seen, due to the
uncertain complexity defined in the proposed encryption,
we have been able to improve information security well.
The compression provided along with the proposed encryp-
tion also helps to store information, which can increase the
importance of this encryption.

5. Conclusion

In this study, we presented a reliable encryption scheme for the
IoT that considers security requirements and material con-
straints of the connected objects. The purpose of this encryp-
tion scheme is to protect the authentication information
(biometric of the user and object identities) and data exchange
(approved after one session). The basis is the biometric fuzzy
commitment and illustrating the security requirements at each
step. Selection, encoding, features vector, quantitative code, and
compression code techniques based on theHuffman coding are
all without security threat. For encryption, the fuzzy encoding
technique is used due to its low computational complexity.
To extract the features vector, an analog code technique was
used for the private cipher key, which increased the complexity
of selecting the cipher key for fuzzy encoding, and the fuzzy
stages generate a heterogeneous and unpredictable value for
each numerical value of the cipher key. In the proposed crypto-
graphic method, nested semantic cryptographic structure is
introduced by determining the fingerprint-based key code,
which is decoded and decrypted according to the fuzzy key

processes of confidential information. In addition to increas-
ing security for encryption, this leads to an increase in com-
pression and is an important benefit of the proposed method
compared to biometric-based cryptographic methods. In the
proposed method, we encounter the complexity of the Hoff-
man coding method that in the future we plan to expand its
method for other codes. According to the classification results,
an EER of 3.12% is obtained for fingerprint images of different
individuals.

Data Availability

The data will be shared only at the request of the esteemed
editor for review by the Reviewers.
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In this paper, the cellular automaton simulation technology is applied to the evacuation management of sports events, combined
with the dynamic analysis method to analyze the collision of people in the evacuation process. At the same time, the cellular
automaton model is used to refine the evacuation space to simplify environmental modeling, and the network model is used to
determine the individual evacuation path from a macroperspective, simplify modeling, and improve simulation efficiency. In
addition, this article simulates the evacuation process of the cellular automaton according to the actual evacuation situation of
sports events and constructs the evacuation management system of sports events. Finally, this article evaluates the effect of the
model in conjunction with experiments. The experimental results show that the role of the evacuation management system for
sports events based on cellular automata proposed in this paper is obvious.

1. Introduction

The number of stadiums and sports venues with complex
structures and diverse functions is rapidly increasing, and
sports events of various levels are being held all over the
world. In addition, due to the periodicity and intermittent
nature of sports events, as well as the increasing use of
postmatch use methods such as cultural performances,
exhibitions, and food and entertainment [1], stadiums
have become venues for large-scale cultural and entertain-
ment activities. Therefore, stadiums have become one of
the main gathering places for a large number of people
in daily life. The magnificent buildings, complex struc-
tures, dense crowds, and numerous equipment have
become the characteristics of stadiums. There is a major
problem hidden behind these features, that is, security
risks. The huge building and complex structure can easily
cause the collapse of the stadium and make the safety exit
not clear for evacuation [2]. Moreover, crowded people
can easily lead to crowds, which can lead to stampede
incidents. In addition, when there is many equipment, a
little careless management can cause fire and explosion.

At the same time, dense crowds and large-scale venues
often become targets of international terrorist attacks.
Once these emergencies happen, it will inevitably cause
casualties and property losses [3].

Today’s stadium is a multipurpose venue mainly for
holding sports events and carrying out a variety of activities.
At the same time, stadiums have become densely populated
places, full of major safety hazards. Therefore, relevant
departments and related personnel are urgently required to
take effective and feasible measures to minimize the occur-
rence of incidents and personal and property losses. At the
same time, this also requires researchers and scholars to
pay great attention to the evacuation of stadiums and gym-
nasiums. Due to the causes of casualties, there are not only
the building structure of the venue itself but also the crowd
and external human factors in the venue.

Cellular automata were originally used to simulate the
self-replication function of living systems. Its core idea is
to discretize the research object into cells with a finite num-
ber of states in space and then follow a certain random
motion rule in the discretized time. This idea and method
were adopted by evacuation researchers and established a
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cellular automaton model in the field of evacuation
research. The core of the cellular automaton model is the
discretization of space and time. It divides the evacuation
simulation environment into grids of equal size, and each
grid is a cell. Usually, a cell can have three states, namely,
occupied by evacuated individuals, occupied by obstacles,
and idle; the state of each cell at a time can only be one
of the three states, other cells adjacent to a certain cell.
It is called the neighbor of this cell; the entire evacuation
time is divided into small time slices; these time slices
are called time steps; in each time step, the evacuated indi-
vidual moves from the cell where it is currently located to
according to the set movement rule. The neighbors may
stay where they are. Therefore, the content of the model
mainly includes spatial division method, neighbor type,
and time-step update method.

This paper applies dynamic analysis to the evacuation
management process of sports events and simulates the
evacuation process of sports events through cellular autom-
ata to improve the evacuation management effect of sports
events.

2. Related Work

Literature [4] studied the time required for evacuation and
obtained the corresponding mathematical formula.
Researchers on evacuation began to rise. Literature [5]
investigates the behaviors of survivors in fires and uses
them for statistical analysis. Literature [6] gives the rela-
tionship curve between crowd density and average crowd
speed and applies computational simulation research
methods to the evacuation of fire personnel. During this
period, the evacuation of people was studied mainly
through observation, investigation, statistics, and mathe-
matical simulation.

There are many simulation models for evacuation, but
researchers usually divide them into micromodels, macro-
models, and mesoscopic models. The micromodel treats
each person in the evacuation crowd as an independent
individual for evacuation research. This type of model
can show the individual’s evacuation behavior more finely,
but the amount of calculation is often large; the macromo-
del studies the evacuated crowd as a whole, and the evac-
uation crowd is regarded as a flowing fluid. An evacuated
person is a particle in the fluid. This model mainly studies
the characteristics of the evacuated crowd as a whole and
cannot well represent the characteristics of the evacuated
individuals; the mesoscopic model combines the micro-
scopic model and the macroscopic model for evacuation
of researchers. This model can not only study the individ-
ual behavior of evacuees but also study the overall charac-
teristics of evacuees [6].

Models based on physical forces are also often
regarded as continuous microscopic models. The model
is continuous in time and space and simulates individual
evacuation by calculating the force generated by itself
and the environment on the individual. Its representative
models are the magnetic field force model and the social
force model. The magnetic field force model is a gravita-

tional model of pedestrian motion established by the liter-
ature [7] based on the principle of magnetic force. In the
model, the target is regarded as the negative pole of the
magnetic field, and the obstacle and the person are
regarded as the positive pole. In this way, a gravitational
force is formed between the person and the target and
between the obstacle and the obstacle. Repulsion is
formed, and people are evacuated under the action of
gravity and repulsion. The social force model is proposed
in the literature [8]. This model describes the interaction
between people and the environment and goals as repul-
sive force, gravitational force, and self-driving force and
establishes a dynamic differential equation system to
describe the movement of people according to Newton’s
second law. The relationship between speed and position
over time. Based on the agent theory in artificial intelli-
gence based on the agent model, the literature [9] defines
the evacuated individuals in the model as agent individuals
with different characteristics to represent the differences
between people in reality. This type of model is divided
into single-agent model and multiagent model. The
modeling ideas of the two are the same, but the multiagent
model emphasizes the interaction between agents. The cel-
lular automaton model is based on the cellular automaton
idea proposed by Von Neumann. This model divides the
evacuation space into discrete cell spaces with a finite
number of states [10], so that the evacuees move in the
cell space according to a certain rule to achieve the effect
of evacuation simulation. Based on this model are the
queuing model, route selection model, and random model.
The difference between them is only the rules of individual
movement on the cell. The queuing model emphasizes that
people move in a certain queue order, the path selection
model emphasizes to move according to the path search,
and the random model emphasizes to move in the order
of random selection. Based on agent and cellular automa-
ton model [11], combine the agent model and cellular
automaton model in evacuation modeling, use agent to
describe individuals, and use cellular automata to divide
the evacuation environment space, so that all the estab-
lished model can better reflect the scalability of the envi-
ronment and the intelligence of personnel.

For the study of crowd evacuation time, the literature
[12] uses the Legion simulation system to simulate and cal-
culate the three algorithms for evacuation time commonly
used in domestic and foreign projects and analyzes and com-
pares the results obtained. It is recommended to use the itin-
erary method as engineering calculation method for
evacuation time of stadiums. For the research on how the
structural characteristics of stadiums and stadiums affect
the characteristics of evacuated individuals, the literature
[13] studied the influence of the width of the safety exits of
stadiums on crowding during evacuation and the influence
of crowd panic on evacuation.

Literature [14] developed a simulation system for fire
evacuation demonstration based on the Superscape sys-
tem, which can be used for simulation training of evacu-
ation in fire. Literature [15] developed a virtual exercise
system named interFIRE VR, which is mainly used to
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train personnel how to evacuate in a fire situation. Liter-
ature [16] developed a virtual exercise program to train
relevant personnel on how to find a safe evacuation exit
in a fire building and successfully evacuate. Literature
[17] developed a building fire simulation prototype sys-
tem FVR based on virtual reality and data simulation,
which can be used for evacuation drills and fire rescue
training in fire situations. Literature [18] proposed a sim-
ulation technology DIS and developed a fire remediation
simulation drill DIS system. Its application can replace
the existing actual field simulation training. Literature
[19] uses game engine technology to develop a three-
dimensional virtual exercise system to simulate the pro-
cess of evacuation of personnel to a safe area in an orga-
nized and orderly manner according to the unified
dispatch and command on the spot after an incident
occurs. It can be seen from the above that the virtual
exercise technology has been successfully applied by
researchers in the simulation research of personnel evacu-
ation, which makes the visual effect of simulation stronger,
and the interaction between people and the system makes
the individual evacuation in the system more reflected.
The characteristics of people in reality can greatly promote
the research of personnel evacuation simulation.

3. Application of Cellular Automata Based on
Dynamic Model in Evacuation
Management of Sports Events

The initial self-driving force of the pedestrian is represented
by F0, which includes two parts: one is the direction of the
force, and the other is the magnitude of the force. First of

all, there are differences between different individuals.
Therefore, we assume that the range of the initial self-
driving force of pedestrians is 0 ~ Fmax, where Fmax is the
maximum value of self-driving force. Then, the initial self-
driving force of pedestrians in the system is

F0j j = Fmax × RAND: ð1Þ

Secondly, taking into account the pedestrian’s tendency
to leave the dispersal space, it is assumed that the direction
of the pedestrian’s initial self-driving force F0 points to the
cell around the pedestrian that is closest to the safety exit,
as shown in Figure 1. When there are multiple locations
around the pedestrian with the same distance to the safety
exit, one of them is randomly selected as the direction of
the initial self-driving force F0, and the distance from a cer-
tain cell ðxi, yiÞ around the pedestrian to the safety exit is

Among them, Sij is the shortest distance between a cell
ðxi, yiÞ around the pedestrian and a cell ðxj, yjÞ belonging
to the safety exit. When ðxi, yiÞ is a wall, the pedestrian will
not choose this position, and M is a large constant, which
means that the pedestrian’s initial self-driving force F0 will
not point to the wall.

When the direction of the pedestrian crowding force
is closer to the direction from the pedestrian to a nearby
pedestrian, the component force of the crowding force in
that direction is greater. Therefore, the pedestrian’s con-
gestion force is decomposed into the two cells that devi-
ate from its direction closest. With reference to the
axioms of statics, the force decomposition must conform
to the parallelogram law of force, and the crowding force
F0 is decomposed into two decomposition forces F1 and
F2, as shown in Figure 2. Among them, the resolution is

as follows:

Fmj j = F0j j cos θm − sin θmð Þ, m = 1, 2: ð3Þ

Among them, jFmj is the force component of F0 in
the θm direction, and θm is the angle between F0 and
the pedestrian to the adjacent cell.

In addition, when there is a space in the two cell direc-
tions of the crowding force F0 decomposition, that is,
when there is no pedestrian at that position, the compo-
nent force in this direction remains on the pedestrian
itself. Among them, pedestrians have a crowding force
F0i for pedestrians. However, the cell without pedestrians
does not produce the crowding force but keeps this F0j
in the pedestrian itself, acts on the pedestrian itself, and
exists as the pedestrian’s self-driving force, as shown in

Figure 1: The direction of the initial self-driving force.

Sij =
minj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2r !
xi, yið Þ pedestrianmovement position,

M xi, yið Þ is the wall of evacuation space:

8>><
>>: ð2Þ
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Figure 3. That is, at this time, pedestrians are driven by
their own driving force F0j, which points to the space cell.
Similarly, when the two directions are spaces, pedestrians
are, respectively, driven by the driving forces F0i and F0j
pointing to the two space cells, which may drive the
pedestrian to move to these two positions.

Since the transmission of force requires a medium,
when pedestrians are not in direct contact, the congestion
force cannot be transmitted. Therefore, it is assumed that
the pedestrian is only subjected to the crowding force of
the eight pedestrians around the pedestrian, as shown in
Figure 4. Combining the above-mentioned process of
decomposing the crowding force, the crowding force of
each pedestrian is decomposed to the corresponding
pedestrian. This article counts the component forces of
other pedestrians around the pedestrian in the direction
of the pedestrian, F1 represents the combined force of
the pedestrian crowding force, and Fclose represents the

scalar sum of the crowding force received by the pedes-
trian, as shown below:

F1 = 〠
8

i=1
Fi⟶1,

Fclose = 〠
8

i=1
Fi⟶1j j:

ð4Þ

Among them, Fi⟶1 is the component of the crowding
force of the ith pedestrian around the pedestrian to the
pedestrian.

The absorption and retransmission of the crowding force
are carried out simultaneously. If pedestrians cannot absorb
the congestion force, they will continue to transmit the con-
gestion force to other people around. Therefore, it is neces-
sary to consider that pedestrians may be subjected to the
crowding force Fout that other pedestrians around cannot
absorb. However, the congestion force component

X

Y

F1

F2

Fout

(a) Force coordinate system of pedestrian

Fout

F2
𝜃2

𝜃1

F1

(b) Decomposition of pedestrian crowding force

Figure 2: Pedestrian crowding force decomposition.

X

Y

F01

F02

F0
F01

F02

Figure 3: Decomposition of crowding force when there are space
cells. (a) Pedestrian of crowding force. (b) Effect of crowding force.

Figure 4: The crowding force of surrounding pedestrians on
middle pedestrians.
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transmitted to the pedestrian is Fout1, and the pedestrian’s
congestion force absorption and retransmission process is
shown in Figure 5. The transfer rule of crowding force is:

Fout =
0 F1 + F01 + Foutj j ≤ α,
F1 + F01 + Fout F1 + F01 + Fou1j j > α:

(
ð5Þ

Among them, F1 is the combined force of the crowding
force received by the pedestrian, F01 is the driving force
transmitted by the pedestrian itself, Fout is the component
of the crowding force that other pedestrians around cannot
absorb the crowding force transmitted to the pedestrian, α
is the absorption coefficient, and Fout is the crowding force
transmitted by pedestrians. The process of its decomposition
and transmission refers to the above-mentioned decomposi-
tion and transmission process.

When pedestrians are crowded by surrounding pedestrians,
the degree of panic among pedestrians is greater. Therefore, it is
necessary to determine the pedestrian’s panic coefficient p, and
the pedestrian’s panic coefficient P is determined by the scalar
sum of the crowding force received by the pedestrian. Through
the analysis of the above decomposition, transmission, absorp-
tion, and retransmission process, the crowding force received by
pedestrians is divided into three parts.

(1) The self-driving force of pedestrians interacts with
other pedestrians. With reference to Newton’s third
law, the action of force is mutual, and pedestrians
will receive a reaction force of the same magnitude
and opposite direction as this driving force. There-
fore, the pedestrian will receive the reaction force
of the self-driving force, and the magnitude of this
force is denoted as f0

F01 Fout=0

Fout1

F1

(a) The crowding force is absorbed

F01 Fout=F1+F01+FOUT1

Fout1

F1

(b) The crowding force is not absorbed

F01

Fout=0

Fout1

F1

(c) The crowding force is absorbed by the wall

Figure 5: The process of absorption and retransmission of crowding force.

Table 1: Relationship between panic coefficient and push force
effect.

f p

≤100 0.00

≤200 0.10

≤300 0.20

≤400 0.30

≤500 0.40

≤600 0.50

≤700 0.60

≤800 0.70

≤900 0.80

≤1000 0.90

≥1000 1.00

𝜃2

𝜃1

Figure 6: The distribution of self-driving force direction, where
θ1 = θ2 = ð1 − pÞ × 90°.
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(2) When the pedestrian’s self-driving force acts on the
surrounding pedestrians, each pedestrian may be
subjected to the crowding force of eight other pedes-
trians around him, and the scalar and accumulation
of each crowding force need to be recorded as f1

(3) When pedestrians judge the absorption and retrans-
mission of the congestion force, there are situations
in which the congestion force cannot be absorbed
and transferred. Pedestrians will be affected by the
crowding force transmitted to the pedestrian that
the surrounding pedestrians cannot absorb the
crowding force and the reaction force generated by
the pedestrians themselves being unable to absorb
the crowding force and crowding other pedestrians.
The scalar and accumulation of this part of the
crowding force are denoted as f2

The congestion force of the above three parts is superim-
posed; that is, all the congestion force effects that pedestrians
may receive in a time step are

f = f0 + f1 + f2: ð6Þ

Through the analysis of simulation data and reference to
related documents, the panic coefficient of pedestrians is cal-
ibrated. The relationship between the panic coefficient P and
the crowding force effect is shown in Table 1.

The higher the pedestrian panic, the more the pedestrian
expects to leave the evacuation space. Therefore, when the
panic coefficient P is greater, the pedestrian’s self-driving force
is also greater, and its direction is closer to the safety exit. The
self-driving force of pedestrians consists of two parts: the self-
driving force new F0 that is expected to leave the safety exit
generated by the panic coefficient P and the congestion force
F2 that has not been transmitted at this time step.

The self-driving force new F0 must determine the mag-
nitude and direction. First of all, the magnitude of this force
consists of two parts, one part is the different crowding force
caused by the different panic levels of pedestrians, and this
part of the force is proportional to the panic coefficient p.
The other part is the random self-driving force generated
by pedestrians’ own psychology toward safe exits, which is
relatively random due to individual differences. Therefore,

(a) Mobile field

P–1, –1 P–1, 0 P–1, 1

P0, –1 P0, 0 P0, 1

P1, 1P1, 0P1, –1

(b) Mobile income

Figure 7: Pedestrians’ mobility field and mobility revenue.

Figure 8: The moving field of the space cell.
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Take a pedestrian data from
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pedestrians
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within the field?

 Next target location
calculation 

 Search for empty and random
locations

Target location
conflict
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Results output

End
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Figure 9: Personnel movement process.
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the size of the pedestrian’s self-driving force new F0 is

newF0j j = p × Fmax + A × RAND: ð7Þ

Among them, jnewF0j is the magnitude of the pedes-
trian’s self-driving force, p is the pedestrian’s panic coeffi-
cient, Fmax is the maximum self-driving force, and
A × RAND is the random self-driving force generated by dif-
ferent pedestrians.

Secondly, the direction of the self-driving force newF0 is
also determined by the panic coefficient p. When the pedes-
trian is in the most panic state, that is, when p = 1, the pedes-
trian expects to leave the evacuation space very much, so the
direction of the self-driving force points to the nearest safety
exit. When the pedestrian’s fear coefficient is small, the pedes-
trian’s psychological state is relatively stable. However, since
the ultimate goal of the pedestrian is still to leave the evacua-
tion space, the direction of its self-driving force should deviate
at a certain angle along the exit direction. As p decreases, the
deviation range increases. Therefore, taking the direction of
pedestrians to the nearest safety exit as the normal direction,
this paper believes that the direction of self-driving force is
randomly distributed within the range of ð1 − pÞ ∗ 90° on both
sides of the normal, as shown in Figure 6.

In addition, the crowding force of pedestrians cannot be
passed on in a time step. Therefore, in the process of judging
that the congestion force absorption will be transmitted
again, some pedestrians still have untransmitted congestion
force F2 themselves, rather than being in a balanced state.
However, force cannot disappear out of thin air. Therefore,
this part of the force F2 is combined with the self-driving
force new F0 generated by pedestrians and updated as the
self-driving force for the next time step.

Therefore, the pedestrian self-driving force at the next
time step is updated as

F0 = newF0 + F2: ð8Þ

Among them, F0 is the initial self-driving force of the
pedestrian at the next time step, newF is the self-driving
force generated by the pedestrian itself, and F2 is the conges-
tion force that has not yet been transmitted.

In the dynamic parameter model, all the positions that
can be moved within a time step of the pedestrian are
defined as the pedestrian’s moving area. In the cellular
automaton simulation, the pedestrian’s moving area is a 3
× 3 cellular area. Pedestrians occupy the center of the
mobile field. Pedestrians can choose to wait or move to the
other eight cells within a time step. Mobile revenue is the
evaluation of pedestrians on all locations in the mobile field,
as shown in Figure 7.

Because in the process of pedestrian evacuation, the
main consideration is the pedestrian direction parameter
and space parameter, therefore, these two parameters are
used in the simulation of crowded evacuation to describe
the movement benefits of pedestrians.

In the process of pedestrian movement, the pedestrian’s
movement income must first be calculated. Pedestrian’s
movement income consists of two parts: the direction
parameter Dij and the space parameter Eij

½19�. Pij represents
the mobile income of pedestrians; then, there is

Pij =Dij + Eij: ð9Þ

During the evacuation of pedestrians, the purpose of
pedestrians is to leave the evacuation space. Therefore,
pedestrians always move in the direction of the safety exit;
that is, pedestrians will choose the position closest to the
safety exit in the moving area as their target location. The
direction parameter Dij refers to the reduced value of the
distance for the pedestrian to reach the safety exit when
the pedestrian moves from the initial position to the target
position within a unit step.

When calculating this parameter, this thesis uses static
domain parameters to express the attractiveness of different
locations to pedestrians. When the target location is closer to
the safety exit, pedestrians are more likely to choose the loca-
tion, and the location is more attractive to pedestrians. In
different models, due to different simulation rules, the static
domain parameter calculation methods used are also differ-
ent. In this paper, the static field parameter values based on
Euclidean distance are used, and the calculation is as follows:

Among them, ðx, YÞ is the coordinate of a cell in the system,
Sxy is the static field parameter value of the cell ðx, YÞ, xmn , ymn
are the mth cell in the nth gate, andM is a large positive num-
ber, which means that pedestrians cannot move to this location.

Pedestrians have 9 optional positions in their moving
fields, and each position has a static field parameter value.
When the pedestrian stays still, the pedestrian’s moving

income is 0. When a pedestrian moves horizontally or verti-
cally, the pedestrian’s step length is 1, and the movement
gain is the difference between the pedestrian’s current posi-
tion and the static field parameter of the target position.
When a pedestrian moves obliquely, that is, the pedestrian’s
step length is

ffiffiffi
2

p
, and the movement benefit is the difference

between the pedestrian’s current position and the static field

Sxy =
minn minm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xmnð Þ2 + y − ymnð Þ2

q� �� �
cells x, yð Þ are not walls or obstacles,

M cells x, yð Þ are walls or obstacles:

8><
>: ð10Þ
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parameter of the target position divided by
ffiffiffi
2

p
. With pedes-

trians as the center, the direction parameter in the moving
field is Dij:

Dij =

Soo − Sij
1 when pedestrians wait ormove horizontally or vertically,

Soo − Sijffiffiffi
2

p when pedestriansmove obliquely:

8>>><
>>>:

ð11Þ

Among them, Soo is the static field parameter value of the
center position of the pedestrian moving field, and Sxy is the
static field parameter value of the moving position that the
pedestrian can choose.

When Dij = 0, it means that when pedestrians choose
this location, the distance to the safety exit will neither
increase nor decrease. When Dij > 0, it means that pedes-
trians choosing this location will reduce the distance to the
safety exit; that is, pedestrians are more inclined to choose
this location. When Dij < 0, it means that pedestrians choos-
ing this location will increase the distance to the safety exit.
Therefore, pedestrians will reduce the possibility of choosing
the location.

During the evacuation of pedestrians, the cell position in
the moving area may be occupied, repelling pedestrians from
entering this position. However, if there are space cells in the
moving area, it will have the greatest attraction to pedes-
trians. Therefore, the value of the space parameter Eij is
given by

Eij =
1 cell position is empty,
0 central cell location,
−1 cell position occupied:

8>><
>>: ð12Þ

In addition, because the pedestrian direction parameters
Dij and Eij space parameters are of different magnitudes,
they cannot be added directly. Considering that when a posi-
tion in the moving area is empty and the direction parame-
ter of the position is the largest, the position of the
pedestrian’s maximum moving income is that position.
When there is a moving position, the pedestrian’s moving
income is positive, but the position is occupied by other

pedestrians; the pedestrian will hardly choose this position.
Therefore, max ðDÞ is taken as a constant parameter and
multiplied by the space parameter Eij to make it have the
same magnitude as the space parameter Eij and the direction
parameter Dij. Therefore, the pedestrian’s mobile income Pij

is

Pij =Dij + Eij ×max Dð Þ: ð13Þ

Among them, Pij is the pedestrian’s movement income,
Dij is the pedestrian’s direction parameter, Eij is the pedes-
trian’s space parameter, and max ðDÞ is the maximum value
of the direction parameter’s profit in the pedestrian move-
ment field.

Similar to the moving area of pedestrians, the moving
area of the space cell refers to the space cell as the center,
and pedestrians in the eight positions around it may move
to the space position, as shown in Figure 8. When formu-
lating an appropriate probability model, the movement
probability of the surrounding pedestrians is determined
by the crowding force received and the initial target posi-
tion, and the movement probability determines the mov-
ing pedestrian.

The final crowding force E of the eight pedestrians
around the space cell is decomposed in the direction of the
space cell, and the force component of the pedestrian in
the direction of the cell is

Fij⟶∞
		 		 = Fij⟶∞

		 		 Fij⟶∞ > 0,
0 Fij⟶∞ ≤ 0:

(
ð14Þ

Among them, jFij⟶ooj is the force component of the
pedestrian ði, jÞ in the direction of the space cell in the mov-
ing field, and Fij⟶∞ is the force component of the pedes-
trian ði, jÞ in the direction of the space cell.

Therefore, the probability that pedestrians in the moving
area of the space cell choose the cell due to the crowding
force is

mij =
Fij⟶∞
		 		

∑ Fij⟶∞
		 		� � : ð15Þ

Build a simulation
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Figure 10: Simulation system structure.
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Among them, mij is the probability of pedestrians ði, jÞ in
the mobile field choosing space cells due to crowding forces.

The greater the crowding force component of the pedes-
trian in the direction of the space cell, the greater the probabil-
ity that the pedestrian will choose the location, which is
consistent with the fact that pedestrians are crowded to other
locations due to the crowding force in the actual movement.

Secondly, it is also necessary to consider the pedestrian’s
own initial target location selection. After calculating the
pedestrian income, the target positions of all pedestrians
are obtained. Through the judgment of the congestion state,
the situation where multiple pedestrians may choose a loca-
tion is processed. qij indicates whether the pedestrian ði, jÞ in
the mobile field chooses the location; then, there are

qij =
1 pedestrians select this location,
0 pedestrians do not choose:

(
ð16Þ

Therefore, the probability that the pedestrian ði, jÞ in the
moving field of the space cell selects the space cell due to its
initial target position is

nij =
qij
∑qij

: ð17Þ

Among them, nij is the probability that pedestrians ði, jÞ
choose the space cell due to their own initial position selec-
tion. Finally, the probability of the pedestrian ði, jÞ in the
space cell moving field moving to the space cell is

Pij =

β ∗mij + 1 − βð Þ ∗ nij 〠mij = 1CO〠nij = 1,

mij 〠mij = 1CO〠nij = 0,

nij 〠mij = 0CO〠nij = 1,

0 〠mij = 0CO〠nij = 0:

8>>>>>>><
>>>>>>>:

ð18Þ

Table 2: Effect evaluation of the dynamic analysis model.

Number Dynamic simulation

1 87.9

2 88.9

3 94.6

4 92.9

5 87.0

6 92.2

7 94.0

8 86.8

9 89.6

10 89.2

11 86.4

12 91.2

13 87.0

14 93.2

15 92.6

16 86.4

17 94.0

18 89.7

19 93.3

20 90.1

21 89.7

22 86.1

23 92.3

24 90.1

25 95.0

26 90.8

27 94.9

28 91.4

29 93.1

30 89.5

31 94.6

32 92.6

33 93.7

34 90.0

35 91.1

36 92.0

37 90.2

38 93.4

39 90.3

40 91.7

41 90.7

42 88.1

43 87.9

44 88.7

45 92.6

46 93.8

47 87.5

48 86.3

Table 2: Continued.

Number Dynamic simulation

49 91.4

50 94.2

51 93.0

52 94.6

53 88.1

54 89.4

55 89.9

56 91.7

57 94.7

58 93.6

59 91.7

60 93.0
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Among them, mij is the probability of pedestrians ði, jÞ
choosing the space cell due to crowding force, nij is the
probability of pedestrians ði, jÞ choosing the space cell
due to their own initial target position selection, and β
is the adjustment parameter. When β is close to 1, the
influence of pedestrian crowding force is relatively large.
When β is close to 0, the influence of pedestrian’s initial
target position selection is relatively large. In this paper,
0.5 is considered to be equivalent. When ∑mij = 0 and ∑
nij = 0, it means that no pedestrian in the moving area
has selected the space cell.

4. Model Effect Analysis

The third part builds an intelligent evacuation model and
evaluates the evacuation management effect of sports events
on this basis. Generally speaking, whether a person can
reach a goal grid is affected by knowledge, reason, physical
strength, and other comprehensive forces. The method of
movement is as follows in Figure 9.

According to cellular automata, this system includes
scene editing, potential energy field calculation, crowd
behavior model, and evacuation simulation. The structure
is as follows in Figure 10.

The dynamic analysis model of this paper is studied
through experimental research, and the performance effect
of the cellular automata in the dynamic analysis model is
statistically evaluated by the expert evaluation method, and
the results shown in Table 2 below are obtained.

It can be seen from Table 2 that the cellular automata
perform very well in the dynamic analysis model. On the
basis of the above research, the evacuation management sys-
tem of sports events based on the cellular automata con-
structed in this paper is evaluated, and the evaluation
results are shown in Table 3 below.

From the experimental analysis, it can be seen that the
evacuation management system for sports events based on
the cellular automata proposed in this paper can play an
important role in the evacuation of sports events.

Table 3: Effect evaluation of the evacuation management system
for sports events based on the cellular automata.

Number Evacuation effect

1 72.3

2 72.1

3 80.3

4 70.4

5 81.7

6 71.3

7 83.3

8 82.4

9 79.3

10 80.8

11 72.2

12 71.0

13 72.5

14 86.2

15 84.6

16 74.1

17 79.5

18 77.2

19 81.4

20 81.7

21 77.4

22 85.2

23 75.5

24 69.1

25 69.3

26 82.2

27 81.0

28 78.6

29 86.7

30 86.5

31 72.4

32 69.9

33 70.5

34 77.9

35 69.2

36 82.5

37 70.0

38 75.9

39 78.5

40 83.2

41 80.1

42 69.5

43 83.7

44 80.6

45 83.8

46 81.4

47 80.8

48 75.7

Table 3: Continued.

Number Evacuation effect

49 84.2

50 74.3

51 70.3

52 76.2

53 77.1

54 84.0

55 85.3

56 76.8

57 85.1

58 86.1

59 74.1

60 72.7
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5. Conclusion

In the study of evacuation of stadium personnel, it is neces-
sary to study the evacuation characteristics of stadiums as
well as the characteristics of individual personnel in evacua-
tion situations. The research on the virtual exercise of sta-
dium personnel evacuation includes the above two research
aspects, which can provide an effective research approach
for the evacuation of stadium personnel and even other
venues. Therefore, the research on the virtual exercise sys-
tem for evacuation of stadiums can not only provide a basis
for determining the rationality of stadium construction but
also provide a basis for the formulation of evacuation plans.
This paper applies dynamic analysis to the evacuation man-
agement process of sports events and simulates the evacua-
tion process of sports events through cellular automata to
improve the evacuation management effect of sports events.
The experimental research results show that the evacuation
management system for sports events based on cellular
automata proposed in this paper can play an important role
in the evacuation of sports events.
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New technologies such as big data and cloud computing provide new means and tools for rural development. The big rural
tourism, with its convenience, quickness, and low threshold, presents great convenience for tourists’ emotional calculation and
has become one of the main sources of tourism big data. Under the guidance of big data theory and emotion theory, this
paper proposes an emotional calculation method of rural tourists based on improved SPCA-LSTM algorithm, taking big text
data as data source. Firstly, the improved TF-IDF algorithm is designed to highlight the importance of feature items, and the
word vector trained by word2vec model is applied to represent the rural tourism data text. Then, a weighted sparse PCA
(RSPCA) is constructed to reduce the dimension of massive word vector features. RSPCA introduces the weighted l1
optimization framework and LASSO regression model into the mathematical model of PCA algorithm and establishes a new
data dimension reduction model. Thereupon, the long-term and short-term memory convolution network with attention
mechanism is employed to extract text features. Finally, the feature vector is utilized to calculate the rural tourist’s emotion by
softmax function. The experimental results indicate that the improved SPCA-LSTM algorithm, whose performance index is
better than other existing algorithms, is effective in calculating tourists’ emotions. Also, it is more suitable for the research of
tourist sentiment calculation in the era of big data.

1. Introduction

Rural revitalization is an important part of urban eco-
nomic development and a beneficial assist for urban-
rural integration. Rural tourism is a relatively efficient
way that China has explored during poverty alleviation
for more than 30 years, and a further way to overcome
the problem of rural revitalization during the “14th five-
year plan” [1]. New technologies, such as artificial intelli-
gence, 5G, and big data, bring infinite possibilities to
China’s economic and social development, provide new
means and tools for rural development, and are powerful
support for rural revitalization in the new era. Not only
does digital technology empowering rural revitalization
change the traditional production mode and lifestyle, but
also subtly changes farmers’ practice and thinking mode.

Promoting rural revitalization and industrial prosperity is
the endogenous power support. Rural characteristics and
the law of information development should be respected.
For villages with rich local characteristic resources and
relatively complete information facilities, they can rely on
“Internet +” to dig local characteristic cultural resources and
do a good job of digital “cultural tourism” and “agricultural
tourism” combined with articles to build Internet characteristic
tourism villages [2].

With the rise of new media and social networks and the
advent of the era of big data, various platforms have gener-
ated hundreds of millions of rural tourism-related data.
The past data showcase that since 2009, the amount of data
related to rural tourism has increased geometrically year by
year. Due to the convenience of social transportation and
the development of social networks, the data with “rural
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tourism” as the key word is widely spread in rural areas. Peo-
ple’s demand for “rural tourism” is increasing day by day.
The data of “rural tourism” can be analyzed and mined
through various information release platforms [3, 4].

Rural tourism reception will increase steadily. Data show
that from January to August 2020, the number of leisure
agriculture and rural tourism in China decreased by 60.9%
to 1.207 billion. The epidemic situation in COVID-19 has
pushed the “pause button” for leisure agriculture and rural
tourism. However, after the domestic epidemic was cleared,
all localities restarted the rural leisure tourism market in
an orderly manner. People’s enthusiasm for rural scenery
and fresh air is high. With the gradual restoration of produc-
tion and living order, the suppressed demand of urban and
rural residents will continue to be released. The countryside
with beautiful scenery and beautiful ecology is more attrac-
tive than ever before [5].

The rapid development of information technology pro-
vides an efficient and rapid way for rural tourist information
acquisition [6]. The main reason for the popularity of rural
tourism is that it provides tourists with multilevel experi-
ences, and this information can be obtained through the
classification of rural tourism big data driven by the rural
revitalization strategy. The trend of rural tourism can be
analyzed according to different types, different times, differ-
ent spaces, and different groups. On various data platforms,
search and collect data for specific keywords, and deeply
analyze these data to get the corresponding results. The
long-term data are verified and used as prediction support.
Data mining on the future rural tourism market can make
suggestions for future rural tourism [7].

Rural tourism is an activity of interpersonal communica-
tion and emotional exchange, and emotion runs through the
whole process of tourism activities. “Emotion is a person’s
attitude experience about whether objective things can meet
his own needs.” Tourist emotion refers to the pleasure,
excitement, sadness, anger, regret, and other emotional
experiences generated by tourists in tourism activities due
to the influence of personal factors or external environment
on whether tourism activities meet individual basic needs
and social needs and presents diversity and variability with
the progress of tourism [8]. These emotions not only consti-
tute an important tourist experience but also exert an impor-
tant influence on tourist motivation, satisfaction, behavioral
intention, and interpersonal interaction. In tourism, tourists
get information and share their travel experiences through
online platforms and social media. The text, image, audio,
and video released by it become the main data source of
tourism big data [9]. Among them, the texts content with
its convenient, simple, intuitive, fast, and low threshold for
tourists to express emotions and information exchange to
provide convenience; in the tourism, big data occupies an
increasingly important position. The mining of text data
can provide decision support for tourism planning and mar-
keting, making sentiment analysis in tourism big data a hot
issue in tourism research [10].

With the deepening of research, emotion analysis, which
is to effectively analyze and mine information and identify
emotional tendencies, becomes more sophisticated. Also,

there are researches on emotion calculator, emotion summary,
product attribute mining, and so on. In recent years, with the
development of big data, there are many emotion analysis
models and software at home and abroad, which provide
strong support for emotion research. There are three methods
of text sentiment analysis: dictionary-based method, machine
learning method, and deep learning method [11]. The
dictionary-based approach ismainly through the development
of a set of emotional dictionaries and rules. Then, sentiment
value is calculated by sentence breaking, analysis, and dictio-
nary matching. Finally, the emotional value is used as the basis
to judge the emotional tendency of the text. Although the
method based on emotion dictionary has high accuracy, it
has low recall rate. Another problem of the dictionary-based
approach is the relatively high cost of dictionary construction
[12]. The machine learning-based approach transforms the
problem of text sentiment analysis into a supervised classifica-
tion problem. Annotate the training text. Supervised machine
learning is then carried out [13]. Finally, the test data is used to
predict the results through the model. The method based on
machine learning generally includes two steps: text prepro-
cessing and the selection of classification algorithm. Methods
based on deep learning use different artificial neural network
models to map text big data into vector space to obtain numer-
ical representation of words. The numerical expressions are
then used as input to the deep learning model. The optimal
model is obtained through training and parameter optimiza-
tion. The process is much the same as that of emotion com-
puting based on machine learning. However, the selection of
feature extraction and classification model for text vectoriza-
tion is different from machine learning [14, 15].

This paper proposes a rural tourist emotional calculation
method based on the improved SPCA-LSTM algorithm
according to the above research. The algorithm improves
the traditional TF-IDF algorithm by considering the distri-
bution and location information of feature items within
and between classes and combines it with Word2vec word
vector to express the text. Then, reweighted SPCA algorithm
is used to reduce the dimensionality of the text word vector,
so that the original data features of the sample can be
retained as much as possible while reducing the dimension-
ality. Finally, long-short-term memory (LSTM) and atten-
tion mechanism network are used to realize the emotional
computing of rural tourists.

2. Tourist Emotion Calculation Method in
This Paper

2.1. Text Representation and Feature Selection (Word Vector
Representation). In view of the shortcomings of traditional
TF-IDF in the field of text classification, this paper improves
the traditional TF-IDF algorithm to better reflect the impor-
tance of feature items in the text.

(1) Introducing intraclass factors to describe the distri-
bution relationship of feature items

The intraclass factor interCi is introduced to judge the
uniformity of the distribution of feature words in the
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intraclass documents, that the intraclass factor value is small
means that the feature items are unevenly distributed in the
class and may be distributed only in a few documents in
the class, with weak classification ability. On the contrary,
the feature item has strong classification ability. The calcula-
tion formula of in-class factor of characteristic term is shown in

interCi =
1
Sij

, ð1Þ

where j represents the category. Sij represents the standard
deviation of feature item i in category j, which reflects whether
feature items are evenly distributed in the category. The smaller
the standard deviation, the more uniform the distribution, the
stronger the classification ability of this feature word. The cal-
culation of Sij is shown in formula (2).

Sij =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑K
p=1 t f ip − �t f ij

� �2

K

vuut
, ð2Þ

where K is the total number of documents in category j. t f ip
indicates the number of times that document p contains feature
i. �t f ij represents the mean number of times of all documents of

feature word i in category j. �t f ij = 1/K∑K
k=1 t f ik.

(2) Improve the discrimination between classes

In order to improve the weight of feature items with high
classification, m/mi is used to express the importance of fea-
ture item i in category. N/ni indicates the importance of fea-
ture items in all documents, where N represents the total
number of documents in the corpus. ni indicates the number
of documents in which the feature word i appears in the cor-
pus. m represents the total number of categories. mi indi-
cates the number of categories containing feature items. If
the m/mi value is larger, it indicates that feature items are
distributed in fewer categories and have strong classification
ability. If the value is small, the feature item is not represen-
tative. The specific calculation definition is shown in

TFij = �tf ij, ð3Þ

IDFi = log
N
ni

×
m
mi

� �
: ð4Þ

TFij represents the word frequency of feature i relative to
category j. The higher the value of TFij, the better the feature
i can represent this category. IDFi represents the distribution
ratio of feature i among categories. The higher the IDFi
value, the stronger the category discrimination ability of
characteristic i.

(3) Word distance factor

The word distance indicates the difference between the
last appearance position and the first appearance position

of the feature item in the document, reflecting the range of
the feature item in the text. The larger the range of feature
items in this document, that is, the larger the word distance,
the better it can reflect the category of the document. On the
contrary, if the feature items are only distributed in a small
range and the word distance is small, the category of the
document cannot be well represented. If this feature item
appears frequently locally in a document, the TF value will
be increased, affecting the final algorithm result. Therefore,
this paper introduces the word distance factor to avoid this
problem. The formula for calculating the word distance fac-
tor is shown in

WDFip =
last gip

� �
− first gip

� �
+ 1

fea pð Þ , ð5Þ

where lastðgipÞ represents the position number of the last
appearance of feature item i in document p. firstðgipÞ repre-
sents the position number of the first appearance of feature
item i in document p. feaðpÞ represents the total number of
feature items in document p.

Considering the intraclass, interclass, and position factors
of feature items, a feature item weight calculation method
TF-IDF-ICP (interior factor, category factors, and position)
for text classification is proposed, which is defined as

TF − IDF − ICPip = TFi ∗ IDFi ∗ interCi ∗WDFip, ð6Þ

where TFi represents the word frequency of feature i rela-
tive to categories. IDFi represents the distribution ratio of
feature i among categories. interCi represents the intraclass
factor. WDFip represents the word distance factor. Artificial
neural network can only accept numerical input, not a
word as a string. In order to enable the deep learning
model to process text data, first of all, it is necessary to
express natural language as a numerical vector that the
model can recognize. Word2vec is based on the simple
shallow artificial neural network, according to the given
large corpus, through training and optimization model to
get the training result—word vector. This word vector can
quickly and effectively express a word as a numerical vec-
tor, and can measure the similarity between words well,
so as to represent the different attributes of the word.

In text classification, it is necessary to convert the
phrases in the text into low-dimensional word vectors. First,
the text d is segmented by jieba. Text d after segmentation is
Di = ½w1,w2,⋯,wi,⋯,wn�. wi stands for the ith word in the
document. n represents the total number of words in the
document. Word2vec is then used to vectorize the text. wi
is expressed as ½v1,⋯,vi,⋯,vl�. l is the dimension of word
vector, that is, each word is represented by l dimension.
Word vectors trained by Word2vec retain the relevance of
words in the original corpus, but ignore the importance of
different words in the text. Therefore, this paper uses the
improved TF-IDF algorithm TF- IDF-ICP to calculate the
weight of each word and combine it with Word2vec word
vector. The specific text representation is shown in
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vec dð Þ =D ∗ TF − IDF − ICP: ð7Þ

D stands for Word2vec word vector.
The specific steps of weighting Word2vec are shown in

Figure 1.

2.2. Dimension Reduction of Word Vector. It is a burden for
the training and prediction of machine learning model to
spend the conference. In this paper, the improved SPCA is
designed to reduce the dimension of word vector to reduce
the dimension of dataset. Then, the basic features are
selected to minimize the information loss while compressing
the data.

(1) Reweighted ℓ1 optimization framework

ℓ1 optimization problem originates from ℓ0 optimization
problem. ℓ0 optimization problem can be expressed as fol-
lows: given anm × nmatrix A and a nonzero vector b, where
m ≤ n. The sparse solution of Ay = b is solved. The mathe-
matical form is as follows:

min
y∈Rn

yk k0,

s:t:Ay = b,
ð8Þ

where ∥y∥0 represents the number of nonzero solutions of y.
Since Equation (8) is a nonconvex optimization and NP dif-
ficult optimization problem, there is no effective solution at
present, so only its approximate solution can be considered.
Jojic et al. proved that the convex hull of ∥y∥0 is completely
ℓ1 norm. Through convex analysis, it is reasonable to use
∥y∥1 to replace ∥y∥0 for optimization operation, thus leading
to ℓ1 optimization problem. The mathematical model for the
optimization problem is shown as follows:

min
y∈Rn

yk k1,

s:t:Ay = b:
ð9Þ

∥y∥1 =∑n
i=1 jyij, that is, the sum of absolute values of each

element in the solution vector. ℓ1 optimization problem is a
convex optimization problem that can be efficiently solved
by using a convex programming tool. Through numerous
experiments, it is shown for ℓ1 that by reasonably weighting
their ℓ1 norm and iteratively updating the weights, the perfor-
mance of their ℓ1 optimization framework is greatly enhanced.
In the case of their ℓ1 norm, the larger one is punished more
than the ℓ0 norm, according to the definitions for ℓ1 and ℓ0,
while their ℓ0 norm treats both equally. Thus, if they add a
weight matrix to the ℓ1 optimization problem, their
coefficients of different sizes are punished equally. Then, their
ℓ1 optimization problem will be infinitely close to their ℓ0
optimization problem, resulting in a scarcer solution. This is
the advantage for a weighted ℓ1 optimization framework.
The optimization problem for a weighted ℓ1 can be expressed
as follows:

min
y∈Rn

Wyk k1: ð10Þ

By selecting an appropriate weighted matrix W, the
reweighted ℓ1 optimization problem obtains a scarper solution
for ℓ1 than the traditional ℓ1 optimization problem, thus mak-
ing the result more like the ℓ0 optimization problem. The
problem then turns to how to select a weighted matrix W so
that the optimization problem for a reweighted ℓ1 can obtain
a rarer solution while ensuring that the result is correct.
According to the correlation proof, the absolute value of the
weight should be inversely proportional to the value of the cor-
responding element in the final solution. However, if the spe-
cific value of the final solution is not known, the appropriate
weighting matrix cannot be selected. At the same time, if the
appropriate weighting matrix cannot be selected, the correct
final solution cannot be obtained. A reasonable choice to solve
this problem is to use an iterative approach, that is, by setting
the weighted matrix as the identity matrix at the beginning,
they can obtain an approximate solution of the reweighted ℓ
1 optimization problem. In the second iteration, the weighted
matrix can be updated according to the approximate solution
obtained, and then, the process is repeated until the termina-
tion condition is satisfied.

(2) Weighted sparse principal component analysis
algorithm

Compared with the traditional ℓ1 optimization frame-
work, the reweighted ℓ1 optimization framework can obtain
sparser solutions. Therefore, in this paper, a new mathemat-
ical model is presented by introducing the reweighted ℓ1
optimization framework and LASSO regression model into
the principal component analysis algorithm. This is the
reweighted sparse principal component analysis algorithm
which aims to obtain more sparse solutions.

Weighted sparse principal component analysis algorithm
is an optimization model based on principal component anal-
ysis algorithm, upon which an optimization framework and
LASSO regression model are added to generate sparse solu-
tions. The mathematical model of the principal component
analysis algorithm is shown in formula:

Corpus

Text segmentation
D = (w1,w2, …,wn)

Word2vec word vector
D = ((v11,w12, …,w1l),…,

(vn1,wn2, …,wnl))

TF-IDF-ICP
calculate the weight

of each word

vec (d) = D⁎TF-IDF-ICP

Figure 1: Flow chart of weighted Word2vec.
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arg min
V∈Rn×g

Y − YVVT2
F , ð11Þ

where the matrix Y is an n × c order matrix formed by the
original data. The matrix V is a set of orthogonal bases. VT

represents the transpose matrix of the matrix V . The principal
component analysis algorithm reduces the dimension of the
original data by using the base transformation method. The
weighted sparse principal component analysis algorithm pro-
posed in this paper adds an optimization frame and LASSO
regression model to the principal component analysis algo-
rithm. The mathematical model is as follows:

arg min
G,H

〠
n

i=1
Y − YHGT 2

F + λ Hk k2F + W ·Hk k1,

s:t:GTG = I,HTH = I,

ð12Þ

in which Y is an n × cmatrix.G andH are orthogonal matrices
of order c × d. The matrix GT represents the transposition of
the matrix G in which Gc×d = ½g1, g2,⋯,gd�. Hc×d = ½h1, h2,
⋯,hd�. W is a weighted matrix of order c×c, and the matrix
W is a diagonal matrix. λ is the regularization coefficient. After
expanding the norm in formula (12), formula (13) can be get:

arg min
G,H

〠
n

i=1
yi −HGTyi

2 + λ〠
d

j=1
hi2 + 〠

d

j=1
W · hi1: ð13Þ

W is the weighted matrix, and hi is the column vector con-
stitutingmatrixH. According to the correlation between eigen-
values and eigenvectors, we can get:

Wei = εei, ð14Þ

where ε is the eigenvalues corresponding to the vector ei.
According to formula (14), formula (13) can be expanded as
follows:

arg min
G,H

〠
n

i=1
yi −HGTyi

2 + λ〠
d

j=1
hi

2 + 〠
d

j=1
εjhi1,

s:t:GTG = I,HTH = I:

ð15Þ

When solving the mathematical model shown in Equation
(15), it can be solved by alternating minimization method. The
idea of alternating minimization method is to first assume that
two initial matrices are given and use these two initial matrices
for iterative calculation. During iteration, the matrix generated
by the previous iteration is used to solve the matrix of the
current iteration. That is, starting from any ðG0,H0Þ, matrices
G,H are the obtained matrices. The matrix subscript repre-
sents the number of iterations. First, an initial matrix G0 or
H0 is given, and then, iterative calculation is carried out. At
the pth iteration, assuming a given matrix Gðp−1Þ, the matrix
Gðp−1Þ is used to solve the matrix HðpÞ. Then, the matrix HðpÞ
is used to solve the matrix GðpÞ. Then, repeat the process until
the number of iterations meets the preset stop conditions.

First, consider the case that the orthogonal matrix G is
known. When the orthogonal matrix G is known, only the
matrix H needs to be solved in Equation (15). Therefore,
the problem of solving the mathematical model shown in
Equation (15) can be transformed into the problem of
solving the mathematical model shown in

arg min
H

Y − YHGT2
F + λ∥H∥2F+∥W ·H∥1,

s:t:GTG = I,HTH = I:
ð16Þ

To solve the mathematical model shown in Equation
(16), a new matrix G⊥ needs to be introduced. The matrix
G⊥ is an orthogonal matrix. Therefore, matrix [GG⊥] is an
orthogonal matrix of order c × c. By projecting the rows of
Y − YHGT onto matrix G and matrix G⊥, formula (17)
can be get:

Y − YHGT2
F = Y − YHGT� �

G⊥
2
F
+ Y − YHGT� �

G2
F
= YG⊥

2
F

+∥YG − YH∥2F :

ð17Þ

Because YG⊥
2
F is independent of H, it is not necessary to

consider YG⊥
2
F when solving the matrix H. Therefore,

formula (15) can be deduced as shown

arg min
H

∥YG − YH∥2F + λ∥H∥2F + 〠
d

j=1
εjhj1: ð18Þ

Formula (18) is an elastic net regression problem, which
can be solved by using LARS-EN (least angle regression-
elastic net) algorithm [16]. At this point, when the matrix
G is given, the matrix H can already be solved. At this time,
the problem is how to solve the matrix G when the matrix H
is given.

When the orthogonal matrix H is given, the orthogonal
matrix G needs to be solved. Then, the mathematical model
shown in formula (15) can be transformed into

arg min
G

Y − YHGT2
F s:t:G

TG = I: ð19Þ

Formula (19) is the mathematical model of the principal
component analysis algorithm, so it can be solved by the
solution based on the basis transformation and covariance
matrix or by the method based on singular value decompo-
sition. In this paper, the method based on singular value
decomposition is used to compute the singular value decom-
position of YTYH. So, YTYH =UΣVT gives us the orthog-
onal matrix G =UVT . The final solution can be obtained by
repeated iteration using the above method. The solution
steps of the model are as follows:

Step 1. Firstly, according to the principal component
analysis algorithm model shown in formula (18), the first d
principal component vectors ½α1, α2,⋯,αk� of matrix Y are
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calculated by singular value decomposition method. Y is the
matrix of raw data. d is a constant value set when solving

Step 2. Initializes the matrix G to the principal compo-
nent vector calculated in step 1, where G = ½α1, α2,⋯,αk�

Step 3. According to the given matrix G, use LARS-
EN algorithm to solve formula (18), and get the matrix
G = ½β1, β2,⋯,βk�

Step 4. According to the calculated matrix H = ½α1, α2,
⋯,αk�, update the matrix G by singular value decomposition
according to formula (19)

Step 5. Repeat steps 3 and 4 until the termination condi-
tions are met, and the final result will be obtained

Word2vec model training sets the dimension of 400, and
the obtained word vector is also 400. However, maintaining
the congress brings a burden to the training and prediction
of deep learning model. In this paper, the reweighted SPCA
algorithm is used to reduce the dimension of word vector to
reduce the dimension of dataset. Then, the basic features are
selected to minimize the information loss while compressing
the data.

The relationship between word vector dimension and
variance value of principal components is shown in
Figure 2, which indicates that the first 100 dimensions can
already contain most of the information of the original data,
so the first 100 dimensions of word vector data are selected
as the input of the model for training.

2.3. Deep Learning Model. Text is transformed into distrib-
uted word vector based on word2vec. Then, the dimension
reduced word vector is obtained by reweighting SPCA algo-
rithm as the input data of deep learning model. Text data
belongs to time series data, and the emergence of each word
depends on its previous word and the latter word. Recurrent
neural networks are generally selected for training because of
this dependence.

The structure of recurrent neural network (RNN) is dif-
ferent from that of general neural network, which usually
consists of input layer, hidden layer, and output layer. There
may be multiple hidden layers. On the other hand, the cyclic
neural network adds a cyclic structure on the basis of the
three-layer structure (see Figure 3). The left side of the equal
sign is folded. The right side of the equal sign is an expan-
sion. Xt is the input layer. Ht is the output layer. A is the hid-
den layer. Each A can be regarded as a neuron, and each
neuron stores the previously input state first. After the
operation, some relations between the current input and
the previous input are retained, thus having the function of
“memory.” In this way, the previously calculated informa-
tion can be captured, and the influence of the previously
input data on the later data can be retained. Good timing
is seized.

Long-short-term memory network (LSTM) evolved
from RNN. LSTM avoids the problem of long-term depen-
dence by deliberately designing and calculating the hidden
layer state. Both RNN and LSTM have a chain structure of
repeating artificial neural network modules. However,
there are four neural network layers that interact with
each other in a special way within each repeating module
(see Figure 4).

In LSTM, “memory” is called cell state. The state of cells
runs like a conveyor belt on the chain structure, and there is
only a small amount of linear operation, which makes the
information fidelity when it flows through the chain struc-
ture. In addition, LSTM adds information through a struc-
ture called a gate, which consists of a single sigmoid neural
network layer and a single point multiplication operation,
to capture long-term dependencies. The value range is 0~1,
and whether the component information passes or not is
controlled according to the numerical value. LSTM has three
gates for protecting and controlling the cell state. The first
gate is the “Forgetting Gate,” which is implemented by the
sigmoid layer and selectively forgets the information in the
cell state. The second gate is the “input gate,” and the sig-
moid layer of the input gate determines which values to
update. The candidate vector Ct created by the subsequent
tanh layer selectively records the new information into the
cell state. The third gate is the “output gate,” whose object
is the hidden layer ht, and the output part of the hidden
layer is determined through the sigmoid layer. Then, it
passes through the tanh layer, gets a value in (-1, 1), and
multiplies it with the output value of sigmoid layer to deter-
mine the information to be output. In the LSTM network,
the information in memory is selected to be retained or
deleted through three gates. And the previous state, current
memory, and input are combined. This structure has proved
to be very effective in capturing long-term dependence.
Compared with a single LSTM model, Bi-LSTM model uti-
lizes the forward correlation information between the data
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at the time before and after the time series. Also, the reverse
correlation information of the time before and after is
considered. Therefore, it shows superior performance in
the classification of time series. In this paper, Bi-LSTM
model is selected as the training model.

2.4. The Emotional Calculation Method of Improve SPCA-
LSTM. The overall framework of the improved SPCA-LSTM
emotion calculation method proposed in this paper is shown
in Figure 5.

(1) Input layer: emotional text data of rural tourists

(2) Text representation layer: it is to embed the words
formed by combining Word2vev with TF-IDF-ICP
algorithm for vector representation

(3) Dimension reduction layer: the word vector is
reduced in dimension by using the reweighted SPCA
algorithm, which is used to reduce the dimension of
the dataset. Dimension reduction vector is used as
the input of depth model

(4) Bi-LSTM layer: Bi-LSTM extracts the context seman-
tics of text. Unidirectional LSTM generally captures
the past state information and calculates the output of
the current time. However, in many problems, the out-
put of the current moment is related not only to past
information but also to future information. Therefore,
Bi-LSTM structure needs to be used. Bi-LSTM consists
of two reverse lstms. The output at each time is deter-
mined by the forward output and the reverse output

(5) Attention layer: the attention network calculates the
attention weight of each word and focuses the output
features of Bi-LSTM network on the information
that is more important for the current task

(6) CNN layer: put the output feature vectors into convo-
lutional neural network to further extract local fea-
tures through convolution and pooling operations, in
which the convolution kernel is set to several different
sizes to extract local features with different granularity

(7) Output layer: text feature vectors obtained by convo-
lutional neural network layer are classified by soft-
max function

3. Experimental Results and Analysis

3.1. Experimental Environment and Dataset. The experimen-
tal environment of this paper is Tensorflow2.0 and
python3.6. The compilation platform is 64-bit Spider. The
hardware environment uses 8 core CPU, 8G of memory,
and NVIDIA (R)GTX (R)1080TI graphics card. Toolkits
used include jieba, Scikitlearn, numpy, and gensim. The
dataset is the rural tourism comment data captured from
the Internet as the dataset of this paper. Among them, there
are 6322 positive emotion samples and 1444 negative emo-
tion samples, totaling 7766 samples. 80% of the data was
used as training set and 20% as test set. The training set
was iterated for 20 times, and the accuracy and loss function
values were predicted during the training.

3.2. Experimental Parameters. The settings of model param-
eters in this paper are listed in Table 1 and Table 2.

3.3. Experimental Results and Comparison. Firstly, in order
to verify the performance of emotion calculation method
based on deep neural network proposed in this paper, the
text method is compared with emotion calculation method
based on emotion dictionary and emotion calculation
method based on machine learning. Specific comparison
methods are based on emotion dictionary ER (emotion-
rules), machine learning SVM (support vector machines),
and machine learning NBC (naive Bayesian classifier). The
test results of the emotional model are shown in Table 3.

Input layer

Text representation layer

Dimension reduction layer

Bi-LSTM layer

Attention layer

CNN layer

Output layer

Figure 5: The emotional calculation method of improve SPCA-
LSTM.
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From Table 3, the tourist sentiment calculation method
based on machine learning is better than that based on sen-
timent dictionary. The reason is that machine learning uses
statistical methods to extract feature items from text data,
and its nonlinear characteristics improve the reliability and
accuracy of emotion calculation. In the machine learning
method, NBC is better than SVM in all evaluation indexes.
And the effect on training set and test set is relatively stable.
The reason is that NBC, as a classic classification model in
machine learning, has a solid mathematical foundation and
stable classification efficiency.

Compared with ER, SVM, and NBC, the accuracy, recall,
and F1 values of the improved SPCA-LSTM algorithm in
this paper are greatly improved. The main reason is that
Bi-LSTM model with attention mechanism is intelligent in
text data feature extraction and learning methods. Deep
learning relies on big data and many parameters to automat-
ically fit nonlinear prediction functions, emphasizing the
depth of model structure and highlighting the importance
of feature learning. At the same time, the feature representa-
tion of samples in the original space is transformed into a
new feature space by feature transformation layer by layer.
Compared with the method of artificial feature construction
by machine learning, the algorithm model in this paper fully
embodies its advantages of big data.

In addition, word2vec uses high-dimensional vectors to
convert words into real vectors and accurately retain their

semantic information. Then, reweighted SPCA is used to
reduce the vector dimension and reduce the computation
of the deep learning model. The deep learning model not
only gives full play to the strong processing ability of deep
learning for high-dimensional data but also preserves the
good timing of tourism text data. Therefore, the proposed
model achieves better results than those based on emotion
dictionary and machine learning.

In order to verify the effectiveness of this algorithm,
this paper selects several deep learning models for
comparison.

(1) CNN: TextCNN model uses Word2vec model to
train word vector as word embedding layer

(2) LSTM: a network text classification model based on
one-way long-short-term memory

(3) RNN+ Attention: a text classification model based
on long-short-term memory based on attention
mechanism

(4) BBGA: Bert model is used to train word vectors as
word embedding layer, and Bi-GRU and attention
mechanism are used to extract features

(5) MLCNN: a text classification model combining con-
volutional neural network and long-short-term
memory network

(6) CTMWT: a convolutional neural network text classi-
fication model based on Word2vec and improved
TF-IDF

(7) BGRU-CNN: text classification model based on
recurrent neural network variant and convolutional
neural network

The experimental results of each model are shown in
Table 4.

The accuracy of this model is 5.44% higher than that
of the traditional convolutional neural network. The preci-
sion rate is 5.0% higher. The recall rate is 5.49% higher.
The F1 value is 5.19% higher. The highest accuracy rate
of other text classification models is 96.7%. The highest
precision rate is 96.5%. The highest recall rate is 96.6%.
The highest F1 value is 96.6%. The accuracy of this classi-
fication model is 0.65% higher. The precision rate is 1.4%
higher. The recall rate is 0.59% higher. The F1 value is
0.89% higher. Experimental data show the superiority of
this method.

Table 3: Test results of emotion calculation models with different
methods.

Evaluation model Accuracy Precision Recall F1
Emotion dictionary ER 81.0 87.1 73.4 79.6

Machine learning SVM 73.0 76.5 91.6 83.3

Machine learning NBC 83.6 90.2 90.8 90.4

Proposed model 97.4 97.8 97.2 97.5

Table 2: Parameters of deep learning model.

Superparameter Parameter description Settings

Num_filters Number of convolution kernels 128

Filter_sizes Different convolution kernels 2, 3, 4

Atten_size Attention layer size 50

Keep_prob
The probability that the neuron

is retained
0.5

Learning rate Learning rate 1 ∗ 10−3

Lr_decay Learning decay rate 0.9

L2 reg lambda Regularization coefficient 0.01

Batch_size Training size per batch 64

Hidden_dim Hidden layer dimension 128

Activation function Nonlinear function ReLU

Table 1: Setting of word vector training parameters.

Superparameter Parameter description Settings

Embedding_size Word vector dimension 100

Seq Length Fixed sentence length 600

Num_classes Number of label categories 10

Vocab_size Vocabulary 8000

Window
Maximum distance between the

current word and the predicted word
5

Min_count Word frequency 1

Workers Parallelism number of training 6
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4. Conclusion

The results of big data analysis of rural tourism are intro-
duced into the development planning of rural tourism,
which will provide extremely beneficial strategic guidance
for the realization of rural revitalization strategy. In order
to realize the big data analysis of rural tourism, this paper
proposes a rural tourism sentiment calculation method
based on the improved SPCA-LSTM algorithm, which uses
the improved TF-IDF+ Word2vec model to represent rural
tourism data in vector. Vector dimension is reduced by
reweighted SPCA. Then, Bi-LSTM model with attention
mechanism is used to extract text features. Finally, SoftMax
function is put into practice to calculate the emotion of rural
tourists. The experiment demonstrates that the proposed
algorithm is feasible and effective for sentiment analysis of
rural tourists. In the next step, this paper can consider the
construction of tourism-specific emotion dictionary and
combine tourism-specific emotion dictionary with machine
learning and deep learning methods to study tourist emotion
computing.
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This article combines machine intelligence-assisted gaze analysis to construct a student psychological evaluation system, which
provides a basis for solving student psychological evaluation methods. At the same time, by recognizing students’ behavioral
characteristics and then their psychological characteristics, a PC-side application with multiple functions such as human-
computer interaction, user data management, and physiological data display and storage has been developed. In addition, this
article constructs an intelligent system structure to evaluate students’ psychology through expert diagnosis. Finally, this article
evaluates the students’ psychology through the system and at the same time uses the comparative test method to evaluate the
system. Experimental research shows that the student psychological evaluation system based on machine intelligence-assisted
gaze analysis proposed in this paper is very close to the expert diagnosis result of student psychological evaluation.

1. Introduction

Educational evaluation can be classified according to differ-
ent criteria. According to the content of the evaluation, it
is divided into condition evaluation, process evaluation,
and result evaluation. Moreover, according to the evaluation
criteria, it is divided into relative evaluation, absolute evalu-
ation, and intraindividual difference evaluation. According
to the subjects participating in the assessment, it is divided
into self-assessment and others’ assessment. In addition,
according to the time and role of evaluation, it is divided
into diagnostic evaluation, formative evaluation, and sum-
mative evaluation. Finally, according to the method of
evaluation, it is divided into quantitative evaluation and
qualitative evaluation. Most scholars divide social work eval-
uation into two basic types: formative evaluation and
cumulative evaluation. The former refers to those methods
that provide information about project activities [1]. The
provision of this type of information can theoretically help
the organization develop and improve the project. The latter
is to examine the situation in which the project accomplishes

its goals. This type of information is very useful for funding
agencies to decide whether to reopen the project or continue
to allocate funds to the project. The initial cumulative evalu-
ation may later be transformed into a formative goal, which
is used to help the project improve, rather than to summa-
rize the results achieved or no results. The other two
concepts are process evaluation and result evaluation.
Among them, the process evaluation occurs in the project
in the operation stage, and the result evaluation involves
the project’s results to the client and the community [2].

College students are the successors of the country’s
future career development, and they are at a critical transi-
tion stage from adolescence to adulthood. At this time, their
outlook on life, world outlook, and values gradually stabi-
lized, and at the same time, they are in a relatively critical
transitional stage. At this stage, college students grow up
quickly and start a relatively independent life. Interpersonal
relationships with parents, teachers, and peers need to be
handled properly, and they are in a stage of high incidence
of psychological conflicts. On the one hand, college students
are required to have a healthy body, and on the other hand,
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they also need to have a good psychological quality to face
the pressures of all aspects of society. This makes paying
attention to the mental health of college students an
indispensable link in higher education [3].

At present, the methods of mental quality assessment
include homework method, projection method, and ques-
tionnaire method. The homework method is to allow the
testee to perform the actual operation, and then, the tester
will make a qualitative psychological quality assessment
based on his performance in the homework. This method
can solve the problem of subject evaluation due to educa-
tional and cultural factors, but this method depends on the
cognitive level of the tester, and the evaluation results of dif-
ferent testers are quite different and too subjective. The pro-
jection method is to respond to ambiguous images, ink
stains, or sentences. Subjects are asked to answer freely
according to their own understanding and feelings and to
understand the subject’s internal language and psychological
characteristics. This method is the same as the homework
method and is not fixed and accurate. Based on the
evaluation basis, the individual’s psychological quality
cannot be accurately evaluated.

This article combines machine intelligence-assisted gaze
analysis to construct a student psychological evaluation
system and conducts research on the psychological evalua-
tion of college students to improve the effect of college stu-
dent psychological evaluation.

2. Related Work

The standard of mental health is an important basis for
evaluating mental health, and it is an evaluative index for
connotation and definition. At the same time, mental health
evaluation standards are mostly defined around the concept
and connotation of mental health [4]. Literature [5] regards
mental health as a mental state in terms of emotion, intelli-
gence, and social adaptation, including emotional stability,
keen wisdom, and good social adaptation. The mental health
standards in the literature [6] are emotional health, person-
ality health, good social adaptation, and harmonious
interpersonal relationships. Literature [7] puts forward 6 cri-
teria for mental health: striving for self-growth, treating
oneself objectively, unity of outlook on life, establishing har-
monious interpersonal relationships, acquiring knowledge
and skills necessary for life, and loving life and having empa-
thy. The 6 criteria of mental health proposed in the literature
[8] are as follows: positive self-evaluation, moderate control
and sense of dominance, realistic optimism, ability to care
for others, ability to be happy and satisfying, and ability to
be enthusiastic about constructive and creative work. Litera-
ture [9] believes that mental health includes six abilities,
which are self-knowledge, self-realization, personality inte-
gration, autonomy, reality testing, and environmental
control. The literature [10] believes that mentally healthy
people often have 7 characteristics, which are generally rea-
sonable, have a sense of self-growth, have the ability to love,
have good intimacy, adapt to reality, work well, and have the
ability to have a better life. Literature [11] puts forward 10
criteria for mental health: adequate self-safety, understand-

ing of one’s own abilities, goals are in line with reality, not
divorced from society, healthy personality, able to learn from
experience, good interpersonal relationships, control one’s
emotions, give full play to one’s own personality, and meet
personal needs. Literature [12] believes that a mentally
healthy person, that is, a mature person, should possess 15
abilities and characteristics including self-sense, indepen-
dence, dependence, adaptation, reality testing, the ability to
love and be loved, and the ability to control emotions. The
literature [13] summarized the evaluation criteria of mental
health into four aspects: self-knowledge and self-attitude,
interpersonal attitude and social skills, enthusiasm for life
and the ability to solve problems effectively, and the internal
coordination of personality structure. Literature [14] pro-
poses that the standards of mental health include love of
work, good interpersonal relationships, understanding of
oneself, and acceptance of the external environment. Litera-
ture [15] believes that mentally healthy people should pay
attention to self-exploration and discovery, improve self-
values and self-esteem, have ideals closely integrated with
reality, and be down-to-earth. Literature [16] proposes that
three criteria can be used as the basis for judging mental
health. One is statistical criteria, which compares individual
behavior scores with the average state of the numerical dis-
tribution of normal behavior; the other is sociological
criteria, which compares individual. The behavior is com-
pared with social norms; the third is medical standards,
whether there are mental illnesses. Based on the above stan-
dards, it is not difficult to find that the formulation of mental
health standards is an extremely comprehensive and com-
plex issue. Combining different standards at home and
abroad, the author sums up three levels of mental health
standards: first, the physical and mental level, including
physical health, no mental illness, able to fully understand
self, balance internal psychological conflicts, good at learn-
ing and sharing, and having a healthy personality; the
second is the level of interpersonal relationships, with good
interpersonal interaction, positively accepting others, and
being able to get a sense of happiness in communication;
the third is at the social level, with good social adaptability,
able to actively participate in work, and realize their own
value. Comprehensive consideration of these aspects will
help to clarify many problems of mental health, so as to play
a certain enlightenment role for follow-up related research.

After the mathematical model is established, certain
results can be derived through logical reasoning or mathe-
matical operations. If a certain explanation is given to the
model, the result can be regarded as a certain prediction of
the empirical system [17]. The predicted value is further
compared with the actual test value, and the mathematical
model can be revised according to the degree of agreement
between the two. The advantage of using mathematical
models to describe psychological phenomena is not only that
it has greater generality, accuracy, deductive power, and pre-
dictive power than natural language descriptions, but more
importantly, it is convenient for computer simulations and
creates for the development of artificial intelligence. Condi-
tion: psychological statistics is a branch of applied statistics
that studies how to collect, sort, and analyze digital data in
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psychological experiments or investigations and how to
make scientific inferences based on the information con-
veyed by these data [18]. Psychological statistics is one of
the effective tools for psychological research. The history
of the development of psychology proves that scientific
psychology is inseparable from scientific experiments or
investigations, and psychological experiments or investiga-
tions must face the problem of processing digital data. For
example: how to collect data to make the numbers most
meaningful and reflect the research topics; what methods
are used to organize and analyze the data to maximize
the information reflected by these data, so as to make a
scientific analysis of the results of experiments or investi-
gations. Explain: how can we infer from the partial results
obtained to the overall, make general scientific conclu-
sions, and so on. To solve these problems, we must rely
on scientific statistical methods [19].

3. Machine Intelligence-Assisted Gaze Analysis

The prototype of the machine intelligence auxiliary gaze
analysis platform used in this topic is shown in Figure 1.
The main intelligent auxiliary platform is composed of a
fixed platform, a motion platform, and six motion branches
of the same UPU. The 6 UPU branch chains are used as the
drive input of the mechanism, and the length of each branch
is changed by the expansion and contraction of the electric
cylinder to control the pose of the platform. Both the fixed
platform and the moving platform are connected to the
two ends of each electric cylinder through a Hooke hinge,
thus forming a six-degree-of-freedom platform.

The degree of freedom of the intelligent auxiliary plat-
form is calculated:

F = 6 n − g − 1ð Þ + 〠
g

i=1
f i: ð1Þ

In the formula, n is the number of components, g is the
number of motion pairs, and f i is the number of degrees of
freedom of each motion pair, i = 1, 2,⋯, n. It can be seen
from Figure 1 that the total number of components of the
platform is n = 14, and the number of kinematic pairs is g
= 18, where each drive branch chain kinematic joint is com-
posed of Hooke hinges ð f = 2Þ and moving joints ð f = 1Þ.
Substituting it into formula (1), the degree of freedom of
the platform can be calculated as 6.

In order to describe the pose of the intelligent auxiliary
platform, this paper establishes a spatial rectangular coordi-
nate system, including a fixed coordinate system Ob − xbybzb
and a moving coordinate system O − xyz, as shown in
Figure 2. Among them, the lower platform is a fixed platform,
the upper platform is a moving platform, the Hooke hinge
joints of the branch chain connected with the fixed platform
and the moving platform are, respectively, denoted as Ai, Bið
i = 1, 2,⋯,6Þ, and the driving branch chain is denoted by f .
The two coordinate systems are described below [20].

(1) Inertial coordinate system Ob − xbybzb (denoted as P
): the coordinate origin Ob is located at the geometric
center of the fixed platform, the xb axis is perpendic-
ular to the line A1A6, the zb axis is perpendicular to
the plane determined by the hinge point A1, A2 ⋯ ,
A6, and the yb axis can be determined by the right-
hand rule

Figure 1: Three-dimensional model of intelligent auxiliary gaze
analysis platform.
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Figure 2: The coordinate system of the intelligent auxiliary
platform.

Table 1: The actual values of the geometric parameters of the
prototype (unit: mm).

R1 R2 h h1
800.0 800.0 1000.0 380.0
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(2) The moving coordinate system, that is, the upper
platform body coordinate system O − xyz (denoted
as M): the coordinate origin O is located at h1 below
the circle where B1, B2,⋯, B6 is located, and this
position is the geometric center of the upper plat-
form, the x-axis is perpendicular to the line B1B6,
the y-axis is perpendicular to the plane determined
by B1, B2,⋯, B6 and the plane is straight up, and
the z-axis is determined by the right-hand rule

The geometric parameters of the platform structure are
shown in Table 1. Among them, R1 is the radius of the
fixed platform, R2 is the radius of the circle (circle O2′)
where B1, B2,⋯, B6 is located, h is the distance between
the center of the fixed platform and the center of the
motion platform, h1 is the distance between the circle O2′

and the geometric center of the motion platform, and
the geometric meaning of each parameter can be seen in
Figure 3.

It can be seen from Figure 3 that there is a vector
equation for each branch.

AiBi =O1O2 +O2Bi −O1Ai  i = 1, 2,⋯,6ð Þ: ð2Þ

Ai in the fixed coordinate system Ob − xbybzb can be
expressed as

Ai = R1 cos ηi R1 sin ηi 0½ �T i = 1, 2,⋯,6ð Þ: ð3Þ

Bi in the moving coordinate system O − xyz can be
expressed as

R2

R1

h1

h

Figure 3: Schematic diagram of platform geometric parameters.
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Figure 4: Plan view of coordinate system. (a) Coordinate diagram of the fixed platform plan. (b) Coordinate diagram of the dynamic
platform plan.
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Bi = R2 cos ξi R2 sin ξi 0½ �T i = 1, 2,⋯,6ð Þ: ð4Þ

In the formula, ηi and ξi are the polar coordinate angles
of the plane where each hinge point is located.

Ob − xbybzb and O − xyz are projected into the plane
determined by the hinge point, and the plane coordinate sys-
tem is established, as shown in Figures 4(a) and 4(b).

In the plane coordinate system, ηi and ξi are expressed as
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ð5Þ

When analyzing the movement of the platform, Euler
angles are generally used to describe the attitude of the mov-
ing platform in the inertial coordinate system. Initially, the
initial orientation of the moving coordinate systemM is par-
allel to the inertial coordinate system P. First, the algorithm
turns O − xyz around its z-axis by angle a to obtain O −
xð1Þyð2Þz (denoted as Mð1Þ) and then rotates around Mð1Þ’s
yð1Þ-axis by angle β to obtain O − xð2Þyð1Þzð2Þ (denoted as
Mð2Þ), and finally, the algorithm rotates xð2Þ around Mð2Þ

by angle γ to get O − xð2Þyð3Þzð2Þ (denoted as Mð3Þ). Each
rotation can be represented by a rotation coefficient matrix,
and the above rotation process can be represented as

R =

cαcβ cαsβsγ − sαcγ cαsβcγ + sαsγ

sαcβ sαsβsγ + cαcγ sαsβsγ − cαsγ

−sβ cβsγ cβcγ

2
664

3
775: ð6Þ
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Figure 5: Acceleration signal output. (a) Acceleration input signal. (b) Export acceleration of the high-pass filter.
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Figure 7: Comparison of input and output of low-pass filter.
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Figure 6: Output displacement of the high-pass filter.
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In the formula, cα = cos α, sα = sin α and others can be
deduced by analogy.

The rotation transformation matrix has the following
properties:

RRT = E,

RT = R−1:

(
ð7Þ

In the formula, E is the identity matrix.
The position of ObBi in the inertial coordinate system

Ob − xyz can be expressed as

ObBi = R3 + RBi′ i = 1, 2,⋯,6ð Þ: ð8Þ

In the formula, R3 is the position vector of the origin O
of the dynamic coordinate system relative to Ob, that is, R3
=ObO = x y z½ �T. If it is assumed that each member
does not undergo elastic deformation, the inverse solution
equation for the drive branch is as follows:

li = R3 + RBi′−ObAi i = 1, 2,⋯,6ð Þ: ð9Þ

From formula (9), the inverse kinematic solution of the
mechanism can be expressed as

li = AiBij j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R3 + RBi′−ObAi

�� ��2q
i = 1, 2,⋯,6ð Þ: ð10Þ

In the formula, li is the length of the drive branch AiBi.
The classic washout algorithm includes comparison

calculation, proportional link, coordinate transformation
link, acceleration high-pass filter link, acceleration low-
pass filter link, angular velocity high-pass filter link, tilt
coordination link, angular velocity limiting link, and vari-
ous integration links. This section will design the main
links.

Because students feel the movement of the real intelli-
gent auxiliary platform through the vestibular system of
the head, in order to simulate motion, it is necessary to
convert the acceleration at the center of mass of the intel-
ligent auxiliary platform into the force of the student’s

head. It is necessary to calculate the specific force in the
coordinate system of the intelligent auxiliary platform as

f T = aT − gT: ð11Þ

In the formula, aT is the acceleration n of the real intelli-
gent auxiliary platform in the intelligent auxiliary platform
coordinate system ðm/s2Þ ; gT is the acceleration of gravity ð
m/s2Þ in the intelligent auxiliary platform coordinate system,
and gT = −g ⋅ ½sin θ, cos θ sin φ, cos θ cos φ�T, θ and φ are
the pitch and roll angles of the intelligent auxiliary platform,
respectively.

Taking into account the limited range of motion of the
intelligent auxiliary platform, a proportional link (also
known as signal reduction link) is added to the washout
algorithm to prevent excessive acceleration or angular veloc-
ity signals from causing the platform to exceed its range of
motion. At present, the most widely used method is the
cubic polynomial reduction method, and its general
expression is

y = −0:001x3 − 0:03x2 + x: ð12Þ

Since the washout filtering algorithm filters the specific
force and angular velocity signals in the inertial coordinate
system, it is necessary to perform coordinate transformation
on the specific force signal and angular velocity signal of the
student’s head calculated in the intelligent auxiliary platform
coordinate system. It is converted into a signal in the inertial
coordinate system, and the process can be realized by-
formulas (13) and (15).

f2 = Ls f1: ð13Þ

Among them, f1 is the specific force in the coordinate
system of the intelligent auxiliary platform ðm/s2Þ; f2 is the
specific force in the inertial coordinate system ðm/s2Þ; Ls is
the coordinate transformation matrix, and

Ls =

cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ

cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ

−sθ sφcθ cφcθ

2
664

3
775: ð14Þ

In the formula, sφ = sin φ, cφ = cos φ and others can be
deduced by analogy.

ω2 = Tsω1: ð15Þ

Among them, ω1 is the specific force in the coordinate
system of the intelligent auxiliary platform ðrad/sÞ; ω2 is
the specific force in the inertial coordinate system ðrad/sÞ;
Ts is the coordinate transformation matrix, and

Ts =

1 sin φ tan θ cos φ tan θ

0 cos φ −sin φ

0 sin φ sec θ cos φ sec θ

2
664

3
775: ð16Þ
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Figure 8: Tilt coordination.
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In order to simulate sudden acceleration and ensure that
the platform does not exceed its range of motion, the accel-
eration high-pass filter is used to filter out the low-frequency
signals in the acceleration signal and retain its high-
frequency components. The general form of the high-pass
filter equation is

Y
X

=
sn

D sð Þ : ð17Þ

In the formula, DðsÞ =∑n
i=0ais

i, a0 ≠ 0.
When simulating a certain continuous acceleration, for

example, the input is a unit step signal, and after a long
enough time, the output displacement is

xfinal = lim
t⟶∞

x = lim
s⟶0

s
1
s

sn

D sð Þ
1
s2

� �� �
= lim

s⟶0

sn−2

D sð Þ : ð18Þ

In order to ensure that the platform can return to the
neutral position after simulating a certain sudden move-
ment, that is, the high-frequency part of the acceleration,
xfind = 0 should be made. When n ≥ 3, the lowest order
of the high-pass filter is 3. At this time, the transfer
function is

H sð Þ = s3

s2 + 2ξhωhs + ω2
h

� 	
s + ωmð Þ : ð19Þ

In the formula, ωh is the second-order natural
response frequency ðrad/sÞ; ωm is the first-order natural
response frequency of the inertial link ðrad/sÞ; ξh is the
second-order damping ratio.

In order to test the features of the acceleration high-
pass filter, the initial input is 0, and a unit step signal is
given at time, as shown in Figure 5(a). This signal is input
into the second-order and third-order acceleration high-
pass filters, respectively, and the filtered acceleration can
be obtained, as shown in Figure 5(b). The displacement
can be obtained after the acceleration is integrated twice,
as shown in Figure 6.

It can be seen from Figure 5(b) that the acceleration out-
put of the two acceleration filters is not much different, and
high-frequency acceleration can be obtained. However, it
can be found from Figure 6 that the displacements output
by the two acceleration filters are significantly different.
After a long enough time, the displacement output by the
second-order acceleration filter is a nonzero constant value,
that is, the platform does not return to the neutral position.
In this way, the platform does not have enough space for
movement to simulate the next sudden movement. The dis-
placement output by the third-order acceleration filter is
finally 0, and the platform will have a sufficient range of
motion to simulate the next sudden movement.

Therefore, the acceleration high-pass filters along the x, y,
and z directions all adopt a third-order structure, as shown in
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Figure 9: Angular velocity signal output. (a) Angular velocity input signal diagram. (b) Comparison of output angular velocity of high-pass
filter.
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Figure 10: Comparison of output angles of high-pass filters.
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Hx sð Þ = s3

s2 + 2ξhxωhxs + ω2
hx

� 	
s + ωmxð Þ ,

Hy sð Þ = s3

s2 + 2ξhyωhys + ω2
hy


 �
s + ωmy

� 	 ,

Hz zð Þ = s3

s2 + 2ξhzωhzs + ω2
hz

� 	
s + ωmzð Þ :

8>>>>>>>>>><
>>>>>>>>>>:

ð20Þ

In order to simulate continuous acceleration, that is, the
low-frequency component in the acceleration, the platform
needs to be tilted to a certain angle, and the gravity component
is used to simulate the continuous acceleration felt by human
otoliths. For the vertical force signal, there is no low-pass filter
in this direction because the low-frequency component cannot
be simulated through tilt coordination.

The low-pass acceleration channel uses a second-order
low-pass filter, and the transfer function is

Hx sð Þ = ω2
lx

s2 + 2ξlxωlxs + ω2
lx

,

Hy sð Þ = ω2
ly

s2 + 2ξlyωlys + ω2
ly

:

8>>>><
>>>>:

ð21Þ

In the formula, ωlx, ωly is the natural cutoff frequency of
the second-order low-pass filter ðrad/sÞ; ξlx, ξly is the damp-
ing ratio.

In order to test the features of the acceleration low-
pass filter, the initial input is 0, a unit step signal is given
at 2 s, and the signal is input to the low-pass filter to
obtain the filtered acceleration, as shown in Figure 7. It
can be found from Figure 7 that the low-frequency com-
ponent of acceleration can be obtained through the
second-order low-pass filter.

When the simulation platform rotates an angle, a con-
tinuous forward or backward specific force can be
obtained in the corresponding direction, and the specific
force is generated by the gravity component. Since the
human body cannot distinguish whether the specific force
is generated by acceleration or the gravity component, the
specific force can simulate continuous acceleration. As
shown in Figure 8, the positive x direction is the forward
direction of the simulation platform, which is consistent
with the >forward direction of the real intelligent auxiliary
platform. The continuous specific force g sin θ can be
obtained by rotating (pitching) the simulation platform
around the y-axis. The magnitude of the specific force is
related to the tilt angle.

The Euler angle for continuous acceleration is [21]

θt = arcsin
f lx
g

� 
,

φt = − arcsin
f ly

g cos θ

� 
:

8>>><
>>>:

ð22Þ

In general, the pitch and roll angles produced by tilt
coordination are very small, so formula (22) can be written
in the form of

θt =
f lx
g
,

φt = −
f ly
g
:

8>>><
>>>:

ð23Þ

When simulating continuous acceleration, the angular
velocity of the simulated platform tilt should be less than
the human sensory threshold in the previous section to
ensure that the process is not noticed by the students, and
the purpose of increasing the angular velocity limit link
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Figure 13: The overall software architecture of the system.
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comes from this. In addition, tilt coordination relies on a
certain angle of tilt to generate gravity components to simu-
late continuous acceleration. Under normal circumstances,
the acceleration of the intelligent auxiliary platform is lim-
ited, the corresponding tilt angle is not large, the vertical
component of gravity will not decrease too much, and the
students will not easily feel the attenuation of the vertical
component of gravity. In general, the continuous accelera-
tion simulated by the tilt coordination method cannot
exceed 4m/s2, so the maximum tilt coordination angle can-
not exceed 25°.

In order to simulate the situation of sudden angular
velocity and to ensure that the platform does not exceed its
range of motion, the angular velocity high-pass filter is used
to filter out the low-frequency signal in the angular velocity
signal and retain its high-frequency components. From the

previous section, we know that the general form of the
high-pass filter equation is given by equation (17).

When simulating a certain continuous angular velocity,
for example, the input is a unit step signal, and after a long
enough time, the output angle is

αfind = lim
t⟶∞

α = lim
s⟶0

1
s

sn

D sð Þ
1
s

� �� �
= lim

s⟶0

sn−1

D sð Þ : ð24Þ

In order to ensure that after simulating a certain sud-
den movement, that is, the high-frequency part of the
angular velocity, the half station can return to the neutral
position, αfinal = 0 should be made. When n ≥ 2, the lowest
order of the high-pass filter is 2. At this time, the transfer
function is [22]

H sð Þ = s2

s2 + 2ξhωhs + ω2
h

: ð25Þ

In the formula, ωh is the second-order natural
response frequency ðrad/sÞ; ξh is the second-order
damping ratio.

In order to test the features of the angular velocity
high-pass filter, the initial input is 0, and a unit step signal
is given at 2 s, as shown in Figure 9(a). The signal is input
into the first-order and second-order angular velocity
high-pass filters, respectively, and the filtered angular
velocity can be obtained, as shown in Figure 9(b). The
angle can be obtained by integrating the angular velocity
once, as shown in Figure 10.

It can be seen from Figure 9(b) that the angular velocities
output by the two angular velocity filters are not much dif-
ferent, and high-frequency angular velocities can be
obtained. However, it can be found from Figure 10 that the
output angles of the two angular velocity filters are signifi-
cantly different. After a long enough time, the output angle
of the first-order angular velocity filter is a nonzero constant.
In other words, the platform did not return to the median. In
this way, the movement range of the platform to simulate
the next sudden movement situation will be limited. More-
over, the angle output by the second-order angular velocity
filter will eventually be 0, and the platform will have a suffi-
cient range of motion to simulate the next sudden
movement.

Therefore, the angular velocity high-pass filters around
the x, y, and z directions all adopt a second-order structure,
as shown in

Hx sð Þ = s2

s2 + 2ξhxωhxs + ω2
hx

,

Hy sð Þ = s2

s2 + 2ξhyωhys + ω2
hy

,

Hz sð Þ = s2

s2 + 2ξhzωhzs + ω2
hz

:

8>>>>>>>>><
>>>>>>>>>:

ð26Þ

Table 2: Comparison of the results of the student psychological
evaluation system based on machine intelligence-assisted gaze and
expert diagnosis.

Number
Expert

diagnosis
System
diagnosis

Number
Expert

diagnosis
System
diagnosis

1 94.97 94.28 31 76.22 75.39

2 94.90 95.34 32 76.04 78.91

3 94.75 93.92 33 75.22 72.25

4 93.96 96.73 34 74.56 72.66

5 92.89 89.99 35 73.34 76.70

6 92.40 96.84 36 72.90 76.30

7 90.77 94.82 37 72.27 70.62

8 90.53 93.71 38 71.95 73.74

9 90.10 86.45 39 71.66 75.19

10 89.82 90.48 40 71.52 73.47

11 88.75 85.78 41 71.36 74.68

12 88.23 90.67 42 70.99 70.02

13 87.81 83.99 43 70.88 73.13

14 87.56 86.00 44 70.29 72.28

15 86.43 87.21 45 69.53 68.02

16 85.82 82.01 46 69.32 66.14

17 84.31 83.84 47 69.21 70.87

18 83.74 86.15 48 68.44 69.65

19 82.56 84.11 49 66.85 69.20

20 82.55 82.50 50 64.09 64.99

21 80.76 84.00 51 63.53 61.18

22 79.82 83.56 52 63.39 60.57

23 79.48 76.28 53 62.85 60.72

24 79.32 76.13 54 62.70 62.27

25 78.43 79.20 55 62.02 59.15

26 78.05 78.69 56 61.14 63.71

27 77.84 81.33 57 59.37 59.71

28 77.74 77.57 58 59.12 60.37

29 77.13 80.01 59 58.57 58.29

30 76.50 79.92 60 58.43 56.02
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4. Psychological Evaluation of Students Based
on Machine Intelligence-Assisted
Gaze Analysis

The above constructs a student psychological evaluation
system based on machine intelligence-assisted gaze. The
system mainly recognizes students’ behavior features and
uses behavior features to recognize students’ psychological
features. Figure 11 shows the psychological feature
evaluation process.

Psychological stress, also known as psychological stress,
is the physical and psychological state of physical and mental
tension that the human body is stimulated by internal and
external environments. Considering that the characteristics
of physiological signals cannot be concealed, the psycholog-
ical stress state of the human body can be objectively and
effectively evaluated through the physiological signals of
the human body. The psychological stress assessment
method of this system is shown in Figure 12, including phys-
iological data collection, preprocessing, feature extraction,
data set division, training process, evaluation process, and
three types of psychological stress assessment outputs: calm,
mild stress, and high pressure.

This system not only completes the design of the soft-
ware and hardware of the physiological signal acquisition
system but also develops a PC-side application with multiple
functions such as human-computer interaction, user data
management, and physiological data display and storage.
The entire software part consists of three parts: device driver,
device application, and PC-side application. Figure 13 is the
overall software architecture of the system.

Based on the above research, this paper evaluates the
student psychological evaluation system based on machine
intelligence-assisted gaze built in this paper. This article
evaluates students’ psychology through expert diagnosis
and uses the obtained standards as basic data. After that,
the students’ psychology is evaluated uniformly through
the system of this paper, and the two sets of data are
compared, and the results shown in Table 2 and
Figure 14 are obtained.

From the above analysis, it can be seen that the evalua-
tion results of student psychological evaluation system based
on machine intelligence-assisted gaze proposed in this paper
are relatively close to the expert diagnosis results, and the
system constructed in this paper can be applied to student
psychological evaluation in the future.

5. Conclusion

The most commonly used scale questionnaire method for
student psychological evaluation uses structured questions,
which allows subjects to answer with “yes” or “no” or a lim-
ited number of choices, and scores judgments based on the
answer results. The scale method is mostly a questionnaire
formulated according to a specific test purpose, and at the
same time, a conventional model must be established as a
basis for judgment. In view of the shortcomings of the com-
monly used methods of psychological quality assessment in
the past, especially the absolute status of the evaluation of
human factors, many psychologists have devoted themselves
to studying how to more objectively and accurately assess
the individual’s psychological quality. In order to explore a
reliable method of student psychology evaluation, this paper
combines machine intelligence-assisted gaze analysis to ana-
lyze student psychology. Through experimental research, it
can be known that the evaluation results of the student psy-
chological evaluation system based on machine intelligence-
assisted gaze proposed in this paper are relatively close to the
expert diagnosis result.
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