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As an important emission reduction source for the transportation industry, biofuel has received strong support from the Chinese
government. However, the development of the biofuel industry is still struggling. *e high degree of uncertainty makes the
development of the industry face huge challenges. Kitchen waste, as a biodiesel raw material with a large yield, has good de-
velopment prospects. Reuse of kitchen waste can solve public health and safety problems. *is paper proposes a two-stage
stochastic programming model under supply disturbance to optimize the supply chain from the perspective of contract. *en
current three main flow directions of kitchen waste are analysed and the reasonable price for biodiesel operators to purchase is
determined. By signing contracts with the biodiesel operators, restaurant is guaranteed and encouraged to provide a certain
percentage of kitchen waste to meet the demand for biodiesel production. Using actual case in the Yangtze River Delta region, the
performance of the stochastic programming model under disturbance was compared. *rough the sensitivity analysis of different
parameters, this paper determines the influence of its supply chain network design and expected total system cost. *rough the
optimization of the waste cooking oil (WCO) for biodiesel supply chain, this paper can effectively improve the efficiency of the
supply chain, reduce system costs, increase the profits of biofuel operators, and promote the sustainable development of the
biofuel industry.

1. Introduction

In China, with the expansion of the bioenergy development
planning in recent years, the amount of biodiesel needed in
transport fuels is projected to increase. Moreover, the
current biodiesel blend ratio of 5% in China is likely to
increase to 15% or more in the near future, which will also
create more biodiesel demand. To meet the growing demand
of the biodiesel industry, society must provide more sus-
tainable material to produce biodiesel. *e Chinese gov-
ernment highly supports the development of the biodiesel
industry with kitchen waste as the raw material. *e de-
velopment policy of the biodiesel industry (2015) clearly
states that kitchen waste should become the main raw
material of biodiesel, and its supply chain needs effective
design to improve the overall operational efficiency. How-
ever, some studies have shown that few restaurants provide

kitchen waste to biodiesel operators due to uncertainty of the
implementation of kitchen waste production in most res-
taurants and the lack of understanding.*erefore, this paper
will focus on putting forward strategies to increase the
supply of kitchen waste in restaurants and reduce the cost of
the WCO-biodiesel supply chain.

*e paper firstly defines and describes the supply chain
problems. Previous studies have shown that providing a
financial benefit to restaurants is a viable way to encourage
restaurants to provide kitchen waste [1, 2]. *rough signing
a contract, ensure that restaurants sell a certain percentage of
kitchen waste at a certain purchase price, which can effec-
tively solve the problem of the uncertainty in the supply of
raw materials for biodiesel [3]. Based on the above two
models, the paper reconstructs the stochastic programming
model under the supply disturbance. In this paper, biodiesel
operators provide restaurants with the price of unit kitchen
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waste by signing contracts to achieve a stable supply source,
and the price is determined by the restaurant’s allocation
decision model. *e supply uncertainty of kitchen waste is
an important factor in the design of supply chain network.
*erefore, in the process of contract pricing and supply
chain model construction, this paper also considers the
uncertainty of the total supply of kitchen waste into the
supply chain stochastic model construction, so as to enhance
the antidisturbance of supply chain network. Based on the
above two models, the paper reconstructed stochastic pro-
gramming model of the supply chain. At last, we choose a
case study and do the sensitivity analysis from trans-
portation cost, pretreatment rate, kitchen waste residual
value, and penalty fee. *e research on the supply chain
network in the biodiesel collection stage can facilitate the
transportation of kitchen waste from restaurants to biodiesel
refineries for biodiesel production. *e structure of this
paper is as follows. Section 1 analyses the research back-
ground and purpose of this paper. Section 2 reviews the
relevant literature. In Section 3, the network optimization of
the restaurant kitchen waste supply chain is described. In
Section 4, the basic stochastic programming model, allo-
cation decision model, and reconstructed stochastic pro-
gramming model of the restaurant kitchen waste supply
chain under supply disturbance are presented. Section 5
discusses the acquisition of data and discussion of results for
the case study. Finally, in Section 6, the research results of
this paper are summarized.

2. Literature Review

2.1. Biodiesel SupplyChainUncertainty. In the supply chain,
the supply is uncertain due to the capacity limitation of
internal enterprises (endogenous factors) and the demand
change of external market (exogenous factors). Uncertainty
comes from all stages and activities in the biodiesel supply
chain, and its type and degree are all different [4]. At
present, a large number of literature studies reported that
the problems in production, procurement, inventory
management, coordination, and other aspects of the biofuel
supply chain are caused by supply uncertainty. Zahraee
et al. [5] considered the cost-effectiveness problem of the
biofuel supply chain under the uncertainty of supply and
built a deterministic planning and scheduling model
aiming at minimizing the cost. Geng et al. [3] considered
the problem of two-level supply chain composed of farmers
and producers in the environment of uncertain supply and
proposed a cooperation mechanism to improve the profit
of each member in the supply chain, but it was limited to
the case that market supply and demand fluctuated less.
Giarola et al. [6] considered the uncertainty of biomass
supply and carbon emission quota trading plan, aimed at
maximizing the net present value of supply chain and
minimizing carbon emissions, and established a multi-
period and multilevel mixed-integer linear programming
model, so as to solve the problems of raw material allo-
cation, production technology selection, and plant location
of upstream supply chain of bioethanol. Osmani and Zhang
[7] established a two-stage stochastic programming model

to maximize profits and minimize carbon emissions and
carried out a case study on biomass supply, biofuel de-
mand, and price uncertainty in four Midwest states of the
United States using wood fiber as raw material for biofuel
supply chain. Biomass supply uncertainty is one of the most
important uncertainty factors in the procurement process.
As for agricultural waste, on the one hand, biomass de-
pends on planting and harvesting operations and requires a
relatively fixed growth cycle, so the supply of biomass
presents obvious seasonal characteristics [8]. On the other
hand, under the joint action of farmers’ planting willing-
ness, weather conditions, soil conditions, and other factors,
biomass yield in different planting or harvesting periods
and locations also presents certain differences [8, 9]. For
waste cooking oil and other municipal wastes, on the one
hand, biomass production depends on the dining con-
sumption habits of urban residents and economic devel-
opment, and so on, and there is a spatial-temporal
difference. On the other hand, the actual amount of bio-
mass collected by refining plants is also subject to com-
petition from the illegal production industry chain of
“gutter oil,” which further aggravates the uncertainty of the
amount of biomass. Nguyen and Chen [10] proposed a
mathematical model to tackle the supplier selection and
operation planning problem in biomass supply chains to
help decision-makers facing uncertainty of biomass feed-
stock supply. Hu and Feng [11] model a supply chain of
service requirement and supply and demand uncertainty
with revenue sharing contract and derive the buyer’s op-
timal ordering policy and the supplier’s optimal supply
policy. Lin et al. [12] analysed equilibrium solutions for the
coopetitive supply chain across different channel structures
under supply uncertainty.

2.2.MathematicalModellingMethods forUncertainProblems.
In recent years, stochastic programming methods are mostly
used to deal with supply uncertainty in the supply chain [13].
Stochastic programming is one of the emerging methods to
deal with uncertain problems. *e stochastic programming
method was developed by Danzig and Beare, aiming to
model random variables by using a set of discrete scenarios
with known probabilities [14–17]. *e demand assumption
in stochastic planning is a random variable that obeys a
uniform distribution, a normal distribution, or a Poisson
distribution. *en, an optimal solution is found through
stochastic programming to minimize (or maximize) the
expected value of the objective function in the supply chain
[18]. Due to the characteristics of supply chain design, two-
stage stochastic planning has been widely used in problems
related to supply chain management [19]. In the first stage,
the strategic or long-term decision of supplier selection
(such as the number and combination of suppliers) should
be made before the realization of random variables. When
the random variables are realized, tactical and operational
decisions such as order allocation, inventory, production,
and transportation will be made in the second stage. When
the model is constructed, the uncertainty problem is usually
transformed into a deterministic mathematical
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programming method, which helps to minimize the impact
of uncertainty factors. Dantzig et al. [20] proposed this
concept and pointed out that stochastic programming can be
divided into two types: two-stage stochastic programming
model and multistage stochastic programming model. At
present, two-stage stochastic programming is more com-
mon. Gupta and Maranas [21] pointed out that the two-
order stochastic programming in uncertain supply chain
design can be divided into twomodels, namely,Wait and See
model and Here and Now model. An et al. [22] studied the
reliable P-median location problem using a two-stage robust
model. Ghodratnama et al. [23] conducted robust and fuzzy
target planning for the new multitarget hub location allo-
cation problem. Stochastic programming has been gradually
applied to various supply chain optimization and man-
agement problems.

2.3. Sustainability of Biodiesel Supply Chain. Sustainable
supply chain design and optimization have become an
emerging method, which tries to take environmental, eco-
nomical, and social decisions into full consideration [24].
Geng and Sun [25] summarized the literature related to
biodiesel supply chain optimization research. Economic
sustainability means the most important objective of the
biodiesel supply chain is to produce biodiesel in an eco-
nomically viable manner [26]. Liu et al. [27] studied amixed-
integer linear programmingmodel for optimizing economic,
energy, and environmental objectives in a biofuel supply
chain network design problem. *e energy objective is
measured by the fossil energy input per megajoule of biofuel
production. Early work tends to focus on some environ-
mental aspects of the engineering process, such as waste
management and net heat consumption [28]. Giarola et al.
[29] studied a biofuel supply chain network design model
with the aim of cost and CO2-eqv. minimization. Social
sustainability reflects as the development of the bioenergy
industry is likely to create new employment opportunities
and bring greater economic vitality in rural areas [30–33].

In general, the optimization of biodiesel supply chain is
extremely important in the development system of the
bioenergy industry. Scholars have done extensive research
on theories and methods of biodiesel supply chain opti-
mization, especially in the areas of biodiesel supply chain
facility location. However, the theory of supply chain op-
timization using kitchen waste as raw material in view of
China’s national conditions is relatively insufficient. *ere
are few papers on both the tactical design of sustainable
supply chains and the optimization of biodiesel modelling
under uncertain conditions. *is paper introduces the
strategy of price contract between restaurants and biofuel
operators to guarantee restaurants to supply appropriate
kitchen waste to biodiesel refineries. *rough the con-
struction of a two-stage stochastic programming model, the
disturbance of kitchen waste supply was integrated into the
design of biodiesel supply chain network. *e negotiated
purchase price of kitchen waste and the structure of biodiesel
supply chain network were determined to ensure the normal
operation of biodiesel refineries under disturbance.

3. Problem Description

WCO for biodiesel supply chain is a three-level supply chain
including kitchen waste supply point, pretreatment facility,
and the demand point (biodiesel refinery). *e first level of
kitchen waste supply point is the restaurants. *e second
level is the kitchen waste pretreatment facility, which is used
for pretreating kitchen waste. It is built by the biodiesel
operator according to the economic cost and environmental
impact. *e biodiesel operators can sell the excess kitchen
waste at the pretreatment facility and buy the kitchen waste
when the kitchen waste shortage occurs according to the
demand of biodiesel and the supply of kitchen waste. *e
third level is biodiesel refinery, where all waste cooking oil
processed by the pretreatment facility is transported to the
refinery for biodiesel production. *e kitchen waste is
provided by the restaurants and transported by truck to the
kitchen waste pretreatment facility, where the treated
kitchen waste is transported to the biodiesel refinery, as
shown in Figure 1.

Biodiesel production from kitchen waste faces more
uncertainties in the future such as feedstock supply, biodiesel
demand, and changing regulations and policies. According
to statistics in the past 10 years, the total kitchen waste has
increased by 1%–8% in different proportions [34]. *e
government has introduced a series of measures to reduce
the amount of kitchen waste. Kitchen waste will continue to
have obvious uncertainty in the future. *e purpose of this
paper is to establish a stochastic programming model
considering the contract establishment and provide reliable
solutions for designing the whole kitchen waste supply chain
under the potential supply disturbances in the future. *e
specific problems to be solved by the stochastic program-
ming model include the determination of the purchase price
of the kitchen waste in the contract signed by the biodiesel
operator and the restaurants; the location of the infra-
structure supporting this biodiesel supply chain system; and
whether biodiesel derived from kitchen waste can be part of
sustainable energy solutions that are economically viable
and environmentally acceptable.

4. Model Construction

4.1. Two-Stage Stochastic ProgrammingModel. *e objective
of WCO for biodiesel supply chain stochastic programming
model under supply disturbance is to minimize the expected
total system cost and carbon emission cost by satisfying
some constraints. *is paper assumes that the kitchen waste
supply by restaurants depends on two factors: (a) the pro-
portion of kitchen waste supplied to biodiesel refineries and
(b) the total supply of kitchen waste. Biodiesel refineries offer
a group of prices per unit kitchen waste of restaurants and
promise to buy the kitchen waste they provide. Under this
commitment, the biodiesel refiners buy the kitchen waste at
that price and then the restaurants supply a percentage of
kitchen waste. As the purchase price increases, the per-
centage may increase. After the kitchen waste is collected, it
is treated by a pretreatment facility established by the
biodiesel refinery and transported to the biodiesel refinery.
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Pretreatment facilities pretreated kitchen waste from dif-
ferent kitchens and transported it to biodiesel refineries.
Other assumptions include the following: (a) location of the
pretreatment facility is determined by the biodiesel operator
and selected from a set of known candidate sites; (b) bio-
diesel refineries need to process and convert the pretreated
kitchen waste into biodiesel; (c) location of biodiesel re-
fineries and demand for kitchen waste are deterministic; and
(d) if the kitchen waste from the restaurants cannot meet the
needs of the biodiesel refinery, the biodiesel operator needs
to obtain it from an external supplier and there will be
penalty charges for purchasing the unit’s external kitchen
waste. On the other hand, if the biodiesel operator has a
surplus after meeting all the demand, it can sell the kitchen
waste to make up for the loss of the excess raw materials.

In this paper, a scenario-based two-stage stochastic
programming model is constructed. In the first stage, the
location of the pretreatment facility and purchase price of
the kitchen waste provided to the restaurants are deter-
mined. *en, based on the purchase price offered by the
biodiesel operator, each restaurant decides how much
kitchen waste allocates to biodiesel refineries for production.
*e total amount of kitchen waste was provided by each
kitchen, which is influenced by random events such as the
size of a city’s population, consumption habits, and policy
guidance. Supply uncertainty is addressed through a limited
set of scenarios. When one scenario occurs, the total supply
of the kitchen becomes known. In the second stage, the
biodiesel refinery makes some decisions based on the cal-
culated supply when the supply ratio and total supply are
known. *e decisions include the amount of kitchen waste
transported from the restaurants to the pretreatment facility,
the amount of kitchen waste transported from the pre-
treatment facility to the biodiesel refinery, the amount of
kitchen waste purchased externally by each biodiesel

operator, and the amount of excess kitchen waste to be sold.
Under the standard two-stage stochastic programming
model, the first-stage decision must be made before the
actual system uncertainty is realized. After random events
occur, decisions are made in the second stage. *e goal of a
typical two-stage programming model is to make decisions
by minimizing the cost of the first stage and randomizing the
expected cost of the second stage. A two-stage stochastic
programming based on scenario divided uncertain spaces
into countable scenarios, and each scenario is provided with
a corresponding probability. Although scenario-based two-
stage stochastic programming sacrifices the solution’s op-
timality, it ensures that the second-stage decision is made
based on the occurrence of uncertainty. It is a good ap-
proximation of the total solution. Table 1 lists the symbols
used in the model construction.

*e two-stage stochastic programming model is
expressed as follows:

F1 � Min
j∈J

fj × Yj + E ψ Yj, π,Φs
i  , (1)

F2 � Min
j∈J

ehj × Yj + E χ Yj, π,Φs
i  , (2)


j∈J

M
c

× Yj ≥ 
k∈K

Dk

μ
, (3)

h≤ π ≤ c, (4)

Yj ∈ 0, 1{ }, ∀j ∈ J. (5)

Specific to a given specific scenario:

ψ(s) � ψ Yj, π,Φs
i  � Min

i∈I

j∈J

c
f d

× q
s
ij × dij + 

j∈J

k∈K

c
w d

× q
s
jk × djk

+ 
j∈J


k∈K

CPR × q
s
jk + 

s∈S

i∈I
Φs

i × π × Γi(π) + 
k∈K

c × Q
s
j − 

i∈I
h × W

s
i ,

(6)

χ(s) � χ Yj, π,Φs
i  � Min

i∈I

j∈J

EHV × q
s
ij + 

i∈I

j∈J

ECT × q
s
ij × dij

+ 
j∈J


k∈K

ECT × X
s
jk × djk + 

j∈J

k∈K

EBD × q
s
jk,

(7)

Biodiesel refineryKitchen waste
pretreatment facility

Kitchen waste
supply point

Energy

Energy WasteWaste
CO2

Energy
EnergyEnergy CO2 CO2CO2

Figure 1: Waste cooking oil for biodiesel supply chain.
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F � Min α 
i∈I


j∈J

c
f d

× q
s
ij × dij + 

j∈J

k∈K

c
w d

× q
s
jk × djk + 

j∈J

k∈K

CPR × q
s
jk

⎛⎝

+ 
s∈S


i∈I
Φs

i × π × Γi(π) + 
j∈J

c × Q
s
j − 

i∈I
h × W

s
i
⎞⎠ +(1 − α) 

i∈I

j∈J

EHV × q
s
ij

⎛⎝

+ 
i∈I


j∈J

ECT × q
s
ij × dij + 

j∈J

k∈K

ECT × X
s
jk × djk + 

j∈J

k∈K

EBD × q
s
jk

⎞⎠ × CEP.

(8)

*e objective functions F1 and F2 minimize the expected
total cost and carbon emissions of the system, respectively.
*e objective function F1 includes the cost of the first stage
and the expected cost of the second stage. Operators Eψ
represent mathematical expectations about random pa-
rameters ψ(s). In objective function (1), the first-stage cost
package is the fixed cost of the preprocessing facility con-
struction, which is constant with the implementation of
random parameters.*e cost of the second stage depends on
the scenario that is in formula (6): the transport cost of the
biodiesel kitchen waste, the cost of the kitchen waste pre-
treatment facility, the purchase cost of the raw material
kitchen waste, and the possible fuel shortage loss cost.
Objective function (2) also includes the first stage cost and

the second stage expected cost. Operators Eχ represent
mathematical expectations about random parameters χ(s).
*e first stage of carbon emissions includes fixed carbon
emissions from the construction of the pretreatment facility,
the value of which is constant with the implementation of
the random parameters. *e second stage of carbon emis-
sions is scenario-dependent in formula (7), including
kitchen waste collection carbon emission, pretreatment
carbon emission, and transport carbon emission. It is as-
sumed that the cost function of raw material purchase has a
piecewise linear relationship with the purchase quantity. For
the calculation of carbon emissions, this paper mainly refers
to the relevant carbon emission factor method. *ese factors
are mainly calculated by quoting scholars’ literature and

Table 1: Description of symbols used in the base model.

Set
I Set of kitchen waste supply points i
J Set of potential pretreatment facility locations j
K Set of biodiesel refinery locations k
S Set of uncertain scenarios s
Parameter
Γi(π) Function of the kitchen waste amount of supply point i provided for the biodiesel operator according to the price π
dij Distance from supply point i to pretreatment facility j
djk Distance from the pretreatment facility j to the biodiesel refinery k
Φs

i Total amount of annual kitchen waste supply in each supply point i under scenario s
fj Fixed construction cost of the pretreatment facility j
ps Probability of scenario s
C Penalty fees for shortage demand of biodiesel
H Residual value of excess kitchen waste
Dk Demand for biodiesel at the biodiesel refinery k
cf d Transport costs for kitchen waste by truck
cw d Transport costs for waste cooking oil by truck
EHV Carbon emissions from unit kitchen waste collection
ECT Carbon emissions from transportation by truck
Mc Maximum processing capacity of the pretreatment facility
ehj Carbon emissions from the construction of pretreatment facility j
EBD Carbon emissions from pretreatment facilities deal with unit kitchen waste
CPR Processing cost from unit kitchen waste at the pretreatment facility
μ Pretreatment rate of unit kitchen waste at pretreatment facility
α *e weight
CEP Trading price from unit carbon emissions
Decision variables
qs

ij Quantity of kitchen waste from supply point i to pretreatment facility j in scenario s
qs

jk Quantity of waste cooking oil from pretreatment facility j to biodiesel refinery k in scenario s
Yj 1 when location j is used to build a pretreatment facility, 0 otherwise
Qs

j Quantity of outsourcing kitchen waste at the pretreatment facility j in the situation s
Ws

i Quantity of excess kitchen waste at supply point i in scenario s
π Negotiated purchase price for unit kitchen waste
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some extrapolated data. Carbon emissions used in different
processes are linear functions. *e other constraint set is as
follows:


i∈I

q
s
ij ≤M

c
× Yj, ∀j ∈ J, (9)

μ × 
i∈I

q
s
ij + Q

s
j

⎛⎝ ⎞⎠ � 
k∈K

q
s
jk, ∀j ∈ J, (10)


j∈J

q
s
ij + W

s
i � Γi(π) ×Φs

i , ∀i ∈ I, (11)


j∈J

q
s
jk ≥Dk, ∀k ∈ K, (12)

q
s
ij, q

s
jk, W

s
i , Q

s
k ≥ 0. (13)

Constraint (3) means that the total capacity of the
pretreatment facility must be greater than the total demand
of the system because all kitchen waste need transport passes
through the pretreatment facility. Constraint (4) defines the
lower and upper limits of unit kitchen waste purchase price.
*e purchase price of kitchen waste must be greater than the
residual value and must be less than the penalty cost. If the
kitchen waste purchase price is lower than the residual value,
the biodiesel operator only needs to make a profit by selling
the kitchen waste. Conversely, if the purchase price is higher
than the unit penalty cost, the biodiesel operator canmeet all
demand by purchasing from an external supplier. Constraint
(5) is a binary variable. Objective function (6) represents the
economic cost throughout the whole supply chain. Objective
function (7) represents carbon emission throughout the
whole supply chain. Objective function (8) is the total cost
after taking unit carbon emissions trading price into ac-
count. Constraint (9) is the capacity constraints of each
pretreatment facility. Constraint (10) is the balance between
the inflow and outflow of the pretreatment facility. Con-
straint (11) is the supply constraint that ensures that all
supply is transported to biodiesel refineries. Constraint (12)
biodiesel refineries meet a demand greater or equal to the
total biodiesel demand. Since the objective function and the
constraint condition both contain Φs

i × Γi(π), the problems
ψ and χ change with different implementations of the
random variable Φs

i . For each first-stage decision, the
problems ψ and χ are feasible for all scenarios. Constraint (4)
ensures that the capacity of kitchen waste transported
through the pretreatment facility is sufficient so that all the
pretreatment facility locations are feasible in the first stage.
Biodiesel refineries can be outsourced to meet demand, so
that the demand of each biodiesel refinery can always be
outsourced regardless of the kitchen waste acquisition price
and supply situation. *erefore, the properties of the
mathematical model are largely dependent on Γi(π).

4.2. Stochastic Programming Model Reconstruction

4.2.1. Allocation Decision Model for Restaurants. In order to
determine the function Γ introduced in the mathematical
formula, it is necessary to take the restaurant’s decision into
consideration. A model which determines the relationship
between the price and the supply proportion of kitchen
waste is needed. In this paper, we followed the methods of
Uster andMemişoğlu [35] andMemisoglu [36] to determine
the relationship between the price and the supply proportion
of kitchen waste. To form a hypothesis, restaurant makes a
supply decision totally based on its expected profit. As a
consequence, the kitchen uses the biodiesel operator if the
expected profit is higher than the kitchen’s current expected
profit which is supplied to at least one other vendor. Suppose
that restaurant i provides kitchen waste Ri to vendor r. *e
following symbols to construct the allocation decisionmodel
of the kitchen are shown in Table 2.

For each restaurant and vendor, the following equation
must be followed:

Supir × Pepr − Ckpir � Supi∗ × Bkpir(  − Ckpi∗ . (14)

*e left and right sides of equation (14), respectively,
represent the expected unit profit (Yuan/year) that the
restaurant provides to all vendors r and the biodiesel op-
erators. A kitchen will supply kitchen waste to a biodiesel
operator only if its expected profit is greater than its expected
profit from supplying at least one of the other vendors. For
kitchen i, there is |Ri| vendor demands, and therefore, there
is Ri balance price between the biodiesel operators, each
represented by Bkpir, where r belongs to Ri. *ese prices can
be determined by resolving (14) Bkpir, which is a supply-
demand balance price that can persuade restaurants to
supply kitchen waste to biodiesel operators rather than to
other vendors.

4.2.2. Reconstruction of Stochastic Programming Model of
WCO for Biodiesel Supply Chain under Supply Disturbance.
*e optimal purchase price is one of the equilibrium prices
of the restaurant’s supply and demand. *us, the set of
continuous price values can be reduced to a set of discrete
price points since each restaurant has a finite supply and
demand equilibrium price. Let us define the set ξ, which
represents all the supply and demand equilibrium prices ξ �

∪ i,rρir,∀i ∈ I, r ∈ Ri for all the kitchens, and a new set F⊆ξ,
representing all the possible different prices. Pf is assumed
to be a binary decision variable, f ∈ F; if the price f is
selected, then Pf � 1; otherwise, it is 0 and πf is the relevant
price value. ωif means that when the price f is provided, the
proportion of allocation ωif to the biodiesel operator de-
termined by a kitchen i is equal to Γi(πf) which can be
calculated relatively easily. For each scenario, the cost of the
biodiesel operator to purchase kitchen waste is a function πf.
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*e probability ps of each scenario is assumed to be known.
*erefore, the purchase cost item can be extracted from the
problems ψ and χ and can be placed separately in the

objective functions (1) and (2). According to these modi-
fications, the model proposed in Section 4.1 is reconstructed
as follows:

F1 � Min
j∈J

fj × Yj + 
i∈I


s∈S


f∈F

πf × p
s

× Pf × wif ×Φs
i + E Δ Yj, Pf,Φs

i  ,
(15)

F2 � Min
j∈J

ehj × Yj + 
i∈I


s∈S


f∈F

EHV × p
s

× Pf × wif ×Φs
i + E λ Yj, Pf,Φs

i  .
(16)

Subject to (3), (5) and the following:


f∈F

Pf � 1,
(17)

Pf ∈ 0, 1{ }, ∀f ∈ F. (18)
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(19)

Table 2: Description of the symbols used in the allocation decision model.

Symbol Description
Supir Quantity that i expects to provide to vendor r for kitchen waste purchase (tons/year)
Pepr Expected purchase price given by vendor r (Yuan/ton)
Ckpir Fees of restaurants i providing kitchen waste to vendor r (Yuan/year)
Supi∗ Quantity expected to be supplied by the restaurant i to the biodiesel operator (tons/year)
Bkpir *e equilibrium price between supply and demand of restaurant i and vendor r (Yuan/ton)
Ckpi∗ Fees for the provision of kitchen waste by restaurant i to the biodiesel operator (Yuan/year)
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Subject to (9), (10), (12), and the following:


j∈J

X
s
ij + W

s
i � 

f∈F
Pf ×Φs

i × wif, ∀i ∈ I.
(20)

In the reconstructing model, the first and second for-
mulas of objective function (15) represent the total fixed cost
and the expected acquisition cost, respectively. *e first and
second formulas in (16) represent carbon emissions during
construction and collection, respectively. Constraint (4) no
longer needs to be removed from the entire model, while
constraints (17) and (18) are added to the new model, which
ensure that only one of the supply and demand equilibrium
prices is selected. At the same time, the overall problem with
this new model becomes linear. Although the introduction
of new binary variables wif into this model increases the
number of decision variables, it also reduces the pricing
decision to a limited set of choices.

4.2.3. Solutions. Aiming at the economic and environmental
objectives involved in the model, this paper introduces the
environmental cost (carbon emission trading price), con-
verts the environmental target into the economic cost target,
and refers to the weight coefficient between the environ-
mental target and the economic target value [37], so as to
transform the multiobjective problem into a single-objective
problem. *us, the single-objective supply chain optimi-
zation model can be solved by MATLAB programming
software. Combined with the solution idea of two-stage
stochastic programming model, this paper introduces sit-
uational variables to transform the optimization model
under certain conditions into stochastic programming
model under uncertain conditions.*e specific solution idea
of the two stages is as shown in Figure 2 [36]:

Step 1: make a first-stage decision to determine the
construction status of each pretreatment facility
Step 2: calculate the cost of the first stage
Step 3: at the beginning of the second phase, realize all
the uncertain supplies
Step 4: at the end of the second stage, see the realization
of uncertainty and the decision of the first stage, and
make the second stage decision, namely, supply price
and transportation volume
Step 5: calculate the scenario cost of the second stage
Step 6: calculate the expected total cost

In this article, according to different circumstances,
supply points calculated the average supply of decision
variables in the first phase of Yj, whether to choose pre-
processor facilities with value of 1, then Yj value will not be
affected by changes in supply, will also receive a preliminary
objective function value, and corresponds to a suitable
supply chain network structure. In order to get the optimal
allocation decision, the decision of the second stage is
needed. In this stage, a subproblem is generated according to
each different supply situation. In each subproblem, the
objective function is no longer a decision about the

construction of pretreatment facilities, but a decision about
the distribution of food and kitchen waste, that is, it de-
termines qs

ij and qs
jk. Based on the sequential decision of

location and distribution problems based on two-stage
stochastic programming, the optimal design scheme of food
waste supply chain network can be obtained.

5. Case Analysis

5.1. Disturbance Factors. *e disturbance factor in the
supply chain is the total supply of kitchen waste, and the
specific calculation process is as follows: first, the supply
quantity is estimated under the basic scenario. *e case
analysis in this section adopts the real data of the Yangtze
River Delta region. It is assumed that the kitchens on the
supply point of the kitchen waste in each city are clustered at
the central position of the cities in the Yangtze River Delta.
*en the geographic location and coordinates of the city
centre are obtained through GIS as the location of the
restaurants in the supply point. *e calculation of the total
supply of kitchen waste is estimated by the following
equation [38]:

Mi � κi × M, (21)

where κi is the population of city i and M represents the
annual production of kitchen waste per capita in China. In this
paper, the statistical value of 2019, namely, 0.18 kg/day person,
is used to get the total quantity of kitchen waste supply in each
city. However, within the scope of China, although Shanghai,
Nanjing, Suzhou, and other cities have carried out the first
practice of garbage recycling and achieved preliminary results,
most of the recycling objects are only for the kitchen waste
produced by catering enterprises and large canning rooms,
while the recycling cost of household waste is relatively high.
Some studies have shown that kitchen waste from enterprises
and large dining room takes only about 25% of the total
current kitchen waste output; therefore, the proportion of
restaurant waste that can be recycled for the firms in current
Yangtze normal situation all is set to 25%. We concluded that
the number of kitchen waste supply is used as a normal
situation in this case in Table 3.

5.1.1. Determination of Kitchen Waste Supply Scenario. It
can be seen from the data statistics in the previous section
that people’s increasing consumption in catering has
brought about a rapid growth of kitchen waste. *e gov-
ernment has introduced a series of measures to reduce the
amount of kitchen waste. *e Yangtze River Delta is also
trying to introduce some policies to reduce the generation of
kitchen waste, for example, “Empty Plate Campaign” and so
on to encourage the moderate consumption. Considering
the reduction policy on the influence of the amount of
kitchen waste in this case study, we divided 10 classes
according to 0.5% of the total recursive difference, respec-
tively. Ten kinds of scenario have the same probability.
Supply and geographical distribution of kitchen waste under
standard circumstances are shown in Figure 3.
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5.2. Deterministic Factors

5.2.1. Proportion and Quantity Supplied to Biodiesel
Refineries. In order to determine the proportion and
quantity of kitchen waste supplied to biodiesel refineries,
three directions of kitchen waste in Jiangsu Province in
recent years should be determined first. According to the
investigation, they are, respectively, gutter oil production,
animal husbandry, and organic fertilizer production, and the
vendors are represented by r. According to the survey data,
the flow proportion of total kitchen waste in the Yangtze
River Delta was determined, and the supply proportion of
kitchen waste in each city was calculated. *en, according to
the total 2018 kitchen waste in Yangtze River Delta, calculate
the supply to the above three parties Supir, in order to
determine the kitchen waste purchase price of each demand
point r, and this paper takes questionnaire investigation and
gets the purchase price of all the demand point in 2016, 2017,

and 2018. *en we determine the average value to the
purchase price. For restaurants supply costs Ckpir, the
survey found when a restaurant supplies kitchen waste for
cooking oil production and organic fertilizer production
manufacturers, and kitchens need to do a series of garbage
classification which is simple to handle, so the cost is rel-
atively a bit higher which is about 50 Yuan/ton. While
provided to livestock feed manufacturers, restaurants pro-
cessing fee is very low, only artificial collection and handling
are needed, so the cost is relatively low. Here we assumed
that the kitchen waste supply fee Ckpi∗ is roughly the same as
that of supply fee for gutter oil production, which is

First stage Second stage

Decisions: negotiate price and 
location

Decisions:
transportation

Kitchen waste
collection

Biodiesel
production

Figure 2: Solution idea of the two-stage stochastic programming model of WCO for biodiesel supply chain.

Table 3: Total supply of recyclable kitchen waste in the Yangtze
River Delta.

Supply point Quantity of food waste (tons)
Shanghai 396657
Hefei 127960.1
Ma’anshan 37155.23
Hangzhou 117533.6
Ningbo 95889.95
Jiaxing 57175.03
Huzhou 43329.95
Shaoxing 72772.1
Zhoushan 16003.03
Wenzhou 133643.4
Jinhua 78028.1
Quzhou 41983.9
Taizhou (Zhejiang Province) 98069.28
Lishui 43629.08
Nanjing 134946.7
Wuxi 106765.2
Xuzhou 141719.7
Changzhou 77130.73
Suzhou 174174.5
Nantong 119862.5
Lianyungang 73113.95
Huai’an 79694.63
Yancheng 118644.6
Yangzhou 73541.28
Zhenjiang 52089.95
Taizhou (Jiangsu province) 76190.63
Suqian 79545.08

0 150 300
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Pretreatment facility
Biodiesel refinery

10,000–50,000
Kitchen waste supply

50,000–100,000
100,000–150,000
150,000–200,000
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Figure 3: Supply of kitchen waste in the Yangtze River Delta under
standard scenario.
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estimated to be 50 Yuan/ton. *en, the above parameters
were substituted into equation (14) to find the supply-de-
mand balance price Bkpir of kitchen waste supplied to
biodiesel operators. *ese figures were corresponding to the
break-even price (πf) in the model proposed in Section 4.

5.2.2. Kitchen Waste Demand Point and Candidate Facility
Locations. Figure 4 shows the locations of candidate pre-
treatment facilities. After preliminary investigation, 27
prefecture-level cities can be listed as candidate cities for the
construction of pretreatment facilities in the Yangtze River
Delta. *e geographic centre of each city is selected as the
location coordinates of candidate pretreatment facilities and
used in the case study.

*e optimization of WCO for biodiesel supply chain
aims at the process of biodiesel operators purchasing kitchen
waste, so the location of the demand point here is the lo-
cation of the demand point of kitchen waste, that is, the
location of biodiesel refinery. Biodiesel production statistics
website provides the list of the biological diesel oil refinery,
and this paper chooses five large- and medium-sized bio-
diesel refining company according to the preliminary re-
search as shown in Figure 4. *ey are Shanghai Jinshan
Biological Diesel Co., Ltd., Hangzhou Xiaoshan Yuanhua
Energy Technology Co., Ltd., Changzhou Yueda Carter New
Energy Co., Ltd., and Jiangsu Clean Environment Co., Ltd.
In order to determine the total demand of kitchen waste, this
paper uses the company’s annual report to estimate the
demand for biodiesel of each company. According to the
current biodiesel processing rate, calculations of total de-
mand for kitchen waste are about 530,947 tons.

5.2.3. Other Parameters. *ere are other parameters in this
paper, as shown in Table 4.

5.3. Result Analysis. In order to verify the model, the paper
uses the actual data of the Yangtze River Delta region to
conduct a case study. We first analyze the basic setting
results of the standard parameter value, then change some
parameter values, and analyze their effects on supply chain
network design, total cost, and negotiated purchase price.

5.3.1. Analysis of Facility Location under Stochastic
Programming. *e above basic setting parameters are used
here to obtain the optimal pretreatment facility location, as
shown in Figure 5. Eight pretreatment facilities have been
opened around the Yangtze River Delta. Four pretreatment
facilities in the northwest and the middle of the Yangtze
River Delta serve biodiesel refineries in Jiangsu and Anhui
provinces. Another four pretreatment facilities opened in
the south and east parts of the Yangtze River Delta serve
biodiesel refineries in Zhejiang Province and Shanghai City.

*e optimization results of the model show that the
estimated total system cost is about 303.4096 million Yuan.
Among them, more than half of the total system cost (about
46.8%) is the fixed cost for the construction of pretreatment
facilities and the purchase cost for buying kitchen waste.

Most of the remaining expected cost is for transportation.
*e optimization results show that it is more economical to
transport the kitchen waste from the middle part of the
Yangtze River Delta where the supply is relatively high, to
the middle part of the Yangtze River Delta where most of
the demand occurs. It is better than to offer higher prices
for the restaurant in the north and south of the Yangtze
River Delta to provide a greater proportion of the kitchen
waste to the biodiesel refineries. *ere is a trade-off be-
tween the purchase price of kitchen waste and the logistics
cost in the system. *e results of this section show that it is
more economical to set a low purchase price for restaurants
in the central part of the Yangtze River Delta to increase the
proportion of kitchen waste supply than to transport
kitchen waste supply from the north and south of the
Yangtze River Delta to meet the demand.

5.3.2. Analysis of the Negotiated Purchase Price under the
Base Scenario. Using the model proposed in Section 4, the
optimal supply price is 348.2 Yuan/ton, and the supply ratio
is shown in Table 5. At present, the purchase price of kitchen
waste in the market is about 500 Yuan/ton. *erefore,
biodiesel refineries under contract can not only guarantee
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Potential pretreatment
facility
Biodiesel refinery

10,000–50,000
Kitchen waste supply
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150,000–200,000
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Figure 4: Location of alternative points of pretreatment facilities.
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the supply of kitchen waste, but also reduce the purchasing
cost. At the same time, according to the calculation results,
restaurants in Shanghai have the largest supply ratio
according to the optimal price, with a supply ratio of 21.3%.
*is ratio obviously does not meet the national goal of
vigorously developing the kitchen waste recycling for bio-
diesel production. At the optimal price offered to restaurants
(348.2 Yuan/ton), the Yangtze River Delta provided a total of
515,637.8 tons of kitchen waste, which was lower than the
total demand of 530,947 tons. In fact, in order to have a total

expected supply of about 530,947 tons of kitchen waste, the
price should be set at 350 Yuan/ton.

5.3.3. Sensitivity Analysis. *is section mainly analyses the
difference in pricing decisions and supply chain network
structure by changing the value of parameters. *is is done
by changing the value of one input parameter in the base
scenario and keeping the others at their standard values, to
generate four scenarios as shown in Table 6. In the first
scenario (S1), the unit kitchen waste transportation cost is
changed. In the second scenario (S2), the pretreatment rate
of kitchen waste is changed. In the third scenario (S3), the
residual value price per unit of food waste is changed, and
finally, in the fourth scenario (S4), the unit penalty fee is
changed when demand is insufficient [36].

Table 4: Other parameters.

Other parameters Parameter value
*e conversion factor of kitchen waste to waste cooking oil 7%
Preprocessing cost for unit kitchen waste 15 Yuan/ton [39]
Penalty fees for shortage demand of biodiesel 700 Yuan/ton [40]
Disposal price of excess kitchen waste 60 Yuan/ton [41]
*e distance transportation cost of unit kitchen waste 0.20 Yuan/ton/km [27]
*e distance transportation cost per unit of waste oil 0.25 Yuan/ton/km [42]
*e carbon emissions of unit kitchen waste collection 5.6 kg CO2 eqv./ton [43]
*e carbon emission of unit kitchen waste pretreatment 12.6 kg CO2 eqv./ton [44]
Carbon emissions from transportation 0.1215 kg CO2 eqv./ton [43]
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Figure 5: Optimization results of biodiesel supply chain in the
collection stage under basic setting scenario.

Table 5: Proportion of kitchen waste supply points in the Yangtze
River Delta.

Supply point Supply ratio
Shanghai 0.212979563
Hefei 0.204015776
Maanshan 0.19505199
Hangzhou 0.204015776
Ningbo 0.19505199
Jiaxing 0.186088204
Huzhou 0.177124417
Shaoxing 0.19505199
Zhoushan 0.177124417
Wenzhou 0.19505199
Jinhua 0.186088204
Quzhou 0.177124417
Taizhou (Zhejiang Province) 0.186088204
Lishui 0.177124417
Nanjing 0.204015776
Wuxi 0.19505199
Xuzhou (Jiangsu Province) 0.186088204
Changzhou 0.19505199
Suzhou 0.19505199
Nantong 0.186088204
Lianyungang 0.177124417
Huaian 0.177124417
Yancheng 0.177124417
Yangzhou 0.186088204
Zhenjiang 0.186088204
Taizhou 0.186088204
Suqian 0.177124417
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(1) Sensitivity Analysis of Transportation Costs S1. *is
scenario analyses different unit transportation cost systems
ranging from 0.14 Yuan/ton-km to 0.26 Yuan/ton-km. As
can be seen from Figure 6(a), for unit transportation cost
ranging from 0.14 Yuan/ton-km to 0.24 Yuan/ton-km, the
optimal purchase price is determined to be 348.2 Yuan/ton,
which is the same as the basic scenario result. However, for a
higher unit transport charge, that is, 0.26 Yuan/ton-km, the
best purchase price offered to kitchens dropped to 325.5
Yuan/ton km. *e main reason behind the change is that as
unit transport costs increase, it becomes less economical for
restaurants in distant locations to meet the biodiesel re-
fineries demand. In other words, it becomes more eco-
nomical for biodiesel refiners to choose to outsource rather

than pay high logistics costs to meet demand. As a result, the
price of food waste will be lower and the expected supply will
be reduced. Pretreatment facility decisions are also affected
when unit transportation costs change.

Figures 7(a) and 7(b) show the network structure when
the unit transportation cost is 0.14 Yuan/ton-km and 0.26
Yuan/ton-km.

For lower unit transportation cost, we can see that the
supply chain system has fewer preprocessing facilities. *e
increase in the number of pretreatment facilities (from 7 to
9) is in line with the increase in unit transport costs. *at
means biodiesel refineries need to open pretreatment fa-
cilities in more dispersed locations to reduce the increase in
transport costs. Although restaurants are less able to meet

Table 6: Setting of sensitivity analysis.

Scenario S1 S2 S3 S4
Transportation cost (Yuan/ton/km) 0.14–0.26 0.2 0.2 0.2
Pretreatment rate of kitchen waste (%) 0.07 0.055–0.085 0.07 0.07
Kitchen waste residual value (Yuan/ton) 60 60 60 0–120
Penalty fee (Yuan/ton) 700 700 400–1,000 700

0 150 300
km

N

Pretreatment facility
Biodiesel refinery

10,000–50,000
Kitchen waste supply

50,000–100,000
100,000–150,000
150,000–200,000
200,000–400,000

(a)

0 150 300
km

N

Pretreatment facility
Biodiesel refinery

10,000–50,000
Kitchen waste supply

50,000–100,000
100,000–150,000
150,000–200,000
200,000–400,000

(b)

Figure 6: Network structure sensitivity analysis of penalty fee. (a) Penalty fee of 400 Yuan/ton. (b) Penalty fee of 1000 Yuan/ton.
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demand due to lower prices for kitchen waste, more pre-
treatment facilities have been opened to increase the supply
of pretreated kitchen waste for transporting to biodiesel
refineries. As shown in Figure 8(a), the estimated total
system cost gradually increases as the unit transportation
cost increases. When the unit transportation cost is from
0.14 Yuan/ton-km to 0.26 Yuan/ton-km, the expected total
system cost will increase by about 7%. *at indicates the
logistics cost has some impact on the expected total system
cost.

(2) Sensitivity Analysis of Kitchen Waste Pretreatment
Rate S2. *is scenario is mainly to analyse the sensitivity of
kitchen waste pretreatment rate. Considering different
kitchen waste pretreatment rates ranging from 5.5% to 8.5%,
we observed the change in negotiated purchase price and
network structure. *e results show that, with the change in
the pretreatment rate of kitchen waste, the purchase price
provided to kitchens does not change basically (except for a
small increase in 1 case), as shown in Figure 9(b). For all the
kitchen waste pretreatment rates considered, the price re-
mains the same as the basic scenario result, that is, 348.2

Yuan/ton. *is indicates that the current range of kitchen
waste pretreatment rate has no significant impact on the
negotiated purchase price of kitchen waste. However, with
the change of kitchen waste pretreatment rate, the structure
of supply chain network has changed greatly. *e paper
found that, with the increase of kitchen waste pretreatment
rate, pretreatment facilities opened decreased from 9 to 5,
because increase in the rate of pretreatment compared with
previous less eat hutch garbage can meet the demand, so
biodiesel operators choose to reduce the number of facilities
built pretreatment, in order to reduce building and oper-
ating costs. In addition, it can be observed from
Figures 10(a) and 10(b) that after the pretreatment rate is
improved, the location of pretreatment changes from the
original area with small population and small food waste
supply to the area with large supply and large population,
which improves the overall supply chain efficiency.
Figure 8(b) shows the relationship between the discount
factor for economies of scale and the expected total system
cost. Obviously, with the increase of the kitchen waste
pretreatment rate, because the same amount of rawmaterials
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Figure 7: Network structure sensitivity analysis of transportation cost. (a) Transport cost of 0.14 Yuan/ton-km. (b) Transport cost of 0.26
Yuan/ton-km.
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Figure 9: Influence of parameter values on price. (a) Transportation costs (Yuan/ton-km). (b) Pretreatment rate of kitchen waste.
(c) Residual value of kitchen waste (Yuan/ton). (d) Penalty fee (Yuan/ton).
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can produce more products, the expected total system cost is
reduced, and the reduction is very significant. For example,
when the increase in the kitchen waste pretreatment rate is
doubled from its baseline pretreatment rate, the expected
total system cost is reduced by nearly 25%. *erefore, it can
be considered that the pretreatment rate of kitchen waste has
a significant impact on the expected total system cost.

(3) Sensitivity Analysis of Kitchen Waste Residual Value
S3. *is scenario mainly analyses the influence of unit
surplus kitchen waste residual value. Considering different
residual values, ranging from 0 Yuan/ton to 120 Yuan/ton,
the paper observes the impact on the first phase decision and
the expected total system cost. When the residual value per
unit is 0 Yuan/ton, the biodiesel refinery will not generate
any revenue by selling excess kitchen waste. Figure 9(c)
shows how the negotiated purchase price varies for different
residual values. When the kitchen waste residual value is 0
Yuan/ton, 20 Yuan/ton, and 40 Yuan/ton, the negotiated
purchase price is 325.5 Yuan/ton, which is lower than the
price of basic settings. When the unit salvage value price is
between 40 Yuan/ton and 80 Yuan/ton, the optimal

purchase price is 348.2 Yuan/ton. On the other hand, when
the unit residual value price is 120 Yuan/ton, the purchase
price of kitchen waste rises to 361.8 Yuan/ton.*erefore, the
results show that as the unit residual value price increases,
the negotiated price offered by biodiesel refineries to
kitchens increases. *e main reason for this result is that,
with the rise in unit residual value prices, the income from
the supply of excess kitchen waste increases. *is incen-
tivizes biodiesel operators to offer higher negotiated price to
kitchens since the loss of excess kitchen waste can be
compensated through residual values. Figures 11(a) and
11(b) show the optimal pretreatment facility decision when
unit residual value is 0 Yuan/ton and 120 Yuan/ton, re-
spectively. With the change of unit residual value, it was
observed that the total number of pretreatment facility
decisions (all are eight) and geographical distribution did
not change, so it could be considered that unit residual value
price had no significant influence on the decision of pre-
treatment facility. *e relationship between unit residual
value and the expected total system cost is shown in
Figure 8(c). As the residual value goes up, the expected
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Figure 10: Network structure sensitivity analysis of kitchen waste pretreatment rate. (a) Pretreatment rate of 5.5%. (b) Transportation rate
of 8.5%.
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reduction in total system cost is not significant. For example,
when the unit residual value price increases by a factor of
two from its nominal value, the expected total system cost
decreases by only 3.4%.

(4) Sensitivity Analysis of Penalty Fee S4. *is scenario
takes into account variations in negotiated price, pretreat-
ment facilities location, and expected total system costs at
different unit penalty fee in the range from 400 Yuan/ton to
1000 Yuan/ton.

Figure 9(d) shows how the negotiated price varies with
the changes in penalty fee. With the increase of unit penalty
fee, the purchase price of kitchen waste increases sharply.
When the unit penalty fee is 400 Yuan/ton, 500 Yuan/ton,
and 600 Yuan/ton, the purchase price of kitchen waste is
325.2 Yuan/ton, which is lower than the optimal purchase
price obtained in the basic scenario. However, when the unit
penalty fee is 1000 Yuan/ton, the best purchase price offered
to restaurants is increased to 359.5 Yuan/ton.*is is because
for a low penalty price, the logistics cost is greater than the
penalty cost, and the biodiesel operator would rather choose
other vendors to buy a certain amount of kitchen waste and

pay the penalty, rather than spend more money to meet the
needs of individual restaurants. With the increase in unit
penalty fees, biodiesel operators find it too costly to obtain
biomass from other sources; therefore, they choose res-
taurants and offer a higher purchase price to capture more of
the expected kitchen waste. *ere is a trade-off between the
purchase price of kitchen waste and the punish fee.

Low purchase prices lead to low supply of kitchens,
which in turn affects decisions at preprocessing facilities.
Figure 6(a) and 6(b) show the location of the optimal
pretreatment facility when the unit penalty cost is 400 Yuan/
ton and 1000 Yuan/ton, respectively. When the unit penalty
fee is 400 Yuan/ton, 7 pretreatment facilities need to be
opened. With low expected supply and penalty costs, bio-
diesel operators can outsource their demand, and thus the
demand for pretreatment facilities is reducing for. As the
penalty fee increases, especially when the penalty fee in-
creased to 1000 Yuan/ton, 9 pretreatment facilities need to
be opened, and the orange area in the central part of the
Yangtze River Delta pretreatment facilities increased by 2;
they are Changzhou and Nantong. *e two increased
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Figure 11: Network structure sensitivity analysis of kitchen waste residual value. (a) Residual value of 0 Yuan/ton. (b) Residual value of 120
Yuan/ton.
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pretreatment facilities in the region of the position are closer
to area with high supply. *e reason is the area with high
supply kitchens open pretreatment facilities become more
economic with the increase in the penalty fee. In this way,
the refinery can get more kitchen waste supply and reduce
the punishment cost. *e relationship between unit penalty
costs and expected total system costs is shown in Figure 8(d).
*e results show that as the unit penalty cost increases, the
expected total system cost also increases in a very significant
way. When the unit penalty cost increases by two times from
its nominal value, the expected total system cost increases by
39%. At the same time, the curve can be understood as
follows: When biodiesel operators are in insufficient de-
mand, the punishment cost increases obviously. If the op-
erators want to reduce total penalty cost, the out-of-stock
rate needs to be decreased. So, the operators have to increase
prices and purchase more raw materials on the basis of the
original plant ensuring meeting production demand and
reducing the punishment cost caused by shortage.

Figures 8 and 9, respectively, show the impact of these
parameters on the price and expected total system cost.

6. Conclusion

In this paper, a stochastic programming model is proposed
to optimize theWCO for biodiesel supply chain.*emodel
proposed a system solution, which is a contract signed by
the biodiesel operator and the restaurant to determine the
purchase price and ensure the supply of kitchen waste. In
order to incorporate this solution into the supply chain
model, this paper presents an allocation decision model,
which includes the relationship between the price of
kitchen waste and the supply ratio. *en, a two-stage linear
stochastic programming model was reconstructed by
combining the restaurant’s allocation decision model with
the original supply chain model. At the same time, the
influence of the kitchen waste supply uncertainty was
considered, and the biodiesel supply chain network under
disturbance was designed.*is paper uses the actual data of
the Yangtze River Delta region to conduct a case study to
test the feasibility of the model. *e results of the research
in the basic scenario show that when the optimal purchase
price provided by the biodiesel operator is set at 350 Yuan/
ton, the restaurant can guarantee the amount of kitchen
waste required by the biodiesel refinery, and the price is
lower than the market price. By sensitivity analysis, the
results show that the unit penalty fee and the residual value
of kitchen waste have significant effects on the purchase
price. *e unit transportation cost will affect the network
structure of supply chain. *e variation of unit penalty fee
and kitchen waste pretreatment rate has a significant
impact on the network structure and the expected total cost
of the system.
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Map matching is a key preprocess of trajectory data which recently have become a major data source for various transport
applications and location-based services. In this paper, an online map matching algorithm based on the second-order hidden
Markov model (HMM) is proposed for processing trajectory data in complex urban road networks such as parallel road segments
and various road intersections. Several factors such as driver’s travel preference, network topology, road level, and vehicle heading
are well considered. An extended Viterbi algorithm and a self-adaptive sliding window mechanism are adopted to solve the map
matching problem efficiently. To demonstrate the effectiveness of the proposed algorithm, a case study is carried out using a
massive taxi trajectory dataset in Nanjing, China. Case study results show that the accuracy of the proposed algorithm out-
performs the baseline algorithm built on the first-order HMM in various testing experiments.

1. Introduction

With the development of positioning and wireless com-
munication technologies, floating car data (e.g., trajectories
of taxis) have become a major data source for many ap-
plications such as location-based services, intelligent
transportation systems, and transport policy appraisals
[1–5]. *e errors of positioning data collected by global
positioning system (GPS) equipment on floating vehicles are
inevitable and could come from satellite, transmission
process, and receiver [6]. Map matching is the process of
matching GPS data with errors onto the road network in
order to eliminate the impact of errors and maximize the
effectiveness of data. In practical applications, a map
matching algorithm plays a vital role, for example, travel
time prediction based on floating car data, which needs to
match GPS points to the corresponding road segment ac-
curately. *erefore, the map matching algorithm is the basis
for the large-scale application of floating car data.

Existing map matching algorithms can be divided into
four categories based on the technique they adopted [7]:
geometric technique [8–10], topological technique [11–14],
probability statistics technique [15], and integration of
multiple technologies [16–18]. *e algorithms with geo-
metric technique utilize geometric information of GPS point
and road network (e.g., distance, angle and shape) without
considering the topology of the road network. *ese algo-
rithms show high efficiency of map matching, but the ac-
curacy is low when matching low-precision GPS data to
complex road networks. With regard to topological tech-
nique, both geometric factors and road topology are con-
sidered. To some extent, topological technique improves the
matching accuracy but is still vulnerable to the influence of
low-frequency sampling interval and large sampling noise.
*e probability statistics technique sets an ellipse or rect-
angle confidence area for each GPS point, thus we can obtain
the probability according to the distance between the GPS
point and the position in confidence area. Optimal matching
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paths are determined according to values of the probability.
Compared to the geometric technique and topological
technique, the probability statistics technique is relatively
more complex and difficult to implement, and shows low
time efficiency. By combining geometric, topological, and
probability factors, advanced techniques, such as Kalman
filter [19], Bayesian filter [20], fuzzy logic model [21], multi-
hypothesis tree [18], and hidden Markov model (HMM)
[22], can effectively improve the mapmatching accuracy and
achieve online incremental matching.

Of the advanced techniques, HMM has become popular
in map matching studies. HMM is a prevailing paradigm of
network-based dynamics modeling, which well suits the
process of finding the most suitable matching point (i.e.,
hidden state) to each GPS point (i.e., observed state) on the
road network in map matching problem. Existing map
matching algorithms based on HMM can be categorized into
two categories [20]: offline algorithms and online algorithms
(refer to Table 1).

Offline HMM map matching algorithms are applied
using historical data, batching the whole input trajectory to
find the optimal matching path in the road network [23–28].
Whole trajectories enable offline algorithms to take account
of the relationship between the front and the back points to
achieve higher accuracy. Offline algorithms show robustness
to the reduction of sampling rate, but the computation
efficiency is low. Online algorithms estimate the current
segment immediately after obtaining GPS data, and this kind
of algorithm can be used for providing online services such
as real-time navigation and trajectory monitoring. Because
of the unavailability of future points, online algorithms are
more complicated and require higher computation demand
for real-time applications. Most studies utilize the sliding
window mechanism with fixed window size to realize online
matching [29, 30]. As the number of GPS points increases,
the points in sliding window change dynamically. However,
under the condition of low data quality or complex road
network, small window leads to a significant decrease in
matching accuracy while large window brings a significant
decrease in computation efficiency. A few online map
matching algorithms adopt variable sliding windows, but it
requires a lot of extra computation [31]. Considering these,
in this study, we proposed self-adaptive sliding windows to
realize online map matching based on HMM, which
promises accuracy and efficiency at the same time.

HMM builds on the stochastic processes of observation
and state transition. In the map matching context, two
probabilities are important: observation probability and
transition probability. Observation probability is usually
obtained by the Gaussian distribution of great-circle dis-
tance between GPS points and candidate points. In the
literature, several factors have been considered in calculating
observation probability. For instance, unsupervised HMM
[25] considers the location of Antenna when matching
mobile phone data. Other studies, e.g., Quick Matching [26],
Multistage Matching [27], and SnapNet [29] consider more
factors including the speed constraint, road level, and vehicle
heading. With regard to transition probability calculation, to
consider temporal relationship of different points, some

factors such as speed constraint and free-flow travel time are
considered in several studies [23, 25, 28, 30, 31]. To consider
spatial relationship, some factors are included such as the
difference between great-circle distance and route distance
[24, 28, 29, 31], difference between vehicle’s heading change
and road segments’ heading change [27], and same road
priority [29]. Based on the analysis of advantages of each
algorithm, this study is a pioneering endeavour devoted to
comprehensively considering various factors in online map
matching, i.e., road level, driver’s travel preference, vehicle
heading, and network topology (same/adjacent road
priority).

To the best of our knowledge, almost all map matching
algorithms based on HMM adopt first-order HMM. *e
basic hypothesis of first-order HMM is that the observation
probability is only related to the current state while the
transition probability is only related to the previous state.
Because the moving of a vehicle is a continuous process,
there is a complex space-time relationship between the
current state and the previous states. *ere is no doubt that
first-order HMM over-simplifies several practical systems.
Recently, Salnikov et al. [32] explored possibilities to enrich
the system description and exploited empirical pathway
information by means of second-order Markov models.
Experiments show that the higher-order model is more
effective than the first-order model in dealing with space-
time continuum. *erefore, a need is likely to exist for
solving the map matching problem using higher-order (e.g.,
second-order) HMM to achieve better map matching
results.

Along the line of previous online studies, this study
proposes a newmapmatching algorithm based on the HMM
technique. *e proposed algorithm extends the previous
studies in the following aspects: firstly, the proposed novel
map matching algorithm is on the basis of second-order
HMM, which can better consider the space-time relation-
ship among different states. It can be effectively applied to
complex urban road network with parallel segments using
low-frequency sampling GPS data. Secondly, the proposed
algorithm comprehensively considers driver’s travel pref-
erence towards road segments, road level, vehicle heading,
and network topology when calculating the probability
matrix of second-order HMM in order to improve the
matching accuracy. *irdly, the proposed algorithm intro-
duces a self-adaptive sliding windowmechanism. Compared
to the conventional fixed window size mechanism, the in-
troduced mechanism using a self-adaptive window size can
significantly improve the map matching accuracy and has a
reasonable computational performance.

In summary, the contributions of this work are threefold:

(i) An online map matching algorithm based on the
second-order hidden Markov model (HMM) is
proposed, which can better consider the spatial-
temporal relationship among different states and
large perception fields.

(ii) *e proposed algorithm comprehensively considers
driver’s travel preference, road level, vehicle head-
ing, and network topology when calculating the
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probability matrix of second-order HMM to im-
prove the matching accuracy.

(iii) Experiments on real-world dataset show that with
the help of the self-adaptive sliding window
mechanism and an extended Viterbi algorithm, our
second-order HMM-based model can reach a high
accuracy while ensuring efficiency.

*e rest of this paper is organized as follows: in the next
section, we state the problem of map matching. After the
problem statement, an online map matching algorithm is
proposed based on second-order HMM. A case study is
carried out using a large taxi trajectory dataset in Nanjing,
China, to test the validity of the algorithm under various
road conditions. Finally, we conclude this study and discuss
directions for further research.

2. Problem Statement

Vehicle trajectory data are a series of GPS points recorded in
chronological order. Each GPS point indicates longitude and
latitude, vehicle speed, timestamp, etc. Because the errors of
data collected by GPS equipment are inevitable, map
matching is a key process before using the vehicle trajectory
data. It is a process of matching GPS data onto the road
segments and obtaining the continuous and specific loca-
tions of vehicles on the road. *e concepts used in this study
are listed as follows:

GPS Point. A GPS point gt is a record indicating the
longitude, latitude, timestamp, and velocity of the
vehicle.
GPS Trajectory. A GPS trajectory T is a series of GPS
points. A T is showed as: g1⟶ g2⟶ · · ·⟶ gn.
Road Network. Road network G(V, E) is a directed
graph where V is the set of vertexes and E is the set of
edges.

Road Segment. A road segment e is a directed edge in
road network with length, road level, start vertex, and
end vertex.
Candidate Point. *e candidate point cn

t is the nth
candidate point matched with GPS point gt on the road
network.
Route. A route R is a sequence of road segments that
matched best to a GPS trajectory T; each road segment
belongs to the edge set E of road network G(V, E). R is
showed as: e1⟶ e2⟶. . .⟶ en.

With the above concepts, the map matching problem
solved in this study can be defined as follows: find the
candidate points c1t , c2t , . . . , cn

t on each road segment e
corresponding to GPS point gt. Select the most likely
candidate points sequence for GPS trajectories T, and
connect the matched road segments on network G to get
route R.

3. Second-Order HMM Map Matching

3.1. Data Preprocessing. Generally, there are a lot of “re-
dundancy” and “incompleteness” in floating vehicle GPS
data, which may be caused by devices or road environments
(e.g., stopping in or passing through tunnels). In order to
ensure the efficiency and accuracy of map matching, we first
need to preprocess the GPS data, including the removal of
redundant data and the interpolation of missing data.

For the currently received data point gt, calculate the
great-circle distance [24] of gt and gt−1 (denoted as Dt−1,t); if
Dt−1,t is less than a predefined lower bound, the current point
gt is omitted and not matched. If Dt−1, t is greater than an
upper bound, the two points will be interpolated linearly.

With the data preprocessing, the redundant GPS data
points can be effectively eliminated to avoid unnecessary
matching. At the same time, interpolation of two points with
too large intervals helps to process low-frequency GPS data.

Table 1: Comparison of HMM-based map matching studies.

Category Model Sliding
window

Factors of observation
probability Factors of transition probability Order of

HMM

Offline

Interactive-voting
matching [23] × × Speed constraint

First order

HMM matching [24] × × Distance difference
Unsupervised HMM [25] × Antenna location Speed constraint
Quick matching [26] × Speed constraint ×

Multistage matching [27] × Vehicle heading Heading change difference
Driver path

preference–based HMM
[28]

× ×
Distance difference; speed constraint;

driver’s travel preference

Online

SnapNet [29] Fixed size Vehicle heading; road level Distance difference; network topology
(same road priority)

Spatial and temporal
matching [30] Fixed size × Speed constraint

Route choice HMM [31] Variable
size ×

Distance difference; free-flow travel
time

*is study
Self-

adaptive
size

Vehicle heading; road level;
driver’s travel preference

Distance difference; network topology
(same/adjacent road priority)

Second
order
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3.2. Candidate Point Selection. For the currently received
data point gt, we search for its candidate points (refer to
Figure 1(a)) with the following steps:

Step 1: using the R-tree index, the road segments within
a predefined error circle or nearest to the point gt are
selected as road segment candidates [13, 17].
Step 2: vertically project the point gt on the candidate
road segments, and the projection point ci

t is a can-
didate point for gt. If the projection point falls outside
the segment, choose the closer vertex of the segment as
ci

t. As shown in Figure 1(a), the candidate points for gt

are c1t , c2t , . . . , c5t . *e distances from gt to the candidate
points are denoted as d1

t , d2
t , . . . , d5

t , respectively.

3.3. Observation Probability. In the first-order HMM, the
observation probability is used to measure the probability of
getting some kinds of observed value in a hidden state [33].
*e map matching algorithms based on HMM usually
regard the GPS point gt as the observation value of state t,
and the actual position of gt as the hidden value of state t.
*e observation probability is modeled using a Gaussian
distribution for GPS trajectories. *e first-order HMM
observation probability in this paper is obtained as

P gt|c
i
t  �

1
���
2π

√
σt

e
−0.5 τ·ρ·di

t/σt( ), (1)

where P(gt|c
i
t) is the observation probability of the candi-

date point ci
t on gt. di

t is the great-circle distance between gt

and the candidate point ci
t. σt is the standard deviation of a

Gaussian random variable that corresponds to the average
great-circle distance between gt and its candidate points. τ is
a weight given on vehicle heading, which is related to the
road direction angle αroad and the trajectory direction angle
αGPS:

τ � υ +
e
αroad− αGPS| |

e
2/π . (2)

In equation (2), the road direction angle αroad is the
direction angle of the two vertexes of a segment. *e tra-
jectory direction angle αGPS indicates the direction angle of
the last GPS point and the current GPS point. Because of the
bidirectional property of the road, there are two results of
|αroad − αGPS|, and the smaller value of the two results should
be used. υ is a parameter which can be estimated with real
data.

ρ is a weight reflecting the effect of road including road
level (denoted as r level) and driver’s travel preference for
the road segment (denoted as p level):

ρ � 1 − μ(r level + p level), (3)

where μ is a parameter to be estimated. In this study, rlevel is
within [0, 5]. A high rlevel indicates a high level of road. *e
value of plevel is also ranging from 0 to 5. Considering
driver’s travel experience as a sigmoid curve [34], plevel can
be derived as

p level �
5

1 + e
−ϖ+ϖ′

, (4)

where ϖ is the actual number of times drivers pass the road
segment in a certain time period, and ϖ′ is a predefined
expected number.

In this way, the observation probability can be ob-
tained. By using vehicle heading weight τ and road weight
ρ, we can consider road level, driver’s travel preference,
and the heading of the floating vehicle at that time, which
are significant in online map matching with limited in-
formation. Take Figure 1(b) as an example to illustrate the
merit of road weight ρ. *e current GPS point gt is located
in the middle of two parallel road segments. *e distances
from gt to c1t and c2t are the same. In conventional map
matching methods, c1t or c2t is selected randomly as the real
position of vehicle. However, if road level and travel
preference are taken into account using our proposed
method, we can consider c1t as the real position of vehicle.
It can be seen that without subsequent GPS points, we
must make full use of the information provided by
existing GPS points and road network in order to improve
the matching accuracy.

Figure 1(c) shows the merits of incorporating vehicle
heading weight τ. *e GPS point gt+1 is located near the
intersection, which is close to the candidate point c1t+1 and
c2t+1, and the distance d1

t+1 is the same as d2
t+1. Connecting gt

and gt+1, the vehicle heading weight between the connecting
line and the two segments is τ1 and τ2. Considering the
impact of vehicle heading weight, c2t+1 has a greater prob-
ability of observation, and we can suppose that c2t+1 is the real
position of the vehicle at time t + 1.

3.4. Transition Probability. In the first-order HMM, the
transition probability measures the transition from one
hidden state to another [33]. *e map matching algorithm
based on HMM uses the transition probability to measure
the probability of moving from a candidate point ci

t−1 at time
t-1 to a candidate point c

j
t at time t [29]. *e formula for

calculating the transition probability of the first-order HMM
in this paper is given as Equation (5):

P c
j
t |c

i
t−1  �

psame
1
β

e
−st/β, c

j
t and c

i
t−1 are on the same/adjacent road segments,

1 − psame( 
1
β

e
−st/β, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)
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where P(c
j
t |c

i
t−1) is the transition probability from candidate

point ci
t−1 to candidate point c

j
t . psame (>0.5) is a parameter.

With equation (5), we can get the transition probability with
explicit consideration of network topology (i.e., considering
if ci

t−1 and c
j
t are on the same or adjacent road segments). In

this way, the topological relation of road segments is taken
into account. β is the mean of st. st is the difference between
the great-circle distance from gt−1 to gt (denoted as
dist(gt−1, gt)) and the route length from ci

t−1 to c
j
t (denoted

as routeDist(ci
t−1, c

j
t )):

st � dist gt−1, gt(  − routeDist c
i
t−1, c

j
t 



. (6)

3.5. Self-Adaptive Sliding Window and Second-Order
Probability. Existing first-order HMM online map match-
ing algorithms usually only focus on one single GPS point,
considering its local geometric relation and road topology,
which results in the precision of online map matching al-
gorithm far behind the second-order map matching
algorithm.

Figure 1(d) shows an example that the conventional first-
order HMM online map matching results in an incorrect
match. Obviously, from GPS point gt to gt+2, the vehicle
does not turn and the correct matching path should be
ct⟶ c2t+1⟶ ct+2. However, in the process of the first-
order HMM online incremental matching, an incorrect
matching result is ct⟶ c1t+1⟶ ct+2. *e reason for this
error is that the first-order HMM only considers the ob-
servation probability of a single point and the transition
probability between two points. However, the measurement
of transition probability should be on a larger scale. *e real
location of the current GPS point is not just related to the
previous point, but to multiple previous points.

*e higher-order HMM is an extension of the first-order
HMM [35]. *e basic assumption of the higher-order HMM
is that the current state is not only related to one previous
state but also to multiple previous states. In some cases, the
second-order HMM is more consistent with the real situ-
ation, such as natural language processing, speech recog-
nition, and so on [36, 37]. For the map matching problem,
because the vehicle movement is continuous, the real po-
sition of the current point is not only related to the previous

c3
t

c2
t

c1
t

c5
t

gt

c4
t

(a)

High-level, high travel preference

Low-level, low travel preference

c1
t

c2
t
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(b)

c1
t+1

c2
t+1

gtgt–1

gt+1

(c)

gt+2

gt

ct+2

c1
t+1

c2
t+1

ct

gt+1

(d)

Figure 1: Illustration of merits of the proposed map matching method. (a) Candidate point selection. (b) Impact of road weight (ρ).
(c) Impact of vehicle heading weight (τ). (d) Incorrect match with first-order HMM.
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point but also to the trajectory formed by two or more
points.*erefore, the higher-order HMM is somewhat more
suitable for map matching than the traditional first-order
HMM. Analogous to human eyes observing things, we
should first pay attention to the characteristics of things as a
whole. For example, in Figure 1(d), the connection from gt

to gt+2 is approximately a straight line, so the GPS point gt+1
is more likely to be matched to c2t+1 than c1t+1. To overcome
the matching errors which may be resulting from the first-
order HMM and to improve the accuracy of online map
matching, in this study, we extend the first-order HMMmap
matching to a second-order one. Compared to the first-order
HMM, the difficulties in using second-order HMM lie in the
design of the probability matrix and how to improve the
computational efficiency.

In the applications such as real-time navigation and
travel time estimation, online map matching is necessary.
*e existing HMMmapmatching algorithms usually use the
sliding window to realize online matching. Denote the
sliding window size as w (i.e., number of GPS points). If the
window overflows after the current point gt entering the
window, the first point in the window gt−w is removed, and
the matching result of gt−w point will be finally determined.
As the new point continues to join, matching results within
the window may be changed continuously. *e introduction
of the sliding window makes online map matching possible,
but it is difficult to determine the window size w. If w is too
large, the matching speed will be too slow to meet the real-
time performance requirement. If w is too small, the
matching accuracy will be compromised. To solve this
problem, a self-adaptive sliding window is proposed in this
study.

In this study, we consider different sizes of self-adaptive
sliding window. By calculating the average value of GPS
points positioning error in the current window, sliding
windows of different sizes are automatically selected to adapt
to the current GPS positioning error, which can improve the
accuracy of the online map matching as much as possible.
*e average value of GPS points positioning error (denoted
as Eave) can be obtained as

Eave �


n�t
n�t−w+1dist gn, cn( 

w
, (7)

where cn is the candidate point which is matched to gn.
*e observation probability of the second-order HMM

P(gt−1, gt|c
i
t−1, c

j
t ) can be obtained from the first-order

HMM:

P gt−1, gt|c
i
t−1, c

j
t  � P c

j
t |c

i
t−1  · P gt−1|c

i
t−1  · P gt|c

j
t .

(8)

Define the second-order HMM state transition proba-
bility (denoted as P(ci

t|c
j
t−2, ck

t−1)) as

P c
i
t|c

j
t−2, c

k
t−1  �

1
λ
e

− kt/λ, (9)

where λ is the mean of kt. kt is the difference between the
great-circle distance from gt−1 to gt+1 and the route length
from ci

t−1 to c
j
t+1:

kt � 
n�t−1

n�t−2
dist g

i
n, g

j
n+1  − 

n�t−1

n�t−2
routeDist c

i
n, c

j
n+1 




. (10)

*e second-order transition probability describes the
state transition between three consecutive candidate points,
that is, the actual position of the current GPS point is related
to the previous two points. In this way, the strong as-
sumption of the first-order HMM is relaxed and the ac-
curacy of map matching is improved. In fact, we can
continue to extend the proposed method to the third-order
HMM and define appropriate observation and transition
probabilities to improve accuracy. However, the third-order
HMM will make the calculation process more complicated,
which is not conducive to online map matching.

3.6. ExtendedViterbiAlgorithm. In the previous sections, we
introduce the second-order HMM to solve the map
matching problem. Although we use the sliding window
mechanism to reduce the computational complexity of
matching a single GPS point, the algorithm complexity of
traversing the second-order HMM is still O(nw). Traversal
search seriously affects the online performance of the
matching algorithm. *us, some dynamic programming
algorithms should be used to reduce the complexity.

*e objective function of second-order HMM dynamic
programming is defined as

max 
n�t

n�t−w+3
P c

i
n|c

j
n−2, c

k
n−1  × P gn−2, gn−1|c

j
n−2, c

k
n−1  .

(11)

Viterbi algorithm is an efficient dynamic programming
algorithm, which can effectively avoid repeated searches of
path and quickly achieve the optimal solution. It is widely
used to solve the first-order HMM. For solving the second-
order HMM with a complexity of O(n2), we extend the
traditional Viterbi algorithm [38] using an order reduction
process as follows:

Step 1: order reduction
In the second-order HMM, P(gt−1, gt|c

i
t−1, c

j
t ) is

regarded as the observation probability, which is
equivalent to the observation probability of a single
candidate point in the first-order HMM. Equation (8)
shows that the observation probability of the second-
order HMM is the product of the observation proba-
bility of two consecutive candidates in the first-order
HMM and the state transition probability. *us, the
order of the second-order HMM can be reduced by
using equation (8) (refer to Figure 2). If the second-
order HMM has two layers, each layer has m and n
nodes, respectively, the second-order HMM can be
reduced to one layer with m × n nodes.
Step 2: recursive tracing
After Step1, we can use the traditional Viterbi algo-
rithm for iterative calculation to solve the second-order
HMM in the following process (refer to Figure 2):
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a. Starting from the first layer’s nodes, the observation
probability of each layer’s nodes after reduction and
the transition probability between adjacent two layers’
nodes are calculated.
b. Calculate the maximum total probability of each
node from the second layer to the last layer. Save
maximum total probability and precursor node of
each node.
c. Select the node with the highest total probability in
the last layer, and go back to its precursor node until
the first layer.

With the above steps, we can find the optimal matching
path (ci

t−w+1, c
j
t−w+2, . . . , ck

t ) in the sliding window.

4. Case Study

In this section, we make sensitivity analyses of the param-
eters involved in the algorithm, and use real data to show the
merits of the proposed second-order HMM map matching
algorithm.

4.1. Data Preparation and Evaluation Metric. We used the
road network data of Qinhuai District in Nanjing, China,
including 6901 sections and 4647 nodes. Taxi GPS data with
30 s sampling interval collected in September 2016 were
used, including 500 trajectories for 20 taxis. We manually
match these trajectories to the road network as the ground
truth. In order to verify the effectiveness of the algorithm
under extreme conditions and reflect the advantages of the
proposed algorithm, we resampled the original data and
added the random noise of Gaussian distribution. *e
resampling intervals are 60 s to 300 s. *e Gaussian noises
with a standard deviation of 10m to 80m (convert to de-
grees) were added to the longitude and latitude.

Evaluation metric is defined as follows: first, we find the
common matching sequence X (the sequence that matched
correctly) between the matched output routeM and the real
trajectory T. Based on this sequence, the precision and the
recall of the map matching result (denoted as pcs and rc,
respectively) can be calculated as

pcs �
X

M
, (12)

rc �
X

T
, (13)

where pcs is defined as the ratio of the length of matched
sequence X and the total length of the matched trajectoryM.
rc is defined as the ratio between the length of the matched
sequence X and the total length of the real trajectory T. In
this study, F1 − score, which is widely used to evaluate the
performance of classification models and prediction models
[39], is adopted to evaluate the proposed model:

F1 − score �
2 · pcs · rc
pcs + rc

. (14)

5. Results

Effects of different parameters on map matching accuracy
are investigated in this study. In the proposed model, there
are three parameters to be estimated, i.e., μ, υ, and psame.
According to previous studies, the approximate range of the
three parameters can be obtained. Figure 3 shows the impact
of different parameter values on F1 − score and Table 2 shows
the optimal parameter values. It can be seen that, when the
road weight μ is around 0.02, the vehicle heading weight υ is
around 0.6, and the same/adjacent road priority psame is
around 0.6, and their impact on the final performance be-
comes optimal and stable.

Order reduction
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Figure 2: Illustration of the extended Viterbi algorithm. (a) Order reduction process. (b) Extended Viterbi algorithm.
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Figure 4(a) shows the effect of window size w on the
accuracy of map matching. It can be seen that when w � 3,
the value of F1 − score increases significantly. *e reason is
that when the size of the sliding window is larger than 3, the
second-order HMM comes into play. Under different
standard deviations of noise (SDNs), when the sliding
window size increases from 3 to 10, the matching accuracy
remains unchanged. However, as the sliding window’s size
increases, the computation time of matching a single GPS
point increases rapidly. *us, the optimal self-adaptive
sliding window sizes are 3, 4, and 5.

Figure 4(b) shows the effects of the sample interval and
the random SDN on accuracy of map matching. With the
increase in the sampling interval and SDN, the F1 − score
decreases. It can be seen from Figure 4(b) that when the
sampling interval is between 30 s and 90 s and the SDN
ranges from 0 to 30m, the F1 − score is kept above 0.9.

With the map matching algorithm proposed in this
paper, various factors (i.e., road level, driver’s travel pref-
erence, vehicle heading, and network topology) are con-
sidered. Figure 5 shows some map matching results in
complex urban road network environment. From
Figure 5(a), it can be seen that the first-order HMM map
matching algorithm may bring about mismatch when it
deals with parallel road segments. Under the constraints of
topological relations, the second-order HMM algorithm
gives a greater transition probability to the segment, which is
adjacent to the previous segment to effectively reduce errors.
When the GPS points are located near the road intersection,
the first-order HMM algorithm may match the GPS points
to the section that intersects with the current road. *e
second-order HMM and sliding window can help solve this
problem. *e second-order transition probability can ef-
fectively avoid the detour of matching trajectory at the
intersection and improve the accuracy of map matching.
Figure 5(b) shows an overview of map matching result in the

central area of Nanjing, where the road network is dense and
complex. *e proposed algorithm is found well performed
on parallel segments and intersections. *is is because the
second-order HMMmodel has a wider field of view, and our
method considers a variety of factors, which is helpful for
map matching in complex conditions.

Figure 6(a) compares the accuracy of the proposed
second-order HMM map matching algorithm with the ac-
curacy of our baseline (the first-order HMM map matching
algorithm) at different sample intervals without adding
random noise. It can be seen that the F1 − score of the
proposed algorithm is higher than that of the first-order
HMM. With the increase of the sampling interval, the ad-
vantages of the proposed algorithm become obvious. Taking
the 300 seconds sampling interval as an example, the dis-
tance between two GPS points is about 2500 meters con-
sidering the average speed of 30 km/h on urban roads. In this
situation, the position correlation between two consecutive
GPS points is very low. *e traditional first-order HMM
algorithm only considers the transition probability between
two points, so the error tends to be very large. Our proposed
algorithm integrates several factors such as road level and
driver’s travel preference, and the second-order transition
probability can match GPS trajectory on a larger scale, so it
shows higher accuracy (F1 − score is about 0.67).

Figure 6(b) compares the accuracy of the proposed
second-order HMM map matching algorithm with our
baseline (the first-order HMM algorithm) at different SDNs
with 30 s sample interval. *e map matching accuracy of the
proposed algorithm is always higher than that of the first-
order algorithm. *e reason is that the conventional first-
order HMM algorithm only considers the difference be-
tween the great-circle distance and route distance when
calculating the observation probability of candidate points.
When the positioning error of GPS point increases and the
road network is dense, matching errors are numerous. In
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Figure 3: Sensitivity analyses of model parameters. (a) *e effect of μ and υ. (b) *e effect of psame.

Table 2: Optimal parameter values.

Parameter Optimal value Range Impact
μ 0.02 0–0.05 Control the effect of road weight on results
υ 0.6 0–1 Control the effect of vehicle heading weight on results
psame 0.6 0.5–0.8 Control the effect of same/adjacent road priority on results

8 Journal of Advanced Transportation



First-order HMM Second-order HMM

First-order HMM Second-order HMM

(a) (b)

Figure 5: Demonstration of several map matching cases. (a) Map matching results at parallel segments and road intersections. (b) An
overview of map matching results.
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practice, the GPS positioning error is significant in city
centre with dense high-rise buildings. As the proposed
second-order HMM algorithm excelled conventional algo-
rithms in accuracy (0.6 compared to 0.5 when SDN equals
80m), the proposed algorithm can be adopted to achieve
high accuracy of map matching in the whole city.

When comparing with the state-of-the-art methods that
are most relevant to our proposed method on the condition
of raw GPS data, the results in Table 3 show that our second-
order HMM method performs well with regard to accuracy.
Figure 7 compares the efficiency of the proposed second-
order HMMmap matching algorithm with the conventional
first-order HMM algorithm. For the first-order HMM al-
gorithm, the sliding window size is set to 5. It can be seen
from Figure 7 that the computation time at each point using
the second-order HMM algorithm is slightly longer than
when using the first-order HMM algorithm, and the average
computation time is less than 1 s. In the process of self-
adaption of the sliding window size, a small number of
outliers appear. For example, using the second-order HMM
algorithm, there are a few points whose the computation
time is longer than 2 seconds. However, in this example, the
overall matching efficiency is close to the first-order HMM
map matching, which can meet the requirements of online
map matching. Moreover, compared to the first-order
HMM, the second-order HMM can better consider the
spatial-temporal relationship among different states and
larger perception fields, which can get remarkable accuracy
under complex conditions.

6. Conclusions

Accurate and efficient matching of GPS data onto road
network is the basis and prerequisite for conducting traffic

flow analysis and providing location-based service. An
online map matching algorithm based on the second-order
HMM is presented in this paper. Various factors (i.e., road
level, driver’s travel preference, vehicle heading, and net-
work topology) are explicitly considered in the algorithm,
which effectively improve the accuracy of map matching in
complex urban road network environment. An extended
Viterbi algorithm is adopted to solve the map matching
problem efficiently. A self-adaptive sliding window mech-
anism is proposed to adjust window size on a real-time basis
and ensures high accuracy.

We tested the proposed algorithm using real road net-
work and massive taxi GPS data collected in Nanjing, China.
*e proposed map matching approach was found to out-
perform state-of-the-art algorithms built on the first-order
HMM in various testing environments. Sliding window with
self-adaptive size is shown to be an effective method for
online incremental map matching. Some typical types of
mismatching can be avoided in complex urban road network
environment such as parallel road segments and various
road intersections. *e map matching accuracy of the
proposed algorithm is demonstrated to be higher than that
of the conventional first-order HMM algorithm. *e effi-
ciency of the proposed algorithm is close to the first-order
HMM map matching algorithm, which can meet the re-
quirements of online map matching. *erefore, the pro-
posed algorithm is applicable in real-time navigation,
trajectory monitoring, traffic flow analysis, and other related
fields.

To solve the map matching problem, there are some
other solutions such as considering driving direction and
turning behaviour. *e consideration of users with het-
erogeneous activity/travel behaviour is suggested as another
interesting extension of the proposed method, potentially
improving the accuracy of mapmatching [31, 40]. In the case
study, the proposed algorithm is tested using a single
processor. How to incorporate the parallel computing
technologies into the proposed algorithm with a large
number of trajectories needs further investigation [41].
Besides, the comparison of the advantages and disadvan-
tages of the second-order-HHM-based method and other
advanced map matching algorithms can also be the focus of
future research.
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*is study aims to provide tactical and operational decisions in multidepot recycling logistics networks with consideration
of resource sharing (RS) and time window assignment (TWA) strategies. *e RS strategy contributes to efficient resource
allocation and utilization among recycling centers (RCs). *e TWA strategy involves assigning time windows to customers
to enhance the operational efficiency of logistics networks. A biobjective mathematical model is established to minimize the
total operating cost and number of vehicles for solving the multidepot recycling vehicle routing problem with RS and TWA
(MRVRPRSTWA). A hybrid heuristic algorithm including 3D k-means clustering algorithm and nondominated sorting
genetic algorithm- (NSGA-) II (NSGA-II) is designed. *e 3D k-means clustering algorithm groups customers into clusters
on the basis of their spatial and temporal distances to reduce the computational complexity in optimizing the multidepot
logistics networks. In comparison with NSGA algorithm, the NSGA-II algorithm incorporates an elitist strategy, which can
improve the computational speed and robustness. In this study, the performance of the NSGA-II algorithm is compared
with the other two algorithms. Results show that the proposed algorithm is superior in solving MRVRPRSTWA. *e
proposed model and algorithm are applied to an empirical case study in Chongqing City, China, to test their applicability in
real logistics operations. Four different scenarios regarding whether the RS and TWA strategies are included or not are
developed to test the efficacy of the proposed methods. *e results indicate that the RS and TWA strategies can optimize the
recycling services and resource allocation and utilization and enhance the operational efficiency, thus promoting the
sustainable development of the logistics industry.

1. Introduction

Sustainability is a constant topic in the logistics industry and
research [1, 2]. In reverse logistics, recycling waste products
can save resources and facilitate sustainable development
[3]. Recycling vehicle routing problem (RVRP), one part of
reverse logistics, often appears in logistics operations. For
example, empty beer bottles are recycled at convenience
stores. An increasing number of enterprises have begun to
consider recycling products to improve the utilization of
resources due to economic, legal, and social concerns [4, 5].
*erefore, the growing demand for recycling services will
stimulate the development of reverse logistics. *e design,

planning, and operation of sustainable reverse logistics
systems pose a challenge to logistics organizations [6].

*e low transportation resource utilization and irra-
tional transport operations of logistics facilities still appear
and need to be addressed [7, 8]. Resource sharing (RS)
strategies have been proposed to optimize resource utili-
zation and reduce operating cost in multidepot logistics
networks [9]. Customers are reassigned to appropriate lo-
gistics facilities through these strategies to avoid unrea-
sonable routing via customer information sharing [10].
Transportation resources are shared within and between
logistics facilities to improve transportation resource utili-
zation. Specifically, vehicles can be used to serve customers
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of a single logistics facility or customers of multiple logistics
facilities many times when the time windows of customers
allow [11]. In this study, the RS strategy is developed in the
multidepot RVRP with time window (MRVRPTW) to op-
timize the resource utilization.

In traditional vehicle routing problems with time win-
dow (VRPTW), the service time windows for customers are
obtained by the logistics service providers after negotiation
with customers or are determined by customers [12, 13].
Logistics service providers often recycle cargoes from cus-
tomers at the same time every day [14]. In real life, the time
windows for most customers are viewed as soft time win-
dows, that is, they can be violated by paying certain penalties
[15, 16]. Most logistics service providers try to recycle
cargoes within the predetermined time windows in logistics
operations to reduce the penalty cost [17]. However, the
vehicles cannot provide recycling services for customers in
the expected time windows due to long transportation
distance and unreasonable service time windows for logistics
facilities [18, 19]. *erefore, a set of candidate time windows
are assigned to customers in this study, and recycling vehicle
routes are designed on the basis of time window assignment
(TWA) to optimize the operational efficiency and minimize
the operating cost in multidepot RVRP with RS and TWA
(MRVRPRSTWA).

In this study, the RS and TWA strategies are adopted to
improve resource utilization, optimize resource allocation,
and enhance the operational efficiency of multidepot
recycling logistics networks. A bi-objective mathematical
model is presented to obtain the minimum operating cost
and the number of vehicles (TNV) in a multidepot logistics
network with RS and TWA. A hybrid heuristic algorithm,
including a 3D k-means clustering algorithm and non-
dominated sorting genetic algorithm- (NSGA-) II (NSGA-
II), is devised to optimize the recycling routes. *e 3D k-
means clustering algorithm groups customers on the basis of
their spatial and temporal distances to reduce the compu-
tational complexity. NSGA-II is used to assign time windows
to customers and find the optimal solutions in the
MRVRPRSTWA strategy. A real-world case study is per-
formed to verify the applicability of MRVRPRSTWA in
logistics operations. *e results confirm the capability of the
RS and TWA strategies in optimizing multidepot logistics
networks.

*e rest of this paper is organized as follows. In Section
2, relevant literature is reviewed. In Section 3,
MRVRPRSTWA is described in detail. In Section 4, a
multiobjective mathematical model is formulated to mini-
mize the total operating cost and TNV. In Section 5, a hybrid
heuristic algorithm is introduced to solve MRVRPRSTWA.
In Section 6, a real-world case is presented to verify the
applicability of the proposed method. In Section 7, the
conclusions are drawn, and future research directions are
proposed.

2. Literature Review

With the increasing attention on environmental protection,
recycling and related problems have received great concern.

*e RVRP with time window (RVRPTW) as the main form
of reverse logistics has been widely studied to reduce the
operating cost in recent years [20]. *e multidepot
RVRPTW (MRVRPTW) is developed to coordinate the
recycling services among logistics facilities [21], and the RS
strategy can be considered to optimize the resource utili-
zation inMRVRPTW (MRVRPRSTW) [22]. Candidate time
windows are assigned to customers via the TWA strategy to
improve operational efficiency compared with the tradi-
tional time window in MRVRPRSTW [23]. MRVRPRSTW
with TWA (MRVRPRSTWA) investigates the RS and TWA
strategies to optimize the resource allocation and opera-
tional efficiency in multidepot logistics networks.

Increasing interest in recycled products and materials
has led to a growing concern in recycling logistics [24, 25]. El
korchi and Millet [26] investigated a framework, which used
to generate and assess the reverse logistics channel structure,
and proposed an environment-friendly structure with high
economic benefits to optimize recycling services. Chan et al.
[27] proposed a framework of reverse logistics on the basis of
the value of reversed products, cost issue, and legislation
perspective to optimize reverse logistics. Bai and Sarkis [28]
introduced a flexible framework for reverse logistics and a
performance measurement of third-party reverse logistics
service provider model on the basis of a novel neighborhood
rough set method to set the foundation for future research of
reverse logistics. Roghanian and Pazhoheshfar [29] pre-
sented a probabilistic mixed liner programming model and
genetic algorithm to minimize the total cost in reverse lo-
gistics. Shaik and Abdul-Kader [30] proposed a multi-cri-
teria performance measurement model considering product
lifecycle stages, strategies, capabilities, processes, perspec-
tives, and measures to verify and enhance the enterprise’s
performance in reverse logistics.

*e RS strategy, as a major issue, has drawn increasing
attention on the enhanced resource utilization and reduced
operating cost [31–33]. An et al. [34] constructed a network
DEA model to calculate the cost of logistics network before
and after RS and show the performance of the RS strategy.
Sun et al. [35] analyzed and evaluated the effect of the RS
strategy on alleviating or solving the traffic and environ-
mental problems in megacities from five perspectives of
resource, environment, convenience, economy, and gover-
nance. Quintero-Araujo et al. [36] investigated different
collaborative scenarios on the basis of the RS strategy to
obtain a lower logistics cost. *e RS strategy is developed to
minimize TNV and the total operating cost for improving
the efficiency and sustainability of logistics networks [37].
Molina et al. [38] established a mathematical model that
aims at maximizing the number of served customers and
minimizing the total cost in the case of RS. Wang et al. [39]
studied the RS strategy in multiple service periods and
multidepot to enhance resource efficiency and refine the
resource configuration.

Clustering algorithms are always used to group cus-
tomers before determining vehicle routes in MDVRPTW to
simplify the complexity of calculation [40, 41]. Min et al. [42]
proposed the maximum-minimum distance clustering
method to cluster customers in split-delivery VRP for the

2 Journal of Advanced Transportation



better performance of the algorithm. Ge et al. [43] added the
service radius and load expansion factors to the clustering
algorithm to avoid the vehicle overloading in MDVRPTW.
Fan et al. [44] introduced a clustering algorithm based on the
temporal-spatial distance to reduce the computational
complexity and enhance the quality of initial solution in
MDVRPTW. Liu et al. [45] investigated the clustering al-
gorithm that groups customers in terms of the minimum
distance and maximum demand to improve the efficiency of
solving MDVRPTW.

Several algorithms are studied to improve the quality of
solution in MRVRPTW [46–48]. Aras et al. [21] established
two mixed-integer linear programming models and pro-
posed a Tabu-search-based heuristic algorithm to solve
MRVRPTW. Kim et al. [49] developed a two-stage solution
procedure to minimize the total distance and cost in
MRVRPTW. Liu and He [50] proposed a clustering-based
multiple ant colony system algorithm to minimize the total
cost for enhancing the route compactness in MRVRPTW.
Ramos and Oliveira [51] developed a mathematical model to
minimize the variable costs and attain equity, and designed a
heuristic algorithm to address MRVRPTW. Liao [4]
established the genetic mixed-integer nonlinear program-
ming model to maximize total profit and designed a hybrid
genetic algorithm to solve MRVRPTW. Govindan et al. [52]
proposed a mathematical model and a fuzzy solution
method to minimize the total cost in MRVRPTW.

TWA vehicle routing problem (TWAVRP) differs from
the traditional VRPTW, where the service time windows are
determined by customers. In TWAVRP, candidate time
windows are assigned to customers to improve the opera-
tional efficiency of logistics networks [53, 54]. Subramanyam
et al. [55] introduced a scenario decomposition algorithm to
solve TWAVRP for minimizing the expected routing cost of
logistics facility. Neves-Moreira et al. [56] presented a two-
stage stochastic optimization problem of TWAVRP and
addressed it by using a fix-and-optimize-based meta-
heuristic. Jalilvand et al. [57] developed a stochastic model
and a progressive hedging algorithm tominimize the routing
cost. *e results show that the efficiency of the proposed
method has good performance in addressing TWAVRP. A
mathematics model is proposed to enhance the operational
efficiency and reduce the total cost, and a hybrid heuristic
algorithm is used for TWAVRP [58].

*e aforementioned literature covers many aspects of
MRVRPRSTWA but has the following limitations: (1) *e
RS strategy is rarely considered between and within logistics
facilities. (2) *e TWA strategy is insufficiently discussed in
multidepot logistics network optimization. (3) An efficient
mathematical model for optimizing TNV in the presence of
RS strategy is lacking. (4) *e traditional evolutionary al-
gorithms have limited applicability when solving the
MRVRPRSTWA.

*e contributions of this paper are as follows: (1) *e RS
strategy is incorporated in the MRVRPRSTWA to maximize
resource utilization. (2) *e TWA strategy is developed in
the MRVRPRSTWA to improve the operational efficiency.
(3) A bi-objective integer programming model is proposed
to minimize the total operating cost and TNV in multidepot

logistics networks with shared resources. (4) A hybrid
heuristic algorithm, including 3D k-means clustering and
NSGA-II, is developed to solve MRVRPRSTWA.

3. Problem Statement

*e RS and TWA strategies are proposed in
MRVRPRSTWA to optimize the recycling service of the
multidepot logistics network. *e multidepot logistics net-
work is composed of multiple RCs and customers. Long-
distance and crisscross trips often exist in the initial non-
optimal logistics network (Figure 1). *e transportation
resources are shared among logistics facilities, and cus-
tomers with irrational time windows are reassigned new
time windows to adjust optimized recycling routes through
the TWA strategy. *e comparison of the multidepot lo-
gistics network before and after optimization is shown in
Figures 1 and 2.

In Figure 1, each RC operates independently in the
nonoptimal logistics network. Several customers are served
by the farther RC rather than the closer one. For example,
customer 21 is closer to RC3, while it is served by RC1,
resulting in long-distance and crisscross transportation. In
addition, RCs can only provide on-time service for two-
thirds of customers, and the time windows for the remaining
third of customers cannot be met. Relevant measures must
be taken to enhance the operational efficiency and optimize
the configuration of logistics networks. In Figure 2, cen-
tralized transportation is performed among RCs by a fleet of
semitrailer trucks and is used to merge and transship goods
between RCs, considering changes in customer demand
assignment. Resources are shared among RCs, and cus-
tomers are reassigned to the corresponding RC based on
geographical locations and time windows. Irrational
transportation phenomenon is reduced, and vehicles are
shared among RCs. For example, due to the difference of
service time between different routes, V2 is shared between
RC1 and RC2, which first serve the customers of RC2 and
then the customers of RC1, and thus the vehicle utilization
rate is improved and the logistics operating cost is reduced.
*e violations of time windows are decreased when the
TWA strategy is adopted.*e RS and TWA strategies call for
improving the utilization of transportation resources and
operational efficiency and optimizing multidepot logistics
networks.

*is study assumes that the centralized transportation
cost (TC) among logistics facilities is $22 per unit time, and
the recycling cost from logistics facilities to customers is $20
per unit time.*e penalty cost for earliness and delay service
is $20 per unit time. *e assignment cost (AC) from the
initial time window to assigned time (AT) window is $5 per
unit time. *e maintenance cost (MC) of each semitrailer
truck is $300, and that of each vehicle is $200. *e AT, TNV,
the number of semitrailer trucks (TNS), and the total cost are
compared and listed in Table 1.

In Table 1, the total cost of reverse logistics network is
decreased from $4640 to $4170. In addition, TNV is reduced
from nine to five when sharing resources among logistics
facilities. When the TWA strategy was applied, the penalty
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cost decreases by 63%. *e RS and TWA strategies can
improve the resource utilization and operational efficiency
and optimize multidepot logistics networks.

4. Model Formulation for MRVRPTWA

4.1. Related Definitions and Variables. In this section, the
related notations and definitions on sets, parameters, and
variables are shown in Table 2.

4.2. Mathematical Model. A bi-objective optimization
model for MRVRPRSTWA is formulated to minimize the
total operating cost in equation (1) and minimize TNV in
equation (2).

MinTC � TC1 + TC2 + TC3, (1)

MinMNV � 
v∈V

min 
i∈P


j∈C

xijv, 1
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (2)

TC1 contains three components in equation (3):
m∈Pn∈Ps∈S(Us × Dmn × W × ymns) represents the cen-
tralized TCs by semitrailer trucks among logistics facilities.
max
m∈P

n∈P(tqmn/Qs)  × (Ms/B) is the MC of semitrailer
trucks. m∈PFCm represents the fixed cost of logistics
facilities.

TC1 � 
m∈P


n∈P


s∈S

Us × Dmn × W × ymns( 

+ max
m∈P


n∈P

tqmn

Qs

⎧⎨

⎩

⎫⎬

⎭ ×
Ms

B
+ 

m∈P
FLm.

(3)

TC2 contains two components in equation (4):
i∈P∪Cj∈P∪Cv∈V(Uv × Dij × W × xijv) is the TC by vehi-
cles from logistics facilities to customers.
v∈Vmin i∈Pj∈Cxijv, 1  × (Mv/B) represents the MC of
vehicles.

TC2 � 
i∈P∪C


j∈P∪C


v∈V

Uv × Dij × W × xijv 

+ 
v∈V

min 
i∈P


j∈C

xijv, 1
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
×

Mv

B
.

(4)

TC3 contains five components in equation (5):


i∈P∪Cf


j∈Cf


v∈V


k∈Ov

xijv × μe × [max ei − atk
iv, 0 ] and i∈P∪Ca

j∈Ca
v∈Vk∈Ov

xijv × μe × [max αi − atk
iv, 0 ] represent the

penalty cost caused by vehicles that provide earlier service
than time windows of customers. i∈P∪Ca

j∈Ca

v∈Vk∈Ov
xijv × μd × [max atk

iv − li, 0 ] and i∈P∪Ca
j∈Ca

v∈Vk∈Ov
xijv × μd × [max atk

iv − βi, 0 ] represent the
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Figure 1: Logistics network without the RS and TWA strategies.
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penalty cost caused by vehicles that provide delayed service
than time windows of customers. i∈Ca

μa×

[min |ei
′ − αi|, |βi − li′| ] denotes the cost of TWA.

TC3 � 
i∈P∪Cf


j∈Cf


v∈V


k∈Ov

xijv × μe × max ei − at
k
iv, 0  

+ 
i∈P∪Cf


j∈Cf


v∈V


k∈Ov

xijv × μd × max at
k
iv − li, 0  

+ 
i∈P∪Ca


j∈Ca


v∈V


k∈Ov

xijv × μe × max αi − at
k
iv, 0  

+ 
i∈P∪Ca


j∈Ca


v∈V


k∈Ov

xijv × μd × max at
k
iv − βi, 0  

+ 
i∈Ca

μa × min ei
′ − αi


, βi − li′
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Figure 2: Logistics network with the RS and TWA strategies.

Table 1: Comparison of before and after RS and TWA.

Case TC ($) Recycling cost ($) Penalty cost ($) AT AC ($) TNV TNS MC ($) Total cost ($)
Nonoptimal logistics network — 1760 1080 — — 9 — 1800 4640
Optimal logistics with RS and TWA 990 1400 400 56 280 4 1 1100 4170
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Table 2: Notations and definitions in the MRVRPRSTWA.

Set definition
P Set of recycling centers (RCs), P� {p|p� 1, 2, 3. . ., m} and m is the total number of RCs
C Set of all recycling customers, C� {c|c� 1, 2, 3. . ., h} and h is the total number of customers
Cf Set of customers with fixed time windows
Ca Set of customers with assigned time windows
V Set of vehicles for recycling, V� {v|v � 1, 2, 3. . ., b} and b is the total number of vehicles
S Set of semitrailer trucks used between RCs, S� {s|s� 1, 2, 3. . ., w} and w is the total number of vehicles
Ov Maximum times for executing recycling routes of vehicle v in a working period, v∈V
Parameters
qi Recycling demand quantity of customer i, i∈C
tqmn Transportation quantity from logistics facility m to n, m, n∈P
Qs Maximum capacity of semitrailer truck s, s∈S
Qv Maximum capacity of vehicle v, v∈V
Qm Maximum capacity of logistics facility m, m∈P
Us Usage cost of semitrailer truck s, s∈S (unit: dollar/km)
Uv Usage cost of vehicle v, v∈V (unit: dollar/km)
Dij Distance from logistics facility or customer i to j, i, j∈P∪C, i ≠ j (unit: km)
Dmn Distance from logistics facility m to logistics facility n, m, n∈P (unit: km)
W Number of working days in one planning period
B Number of planning periods in one year
Ms Annual MC of semitrailer truck s, s∈S
Mv Annual MC of vehicle v, v∈V
FLm Fixed cost of logistics facility m, m∈P
[ei,ti] Fixed time window of customer i, i∈Cf
[e’ i,l’ i] Expected time window of customer i, i∈Ca
[αi,βi] Time window assigned to customer i, i∈Ca
[Em,Lm] Service time window of logistics facility m, m∈P
μe Penalty cost for early arrival per unit time
μd Penalty cost for delayed arrival per unit time
μa Cost coefficient of the customer’s time window from the expected time window to the assigned time window per unit time
dtk vm Departure time of the kth route of vehicle V from logistics facility m, v ∈ V, m ∈ P, k ∈ Ov

atk iv Arrival time of the kth route of vehicle v at node i, v ∈ V, i ∈ P ∪ C, k ∈ Ov

tijv Travel time of vehicle v between entities i and j, i, j ∈ P ∪ C, v ∈ V
|Ns| Total number of logistic facilities served by semitrailer truck s, s∈S
|Nv| Total number of customers served by vehicle v, v∈V
BN Big number
Decision variables
xijv If vehicle v travels from logistics facility or customer i to j, then xijv � 1; otherwise, xijv � 0, i, j ∈ P∪C, v ∈ V
zk v If vehicle v has the kth route, then zk v� 1; otherwise, zk v� 0, m ∈ P, v ∈ V, and k ∈ Ov

ωivm If vehicle v departs from logistics facility m to served customer i, ωivm � 1; otherwise, ωivm � 0, i ∈ C, v ∈ V, and m ∈ P
ymns If semitrailer truck s transports between logistics facility m and n, ymnk � 1; otherwise, ymns � 0, m, n ∈ P, and s ∈ S

τimn
If customer i’s logistic facility changes from logistics facilitym to n after optimization, τimn � 1; otherwise, τimn � 0, i ∈C, and

m, n ∈ P
gms If semitrailer truck s departs from logistics facility m, gms � 1; otherwise, gms � 0, s ∈ S, and m ∈ P
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Subject to


m∈P

ymns � 1, ∀n ∈ P, s ∈ S, m≠ n, (6)


n∈P

ymns − 
n∈P

ynfs � 0, ∀m, f ∈ P, m≠f, s ∈ S, (7)


m∈P

ynms � 1, ∀n ∈ P, s ∈ S, m≠ n, (8)


m∈P


n∈P

ymns × gps ≤ Ns


 − 1, ∀p ∈ P, s ∈ S, p≠m, p≠ n, (9)

tqmn � 
i∈C

τimn × qi, ∀m, n ∈ P, (10)


m∈P


n∈P

tqmn × ymns ≤Qs, ∀s ∈ S, (11)


i∈P

xijv � 1, ∀j ∈ C, v ∈ V, (12)


i∈C


j∈C

xijv � 1, ∀v ∈ V,
(13)


j∈P

xijv − 
j∈P

xjfv � 0, ∀i, f ∈ P∪C, i≠f, v ∈ V,
(14)


i∈P

xjiv � 1, ∀j ∈ C, v ∈ V, (15)


i∈C


j∈C

xijv ≤ Nv


 − 1, ∀v ∈ V,

(16)


j∈C

qj × xijv × z
k
v ≤Qv, ∀i ∈ P∪C, v ∈ V, k ∈ Ov, (17)


j∈C


v∈V

qj × ωijvm ≤Qm, ∀i ∈ P∪C, m ∈ P,
(18)

dt
k
vm + tmiv − BN 1 − xmiv( ≤ at

k
iv, ∀m ∈ P, i ∈ C, v ∈ V, k ∈ Ov, (19)

dt
k
vm + tmiv + BN 1 − xmiv( ≥ at

k
iv, ∀m ∈ P, i ∈ C, v ∈ V, k ∈ Ov, (20)

at
k
iv + tijv − BN 1 − xijv ≤ at

k
jv, ∀i ∈ C, j ∈ C∪P, v ∈ V, k ∈ Ov, (21)

at
k
iv + tijv + BN 1 − xijv ≥ at

k
jv, ∀i ∈ C, j ∈ C∪P, v ∈ V, k ∈ Ov, (22)

Em × xmiv × z
k
v ≤dt

k
vm ≤Lm × xmiv × z

k
v , ∀m ∈ P, i ∈ C, v ∈ V, k ∈ Ov, (23)

Em × xmiv × z
k
v ≤ at

k
mv ≤Lm × xmiv × z

k
v, ∀m ∈ P, i ∈ C, v ∈ V, k ∈ Ov, (24)

at
k
mv + tmnv − M 1 − z

k+1
v ≤dt

k+1
vn , ∀m, n ∈ P, v ∈ V, k ∈ Ov, (25)
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xijv � 0, 1{ }, ∀i, j ∈ P∪C, v ∈ V, (26)

z
k
v � 0, 1{ }, ∀v ∈ V, k ∈ Ov, (27)

ωivm � 0, 1{ }, ∀i ∈ C, v ∈ V, m ∈ P, (28)

ymns � 0, 1{ }, ∀m, n ∈ P, ∀s ∈ S, (29)

τimn � 0, 1{ }, ∀i ∈ C, ∀m, n ∈ P, m≠ n, (30)

gms � 0, 1{ }, ∀m ∈ P, s ∈ S. (31)

Constraint (6) ensures that each semitrailer truck
originally departs from logistics facilities. Constraint (7) is
the flow conservation on each logistics facility. Constraint
(8) ensures that each semitrailer truck finally returns to
logistics facilities. Constraint (9) is used to avoid subtours
for semitrailer trucks. Constraint (10) calculates the
transportation quantity among logistics facilities. Con-
straint (11) stipulates that each semitrailer truck has
enough capacity to satisfy the transportation quantity of the
assigned logistics facilities. Constraint (12) ensures that
each vehicle departs from logistics facilities only. Con-
straint (13) ensures that each customer can be served once
by one vehicle. Constraint (14) is the flow conservation on
each customer. Constraint (15) ensures that each vehicle
finally returns to logistics facilities. Constraint (16) is used
to avoid subtours for vehicles. Constraint (17) represents
that each vehicle has enough capacity to satisfy the total
demand of assigned customers. Constraint (18) ensures that
the total demand of customers served by a logistics facility
should be beyond its capacity. Constraints (19) and (20)
guarantee the continuous departure time of vehicles at
logistics facilities. Constraints (21) and (22) guarantee the
continuous arrival time of vehicles at customers. Con-
straints (23) and (24) guarantee the departure and return
times of vehicles at logistics facilities. Constraint (25)
ensures the continuous departure time of shared routes of
each vehicle. Constraints (26)–(31) indicate the binary
restrictions on decision variables.

5. Solution Procedure

*e hybrid heuristic algorithm is widely applied to solve
multiobjective optimization problems [59–61]. *is algo-
rithm, including the 3D k-means clustering and NSGA-II
algorithms, is proposed to solve the MRVRPRSTWA. *e
3D k-means clustering algorithm is often utilized to con-
struct clusters according to the spatial and temporal dis-
tances of data [53].*e 3D k-means clustering algorithm can
effectively reduce the computational complexity of multi-
depot logistics networks [37]. *e NSGA-II can assign
appropriate time windows to customers and obtain Pareto
optimal solutions in MRVRPRSTWA. *e elitist strategy in
NSGA-II can effectively avoid the loss of the best individual
and enhance the computational speed and robustness. *e

elitist strategy is composed of the genetic operations (i.e.,
selection, crossover, and mutation) and the fast non-
dominated sorting and crowding distance. *e parameters
utilized in the flow structure are defined as follows: i is the
number of RCs and clustering centers, R is set as the present
number of optimization runs, Rmax represents the maxi-
mum number of optimization runs, N is set as the present
number of generations, and Nmax is set as the maximum
number of generations. *e flow structure of the hybrid
heuristic algorithm is shown in Figure 3.

*e optimization procedure of MRVRPRSTWA is as
follows:

Step 1: 3D k-means clustering. Set the number of RCs
as the number of clusters and the data from RCs as the
initial data of each cluster. Calculate the spatial and
temporal distances between cluster centers and cus-
tomers. Assign each customer to the nearest cluster
center.

Step 2: the NSGA-II algorithm is used to establish
pickup vehicle routes.*e initial parameters are set and
the initial population is randomly generated.

Step 3: genetic operation, including selection, partial-
mapped crossover (PMC), and mutation is performed
to generate offspring population. *e parent and off-
spring population are combined.

Step 4: the new population is selected by performing
nondominated sorting and calculating the crowding
distance of each individual.
Step 5: determine whether the internal termination is
satisfied. If the termination condition is unsatisfied,
then select customers that accepted the TWA strategy
and have time window violations, and assign the ap-
propriate time windows to them; otherwise, return to
Step 3.
Step 6: calculate the total cost and TNV with the
adoption of the TWA strategy by NSGA-II and de-
termine whether the termination condition is satisfied.
If the termination condition is unsatisfied, then return
to Step 1 to confirm whether the clustering results need
to be adjusted; otherwise, terminate the algorithm
procedure and find the optimal solution.
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5.1. 3D k-Means Clustering. *e clustering algorithm is al-
ways utilized to construct clusters to each depot in multi-
depot VRP to reduce computational complexity [62, 63].*e
traditional k-means clustering algorithm groups customers
on the basis of the spatial distances between customers and
clustering centers [64, 65]. *e 3D k-means clustering al-
gorithm, a variant of the traditional k-means clustering
algorithm, constructs clusters according to the spatial and
temporal distances among clustering centers and customers.
In this study, the 3D k-means clustering algorithm is applied
to optimize MRVRPRSTWA. *e spatial and temporal

distances based on geographic coordinates and time win-
dows of customers and logistics facilities can be calculated by

β1 + β2 � 1, (32)

dis � β1 xm − xp



 + ym − yp



  + β2 zm − zp



. (33)

In equation (32), β1 and β2 represent the proportion of
spatial and temporal distances, respectively. In equation
(33), (xm, ym, zm) expresses the geographic location and
center point of time windows of logistics facility. (xp, yp, zp)
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Figure 3: Algorithm flow structure for MRVRPRSTWA.
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expresses the geographic location and center point of time
windows of customer. *e 3D k-means clustering algorithm
procedure is shown in Algorithm 1.

In Algorithm 1, the process of clustering can be divided
into several components: First, the geographic locations and
center point of the time windows of RCs and customers are
used to construct the initial 3D data elements. Second, set i
on the basis of the number of RCs as the number of clusters
and the data from RCs as the initial clustering center of each
cluster. *ird, traverse data elements and calculate the
spatial and temporal distances from each element to every
clustering center. Fourth, assign each element to the nearest
clustering center, and elements assigned to the same clus-
tering center are placed in one cluster. Fifth, update i
clusters, and continue to execute this procedure till no
existing customers need to be adjusted among clusters; then,
i clusters, including RCs and their served customers, are
reported. *e clustering results provide the initial pop-
ulation for multidepot vehicle routing optimization.

5.2. NSGA-II. Heuristic algorithms have obvious perfor-
mances in solving multidepot logistics networks [66]. *e
NSGA-II is an enhanced algorithm based on the NSGA to
solve multiobjective evolutionary problems [67, 68]. NSGA-
II ranks different individuals via nondominated sorting
algorithm and crowding distance comparison operators to
force individuals to converge toward and diffuse along the
Pareto front. *e main procedures of NSGA-II are sum-
marized below.

5.2.1. Selection. *e selection operation involves choosing
certain individuals every time from the parent population
with selection probability sp, and the best individual will be
inserted into the offspring population. *e selection oper-
ation will continue until the offspring population size rea-
ches a predetermined size. *e specific steps can be
described as follows: First, individuals are chosen from the
parent population with selection probability sp at random.
*en, the individual with the best fitness values is selected
and added into the offspring population. *e above-
mentioned procedures are repeated until the offspring
population reaches a predetermined size.

5.2.2. PMC. PMC is used as the operator of the crossover
operation [69]. *e specific procedure of PMC is shown in
Figure 4, and the main steps of PMC are as follows: First,
randomly select the beginning and ending positions of a
gene sequence of a pair of chromosomes. Second, the two
sets of genes selected on the two chromosomes are ex-
changed separately. *ird, conduct conflict detection and
establish a mapping relationship on the exchanged genes.
Fourth, repeat this step until no duplicate genes are present
on the same chromosome.

*e mapping relationship is illustrated in Figure 4. For
example, a mapping relationship of 3-1and 5-6 genes is
presented. Two genes 3 in offspring1 are selected in the
second step, and the unselected gene is transformed into 1.

Two genes 5 in offspring 1 are selected in the third step, and
the unselected gene is transformed into 6. Finally, two
children with no conflict genes are generated.

5.2.3. Mutation. Mutation operation aims to change the
values of a gene at a certain locus of chromosome to generate
a new chromosome [70]. Polynomial mutation is used in this
work to prevent local convergence in the course of evolution.
*e main steps of polynomial mutation are shown in
Figure 5.

In Figure 5, a chromosome is randomly selected from the
parent generation in terms of the mutation probability pc.
*en, three genes on the parental chromosome are ran-
domly selected, and the exchange and regenerated operation
are conducted on the three genes. If duplicate genes appear,
then they should be removed and regenerated.

5.2.4. Nondominated Sorting and Crowding Distance
Assignment. Several definitions are provided to describe the
procedures of nondominated sorting and crowding distance.
N represents the set of population, and it can be divided into
several subsets (i.e., A1, A2, A3. . .). *e subsets can be in-
dicated as follows: A1 is the set of nondominated population
ofN,A2 is the set of nondominated population ofN–A1,A3 is
the set of nondominated population of N–(A1∪A2), and so
on. In each individualm, let id(m) be the index of the front to
which m belongs and cd(m) be the crowding distance of m.
*e crowding distance can be calculated in equation (34) as
follows:

cd(m) �
f1 m1(  − f1 m2( 

f
max
1 − f

min
1

+
f2 m3(  − f2 m4( 

f
max
2 − f

min
2

, (34)

wherem1 andm2 are the closest populations ofm in the same
front on the basis of f1;m3 andm4 are the closest populations
of m in the same front on the basis of f2; and fmax and fmin
are the maximum and minimum values of fi, respectively. In
addition, if n is the boundary individual, then the crowding
distance of n is infinity, namely, cd(n)�∞. If the id(m) is
smaller than the id(m’) or id(m) is equal to the id(m’), and the
cd(m) is larger than the cd(m’), then we can saym is preferred
to m’’. *e next generation is selected through the above-
mentioned method, which is nondominated sorting and
crowding distance [71].

5.2.5. TWA Strategy. *e TWA strategy is designed in the
NSGA-II algorithm to assign candidate time windows to
customers with improved operational efficiency. *e main
procedures are presented as follows:

Step 1: customers that accepted the TWA strategy with
violation of time windows are selected.
Step 2: assume that the time window for customer A is
[EA, LA], and the actual service time of customer A is i
hours earlier (or delayed) than EA. If EA–i (or LA+ i) is
between the candidate time window [E’ A, L’ A], then
calculate the TWA cost, and compare it with the
penalty cost.
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Step 3: if the TWA cost is lower than the penalty cost,
then [E’ A, L’ A] will assign to customer A; otherwise,
keep the initial time window of customer A.

*erefore, the appropriate time windows are assigned to
the corresponding customers. *e process of NSGA-II is
described in Algorithm 2.

6. Implementation and Analysis

6.1. Algorithm Comparison. In this section, benchmark in-
stances are performed to test the quality of NSGA-II in
MRVRPRSTWA for comparing its results with those re-
ceived by multiobjective evolutionary algorithm (MOEA)
[72] and multiobjective particle swarm optimization
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Input: Number of RCs, geographic coordinates, and time windows of customers and RCs
Output: Clusters, including RCs and their assigned customers

(1) Import the geographic locations and center point of the time windows of RCs and customers as initial data.
(2) Establish 3D vectors on the basis of the initial data and construct 3D data elements.
(3) Set i as the number of clusters on the basis of the number of RCs.
(4) Select the data from RCs as the initial clustering center of each cluster.
(5) Traverse all the data elements.
(6) Calculate the spatial and temporal distances from each element to the clustering center.
(7) Assign each element to the nearest clustering center.
(8) Update i clusters, and calculate new clustering centers.
(9) If existing customers need to be adjusted among clusters
(10) *en return to step 5;
(11) Else
(12) End if
(13) End for
(14) Output the results of i clusters.

ALGORITHM 1: 3D k-means clustering algorithm.
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(MOPSO) [73]. *e multidepot VRPTW (MDVRPTW)
datasets obtained from the database of the NEO research
group (https://neo.lcc.uma.es/vrp/vrp-instances/multiple-
depot-vrp-with-time-windows-instances/) are illustrated in
Table 3.

Table 3 presents the relevant characteristics of 20
benchmarks.*e parameters for NSGA-II and MOEA are as
follows: population size popsize � 150, selection probability
sp� 0.6, crossover probability cp� 0.9, and mutation prob-
ability mp� 0.1. *e parameters for MOPSO are as follows:
maximum iteration number max_it� 200, inertia weight
ω� 0.9, personal confidences pc� 2, and social learning
confidences gc� 3. *e results of the three algorithms, which
contain total cost (cost), TNV (vehicle), and computation
time (Ct), are compared in Table 4.

Table 4 exhibits an adequate difference among the op-
timal results of those three algorithms on the basis of the
values of t-test and p-value. *e NSGA-II algorithm is
superior to MOEA and MOPSO in obtaining the optimal
cost in MRVRPRSTWA. *e costs of MOEA and MOPSO
are higher than that of NSGA-II in 20 benchmark instances.
For instance, the average cost of NSGA-II is $15479.
However, the costs of MOEA and MOPSO are $20019 and
$17520, respectively. *e minimum number of vehicles
calculated by NSGA-II is nine compared to TNV of MOEA
and MOPSO. *e NSGA-II outperforms MOEA and
MOPSO in terms of the minimum computation time. *e
average computation time of NSGA-II is 237s, which is
lower than the computation times of MOEA and MOPSO.

*erefore, the NSGA-II algorithm can achieve better per-
formance in solving MRVRPRSTWA compared to MOEA
and MOPSO.

6.2. Data Source. A real reverse logistics network in
Chongqing, China, is used to verify the applicability and
feasibility of the proposed solution in MRVRPRSTWA. *e
logistics network has five RCs (i.e., RC1, RC2, RC3, RC4, and
RC5) and 183 customers. *e spatial distribution of logistics
network is shown in Figure 6. *e RCs and customers are
marked as stars and rhombuses, respectively. Rhombuses in
various colors represent customers served by different RCs.
*e initial vehicle routes are shown in Table 5.

In Table 5, customers are served by 21 vehicle routes
among five RCs. Each RC is operated independently, which
results in the waste of resources. For example, three cus-
tomers (i.e., P180, P177, and P171) belonging to RC1 and
two customers (i.e., P75 and P65) belonging to RC5 are
served by a vehicle, respectively.*e irrational vehicle routes
should be decreased to enhance the operational efficiency of
the multidepot logistics network.

6.3. Relevant Parameter Setting. *e objective of
MRVRPRSTWA is to obtain the lowest operating cost and
TNV in the multidepot reverse logistics network.*e related
parameters used in the optimization model and the hybrid
heuristic algorithm initialization are shown in Table 6. *e
time window of RC1 is [6, 18]. RC2 and RC3 have the same

Nondominated Sorting Algorithm-II (NSGA-II)
Input: popsize, nodes, R, Rmax, Nmax, sp, cp, and mp
Output: Pareto front optimal solutions

(1) Initialize parameters
(2) # set the population size (popsize), number of customers (nodes), number of generation (R), maximum number of generations

(Rmax), maximum number of runs (Nmax), selection probability (sp), crossover probability (cp), and mutation probability (mp)
(3) For N� 1:Nmax
(4) For R� 1:Rmax
(5) Generate the initial population with size popsize
(6) Objective function evaluation
(7) # compute the objective function to minimize the total operating cost and TNV
(8) Divide popsize into nondominance front and calculate the crowding distance of each individual
(9) For i� 1: R
(10) Implement selection, PMC, and mutation operations to generate offspring population
(11) Combine parent and offspring population, perform nondominated sorting and calculate the crowding distance of each

individual
(12) Build the new population on the basis of the parent and offspring populations following partial order
(13) end
(14) end
(15) For n� 1: nodes
(16) Select the customers that accept time window and have time window violation
(17) Select the appropriate time window from candidate time windows to assign to customer
(18) Calculate the TWA cost and compare it with the penalty cost
(19) Assign the time window to the customer or keep the expected time window of customer
(20) end
(21) Find the Pareto front optimal solution
(22) end

ALGORITHM 2: NSGA-II algorithm operation.
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time window [8, 20]. *e time window of RC4 and RC5 is
the same as [10, 22]. *e candidate time windows are
constructed on the basis of the real situation of customers
that accepted TWA. Hence, four candidate time windows
are constructed: [8, 10], [10, 11], [12, 15], and [16, 18].

6.4. Optimization Results. Customers are clustered on the
basis of the 3D k-means clustering algorithm to reduce the
computational complexity in the multidepot reverse logistics

network. Customers are reassigned to the RC with the nearest
spatial and temporal distances. *e results of the 3D k-means
clustering algorithm are shown in Table 7 and Figure 7.

Table 7 illustrates that 183 customers are reassigned to
the corresponding logistics facilities and grouped into five
clusters. RC1 is allocated 28 customers, RC2 is allocated 28
customers, RC3 is allocated 42 customers, and RC4 and RC5
are allocated 42 and 43 customers, respectively. *e spatial
and temporal distances of the customers are shown in

Table 3: Relevant settings of data instances.

Instances Datasets Number of depots Number of customers Number of candidate time windows Vehicle capacity
1 MDPR1 4 48 2 200
2 MDPR2 4 96 2 195
3 MDPR3 4 144 3 190
4 MDPR4 4 192 4 185
5 MDPR5 4 240 4 180
6 MDPR6 4 288 5 175
7 MDPR7 6 72 2 200
8 MDPR8 6 144 3 190
9 MDPR9 6 216 4 180
10 MDPR10 6 288 5 170
11 MDPR11 4 48 2 200
12 MDPR12 4 96 2 195
13 MDPR13 4 144 3 190
14 MDPR14 4 192 4 185
15 MDPR15 4 240 4 180
16 MDPR16 4 288 5 175
17 MDPR17 6 72 2 200
18 MDPR18 6 144 3 190
19 MDPR19 6 216 4 180
20 MDPR20 6 288 5 170

Table 4: Comparison of the results of the three algorithms on different instances.

Instances
NSGA-II MOEA MOPSO

Cost ($) Vehicle Ct (s) Cost ($) Vehicle Ct (s) Cost ($) Vehicle Ct (s)
1 8450 3 184 12742 7 189 10689 5 179
2 9617 4 195 14906 9 221 12837 7 204
3 13716 8 210 16137 10 211 15067 9 215
4 15764 10 225 18940 13 243 19923 14 231
5 15829 10 231 21070 15 238 18041 12 244
6 17032 11 251 21412 15 267 19338 13 247
7 16952 9 250 20373 12 255 17325 9 261
8 20048 12 254 23601 15 248 18550 10 269
9 17968 10 266 25526 17 261 22484 14 268
10 19119 11 278 23500 15 287 19454 11 288
11 8335 3 207 14720 9 210 8673 3 217
12 10598 5 216 15840 10 231 14772 9 231
13 12743 7 224 19165 13 242 17094 11 233
14 15789 10 230 20110 14 257 18053 12 246
15 15929 10 237 21171 15 241 17119 11 251
16 18074 12 241 20260 14 246 19231 13 265
17 15932 8 251 21234 13 279 20173 12 271
18 18158 10 257 19411 11 264 19367 11 279
19 19998 12 262 24482 16 298 21461 13 278
20 19537 11 268 25779 17 317 20742 12 288
Average 15479 9 237 20019 13 250 17520 11 248
t-test −12.955 −5.529
p-value 3.51502E-11 1.24E-05
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Figure 7, wherein x represents the longitude of coordinate, y
indicates the latitude of coordinate, and z denotes the mid
value of the time window.*e optimized vehicle routes with
the RS and TWA strategies are shown in Table 8.

Table 8 exhibits that seven vehicles are shared on different
routes to serve customers in the multidepot reverse logistics
network. For example, vehicle 1 is shared in three routes. One
route (e.g., RC1⟶ P128⟶ P138⟶ P7⟶ P69⟶ P78
⟶ P15⟶ P36⟶ P42⟶ RC1) departs from RC1.

Meanwhile, two routes (e.g., RC3⟶ P1⟶ P122⟶ P50
⟶ P95⟶ P109⟶ P51⟶ P41⟶ P129⟶ P13⟶
P166⟶ P158⟶ RC3, RC3⟶ P98⟶ P124⟶ P86
⟶ P112⟶ P82⟶ P136⟶ P28⟶ P137⟶ P113
⟶ P104⟶ RC3) depart from RC3. Vehicle sharing can
improve the resource utilization and operational efficiency of
logistics facilities and promote sustainable development
among logistics networks. *e comparison of results before
and after optimization is shown in Table 9 and Figure 8.

Recycling center

Customers served by RC1

Customers served by RC2

Customers served by RC3

Customers served by RC4

Customers served by RC5

Figure 6: Spatial distribution of RCs and customers.

Table 5: Initial vehicle routes before optimization.

Facilities Routes

RC1

RC1⟶P175⟶P174⟶P167⟶P157⟶P163⟶P172⟶P169⟶P176⟶P162⟶P179⟶P155⟶RC1
RC1⟶P180⟶P177⟶P171⟶RC1

RC1⟶P150⟶P159⟶P152⟶P165⟶P168⟶P161⟶P170⟶P154⟶P181⟶P158⟶RC1
RC1⟶P182⟶P164⟶P156⟶P183⟶P160⟶P153⟶P166⟶P151⟶P178⟶P173⟶RC1

RC2
RC2⟶P98⟶P107⟶P95⟶P97⟶P99⟶P93⟶P94⟶P84⟶P85⟶P104⟶P103⟶RC2
RC2⟶P82⟶P100⟶P89⟶P90⟶P101⟶P96⟶P88⟶P105⟶P87⟶P102⟶P92⟶RC2

RC2⟶P91⟶P86⟶P106⟶P83⟶RC2

RC3

RC3⟶P122⟶121⟶P113⟶P114⟶P115⟶P108⟶P131⟶RC3
RC3⟶P124⟶P149⟶P112⟶P147⟶P140⟶P144⟶P141⟶RC3

RC3⟶P126⟶P143⟶P120⟶P145⟶P123⟶P125⟶P128⟶P139⟶RC3
RC3⟶P148⟶P137⟶P110⟶P138⟶P118⟶P134⟶P136⟶P142⟶P132⟶P129⟶RC3
RC3⟶P135⟶P146⟶P133⟶P109⟶P111⟶P116⟶P117⟶P119⟶P130⟶P127⟶RC3

RC4

RC4⟶P22⟶P16⟶P40⟶P47⟶R42
RC4⟶P14⟶P5⟶P9⟶P3⟶P36⟶P33⟶P18⟶P12⟶P30⟶P11⟶P4⟶P35⟶P6⟶RC4

RC4⟶P15⟶P7⟶P39⟶P28⟶P37⟶P38⟶P23⟶RC4
RC4⟶P2⟶P26⟶P10⟶P24⟶P17⟶P8⟶P45⟶P20⟶P29⟶P19⟶P21⟶RC4
RC4⟶P13⟶P1⟶P32⟶P25⟶P34⟶P41⟶P44⟶P43⟶P27⟶P46⟶P31⟶RC4

RC5

RC5⟶P52⟶P49⟶P58⟶P66⟶P79⟶P57⟶P68⟶P50⟶P53⟶P51⟶P55⟶P71⟶RC5
RC5⟶P59⟶P74⟶P76⟶P62⟶P61⟶P70⟶P78⟶P60⟶P80⟶P54⟶P67⟶P56⟶RC5

RC5⟶P64⟶P81⟶P77⟶P48⟶P69⟶P73⟶P72⟶P63⟶RC5
RC5⟶P75⟶P65⟶RC5
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In Table 9 and Figure 8, the total cost is reduced from
$38025 to $21373 in the initial and optimized reverse lo-
gistics network on the basis of the RS and TWA strategies in
the MRVRPRSTWA. In addition, the TC is decreased from
$4675 to $1307. *e sum of the penalty cost and AC after
optimization is lower than that before optimization through
the TWA strategy. *e total number of vehicles is decreased
to seven when the vehicles are shared among five RCs.

6.5. Analysis and Discussion. Four cases are considered to
verify the applicability of the proposed method in
MRVRPRSTWA. In Case 1, each logistics facility operates
independently. In Case 2, the RS strategy is considered
among logistics facilities. In Case 3, the TWA strategy is
adopted among logistics facilities. In Case 4, the RS and
TWA strategies are adopted among logistics facilities. *e
calculation results of the four scenarios are shown in Ta-
ble 10 and Figure 9.

In Table 10 and Figure 9, the total cost, violated time,
and TNV are significantly reduced in the optimized lo-
gistics network with the RS and TWA strategies. TNV in
Case 2 is lower than that in Case 1, which shares vehicles
among reverse logistics facilities. *e violated time is
significantly reduced when the TWA strategy is adopted
among logistics facilities in Case 3 compared to that of Case
1. *e total cost, violated time, and TNV of Case 4 have the
minimum value of $21373, 87min, and 7, respectively. *e
total cost, violated time, and TNV are compared in Fig-
ure 9. *erefore, the proposed method in MRVRPRSTWA
can effectively reallocate resources and improve the op-
erational efficiency.

6.6. Implications. *eRS and TWA strategies are considered
to optimize recycling service in the multidepot reverse lo-
gistics network. *e implications obtained from this work
are described as follows:

Table 6: Parameter values utilized in the computational experiments.

Notation Definition
β1 Coefficient of spatial distance
β2 Coefficient of temporal distance
Qs Maximum capacity of the semitrailer truck
Qv Maximum capacity of vehicle
Us Usage cost of the semitrailer truck (unit: dollar/km)
Uv Usage cost of vehicle v (unit: dollar/km)
Ms Annual MC of the semitrailer truck
Mv Annual MC of the vehicle
μe Penalty cost for early arrival per unit time
μd Penalty cost for delayed arrival per unit time
μa AC per unit time
W Number of working days in one planning period
B Number of planning periods in one year
FL1 Fixed cost of RC1
FL2 Fixed cost of RC2
FL3 Fixed cost of RC3
FL4 Fixed cost of RC4
FL5 Fixed cost of RC5
Popsize Population size
Nmax Maximum number of generations runs
Rmax Maximum number of runs
sp Selection probability
cp Crossover probability
mp Mutation probability

Table 7: 3D k-means clustering results in MRVRPRSTWA.

Facilities RC1 RC2 RC3 RC4 RC5

Customers

P7 P15 P39 P42 P48
P69 P72 P73 P78 P93
P99 P110 P118 P138
P130 P131 P177 P180
P182 P33 P36 P40 P43
P44 P49 P126 P128

P132

P11 P17 P24 P25 P32
P34 P53 P91 P92 P97
P102 P133 P135 P146
P148 P160 P183 P115
P116 P117 P119 P120
P61 P62 P70 P66 P67

P71

P1 P2 P4 P6 P10 P13
P26 P28 P29 P35 P41
P50 P51 P60 P74 P76
P82 P83 P86 P87 P95
P98 P103 P104 P106
P107 P109 P112 P113
P121 P122 P124 P129
P136 P137 P149 P153
P154 P156 P158 P164

P166

P8 P14 P16 P19 P20
P21 P22 P23 P31 P37
P38 P45 P46 P47 P55
P59 P63 P68 P80 P84
P85 P89 P94 P114 P123
P134 P139 P141 P142
P144 P145 P147 P151
P155 P161 P165 P168
P170 P171 P173 P179

P181

P3 P5 P9 P12 P18 P27
P30 P52 P54 P56 P57
P58 P64 P65 P75 P77
P79 P81 P88 P90 P96
P100 P101 P105 P108
P111 P125 P127 P140
P143 P150 P152 P157
P159 P162 P163 P167
P169 P172 P174 P175

P176 P178
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Figure 7: Customer clustering results in MRVRPRSTWA.

Table 8: Vehicle routes with the RS and TWA strategies.

Vehicles Facilities Routes

Vehicle 1
RC1 RC1⟶P128⟶P138⟶P7⟶P69⟶P78⟶P15⟶P36⟶P42⟶RC1
RC3 RC3⟶P1⟶P122⟶P50⟶P95⟶P109⟶P51⟶P41⟶P129⟶P13⟶P166⟶P158⟶RC3
RC3 RC3⟶P98⟶P124⟶P86⟶P112⟶P82⟶P136⟶P28⟶P137⟶P113⟶P104⟶RC3

Vehicle 2
RC2 RC2⟶P133⟶P11⟶P160⟶P17⟶P71⟶P115⟶P34⟶P148⟶P120⟶P32⟶P91⟶RC2
RC2 RC2⟶P102⟶P24⟶P25⟶P146⟶P119⟶P183⟶P70⟶P9⟶P97⟶RC2
RC2 RC2⟶P61⟶P62⟶P135⟶P116⟶P53⟶P117⟶P66⟶P67⟶RC2

Vehicle 3
RC3 RC3⟶P106⟶P83⟶P87⟶P29⟶P103⟶P10⟶P76⟶P74⟶P4⟶P60⟶P2⟶P107⟶RC3
RC4 RC4⟶P31⟶P141⟶P59⟶P68⟶P147⟶P45⟶P151⟶P55⟶P38⟶P123⟶P94⟶RC4
RC5 RC5⟶P154⟶P26⟶P121⟶P35⟶P176⟶P175⟶P90⟶P179⟶P172⟶RC5

Vehicle 4
RC4 RC4⟶P14⟶P114⟶P37⟶P84⟶P85⟶P134⟶P173⟶P156⟶P181⟶P178⟶P168⟶RC4
RC4 RC4⟶P63⟶P21⟶P20⟶P145⟶P19⟶P6⟶P89⟶P22⟶P47⟶P161⟶RC4
RC4 RC4⟶P144⟶P165⟶P8⟶P46⟶P139⟶P142⟶P16⟶P80⟶P155⟶P23⟶RC4

Vehicle 5 RC5 RC5⟶P150⟶P88⟶P152⟶P57⟶P100⟶P125⟶P162⟶P56⟶P5⟶P96⟶P159⟶RC5
RC5 RC5⟶P108⟶P65⟶P54⟶P81⟶P30⟶P77⟶P75⟶P101⟶P111⟶RC5

Vehicle 6 RC1 RC1⟶P39⟶P48⟶P93⟶P180⟶P131⟶P44⟶P118⟶P177⟶P110⟶RC1
RC1 RC1⟶P72⟶P99⟶P73⟶P182⟶P132⟶P126⟶P49⟶P33⟶P130⟶P43⟶P40⟶RC1

Vehicle 7 RC5 RC5⟶P3⟶P169⟶P140⟶P9⟶P153⟶P167⟶P164⟶P52⟶P171⟶P170⟶P174⟶RC5
RC5 RC5⟶P105⟶P79⟶P18⟶P12⟶P58⟶P157⟶P163⟶P64⟶P143⟶P27⟶P127⟶RC5

Table 9: Comparison of the results before and after optimization.

Scenarios Transportation cost
($)

Penalty cost
($)

Assignment cost
($)

Fixed cost
($)

Number of
semitrailer trucks

Number of
vehicles

Total cost
($)

Before
optimization 4675 6000 — 6350 — 21 38025

After
optimization 1307 1566 2150 6350 2 7 21373
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Figure 8: Comparison of the results before and after optimization.

Table 10: Comparison of the optimization results of the four scenarios.

Scenarios *e total cost ($) Violated time (min) Assigned time (min) *e number of semitrailer trucks *e number of vehicles
Case 1 38025 333 — — 21
Case 2 27939 188 — 2 12
Case 3 32616 107 247 2 17
Case 4 21373 87 215 2 7
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(1) *e RS strategy contributes to the resource utiliza-
tion of reverse logistics network and promotes the
sustainable development of the intelligent logistics
system. Vehicles often serve customers on one route
in a working period, thereby resulting in low vehicle
utilization. Vehicles serve customers on several
routes in a working period based on satisfying
customer service time window with the adoption of
the RS strategy. *is strategy shares the resources
within and between logistics facilities to obtain the
maximum resource utilization in MRVRPRSTWA.

(2) *e TWA strategy can enhance the operational ef-
ficiency of logistics networks. *e candidate time
windows of customers with high penalty costs on
account of the violation of time windows are
assigned to corresponding customers through the
TWA strategy to achieve the maximum operational
efficiency in MRVRPRSTWA. *e TWA strategy is
of great theoretical and practical significance to the
sustainable development of reverse logistics
networks.

(3) *e RS and TWA strategies in reverse logistics
network can reduce the negative impact of logistics
enterprises on the environment, optimize resource
allocation, maximize benefits, promote the devel-
opment of green logistics, and provide related de-
velopment decisions for logistics enterprises and
government departments. *e established mathe-
matical model and the hybrid heuristic algorithm
can also provide a reliable reference for the appli-
cability and effectiveness of the RS and TWA
strategies in addressing MRVRPRSTWA.

7. Conclusions

*is work studies the RS and TWA strategies in multidepot
recycling logistics networks. *e RS strategy can effectively
improve resource utilization and optimize resource con-
figuration in logistics networks. A bi-objective optimization
model is proposed for MRVRPRSTWA with the minimum
operating cost and TNV. A hybrid heuristic algorithm,
which includes 3D k-means clustering algorithm and
NSGA-II algorithm, is also designed to address
MRVRPRSTWA. *e 3D k-means clustering algorithm is
used to cluster customers in the first step of the hybrid
heuristic algorithm for reducing the computational com-
plexity of multidepot vehicle routing problem. Next, the
NSGA-II algorithm is used to find the optimal vehicle routes
and assign candidate time windows to customers.

A real-world case study in Chongqing City, China, is
analyzed to verify the performance of the proposed
mathematical model and the hybrid heuristic algorithm in
MRVRPRSTWA. *e computational results demonstrate
that the total operating cost and TNV can be decreased
through the proposed method. *e total operating cost is
reduced from $38025 to $21373, and TNV is minimized
from 21 to 7. *e comparison of the performance of three
algorithms shows that the NSGA-II has a better

performance in solving MRVRPRSTWA than MOEA and
MOPSO. Four different scenarios with and without RS and
TWA strategies are presented to demonstrate the appli-
cability of the proposed method. *e results of four sce-
narios indicate that the operational efficiency of the
logistics network can be improved via the RS and TWA
strategies.

In this study, the RS and TWA strategies are encouraged
to promote the sustainable development of multidepot lo-
gistics network. On the one hand, the RS strategy among
logistics facilities can optimize the resource configuration
and enhance the resource utilization. On the other hand, the
TWA strategy can improve the operational efficiency of
logistics network by assigning candidate time windows to
customers. Although only the RS and TWA strategies can
improve the operational efficiency of logistics network to a
certain extent, the greatest benefits can be obtained by si-
multaneously adopting both, which is demonstrated in
section 6.5. *e RS and TWA strategies can be used as
references when policy-makers make decisions for logistics
development.

Many research questions can be studied in the future on
the basis of this work. (1) Delivery activity can be considered
on the basis of the MRVRPRSTWA to construct pickup and
delivery logistics network. (2) *e proposed algorithm can
be combined with exact algorithms to enhance the accuracy
and efficiency of computation. (3) Collaboration among
logistics facilities and profit allocation mechanism can be
investigated on the MRVRPRSTWA. (4) *e environmental
impact in the MRVRPRSTWA can be explored in the future.
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With the rapid development of air transportation, the complexity, importance, and severity of civil aviation safety have gradually
become prominent. It is essential to use various data to analyze and predict the level of aviation safety.+is paper used a combined
predictionmodel based on Induced OrderedWeighted Averaging (IOWA) operator to forecast the civil aviation incident rate.We
compiled and calculated civil aviation incident data and total flight hours from 2008 to 2019 in China and took the civil aviation
incident rate (incident numbers per ten thousand flight hours) as the prediction object. First, this paper used the nonlinear
regressionmodel, Grey Verhulst model, andHolt-Winters exponential smoothingmodel to forecast the civil aviation incident rate
individually. +en, it used the smallest sum of squared errors as the principle to use a combined prediction model based on the
IOWA operator. It can be seen from the experimental results that the prediction accuracy of the combined model is better than
single models. Finally, this paper forecasted the civil aviation incident rate in 2020 and 2021.+e results showed that the predicted
rates are 0.524 and 0.551. Most notably the incident rate will increase significantly compared with 2019.

1. Introduction

Safety is the primary prerequisite for the development of
civil aviation. In recent years, the safety level of civil aviation
in China has been continuously improved. By the end of
September 2020, China civil aviation achieved consecutive
safe flight for 86.69 million flight hours and 121 months [1].
+e civil aviation accident index in China is better than the
world average. However, aviation safety should not be re-
laxed because accidents in civil aviation will often cause
significant losses. +e research of aviation accident data and
incident data plays a vital role in aviation safety manage-
ment. Data prediction with scientific algorithms is the key to
accident prevention.

Worldwide travel restrictions related to the COVID-19
pandemic caused a sharp drop in the total number of flights.
According to reports from Flightradar24, a global flight
tracking website, the number of commercial flights in 2020
fell 42% from the previous year. Nevertheless, crashes of

large commercial airliners worldwide caused more deaths
than the previous year. According to reports from the Dutch
aviation consultancy To70, 299 people died in crashes of civil
aviation large commercial airliners in 2020. +e number of
people who died in crashes of civil aviation large commercial
airliners in 2019 is 257. +e aviation operation is full of
randomness and uncertainty. So it is essential to strengthen
civil aviation data analysis and prediction.

Civil aircraft incident refers to the occurrence of events
related to aircraft that do not constitute an accident but may
affect safety during the aircraft’s operation [2]. +e incident
rate generally refers to the number of incidents occurring in
10,000 flight hours. So we used the incident rate as the
prediction object in this research. More accurate predictions
of future civil aviation safety status are conducive to re-
ducing risks and losses before accidents and major accidents
occur. Effective prediction can reduce economic losses and
has a particular significance for civil aviation safety man-
agement development. +e civil aviation incident prediction
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methods mainly include single predictions such as regres-
sion prediction, time series prediction, and Grey prediction
and combination predictions of Grey Markov prediction
and intelligent algorithm models such as SVM and BP. In
actual prediction, different methods can be used to predict
the same problem. Improving the forecasting accuracy of
incident rate has an important practical significance for
aviation practitioners to judge aviation safety trends and
formulate correct safety strategies.

+is paper used a combined prediction model for
forecasting civil aviation incident rates in the next two years
based on IOWA operator. First, based on the incident rate
data from 2008 to 2019, we used the nonlinear regression
model, Grey Verhulst model, and Holt-Winters exponential
smoothing model to forecast the aviation accident rate in-
dividually. +en, we established a combined prediction
model based on the IOWA operator with the smallest sum of
squared errors as the principle. Finally, we forecasted the
incident rate of civil aviation in China from 2020 to 2021.

2. Literature Review

At present, scholars’ research on civil aviation safety data
analysis mainly focuses on the following aspects:

(1) +e monitoring or recognition of a certain kind of
event, risk analysis, or related model research. For
example, Korsun and Poplavskii [3] estimated the
measurement error of the aircraft angle of attack
using satellite navigation data. Huang et al. [4]
proposed a feature extraction method for dis-
tinguishing abnormal flight events. Sun and Han [5]
proposed a method for analyzing Quick Access
Recorder (QAR) overrun events and flight record
data using a different test, which can solve the
massive QAR Information with guiding significance
extracted from flight data. Qi et al. [6] studied the
high-risk areas that may trigger the QAR overrun
event using the QAR record data and the golden
section method. Sun and Meng [7] used the cluster
analysis method to study aviation flight incidents’
time distribution law and obtained a short period of
high aviation incidents. Liu and He [8] studied the
flight safety risk index based on the frequency and
intensity of flight parameter overrun. Geng [9] used
QAR data to analyze pilots’ long-term performance
and carried out quantitative evaluation methods for
their technical flight level. Wang et al. [10] used flight
QAR data to study heavy landing accidents and
established a quantitative risk assessment model for
heavy landing using a statistical modeling method.
Jian et al. [11] presented a risk assessmentmethod for
civil aviation flight safety based on QAR overrun
events.

(2) Use relevant data for fault diagnosis and trend
prediction. Some researchers have used a variety of
forecasting models to forecast passenger traffic
[12, 13]. Shan [14] used the Bayesian network to
predict civil aviation unsafe events and made noise

diagnosis and high-risk identification for unsafe
events. Dai [15] analyzed the management mode and
relevant civil aviation flight quality monitoring
measures and analyzed the civil aviation flight
quality monitoring and early warning management.
Wang et al. [16] used the Auto Regressive Moving
Average (ARMA) model to predict tail collision
events in domestic civil aviation transportation. Sun
et al. [17] proposed a spatiotemporal analysis method
of flight quality monitoring based on temporal
Geographic Information System (GIS). Du [18] used
exponential function to perform regression analysis
on civil aviation accident rate data from 1993 to 2007
and conducted a correlation test. Liu et al. [19] used
correlation analysis to choose five positively related
influencing factors. +ey adopted air transport in-
cidents’ historical data and their influencing factors
to establish air transportation incidents’ cluster
prediction model. Wang et al. [20] proposed a
nonlinear regression prediction model of civil avi-
ation incidents based on taking off and landing
sorties. Bin et al. [21] proposed a combined pre-
diction model based on GM (1.1) and Markov model
to forecast the civil aviation incidents based on the
incident data and operational aircraft data from 2003
to 2012. Wang and Li [22] analyzed civil aviation
incidents’ characteristics and proposed a series of
grey neural network combined prediction models.
Xiong et al. [23] used the Long Short-Term Memory
(LSTM) neural network model to train and predict
the bird strike incidents data. Chen et al. [24] pro-
posed a combined prediction model based on
Autoregressive Integrated Moving Average
(ARIMA) and Back Propagation Neural Networks
(BPNN) to forecast civil aviation incidents in other
months. Liang and Li [25] used the combined model
of ARIMA, Least Squares Support Vector Machines
(LS-SVM), and BPNN to forecast and analyze the
airline company’s monthly flight incidents rate.
Valdés et al. [26] developed five Bayesian models of
increasing difficulty to predict and anticipate inci-
dents. Subramanian and Rao [27] used LSTM net-
works to forecast incident data derived from the
National Aeronautics and Space Administration’s
Aviation Safety Reporting System incident database.
+e forecast generated helps identify factors that
contribute significantly to the trends seen in multiple
categories of incidents and also provides insight into
which categories of incidents are more (or less) likely
to occur in the forecast period.

It can be seen from the literature review that econo-
metric models have been widely used in civil aviation event
prediction, such as the ARIMA model, exponential
smoothing model, and regression model. +e Grey pre-
diction model has good applicability in the prediction of a
civil aviation incident. Most of them focus is on optimizing
GM (1, 1) model in many aspects and applying it to pre-
dicting the civil aviation incident. As intelligent algorithms
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can solve traditional prediction models’ limitations, more
and more intelligent algorithm technologies have been
applied to predicting civil aviation incidents, including BP
algorithm, RBF algorithm, genetic algorithm, etc. In large
data samples, intelligent algorithms have more advantages,
and in the case of small data samples, traditional models
such as the Grey model have good accuracy. In general, the
combination prediction models have attracted more and
more attention because of their better prediction accuracy.

3. Combined PredictionModel of Civil Aviation
Incident Rate Based on IOWA Operator

+e civil aviation industry’s development is full of uncer-
tainties and challenges, so predicting with a single model
may not achieve good results. It is possible to consider
combining multiple types of prediction methods appro-
priately to comprehensively utilize multiple models’ infor-
mation to improve the prediction’s reliability and accuracy.
It is the principle of the combined prediction model. +e
IOWA operator can give weight according to the prediction
accuracy of each prediction model at each time and establish
a combined predictionmodel with the sum of square error as
the objective function [28–30]. IOWA operator theory is
introduced as follows [31].

3.1. Ordered Weighted Averaging (OWA) Model. Assume
fowa: Rm⟶ R is the function with m variables; thus,

fowa a1, a2, . . . , am(  � 
m

i�1
wibi, (1)

W � (w1, w2, w3, . . . , wm)T is the weight vector related to
the function fowa, where



m

i�1
wi � 1, wi ≥ 0, i � 1, 2, . . . , m. (2)

Resort the sequence a1, a2, . . . , am from the largest to the
smallest and get a new sequence; wi is related to the order of
a1, a2, . . . , am.

3.2. IOWA Operator. Assume there are m two-dimensional
arrays, 〈u1, a1〉, 〈u2, a2〉, . . . , 〈um, am〉, and
fiowa: Rm⟶ R is the function with m variables; thus,

fiowa 〈u1, a1〉, 〈u2, a2〉, · · · , 〈um, am〉(  � 
m

i�1
wiau−index(i).

(3)

Here, u1, u2, u3, . . . , um are the induced values and u −

index(i) is the subscript of the i − th number in
a1, a2, . . . , am arranged in descending order. wi is not
related to the size and position of a1, a2, . . . , am, but it is
related to the location of the induced value.

3.3. Combined PredictionModel Building Process. If m kinds
of single prediction method are used to predict the obser-
vation value of an indicator sequence yt, t � 1, 2, . . . , then
the prediction accuracy is

uit �
1 − xt − xit( /xt


, xt − xit( /xt


< 1;

0, xt − xit( /xt


≥ 1.

⎧⎨

⎩ (4)

i � 1, 2, . . . , m means the number of prediction method, t �

1, 2, . . . , N means time, uit means the prediction accuracy,
and uit ∈ [0, 1], xt is the actual value and xit is the prediction
value. Assume uit is the induced value of xit, and the pre-
diction accuracy and the prediction value form a two-di-
mensional array [u1t, x1t], [u2t, x2t], [u3t, x3t], . . . , [uit, xit].

Arrange u1t, u2t, u3t, . . . , umt from the largest to the
smallest, and mark the i − th prediction accuracy as
u − index(it); thus, the combined prediction value is

f u1t, x1t( , u2t, x2t( , . . . , umt, xmt(   � 

m

i�1
wixu−index(it).

(5)

Assume eu−index(it) � xt − xu−index(it). If the experimental
standard is specified as the smallest sum of squared errors,
the model can be rewritten as

min S(L) � 
m

i�1


m

j�1
wiwj 

N

t�1
eu−index(it)eu−index(jt)

⎛⎝ ⎞⎠,

s.t. 

m

i�1
wi � 1,wi ≥ 0, i � 1, 2, . . . , m.

(6)

3.4. Evaluation of Prediction Model. Prediction accuracies
are usually compared using the following four indicators:

Mean square error (MSE):

MSE �
1
n



n

t�1
xt − xt( 

2
, t � 1, 2, . . . , n. (7)

Root mean square error (RMSE):

RMSE �

����

1
n



n

t�1




xt − xt( 
2

, t � 1, 2, . . . , n. (8)

Mean absolute error (MAE):

MAE �
1
n



n

t�1
xt − xt


, t � 1, 2, . . . , n. (9)
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Mean absolute percentage error (MAPE):

MAPE �
1
n



n

t�1

xt − xt

xt




, t � 1, 2, . . . , n. (10)

In the above four evaluation index expressions, xt is the
actual value at time t, xt is the predicted value of the model at
time t, and n is the number of forecast periods.

4. Forecasting Civil Aviation Incident
Rate in China

4.1. Date Source. According to relevant data [32, 33], the
necessary data of civil aviation incidents and civil aviation
flight hours in China from 2008 to 2019 are selected.

It can be seen from Table 1 that the civil aviation incident
rate showed a clear increasing trend before 2018, from 0.303
in 2008 to 0.554 in 2017, and the rate decreased from 2018. It
shows that civil aviation development direction in China is
shifting from rapid expansion to high-quality development.
Civil aviation safety management, especially the analysis and
prediction of accidents and incidents, is necessary for such a
critical period.

4.2. Nonlinear Regression Model Prediction. According to
relevant data [32, 33], the necessary data of civil aviation
incidents in China, civil aviation flight hours, and civil
aviation incidents per 10,000-hour rates from 2008 to 2019
are selected. A nonlinear regression model is a commonly
used prediction method. Due to the randomness of civil
aviation events, the number and frequency data are relatively
discrete. +e reasonable degree of linear regression is in-
sufficient, but the reasonable degree of nonlinear regression
models such as exponential function, power function, and
polynomial is good. We use power function regression,
exponential function regression, logarithmic function re-
gression, polynomial regression, and other nonlinear re-
gressions to establish the prediction models. Since the error
is the smallest and the fitting degree is the highest, the power
function regression is selected to establish the power
function regression prediction model:

y � 2.8393 × 10− 287
× x

86.6185846
. (11)

According to the above formula, the prediction result
and error and accuracy are calculated, shown in Table 2.
Comparison of power function regression forecast data and
actual data is shown in Figure 1.

4.3. Grey Verhulst Model Prediction. +e Grey Verhulst
model combines the specific advantages of the grey pre-
diction theory and the Verhulst model. Based on the Ver-
hulst model’s whitening equation, the difference equation’s
parameters and the differential equation have an excellent
agreement through a series of mathematical derivation.
Simultaneously, it applies the sample with insufficient in-
formation and little data and has good prediction feasibility.

Establish the nonnegative original sequence:

X
(0)

� x
(0)

(1), x
(0)

(2), . . . , x
(0)

(n) , (12)

and one-time accumulation sequence is

X
(1)

� x
(1)

(1), x
(1)

(2), . . . , x
(1)

(n) , (13)

where

X
(1)

(k) � 
k

i�1
X

(1)
(k), k � 1, 2, . . . , n, (14)

and background value sequence is

Z
(1)

� z
(1)

(2), z
(1)

(3), . . . , z
(1)

(n) , (15)

where

Table 1: Civil aviation incident rate in China from 2008 to 2019.
Year Incident rate Year Incident rate
2008 0.303 2014 0.424
2009 0.324 2015 0.463
2010 0.384 2016 0.547
2011 0.363 2017 0.554
2012 0.477 2018 0.492
2013 0.437 2019 0.463

Table 2: +e prediction and fitting data of the power function
regression model.
Years Actual data Forecast data Error Accuracy
2008 0.303 0.342 −0.039 87.13%
2009 0.324 0.357 −0.033 89.81%
2010 0.384 0.373 0.011 97.14%
2011 0.411 0.389 0.022 94.65%
2012 0.477 0.406 0.071 85.12%
2013 0.437 0.424 0.013 97.03%
2014 0.424 0.443 −0.019 95.52%
2015 0.463 0.462 0.001 99.78%
2016 0.547 0.483 0.064 88.30%
2017 0.554 0.504 0.05 90.97%
2018 0.492 0.526 −0.034 93.09%
2019 0.463 0.549 −0.086 81.43%
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Figure 1: Comparison of power function regression forecast data
and actual data.
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z
(1)

(k) �
1
2

x
(1)

(k − 1) + x
(1)

(k) , k � 2, 3, . . . , n.

(16)

+e basic expression form of the Grey Verhulst model is

X
(0)

(k) + az
(1)

(k) � b z
(1)

(k) 
2
. (17)

+e parameter estimation vector of the model is
v � (a, b)T. +us, the least squares estimation of X(0)(k) +

az(1)(k) � b(z(1)(k))2 is v � (a, b)T � (BTB)− 1BTY , where

B �

−z
(0)

(2) z
(0)

(2) 
2

−z
(0)

(3) z
(0)

(3) 
2

⋮

−z
(0)

(n) z
(0)

(n) 
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Y �

x
(0)

(2)

x
(0)

(3)

⋮

x
(0)

(n)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (18)

+e whitening differential equation of the Grey Verhulst
model is

dx
(1)

dt
+ ax

(1)
� b x

(1)
 

2
. (19)

+e time response function can be obtained as

x
(1)

(t + 1) �
ax

(1)
(0)

bx
(1)

(0) + a − bx
(1)

(0)e
at

 
. (20)

Discretize the albino differential equation and take the
initial value condition: x

(1)
(1) � x(1)(1).

+e time response sequence of the Grey Verhulst model
can be obtained as

X
(1)

(k + 1) �
ax

(1)
(1)

bx
(1)

(1) + a − bx
(1)

(1) e
ak

, k � 1, 2, . . . , n.

(21)

Finally, the predicted and fitted values of the Grey
Verhulst model can be obtained by reduction of formula.

+e parameters a � −0.286 and b � −0556 can be ob-
tained through calculation.

+e time response sequence of the Grey Verhulst model
is

x
(1)

(k + 1) �
−0.087

−0.168 + −0.117e
−0.286k

, k � 1, 2, . . . , n.

(22)

+e prediction and fitting data of the Grey Verhulst
model are shown in Table 3 and Figure 2.

4.4. Exponential Smoothing Model Prediction. +e expo-
nential smoothing model is an essential time series analysis
method, which is also called the exponential weighted av-
erage method. +e exponential smoothing model has been
widely used in practice because of its characteristics, such as
simple operation, convenient calculation, and excellent
prediction performance.

Holt-Winters Model was first proposed by Winters in
1960, and later, through the continuous improvement of
Cipra, Romera, Hyndman, etc., the existing model formula
was gradually formed. Basically, the Holt-Winters model is a
cubic exponential smoothing approach, which is one of the
standard models for time series analysis.

In the process of modeling the Holt-Winters model, the
sample sequence is first decomposed into three parts: linear
trend, trend increment, and seasonal change, and then the
three components are estimated separately using the ex-
ponential smoothingmethod, and finally the extrapolation is
established separately modeling and obtaining the extrap-
olated predicted value of the sample sequence.

+e Holt-Winters nonseasonal model is suitable for the
trend prediction problem without the influence of seasonal
changes. +e mathematical expression of the model is as
follows:

St � αXt +(1 − α) St−1 − bt−1( ,

bt � c St − St−1(  +(1 − c)bt−1,

Ft+m � St + mbt.

⎧⎪⎪⎨

⎪⎪⎩
(23)

+e Holt-Winters additive model is suitable for time
series forecasting problems with seasonal additive changes.
+e mathematical expression of the model is as follows:

Table 3: +e prediction and fitting data of the Grey Verhulst
model.
Years Actual data Forecast data Error Accuracy
2008 0.303 0.303 0 100%
2009 0.324 0.337 −0.013 96.14%
2010 0.384 0.369 −0.015 96.09%
2011 0.411 0.397 0.014 96.59%
2012 0.477 0.421 0.056 88.26%
2013 0.437 0.441 0.004 99.09%
2014 0.424 0.457 −0.033 92.78%
2015 0.463 0.47 −0.007 98.51%
2016 0.547 0.48 0.067 87.75%
2017 0.554 0.488 0.066 88.09%
2018 0.492 0.494 −0.002 99.60%
2019 0.463 0.499 −0.036 92.79%

Actual data
Grey Verhulst forcast data
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Figure 2: Comparison of Grey Verhulst model forecast data and
actual data.
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St � α Xt − It−L(  +(1 − α) St−1 − bt−1( ,

It � β Xt − St(  +(1 − β)It−L,

bt � c St − St−1(  +(1 − c)bt−1,

Ft+m � St + mbt + It−L+m.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(24)

+e Holt-Winters multiplication model is suitable for
time series forecasting problems with multiplicative seasonal
changes. +e mathematical expression of the model is as
follows:

St � α
Xt

It−L

  +(1 − α) St−1 − bt−1( ,

It � β
Xt

St

  +(1 − β)It−L,

bt � c St − St−1(  +(1 − c)bt−1,

Ft+m � St + mbt( It−L+m.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

In the formula, Xt is the actual value of the civil aviation
incident rate; Ft+mis the predicted value of the civil aviation
incident rate for periodm; Ft+m is the length of the season; α,
β, c are smoothing parameters, and the value range is a

closed interval of 0∼1; bt is trend component, and the initial
value is 0; St is stable component at time t, and the initial
value is St 

L
t�1 (Xt/L); It is the seasonal component at time

t, and the initial value of It in the additive model is Xt − St.
+e initial value of It in the additive model is Xt/St.

In this paper, EViews software is used to establish a Holt-
Winters Exponential Smoothing Model. +e initial
smoothing value is the default value of the system. Alpha,
Beta, and Gamma values are automatically selected by
EViews software tominimize the sum of squares between the
actual value of the sequence and the sequence’s smoothing
value. For the Holt-Winters model, its parameter estimation
is shown in Table 4.

At this point, the smoothing parameter α is 0.36000, β is
1.0000, c is 0.0000, and the error sum of squares is 0.004171.

+e prediction and fitting data of the Holt-Winters
model are shown in Table 5 and Figure 3.

4.5. Combination Prediction Model. Establish a two-di-
mensional array:

a1t, x1t , a2t, x2t , a3t, x3t , . . . , amt, xmt . (26)

Calculate the IOWA combination forecast value as
follows:

fL a11, x11 , a21, x21 , a31, x31 (  � 0.342L1 + 0.303L2 + 0.320L3,

fL a12, x12 , a22, x22 , a32, x32 (  � 0.357L1 + 0.337L2 + 0.316L3.
(27)

+en use LINGO software to get the weight of each
individual forecast:

w1 � 0.9999998,

w2 � 1.42E − 08,

w3 � 7.35E − 09.

(28)

Constructing the combination prediction model with
this weight, the calculated results are shown in Table 6 and
Figure 4. +e average prediction accuracy of the combined
prediction model is 96.92%.

4.6. Prediction Model Evaluation. As shown from the result
figures of the prediction model, both the Grey Verhulst
model and the power function model are monotone curves,
and their fitting curves are relatively stable. However, neither
of these two models can reflect the fluctuation of data. So,
when the incident rate fluctuates significantly in the years of
2012 and 2016, the error is relatively large. +e exponential
smoothing model curve can reflect the fluctuation of the
actual curve. +e incident rate is highly dependent on the
recent data and has obvious trend change, but there is always
a certain distance between the actual value and the predicted
value. Combined prediction weights and averages the pre-
dicted values of each individual forecast at each time point,

and the result is highly correlated with the prediction ac-
curacy at each time point. It is a dynamic combination of
three single forecast models. Combination forecasting is
more coincident with the factual data.

To compare and analyze the prediction effects of dif-
ferent models, we use the four indicators of MSE, RMSE,
MAE, and MAPE to evaluate the models. Calculate the four
evaluation indicators of the three single prediction models,
and compare them with the combination prediction model.
+e comparison results are shown in Table 7.

It can be seen from the four error evaluation indexes that
the error evaluation of the combined forecasting model is
less than that of the single forecasting method. Because the
combined prediction effectively integrates the sample in-
formation and selects the advantages of a single prediction,
the fitting accuracy is also higher than that of the general
combined prediction model. Due to the randomness of
events, certain important factors may be ignored when using
a particular forecasting method. Careful consideration of
several forecasting methods and operators’ use as a com-
bined forecasting model will improve the forecasting
accuracy.

4.7. Forecast the Incident Rate. Use the combination pre-
diction model to predict the civil aviation incident rate of the
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year 2020 and 2021. Significantly, the combined prediction
model based on IOWA Operator takes the arithmetic mean
of all the weights as the weight of the forecast moments when

determining the future prediction weight coefficient. When
determining each forecast model’s weight during the fore-
cast period, the simple average method is used to determine
the three single forecast models’ weights in the forecast
period. After calculation, during the forecast period, the
weights of the Power Function Regression model, Grey
Verhulst model, and the Holt-Winters model are
w1 � 0.1816, w2 � 0.1819, w3 � 0.6365. +e predicted value
of the civil aviation incident rate in the next two years by the
combined forecasting model based on the IOWA operator is
calculated. +e prediction results are shown in Table 8.

According to the combined model’s prediction results,
civil aviation incident rates in 2020 and 2021 will be 0.524
and 0.551, showing a rising trend. +is prediction result is
contrary to the civil aviation incident rate in China which
has declined for two consecutive years from 2018 to 2019.
Simultaneously, considered with the aviation industry’s
current situation under the influence of the COVID-19,
aviation safety needs more concerns.

5. Conclusions

Based on the theoretical research on civil aviation incident
rate forecasting, this paper used a combined prediction
model based on IOWA operator to overcome the short-
comings of the single prediction model and applies it to the
2020-2021 civil aviation incident rate prediction. Using the
incident rate instead of the number of incidents to predict

Table 4: +e prediction and fitting data of the Grey Verhulst
model.
Alpha 0.3600
Beta 1.0000
Gamma 0.0000
Sun of squared residuals 0.004171
Root mean squared error 0.018643

Table 5:+e prediction and fitting data of the Holt-Winters model.
Years Actual data Forecast data Error Accuracy
2008 0.303 0.320 −0.017 94.39%
2009 0.324 0.316 0.008 97.53%
2010 0.384 0.363 0.021 94.53%
2011 0.411 0.424 −0.013 96.84%
2012 0.477 0.458 0.019 96.02%
2013 0.437 0.427 0.010 97.71%
2014 0.424 0.444 −0.020 95.28%
2015 0.463 0.496 −0.033 92.87%
2016 0.547 0.496 0.051 90.68%
2017 0.554 0.531 0.023 95.85%
2018 0.492 0.499 −0.007 98.58%
2019 0.463 0.486 −0.023 95.03%
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Figure 3: Comparison of Holt-Winters model forecast data and
actual data.

Table 6:+e prediction and fitting data of the combined prediction
model.
Years Actual data Forecast data Accuracy
2008 0.303 0.303 100.00%
2009 0.324 0.316 97.53%
2010 0.384 0.373 97.14%
2011 0.411 0.424 96.84%
2012 0.477 0.458 96.02%
2013 0.437 0.441 99.08%
2014 0.424 0.443 95.52%
2015 0.463 0.462 99.78%
2016 0.547 0.496 90.68%
2017 0.554 0.531 95.85%
2018 0.492 0.494 99.59%
2019 0.463 0.486 95.03%
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Figure 4: Comparison of combined prediction model forecast data
and actual data.

Table 7: Comparison of combination prediction model and single
prediction models.
Model MSE RMSE MAE MAPE
Power function
regression 0.001995 0.044661 0.036917 0.083368

Grey Verhulst 0.001252 0.035384 0.026083 0.054683
Holt-Winters 0.000552 0.023495 0.020417 0.045578
Combined prediction 0.000396 0.019908 0.014500 0.030785

Table 8: Civil aviation incident rates of years 2020 and 2021.
Year 2020 2021
Combined prediction model 0.524 0.551
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civil aviation’s safety level can weaken incidents’ random-
ness and have higher stability. It can reflect the safety level of
civil aviation more accurately.

Regarding the reasons for the possible increase in in-
cident rate, we hold that, on the one hand, the aviation
industry is currently in a difficult period, and aviation safety
management may be lax. On the other hand, due to the
COVID-19 epidemic, many uncertain factors have been
caused, which further leads to safety issues. COVID-19 has
brought considerable changes to the aviation industry and
brought new safety risks. +e total number of flights will
continue to be affected by worldwide travel restrictions. It
has a significant impact on the flight crew and other aviation
industry-related employees. Many employees were sus-
pended from work. Aviation safety issues under the influ-
ence of the COVID-19 pandemic deserve more attention
and further discussion. For example, after the aviation
industry’s recovery, flight attendants’ “skill decline” may
become a critical problem.

+e aviation industry must take preventive measures to
control new safety risks. We all hope to sweep away the haze
of the past, and reducing the rate of civil aviation incidents
becomes one of the goals. To effectively maintain aviation
safety management, we should increase the investigation and
management of potential safety hazards and strengthen the
control of critical risks. In addition to strengthening flight
attendants’ skill training, it is equally essential for countries
to resolve international conflicts and reduce potential risks
peacefully.
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