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The applications of IoT will proliferate in all sorts of devices,
contributing to the infrastructure of smart city. These de-
vices from different city sectors will cover every corner of the
society, which calls for city-wide networks with ubiquitous
accessibility to retrieve and deliver the produced data.
Envisioning this demand, 5G has extended its mission to
communicate things more than just people. The resulting 5G
IoT contributes to the prosperity of the smart city ecosystem
by allowing entities, big or small, to set up IoT services
without the need to implement their own network facilities,
compared with solutions, e.g., LoRa and SigFox. It is
foreseeable plenty of smart city services will be running over
5@, pushing forward the integration of 5G and IoT. This
trend, in turn, is going to impose unprecedented challenges
on the on-building 5G mobile network and impact the
normative work of 5G.

This special issue thus aims at bringing together the
state-of-the-art innovations, research activities, and stan-
dardization updates related to the integration of 5G net-
works and IoT, in a bid to help both academic and industrial
research communities understand the recent research ad-
vances and emerging technologies.

In the paper titled “Practical Aspects for the Integration
of 5G Networks and IoT Applications in Smart Cities En-
vironments,” the authors investigate a number of practical
issues related to 5G-based IoT applications, including the
need for small cells, the transmission issues at millimeter
wave frequencies, building penetration issues, and the need
for distributed antenna systems. To meet the special interest

in smart cities environments, this work also presents a brief
introduction to pre-5G IoT technologies, such as NB-IoT
and LTE-M.

The paper titled “Co-Channel Coexistence Analysis
between 5G IoT System and Fixed-Satellite Service at
40 GHz” presents a promising way to successfully operate
the fifth generation (5G) system with Internet of Things
(IoT) in potential mmWave spectrum bands. The authors
investigate the intelligent cochannel coexistence between the
5G IoT system and the fixed-satellite service (FSS) system at
40 GHz. The simulation results reveal that interference from
the 5G IoT system into the FSS ground stations can be kept
below the protection threshold by considering different
deployment parameters, such as antenna patterns, height of
Earth station (ES), and separation distance.

The paper titled “Radar-Assisted UAV Detection and
Identification Based on 5G in the Internet of Things” pro-
poses a radar-assisted positioning method for unmanned
aerial vehicles (UAVs) based on 5G millimeter waves. The
authors employ high-resolution range profile (HRRP), mi-
cro-Doppler characteristics, and the sinusoidal frequency
modulation (SFM) parameter optimization method, re-
spectively, to obtain the UAV location in the detection zone,
identify the UAVs, extract the number and speed in-
formation of the UAV rotor, and separate multiple UAVs.
The simulation results show that the proposed radar de-
tection method is well suited for UAV detection and
identification and provides a valid GPS-independent
method for UAV tracking.
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The paper titled “Performance Analysis for Downlink
MIMO-NOMA in Millimeter Wave Cellular Network with
D2D Communications” develops closed-form expressions
for the outage probability and ergodic capacity in downlink
MIMO-NOMA mmWave cellular network with D2D
communications considered. The influencing factors of
performance, such as transmission power and antenna
number, are analyzed with a conclusion that higher trans-
mission power and more antennas in the base station can
decrease the outage probability and enhance the ergodic
capacity of NOMA.

The paper titled “Dynamic Traffic Prediction with
Adaptive Sampling for 5G HetNet IoT Applications” sug-
gests an improved Call Session Control Function (CSCF)
scheme, in which the improved CSCF server contains ad-
ditional modules to facilitate [oT traffic prediction and re-
source reservation. The authors develop a compressed
sensing based linear predictor to catch the traffic patterns.
The proposed CSCF scheme can forecast the traffic load with
high accuracy but low sampling overhead.

In the paper titled “A Hybrid Predictive Strategy Carried
through Simultaneously from Decision Space and Objective
Space for Evolutionary Dynamic Multiobjective Optimiza-
tion,” the authors propose a hybrid prediction strategy
carried through from both decision space and objective
space (DOPS), in order to handle all kinds of optimization
problems. The prediction in decision space is based on the
center point, and the prediction in objective space is based
on CTI. In addition, a kind of memory method is added to
handle the problems with periodic changes, and a self-
adaptive diversity maintenance method is adopted to
compensate for the inaccuracy of the prediction in partic-
ularly complex problems. The experimental results show that
DOPS is effective in dynamic multiobjective optimization.
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The rapid booming of future smart city applications and Internet of things (IoT) has raised higher demands on the next-
generation radio access technologies with respect to connection density, spectral efficiency (SE), transmission accuracy, and
detection latency. Recently, faster-than-Nyquist (FTN) and nonorthogonal multiple access (NOMA) have been regarded as
promising technologies to achieve higher SE and massive connections, respectively. In this paper, we aim to exploit the joint
benefits of FTN and NOMA by superimposing multiple FTN-based transmission signals on the same physical recourses.
Considering the complicated intra- and interuser interferences introduced by the proposed transmission scheme, the con-
ventional detection methods suffer from high computational complexity. To this end, we develop a novel sliding-window
detection method by incorporating the state-of-the-art deep learning (DL) technology. The data-driven offline training is first
applied to derive a near-optimal receiver for FTN-based NOMA, which is deployed online to achieve high detection accuracy as
well as low latency. Monte Carlo simulation results validate that the proposed detector achieves higher detection accuracy than
minimum mean squared error-frequency domain equalization (MMSE-FDE) and can even approach the performance of the
maximum likelihood-based receiver with greatly reduced computational complexity, which is suitable for IoT applications in

smart city with low latency and high reliability requirements.

1. Introduction

With the rapid development of 5G, higher demands have
been brought forward for communication systems. The
typical usage scenarios, such as smart city, virtual reality
(VR), wearable computing, and the transmission of big data
[1], will be effectively realized with the support of advanced
radio access technologies in 5G. Smart city is a promising
scenario which represents a whole new way of production
and lifestyle characterized by automation and intelligence.
Meanwhile, Internet of things (IoT), which enables human-
computer interaction and machine-to-machine (M2M)
communications, will be the foundation of the services in
smart city [1, 2]. It is estimated that over 50 billion devices
will be connected to the internet by 2020. With IoT, nu-
merous devices in future smart city can be closely linked and
a more intelligent life will be expected. To this end, the
spectral efficiency and transmission latency shall be greatly
improved and reduced, respectively, under massive con-
nected devices. To fulfill these requirements, novel radio

access technologies are required, such as novel multiple
access (MA) technologies, network architectures, encoding,
and modulation methods [3-5].

Faster-than-Nyquist (FTN) is a promising modulation
method to achieve high spectral efficiency [6]. In conven-
tional digital communication theory, Nyquist points out that
the symbol transmission rates must satisfy the Nyquist
criterion in order to enable transmission without inter-
symbol interference (ISI). However, in 1975, Mazo [6] found
that in band-limited additive white Gaussian noise channel,
the normalized minimum Euclidean distance does not de-
crease when the symbol rate exceeds within 25% of the
Nyquist rate. FTN signaling can boost up a transmission rate
without consuming more bandwidth or increasing the
number of transceivers’ antennas. The process of FIN
shaping destroys the orthogonality among symbols and
introduces ISI unavoidably. In 1995, the authors in [7]
proposed an achievable FTN transmission method, which
uses the iterative method to design the filter. Due to the fact
that the sinc pulse is unachievable in practical, the authors in
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[8] studied the raised cosine-like pulse and thoroughly
analyzed the error patterns at different FTN rates. The usage
of constraint coding may further increase the rate of the FITN
system at a cost of about 1dB power and complexity. Re-
cently, FTN has received much more attention owing to high
spectral efficiency requirement of 5G. The authors of [9]
found the FTN pulses aliased at the same time in the time
domain and the frequency domain. Also, the time and
frequency domain intervals satisfying the minimum distance
are searched. The simulation results of Anderson et al. [10]
reveal that when the transmitted pulse has excessive
bandwidth, FIN transmission can achieve higher capacity
than transmission under Nyquist rate. In other works, the
research of FTN has been extended on multicarrier systems
[11, 12] and low-complexity demodulation [13].

However, most research studies about FTN only focus
on the point-to-point communication, which contradicts to
the massive connection requirement in future smart city and
IoT. To enable a practical multiuser communication system,
efficient resource mapping patterns [14] and new multiple
access methods are required. In 5G communication, non-
orthogonal multiple access (NOMA) has been recognized as
the promising access protocol due to the superior perfor-
mance in spectral efficiency, connectivity, and flexibility
[15]. Nonorthogonal schemes allow overlapping among the
signals from different users by exploiting power domain,
code domain or interleaver pattern, etc., and thus can
provide better performance than the orthogonal counter-
parts [16]. In NOMA, multiple users share the same physical
resource in downlink to increase the system capacity.
Successive interference cancellation (SIC) is usually utilized
to distinguish signals from multiple users [17]. Recently,
many research studies combine grant-free transmission with
NOMA scheme to simultaneously accomplish high
throughput, large connectivity, and low energy cost [18-20].
FTN transmission is also considered in NOMA scenario to
gain superior performance in spectral efficiency [21, 22].
However, the gains are finite and the structure of the receiver
is too complicated to be applied in low-latency scenes.

NOMA and FTN are all essentially nonorthogonal
signal processing methods. The former is nonorthogonal
between users and the latter is in the level of symbols. FTN
destroys the orthogonality among symbols and introduces
ISI unavoidably. In order to eliminate ISI and ensure
accuracy, the detection algorithm at the receiver is usually
extremely complicated. Some detection methods, e.g.,
Viterbi algorithm [8], minimum mean squared error-
frequency domain equalization (MMSE-FDE) [23], and
Bahl-Cocke-Jelinek-Raviv (BCJR) detection [24], are
studied to reduce the impact of ISI. The performance of
Viterbi approaches maximum likelihood (ML) detection
without ISI at the cost of huge complexity, which is ob-
viously not suitable for the transmission scenarios with
low latency requirements (e.g., VR and autopilot). Com-
pared with Viterbi detections, FDE-based algorithm re-
duces the complexity to a certain extent but the usage of
CP decreases the spectral efficiency and the detection
accuracy does not meet the ideal requirement. Therefore,
this paper aims to design a joint detection algorithm of

Wireless Communications and Mobile Computing

FTN-NOMA, where both low computational complexity
and high detection accuracy are simultaneously achieved.
While Geoffrey Hinton rediscovered the potential of
deep neural network (DNN) [25], deep learning (DL) has
recently developed rapidly and has made huge achievements
in various fields. It is especially skilled in solving the opti-
mization problems for complex models in a data-driven
fashion. Some previous research studies have considered the
deployment of deep learning in wireless communication
fields [26-29]. By utilizing deep networks, which has strong
learning ability and universal approximation characteristic,
DL can be deployed to simulate the communication system
with complicated structure. Moreover, the data-driven op-
timization method can achieve the end-to-end optimization
of the whole communication system as a whole. As a pre-
liminary research, the authors in [4] exploited the joint
benefit of grant-free access and NOMA transmissions to
meet the requirements of tactile IoT with the aid of DL.

In this paper, we extend the typical FIN transmission
into NOMA in multiuser scenario. To ensure the reliability
and reduce detection latency, a DL-aided receiver method of
FTN-NOMA named sliding window detection is proposed.
First of all, we construct a neural network model of FTN’s
receiver to acquire the trained weight matrix and bias vector.
Then, these matrixes are utilized to directly transform the
received signals into transmitted bits with simple matrix
multiplication and addition. The proposed scheme avoids
the complicated iteration and convolution operations in
conventional receivers, such as BCJR and Viterbi receiver. In
addition, this scheme can ensure high detection accuracy
which is close to the performance of ML.

The rest of this paper is organized as follows. The system
model of multiuser FTN including the transmitter and re-
ceiver design is described in Section 2. In Section 3, we
provide the specific proposed detection method based DNN.
Simulation results are presented in Section 4, which validate
the performance gain of the proposed detection scheme.
Conclusions and future works are provided in Section 5.

2. The Proposed FTN-NOMA System Model

The paper considers an uplink two-user NOMA in AWGN
channel. The system adopts the FTN method to transmit the
modulated symbols with the shaping filter of root raised
cosine (RRC) pulse, where ISI is introduced unavoidably.
Considering the attenuation characteristic of RRC pulse,
there exists little interference among symbols far apart.
Therefore, we assume that each symbol is only interfered by
two adjacent symbols, i.e., the number of detection nodes is
equal to 3. Figure 1 describes our model of FTN transmission
process in two-user case, in which the conventional de-
modulation receiver algorithms for FTN, e.g., Viterbi and
FDE, are substituted by deep learning module.

2.1. Transmitter. For each user, after baseband modulation,
the symbols would pass through the shaping filter /(¢). In
the FITN method, the waveforms of each symbol are no
longer orthogonal in time domain. The symbol time is
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FIGURE 1: Transmission model of the proposed FTN-NOMA scheme.

shortened to a7, 0<a<1. Considering a point-to-point
communication system, the general expression of single-
user FTN is

s;(t) = \/E_SZanh(t—nocT), (1)
n
where E is the energy of BPSK symbols, h(t) is the RRC
shaping pulse with a roll-off factor f=0.5, T is the symbol
period satisfying Nyquist principle, a, is the n-th BPSK
symbol, and « is the FTN compression factor. If a = 1, the
whole process is equal to Nyquist transmission without any
ISI. FTN reduces the distance among adjacent symbols in
limited bandwidth and thus improves the spectral efliciency.

Figure 2 illustrates the transmitted symbols with Nyquist
and FTN signaling, respectively. For each symbol’s wave-
form, there exists the interference from other symbols,
which is called ISI. The existence of ISI brings difficulty to the
demodulation and detection of symbols.

In uplink NOMA case, the received waveforms at base
station (BS) are the superposition of two userss FIN
transmission symbols. The system model of uplink NOMA is
shown in Figure 3, where there are two users in the cell and
the signals from different users are superposed in power
domain. Different from conventional multiple access
methods, all users in the cell occupy the same time and
frequency resources to transmit signals.

We assume that the two users are simultaneously
multiplexed and user-2 is in the center of the cell. So the
transmission power of user-1 is smaller than user-2. The
FTN superposition signal of two users can be described by

2 2
x(t) =Y \Ps;(t) = Y \[P; Y a,h(t - nal), (2)
i=1 i=1 n

where P; represents the transmission power of user-i.

2.2. Receiver. Passing through AWGN channel, the received
signal at BS becomes

Vi =y (kaT)
N
= Z hy x \/P; Y a;,,g (kaT — naT) + n (kaT)
i n=1

=y x \/P; x a,,g (0) + hy x \/P, x ¥ a,g (kaT - naT)
n+k
ISI

Expected Signal

N
+hy, x /P, Z a,,9 (kaT —naT)+ n(kaT) ,

n=1 Channel Noise

Interference among users

(3)

where h; denotes channel response from user-i to BS and
additive white Gaussian noise is denoted by #. And g (t) =
f(t) = f(t) is from the process of matched filtering.

Successive interference cancelation (SIC) is the general
receiver algorithm of NOMA, which is performed at user-i
to eliminate the multiple access interference and improve
SINR of the desired signal. The basic operation of SIC is
shown in Figure 4. For the signal from user-2 (higher
transmission power), there is no SIC processing. The base
station directly conducts signal detection to detect the de-
sired signal regarding the signal from user-1 as noise. For
user-1’s signal, BS detects the signal from user-2 at first and
then SIC is conducted to eliminate this interference. Finally,
BS conducts signal detection to detect user-1’s desired signal.

For single user, the process of signal detection is equal to
the demodulation of FTN received symbols. In this paper, we
consider two conventional detection algorithms, i.e., Viterbi
decoding and FDE, to compare their performances with the
proposed scheme.

2.2.1. Viterbi Algorithm. Viterbi algorithm is essentially the
maximum likelihood (ML) detection method. However,
different from the typical ML, Viterbi algorithm disperses
the complexity into each symbol detection period. However,
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the total complexity of Viterbi algorithm has no descent
compared with the ML detection method. For FIN transmis-
sion, the Viterbi receiver has the optimum BER performance.

The process of FTN’s Viterbi algorithm (BPSK modu-
lation) is as follows:

(i) Assume that each FIN symbol is interfered by the
adjacent two symbols. The Viterbi trellis, as dem-
onstrated in Figure 5, shall contain 4 state nodes
which are denoted as a, b, ¢, and d, respectively. Each
state node represents two source bits:

a-00 b-01 c¢—10 d-11. (4)

(ii) For each received symbol, list all possible combi-
nation of transmitted bits. Each node has two
possible paths. For example (the underline parts
represent the possible symbol/bit at this moment):

a: ...,000,... b ...,001,...
...,100,... ..., 101,...

: (5)
¢ ...,010,... d:...,011,...
..., 110,... 111,

(iii) Calculate the least Euclidean distance between all
possible paths and the receive symbol at each
moment:

NT+A
minJ () -3OPdt m=1,2...,8, (6
m Jo

where y(t) is the received symbol and 5(t) repre-
sents the possible path.

(iv) For each node, choose the path with smaller Eu-
clidean distance from the two possible paths and
note down its distance. Thus, 4 paths survive from
the possible 8 paths. For example, the remaining

paths are
a: ...,000,... b:...,101,...
: (7)
c ..., 110,... d: ...,011,...

(v) Repeat the above process until the last received
symbol is detected.

(vi) Choose the shortest one from the last 4 paths as the
optimum detection result.

The whole process can be described by Figure 5. It is
worth mentioning that when the acceleration factor is no less
than Mazo bound, the accuracy rate of Viterbi detection
approaches the ML receiver without any ISI (a=1).

2.2.2. MMSE-FDE. FDE algorithm adds a short cyclic prefix
into each transmission block to carry out fast Fourier
transform- (FFT-) based low-complexity minimum-mean
square error (MMSE) demodulation at the receiver. This
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scheme is especially beneficial for a long-tap FIN case,
where a delay spread associated with ISI is substantially
large. The basic structure of FDE detection algorithm is
illustrated in Figure 6.

At the transmitter, MMSE-FDE scheme divides the
symbols into many blocks. Then, cycle prefix (CP) is added
into the head of each block to reduce the interference among
blocks. At the receiver, CP is first removed and then FFT
transforms the received signal in time domain into fre-
quency domain. ISI is eliminated by the process of fre-
quency-domain equalization (FDE), the objective of which is
to minimize the mean square error (MSE). Finally, the signal
is transformed back into time domain by IFFT, and thus the
interference among symbols is reduced. Compared with
Viterbi algorithm, FDE can apparently reduce the com-
plexity of detection process owing to the easy operation of
FFT/IFFT. However, its accuracy rate is about 3~4 dB lower
than the ML method. And the usage of CP reduces the
spectral efficiency (SE) to a certain extent.

3. DL-Aided Sliding Window Detection Scheme

In this section, we will present the “sliding window de-
tection” method based on deep learning. Figure 7 shows a
set of consecutive symbols shaped by RRC pulses when the
FTN acceleration factor is 0.8 and roll-oft factor is 0.5. As
can be seen, for each received symbol, the greatest inter-
terence is from the pulses of two adjacent symbols while the
interference from other symbols is not in the same order of
magnitude as the adjacent symbols. So, the other inter-
terences could be neglected. Based on this observation, we
think that each received symbol stores the information of
three transmitted bits (itself and two adjacent bits). In other
words, every three received symbols can establish a
mapping to a two-dimensional transmitted bit vector (in
two-user case).

We can utilize deep neural network to model the
mapping between three received symbols and one trans-
mitted bit. Therefore, we create a symbol window whose size
is three. As shown in Figure 8, the window moves by one
symbol once until all received symbols are detected. Then,
the complete mapping of all symbols is established. The
whole process is like the sliding window so we name this
scheme as “sliding window detection.” At each sliding point,
the real and imaginary parts of the three received symbols in
the window are extracted. Thus, a matrix of six elements is
formed as the input layer of the neural network:

0 Yir Yor == IN-1r
0 yii Yai = Yn-1i
y = Yir Yor YV3r =00 YNr , (8)
Yii Yoi Y3i o0t YN
Yor Yar Yar =0 0
L Yai Y3 Yai o0 0

and the output layer is a two-dimensional matrix including
the transmitted bits from two users:

X1 X2 X130 XIN
x=|"" . (9)

Xo1 Xp2 X23 vt XN

The first transmitted bit vector X; and the last one Xy
map with only two received symbols. To keep the format of
input layer, the head and tail of received symbol sequence are
filled by zero. With the help of DNN, a mapping from the
received symbol to the transmitted bit sequence is estab-
lished. After a large amount of training steps, we can acquire
the weight matrix W and bias matrix B, which can be utilized
to directly transform the received symbols into transmitted
bits. In the condition of two-user case and BPSK modula-
tion, the above is essentially equal to a four-category clas-
sification method.

The proposed network as shown in Figure 9 consists of
input layer, output layer, and three hidden layers. Sigmoid
function is used as activation function of the neural network,
which can establish a nonlinear mapping for neurons. The
expression of sigmoid function is

1

10
1+e ™ (10)

fx) =

In our proposed network, loss function is expressed by
cross entropy. In the process of training steps, the loss
function first maps the output values from the last layer to
the interval of (0, 1) with sigmoid function and then cal-
culates the cross entropy between the output value and
training target:

loss,-j = —[xij*lnpij+(1—xij)ln(l—pij)], (11)
in which the expected output distribution is expressed by x;;

while p;; represents the practical output distribution. In
sigmoid function, the slope of the upper and lower boundary
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FIGUrke 8: Illustration of the proposed sliding window detection method.

decreases rapidly; thus, the gradient value is extremely small
when the training result is close to the real value, which slows
down the convergence speed of the model. Cross entropy
function is a logarithmic function which makes it maintain
high gradient value when approaching the upper boundary.
As a result, the convergence speed of the model will not be
affected. So, the cross entropy can effectively show the
similarity between the output value and the target
distribution.

The objective of the training steps is to minimize the loss
function. Here, we use adaptive moment estimation method
(Adam) which is essentially a gradient descent method to

optimize the parameter. The training steps of gradient de-
scent are given in Algorithm 1. Different from the typical
gradient descent method, Adam has special way to update
the parameters. Assume that the random variable X obeys a
certain distribution; Adam constantly adjusts the learning
rate « for each parameter according to the estimation of the
first moment (i.e., the mean value of the sample) and the
second moment (i.e., variance) of each parameter’s gradient
based on the loss function. Therefore, the learning speed of
Adam can be controlled. In addition, the range of learning
rate is limited, which can avoid big fluctuations of the
network parameters, thus the value of the parameter in
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Input: y: training data; x: training labels; a: the learning rate;

b’): the bias matrix between layer 1 and layer 1+ 1
pred’): output of layer |

(1) Set AW® =0, Ab?” = 0 (matrix/vector of zeros) for all I.

(2) Fori=1 to m,

forward propagation steps.
(ii) For the layer n;, set 80 = pred(l) -y®.
(iii) For the layer 1 =n; — 1,n; - 2,...,3,2 set
80 = (W(l))T s§0¢' (z®).
(iv) Compute the desired partial derivatives:
Vo) (W, b;y,x) = 6(l”§)(pred(”)T
Voo (W, bry,x) = 80+
(b) Set AW = AWD + V. 0] (W, b; y, %).
(c) Set AbY = AbY +V, 0 J (W, b;y, %).
(3) Update the parameters:
WO =W _o[(1/m)AWD + W],
b® =b? —a[(1/m)AbY].

Output: W: the connection weight matrix between layer 1 and layer 1+ 1

(a) Use backpropagation to compute the partial derivatives: Vy;oJ(W,b;y,x) and V o] (W, b;y,x).
(i) Perform a feedforward pass, computing the activations for layers 1 to n;(n; = 5) and using the equation defining the

ALGORITHM 1: Gradient descent training algorithm of neural network.

AdamOptimizer is relatively stable. Adam optimizer im-
proves the performance of typical gradient descent and
promotes the dynamic adjustment of hyperparametric.

4. Simulation Results

In this section, the performances of the proposed sliding
window detection scheme based on DL are presented. We
consider single-user and two-user uplink NOMA cases
where the ratio of transmitter power is 0.9:0.1. The root
raised cosine (RRC) pulse whose roll-off factors are $=0.3
and = 0.5 is employed for shaping filter /i (t). BPSK symbols
are adopted which are conveyed over the additive Gaussian
white noise (AWGN) channel. For the process of FIN
shaping, we consider two acceleration factors of &« =0.8 and
a=0.5. In addition to the proposed scheme, two conven-
tional receiver algorithms, i.e., MMSE-FDE and Viterbi, are
simulated as the references.

The training network consists of input layer, three hidden
layers, and output layer with 6, 48, 128, 32, and 2 neurons,
respectively. The proposed network is constructed and trained
based on Tensorflow framework. The module of loss function,
ie, cross entropy in Tensorflow, is sigmoid cross_en-
tropy_with_logits, in which output values are mapped to the
(0, 1) interval with sigmoid function at first, and then the cross
entropy between the practical output value and training target
is calculated. The AdamOptimizer module which can control
the learning speed provided by Tensorflow environment is
utilized to minimize the loss function.

In the following part of this section, we present the
proposed scheme’s performances of single-user and two-
user cases.

4.1. Single-User FTN Case. For single-user case, the size of
training set is 143360 (14 * 1024 * 10). The input layer of the
network which represents the received signals is a matrix of
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with & = 0.5 and § = 0.5 in the single-user case.

143360 * 6 while the vector of output layer has 143360 el-
ements. In addition, we generalize a test set which is the
same size as training set to detect the accuracy of training
steps. To prevent overfitting, we cut the training set into
several blocks in the size of 100. The learning rate of single
user is set to 0.0001. The number of the whole training step is
25000. To timely acquire the training effect, the network
prints the loss values and accuracy rate of training set and
test set per 1000 steps.

Figure 10 shows the trends of loss values and accuracy
rate of = 0.5. The total training steps are set to 25000. From
the figure, we can find that the loss values and accuracy rate
tend to be convergent after 10000 steps of training, where the
convergence value of accuracy is about 0.96, which ap-
proaches the accuracy rate of Viterbi detection algorithm
when SNR is 4~6 dB, i.e., the SNR point of dataset. The above
results verify that DL-aided detection scheme is feasible to
reach the ideal performance.

Figure 11 illustrates the BER performance of our pro-
posed sliding window detection scheme compared with
Viterbi and FDE when a=0.8. Here, we adopt two RRC
shaping filters of $=0.3 and $=0.5. For the FDE method,
two kinds of CP lengths of 2 and 144 are considered. The
baseband modulation scheme is BPSK.

As can be seen, our proposed scheme achieves a better
performance than the FDE method. Especially when 3=0.5,
the proposed scheme can approach Viterbi algorithm with
the gap of about only 1dB. As noted above, Viterbi algo-
rithm can achieve the best BER performance of FTN at the
cost of high complexity. Compared with the Viterbi receiver,
our scheme has much lower computational complexity
which can be obviously observed in the simulation process.
Different from FDE, it does not use CP in AWGN channel
and thus avoids the loss of spectral efficiency. Therefore, our
proposed DL-aided scheme can make a good trade-off among
the performances of detection accuracy, spectral efficiency,
and computation complexity.

The BER performances of the above three schemes with
a =0.5 are illustrated in Figure 12. In this case, the accelerate
factor « is lower than the Mazo limit and thus the BER
performance of the FDE receiver has error floor. The Viterbi
receiver can still achieve good detection performance at the
cost of high computational complexity owing to the increase
of state nodes. The BER performance of our proposed
scheme can approach that of the Viterbi receiver while
maintaining low computation complexity. Above results
verify that our proposed scheme based on DL algorithm can
combat strong ISI with low computational complexity in
single-user case.

4.2. Multiuser Uplink FTN-NOMA Scene. In this section, we
consider a two-user uplink FTN-NOMA case where the ratio
of transmitter power is 0.9 : 0.1. To match the characteristics
of two users simultaneously, the training set is collected from
several signal to noise ratio (SNR) points. Considering the
discontinuities of head and tail, we reduce the number of
symbols. The size of training set is 84000 (14 * 60 = 100). The
input layer of the network which represents the received
signals is a matrix of 84000 * 6 while the vector of output
layer has 84000 elements. In addition, we generalize a test set
which is the same size as training set to detect the accuracy of
training steps. In order to prevent overfitting, we cut the
training set into several blocks with a size of 128. The
learning rate of two-user is set to 0.0005. The number of the
whole training step is 25000.

The performances of two-user FTN-NOMA case are
illustrated in Figure 13. The proposed scheme, i.e., sliding
window detection, is compared with the conventional SIC
receiver where each user’s signals are demodulated with
Viterbi algorithm. For the SIC receiver, it is clear that BER
performance of the user with higher transmitter power
approaches single-user scenario with the Viterbi receiver.
And the performance of lower powered user is about 10 dB
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worse than single-user case. For two-user FTN-NOMA
case, the SIC receiver has double computational complexity
than single-user scenario with the Viterbi detection method.
As seen from Figure 12, the sliding window detection scheme
has high detection accuracy which approaches the SIC re-
ceiver with Viterbi algorithm (ML detection method). In our
proposed scheme, the descent of computational complexity is
much more remarkable in NOMA case.

We assume that the training network consists of input
layer, three hidden layers, and output layer with g4, b, ¢, d,
and e neurons (e depends on the number of users). So, the
sizes of four trained weight matrixes are a x b, b x ¢, ¢ x d,
and d x e respectively. Our proposed scheme can directly
transform the received symbols into transmitted bits with
matrix multiplication operation and the computational
complexity only depends on operation times of the matrix



10

Wireless Communications and Mobile Computing

BER

0 2 4 6 8

10 12 14 16 18 20

E,/N, (dB)

-e - User with higher power, SIC-Viterbi
-e~ User with lower power, SIC-Viterbi

—=— Single user, Viterbi

—#— User with higher power, proposed scheme
User with lower power, proposed scheme

FiGure 13: BER performance of the proposed scheme, Viterbi, and FDE algorithms in two-user case at «=0.8 and 3=0.5.

TaBLE 1: Total multiplication operation times of different receiver schemes.

Viterbi MMSE-FDE Proposed scheme
Single user N x 2N 2N? + 6N Nx (axb+bxc+cxd+d)
M-user M x N x2N M x (2N? + 6N) Nx (axb+bxc+cxd+dxM)

elements. As mentioned above, the total complexity of the
Viterbi receiver exponentially increases with the number of
detected symbols. Considering M users, N transmitted bits
of each user, and BPSK modulation, Table 1 provides the
total times of multiplication operation with different re-
ceiver algorithms, which represents the computational
complexity of these schemes. As can be seen, our proposed
scheme has a remarkable effect on reducing the compu-
tational complexity of detection compared with the Viterbi
receiver.

5. Conclusions

In this paper, we have extended the conventional FTN-based
transmissions in NOMA and proposed a DL-aided receiver
method of FTN-NOMA based on sliding window detection,
which greatly reduces the computational complexity while
maintaining high detection accuracy. Based on the data-
driven optimization method, a neural network model of the
FTN-NOMA receiver is constructed, which directly trans-
forms the received signals into transmitted bits with simple
matrix multiplication and addition. The proposed scheme
avoids the complicated iteration and convolution operation
of the conventional receiver like the BCJR or Viterbi
method, which makes it suitable for low-latency scenes in
smart city and IoT. Simulation results reveal that BER
performance of our proposed scheme outperforms MMSE-

FDE algorithm and can approach the ML method which has
the ideal performance in both OMA and NOMA cases.
Moreover, the computational complexity can be remarkably
reduced compared with the Viterbi or ML method due to the
sliding window detection and DNN structure.

In the future, we will consider the DL-aided efficient
detection methods of FTN-NOMA in multicarrier and
multipath cases. In addition, we will study the robustness of
DL methods considering high-order modulations in FTN-
NOMA.
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It is a promising way to successfully operate the fifth generation (5G) system with Internet of Things (IoT) in potential mmWave
spectrum bands. This paper investigates the intelligent co-channel coexistence between the 5G IoT system and the fixed-satellite
service (FSS) system at 40 GHz. The key issue, as identified, is the accurate estimation of interference based on mmWave
propagation characteristics. Our simulation results reveal that interference from the 5G IoT system into the FSS ground stations
can be kept below the protection threshold by considering different deployment parameters, such as antenna patterns, height of

Earth station (ES), and separation distance.

1. Introduction

In the past, millimeter wave (mmWave) technologies were
widely researched and deemed suitable for applications in
space services, especially for different kinds of satellite
communication services such as fixed-satellites service
(FSS), mobile-satellite service (MSS), and inter-satellite
service (ISS) [1]. However, today, the growth demand for
both a multi-gigabits-per-second (multi-Gbps) rate and the
involvement of IoT terminals becomes a major challenge for
next-generation International Mobile Telecommunications
(IMT) networks (5G) [2, 3]. In order to satisfy these re-
quirements, it is necessary to introduce the mmWave, such
as that at 40 GHz, to the 5G IoT system, as these bands
provide an ultrawide band spectrum, the potential for spatial
densification, and the ability to access a massive number of
IoT terminals [4, 5].

One of the main difficulties in deploying mmWave
technology is the protection of incumbents. Thus, it is es-
sential to have an intelligent coexistence solution between
the 5G IoT system and the FSS system in the same geo-
graphical area at 40 GHz, based on the exploration of the
interference. Our study considers only the downlink

scenario, as ITU-R allocates other bands for FSS uplink
transmission [6]. In particular, the interference into an ES
receiver antenna may be generated by each single wireless
transmission from base stations (BSs) to their associated IoT
terminals and from the IoT terminals to their BSs.

The key issue for intelligent co-channel coexistence, as
identified, is the accurate estimation of interference based on
mmWave propagation characteristics. Interference estima-
tion determines whether the 5G IoT system can share the
same band with a predeployed FSS system. For example, if
studies have shown that the two systems will generate un-
avoidable interference with each other, then RF engineers
must design additional functionalities to mitigate or sup-
press this sort of interference. In contrast, if the spectrum
sharing study concludes that both 5G IoT and FSS systems
can coexist without generating any interference with each
other, then it will be unnecessary to introduce interference
mitigating technologies with extra overhead.

Initial results can be achieved based on previous pre-
liminary coexistence analyses between the 5G system and
existing services [7-15]. This paper, however, varies from
previous studies in many ways. First, the results obtained by
some previous researchers [7-9] focused on the relationship
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between the advanced IMT system, also called the 4G system,
and FSS; the target frequency was mainly from a 3.5 GHz,
non-mmWave band, which is obviously different from the
current research goals. Second, unlike the study undertaken
in the current work, other previous research [10-13] has
primarily considered the 5G scenario to be a traditional
enhanced mobile broadband (eMBB) scenario rather than a
5G IoT scenario, such as ultrareliable and low latency
(URLLC) and massive machine-type communications
(mMTC). Finally, the findings by some scholars [14, 15]
were obtained only from theoretical and deterministic an-
alyses, whereas this paper additionally provides a simulation
analysis and related evaluation methodology.

The reminder of this paper is organized as follows.
Section 2 investigates the typical coexistence scenario be-
tween the 5G IoT system and the FSS system. Section 3
presents the simulation results by comparing a variety of
propagation models and related methodologies. Finally,
Section 4 concludes the paper with future research
directions.

2. System Model and Coexistence Scenarios

2.1. Typical Coexistence Scenario. The coexistence scenario
and related network topology are introduced to provide a
direct view into the coexistence issue of the 5G IoT system
and the FSS system.

Figure 1 illustrates the coexistence scenario for the 5G
IoT system and the FSS system. More specifically, the 5G IoT
system shares frequency bands from 37.5 to 42.5 GHz with
the FSS system downlink. Thus, it is very likely that the FSS
ES will be interfered with by the signals of the BSs and
terminals of the 5G IoT system, which is reflected by the red
dashed arrows. Moreover, the red grid indicates the sepa-
ration distance between the 5G IoT system and the FSS
system, the definition of which will be discussed in the next
section of the paper. Because of the limited transmitting
power of satellites, indicated by the black line, and the
extremely long transmission distance between the satellite
and the ES, the interference of the receiving FSS downlink
signal will be ignored by the 5G IoT system because the
signal is too weak to cause interference to it. In addition, the
potential interference resource from the FSS uplink signal
can mostly be ignored due to the obvious frequency isolation
between the FSS uplink and 5G IoT system. It is important to
note that only interfered signals from BSs are evaluated in
this paper. The main reason for this is that the transmitted
power of IoT terminals is much lower than that of base
stations.

Based on analysis of the coexistence scenario, related
topology should be considered for further evaluation. A
typical network topology is presented in Figure 2, and it
corresponds to the downlink band of the FSS system at
40 GHz. The evaluated area is close to a circle with a surface
area of approximately 1000 km? which represents the de-
veloped area of a large city. The inner part of the city is an
urban region with a radius of 8 km, and the outer part of the
city is a suburban region with a radius of 18 km. It is notable
that at least one BS is located on the ring with a radius of
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dseparation> Which is indicated by a yellow arrow in Figure 2.
This means that at least one BS is at a separation distance
from the FSS Earth station, because this type of topology is
the worst case for the coexistence analysis between the 5G
IoT and FSS systems.

Moreover, the FSS ES is placed at the center of the circle.
Additionally, it should be noted that 40 GHz, as a millimeter
wave, will mostly be deployed at the hotspot rather than
exhibiting seamless coverage throughout the 5G IoT net-
work; therefore, the number of BSs is wholly related to the
ratio of hotspot areas to the area of a city. The total BS
number (Npr) in the simulation is derived from the fol-
lowing equation:

Nyt = Supp * (Dsmb* Raurb) + Squb * (Dsurb* Raurb), (1)

where Ny expresses the total number of IMT BSs in the
simulation, S, and Sy}, refer to the sizes of the urban and
suburban areas in km?, respectively, and D, and D,  are
the density values for the outdoor urban and suburban
hotspot areas, respectively, i.e., the density of simultaneously
transmitting the IoT terminal or number of BSs per km®.
Finally, R, ~and R, represent the ratios of the hotspot
areas to the urban and suburban areas, respectively. In
Table 1, one set of typical values for equation (1) is presented,
and these values are also considered for coexistence analysis
in next chapter.

2.2. Model of the 5G IoT System with Massive MIMO. The 5G
IoT system will use frequency bands both below and above
6 GHz. However, higher frequency bands, especially that at
40 GHz, are suitable for the IoT system in 5G, as a wider
bandwidth which supports access to massive number of [oT
terminals. Moreover, mmWave better meets the demands of
different kinds of IoT devices by beamforming, which is one
of the key technologies in 5G.

The 5G IoT system with beamforming is a massive
MIMO wireless system [16] that employs a combination of
limited feedback as illustrated in Figure 3. N, transmitting
antennas and N, receiving antennas are used at transmitter
and receiver, respectively. Figure 3 shows the antenna
configuration of the 5G IoT system, where V-Ant. denotes
the antenna with vertical (V) polarization, and H-Ant. de-
notes the antenna with horizontal (H) polarization. The
wireless channel matrix is described by an input-output
relation with H to H, Hto V, Vto V, and V to H polarized
waves, based on the flat fading assumption.

More specifically, the signal y received by the IoT ter-
minal from the 5G BS is represented as follows:

y=+pHfx+n, (2)

where fis the precoding matrix at the transmitter side, 7 is
the N,-dimensional noise vector, which has independent and
identically distributed entries with normal distribution CN
(0, 1), s represents the transmitted symbol with normalized
energy, and p is the signal-to-noise ratio (SNR). The wireless
channel H = H (t) is a matrix that describes the dual-po-
larized MIMO channel. Its modelling method is discussed in
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FiGure 1: Illustration of 5G IoT sharing scenario with FSS.
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FIGURE 3: 5G IoT system model.

previous reports [17, 18], and any two receiving antenna
channels (u, x) between the responses can be formulated as

[ F rx,u,V(q)n,m’ Yn,m) ]T
F rx,u,H(‘Pn,w Vn,m)
[ exp(j}5,)  VE exp(jo,)
Ve exp(je),)  exp(j@),)
| [th,u,v(cpn,m, ) ]
Foxatt(9nim Onim)
. exp(err)tglr_S . 6n)m)exp(j2n)tala . Wn)m)

. exp(jk||v||cos(9n,m)AoA - Ov)t),

where both n and m refer to the index of the cluster and each
ray and P, is the ray power in the n'™ cluster. Additionally,
@pm> Vum Tepresents the angles of arrival of the m™
ray, whereas ¢, ., 0, , expresses the angles of divergence of
the m™ ray in the n'™ cluster. The F,..vand F,,, g functions are
the multipath directions of ¢, ¥, .. Corresponding to the
vertical and horizontal polarization antenna gain,  represents
the cross polarization power ratio in linear scale and A;' ex-
presses the carrier frequency. Moreover, exp(j®," ) and
exp ( jCDﬁf;n), respectively, represent the phase response of each
ray in the randomly generated vertical polarization direction
and horizontal plane, whereas exp ( j(D;’f‘m) and exp ( jCDﬁj’m)
represent each horizontal to vertical, and vertical to horizontal
polarization component leaked corresponding to random
phase response. Then, 7, and 7, express the receiving end and
the end of the antenna sends. ®,,, and¥,,,, are vector ex-
pressions for the angles of arrival and departure, respectively.
Finally, the IoT terminal movement speed is expressed as v.

In this paper, the antenna array configuration of the BS
was assumed to be 8 and 16 elements placed along the
horizontal and vertical directions, respectively, and a set of
the main BS parameters is presented in Table 2. More im-
portantly, the composite antenna gain is important for
coexistence analysis [17] because it is the resulting beam-
forming antenna pattern from the logarithmic sum of the
array gain in massive MIMO in mmWave. For example, the
composite antenna gain can be formulated as

M
H(®) =P, )

m=1

(3)

Ny Ny

22 Wi vij

i=1 j=1

2
>, (4)

where Gg (0), represents the antenna element gain, w; jls the
weighting, and v; ; is the super position vector.

Based on equations (3) and (4), the antenna gain pattern
for 126 (8 x16) elements in the 5G IoT BS is shown in
Figure 4. More specifically, its composite antenna gain
pattern is three-dimensionally depicted, with the beam range
covered from 0 to 180 degrees in vertical direction, but from
—180 to 180 degrees in horizontal direction.

On the other hand, 4 antenna elements in both di-
rections are assumed for the antenna array configuration of
the IoT terminal. Additional related significant parameters
of the IoT terminal can be found in Table 3, which also
includes some important parameters of the BS. Furthermore,
the antenna gain pattern was also created with the same
method as that for the 5G BS and is demonstrated in Fig-
ure 5. The composite antenna gain pattern of the IoT ter-
minal with 16 (4x4) antenna elements is three-
dimensionally drawn too.

It is obvious from both Figures 4 and 5 that in the
massive MIMO 5G IoT system, the width of the beam is
narrower with the increase in the of number of antenna
elements. The main reason for this is due to one of the
advantage of massive MIMO in mmWave; although the
coverage of the beam is limited, the transmitted power is
more concentrated, which effectively improves the channel
capacity. In other words, regarding sharing with the FSS ES
system, the probability of interference will decrease, as it is
difficult to point to the antenna of the ES from a narrower
beam of the 5G IoT system.

GA(6> §0) = GE(G’ (P) + 1010g<

2.3. Model of FSS System. FSS is one of the main applications
in satellite communication. FSS provides the dual-trans-
mission path between the satellite and its ES to provide
telecommunication services including data, video, and voice
transmission. In this paper, FSS-receiving ESs operate in the
space-to-Earth direction from 40 GHz, more specifically
from the 37.5 to 42.5GHz frequency bands. The main
downlink ES parameters are presented in Table 4.
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TaBLE 2: Key parameters for BS in 5G IoT system.

Parameter

Outdoor suburban hotspot/outdoor urban hotspot

Network topology and characteristics

Frequency reuse

Antenna height (radiation center)
Sectorization

Antenna down tilt

Antenna deployment

Network loading factor

BS TDD activity factor

Element gain G (6, ¢)

3 dB beam width of single element
Front-to-back ratio

Antenna polarization

Radiating element spacing

Suburban: 10 BS/km”
Urban: 30 BSs/km®
1
6m
Single sector
10 degrees
Below rooftop
20%
80%
5 dBi
65 degrees for both H/V
30dB for both H/V
Linear +45°
0.5 of wavelength for both H/V

Array ohmic loss 3dB
Conducted power per antenna element 8dB (m/200 MHz)
BS maximum coverage angle in the horizontal plane 120°
20
10
. 0
=5
& -10
< O
=]
iz .
S E
<z
o -30
- -40
0 —— = 150 o0 ®
. 50 0 -
Azimuth angle (Degree) 100 450 200 200 ?)\e‘ﬁ‘ 50

FIGUure 4: Composite antenna gain pattern for 5G BS with 8 X 16 antenna elements.

TaBLE 3: Key parameters for terminal in the 5G IoT system.

Parameters

Outdoor suburban hotspot/outdoor urban hotspot

Network topology and characteristics

Body loss

Indoor IoT terminal usage

Terminals TDD activity factor

3 dB beam width of single element
Front-to-back ratio

Antenna array configuration (row x column)
Maximum IoT terminal output power
Transmit power target value per 180 kHz
Path loss compensation factor a

Suburban: 30 terminals/km?
Urban: 100 terminals/km?
4dB
5%

20%
90° for both H/V
25dB for both H/V
4 x 4 elements
22dBm
-95dBm
1

Furthermore, in order to conduct a sharing study be-
tween the 5G IoT system and the FSS system, it is assumed
that the antenna elevation angle of the ES is chosen as the
minimum value, i.e., 10 degrees. Although this value is
pessimistic, it means fewer dropping locations of the ES’s
antenna pointing towards the satellite and always indicates
the worst-case assumption in further coexistence analysis.

The FSS ES antenna gain is calculated as a function of the
off-boresight angles [5, 18]. Assuming 9 is the azimuth of the
5G BS or IoT terminal without the ES main lobe, the off-
boresight angles ¢ of the ES towards the BS or terminal can
be computed as follows:

(5)

¢ = arccos (cos (a)cos (e)cos (9) + sin (a)sin (¢)),
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FIGURE 5: Composite antenna gain pattern for 5G IoT terminal with 4 x4 antenna elements.
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TaBLE 4: Parameters for ES in FSS.
Parameter Value
Frequency range (GHz) 37.5-42.5
Noise bandwidth (MHz) 100-600
ES antenna diameter (m) 6.8
Peak receive antenna gain (dBi) 68
System receive noise temperature (K) 250
Minimum ES elevation angle (degrees) 10
Interference-to-noise ratio I/N (dB) -12.2

where « refers to the elevation angle. Additionally, € is
calculated as
hES - h d
= - 6
€ PR (6)
where h and hgg are defined as the heights of the 5G BS or
IoT terminals and ES in meters, respectively, and r is the
effective Earth radius, approximately 8.5x10>km. There-
fore, the FSS ES oft-boresight antenna gain pattern, the unit
of which is dBi, is calculated as

G {32—2510g(p, for1° < ¢ <48,

. . 7
-10, for48° < ¢ <360°.

3. Coexistence Analysis Results for Intelligent
Spectrum Sharing between 5G IoT System
and FSS

3.1. Propagation Model. The propagation model refers to the
propagation fading effect, which is a significant model for
studies of sharing between the 5G IoT and FSS systems. In
this paper, the propagation model describes a ground-to-
ground wireless communications system. More importantly,
the model is designed as a prediction method for the
evaluation of the interference between BSs or IoT terminals
and ESs on the Earth surface at frequencies from about
0.1 GHz to 50 GHz. The model should consider a set of
propagation mechanisms, including attenuation by atmo-
spheric gases, diffraction, free-space propagation, tropo-
spheric scatter, clutter loss, and ducting reflection. However,
since the propagation model assumes known information of
the location of BSs, IoT terminals, and ES, its clutter loss

model is inappropriate for our analysis. Therefore, an ad-

ditional method to calculate cluster loss is presented below.
The clutter loss not exceeded for p% of locations for the

terrestrial to the terrestrial path [9], L. (dB), is given by

Ly, = —5log( 10702(23.5+9.610g())
ctt

4 10—0.2(32.98+23.910g(d)+3log(f)))

- 6Q‘1<1%0),

(8)

where d is the total path length in km, fis the frequency in
GHz, and Q! (p/100) is the inverse complementary normal
distribution function with p.

Based on the above introduced propagation mode,
Figure 6 illustrates cluster loss in different distances and
frequencies, in which the green line represents a cluster loss
around 40 GHz; it is also applied in our simulation.

3.2. Methodology. In this section, a novel Monte Carlo
evaluation methodology is introduced to analyze the ag-
gregate interference from the 5G IoT system, including BSs
and terminals, to a FSS ES.

First, the ES is located in the center, and random dis-
tributions of both BSs and the IoT terminal are generated
according to the sharing study scenario mentioned pre-
viously. In addition, their interference links from the 5G BSs
or IoT terminals to the ES also are produced. It is worth
noting that the BSs and terminal’s beams face toward each
other due to the application beamforming and the ran-
domness of the interference resource.

Second, the related parameters and antenna pattern,
such as the transmit power and network load, should be
configured and are presented in Tables 2—4 for both the 5G
IoT and FSS systems.

Third, the interference model from the i™ 5G BS or the
IoT terminals linking to the FSS ES are shown by using the
following equation:

IIMT%FSS(Gix’ Glrx) = PDtx - Oth + Gtx(eix) —-PL+ er(eix)’
(9)
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FIGURe 6: Cluster loss model with varying frequencies and distances for ES.

where PD,, is the transmit station signal power density in
dBm/MHz, OL,, represents the transmit station array ohmic
loss in dB, and G, (6,,) is the 5G BS or IoT terminals’
antenna gain in the direction of the ES, accounting for the
beamforming antenna pattern in dBi. G,, (,,) represents
the antenna gain of the ES in the direction of the transmit
station in dBi, and PL refers to propagation loss, which
includes path loss, clutter loss, and polarization discrimi-
nation in dB.

Furthermore, the aggregate interference from all 5G BSs
or IoT terminals at the FSS ES receiver level is calculated by
the sum of the FSS ES from each interference link from
equation (9).

n . .
I, = lOlog(Z 10hwir—rss (8cBre)/ 1°>. (10)

i=1

In equation (10), I}, represents the k™ running simu-

lation to obtain the aggregate external system interference
towards the interfered-with system from all n interference
links in dB.

Then, when (m) numbers of simulations are run, the
average aggregate interference, I’ , can be calculated by the
following equation:

k
Zzn: 107510
12’$E=1—log<71 . (11)

m

Finally, the interference margin between the 5G IoT
system and the FSS system can be calculated as

1
Dmargin :<<Nth ) + N> - I;r\l/e’ (12)
r

where Diargin is the interference margin required by the 5G
BS or IoT terminal, I/Ny,, is a criterion of the interference-

noise ratio, which is presented in Table 5, and N is the thermal
noise of the FSS ES. It is a common view that ((I/Ny,.) + N) is
also called an interference threshold, I, in dBm/MHz.

3.3. Simulation Results. Figure 7 demonstrates the cumulative
distribution functions (CDFs) of the antenna gain from the 5G
IoT system towards the FSS ES, which describes the parameter
G,, (6,,) in equation (9). It is one of the most important factors
that influence the final interference margin between the 5G IoT
and FSS systems. More specifically, Figure 7(a) shows the CDF
of the transmitted antenna gain from the BS, and Figure 7(b)
displays the characteristics of the 5G IoT terminals’ antenna
gain in the direction of the receiver station while taking into
account the beamforming antenna pattern by CDF. Moreover,
from Figure 7(a), it is evident that the BS antenna gains are
primarily distributed from approximately —75 to 25dB, and a
flat, increasing curve can be seen at around the 95% point of the
CDF. In contrast, the distribution of the antenna gain of the
IoT terminal mainly decreases from about —70 to 15 dB, but the
trend at about the 95% point of the CDF increases more sharply
than that of the BS. This indicates that it is possible to produce a
higher aggregated gain with BSs because of the fewer number of
antennas in the IoT terminals’ antenna pattern.

Both Tables 6 and 7 demonstrate the results of the in-
terference margin on links from different antenna patterns of a
5G BS to the ES. Table 8 presents the interference margin
required by the IoT terminal. These results depend on different
heights of the ES, isolation distances, and criteria of in-
terference-noise ratios. The simulation details should be clari-
fied. First, Monte Carlo simulations with 5000 iterations
(m =5000) can be considered due to the randomness of both the
BS and IoT terminal positions in each sector. More importantly,
these configurations of the BS and IoT terminals can be reused
from Tables 6 and 7, respectively. In both these tables, varying
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TaBLE 5: Interference criteria for sharing study between 5G IoT and FSS system in 40 GHz.

Frequency ranges

Percentage of time for which the I/Ny,, value could
be exceeded (%)

I/Ny, criteria (dB)

% ~10
37.5-51.4 GHz 0.001667 ~1.3
1 1
09 | 09 r
0.8 | 0.8
0.7 + 0.7 [
gosf o6
Boal 509
sl 04|
ol 0.3 |
o1l 021

-140 -120 -100 -80 -60 -40 -20 O 20 40
5G BS antenna gain (dB)

(a)

0.1 ; ' s
-140 -120 -100 -80
5G loT terminal antenna gain (dB)

(b)

FIGURE 7: Transmitter antenna gain to the ES receiver. (a) 5G BS transmitter. (b) 5G IoT terminal transmitter.

TaBLE 6: Interference margin from 5G BS (antenna pattern: 8 x 16)
to FSS ES.

Interference D;;zig:ti‘ovrtth
criteria Height of ES (m) distance (L) km
I/Ng, Ty L=t L=04
45 27.0 20.0
~10 -124.6 10 27.1 20.8
45 32.4 27.6
-13 -115.9 10 32.6 28.2

TaBLE 7: Interference margin from 5G BS (antenna pattern: 16 x 16)
to FSS ES.

Interference D;:zf;izv;th
criteria Height of ES (m) distance (L) km
I/Ny, Tine L=1 L=04
45 26.4 19.3
~10 -124.6 10 26.8 21.2
4.5 31.9 26.9
-13 -115.9 10 32.3 28.5

TaBLE 8: Interference margin from 5G IoT terminal (antenna
pattern: 4 x4) to FSS ES.

Interference D{’;ﬁ;‘hgh
criteria (dB) Height of ES (m) distance (L) km
I/Ny, Tine L=1 L=04
45 425 36.7
~10 -124.6 10 42.4 36.9
45 48.0 44.0
-1.3 -115.9 10 47.8 44.1

values of I/Ny,, refer to the classifications of different cases, in
which the best and normal cases are simulated.

Obvious differences in the results can be found by
comparing the 8 x16 and 16 x16 antenna patterns in Ta-
bles 6 and 7. Although the transmission power of the 16 X 16
antenna pattern is approximately only 1.3 dB less than that
of the 8 x 16 pattern, a higher transmission power of 3 dB can
be found in the BS configured with the 16 x16 antenna
pattern because the number of antennas is two times greater
than the BS configured with the 8 x 16 antenna pattern. The
trend indicates that massive MIMO technology in mmWave
can be seen as a mitigation method that sharply drops the
power from the interference link. More specifically, the
worse the interference margin, the greater the number of
antenna elements; however, the degree of the decreasing
trend in the margin is slight. The main reason for this is that,
in practice, both narrower beams and more complete space
diversity result in the decline of interference power.

On the other hand, it is a common view that the longer the
isolation distance, the better the necessary interference margin;
a gain of around 4 to 7dB at a 1km distance can be seen by
comparing the cases of 0.4 km isolation distance in Tables 7 and
8. Moreover, the interference margin in the normal case
(I/Ny, = —10 dB) is considerably lower than that in the best
case (I/Ny, =—-1.3dB). However, it is a significantly low
probability that the best case will appear most times. Fur-
thermore, a higher ES also slightly promotes the value of the
margin, which means that improving the height is almost
meaningless. The main reason for this is that the difference of
varying heights of ES is not enough to effectively block the
power of each interference link from the 5G BSs and IoT
terminal, although there is an increase in the ES height of more
than two times. Finally, compared with the interference links
from IoT terminal to ES, the interference margins of the BSs are
worse; losses of around 15.2dB can be observed.
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From these three tables above, all the results of in-
terference margin indicate that the 5G IoT system and FSS
system can coexist without generating intolerance in-
terference to the FSS system. However, more serious in-
terference from the 5G BSs, not the IoT terminals, is also
indicated in the tables due to the higher transmission power
and the greater number of antennas in the sharing study
between the 5G IoT system and the FSS system.

4. Conclusions and Future Research

This paper performed a detailed analysis of a coexistence
scenario for the 5G IoT system in mmWave band, namely
co-channel sharing with FSS downlink at 40 GHz, depending
on varied separation distances, heights of ES, and in-
terference criteria. The first part of the paper classified the
interference links as BS to ES, or IoT terminal to ES, and
discussed a sharing study scenario in 40 GHz. Additionally,
both the 5G IoT and FSS system models and their related
antenna patterns were researched. It was then demonstrated
that the 5G IoT system can totally meet the interference
protection criteria of the FSS system by transmitting from at
least several hundred BSs and thousands of IoT terminals
simultaneously. The final results also proved that the pro-
posed massive MIMO technology can effectively suppress
the interference at the ES while maintaining operable per-
formance of the 5G IoT system in mmWave.

Notably, this type of coexistence analysis is not only
essential but also mandatory to confirm whether the 5G IoT
system can intelligently share spectrum with other in-
cumbent systems, such as the FSS. This research is required
for the introduction of new frequency bands during the 5G
period and can steer how the 5G IoT system with mmWave
can be deployed in the future.

The following points are of interest for our future research
directions. First, it is a natural and significant step to conduct
similar coexistence analyses for higher-potential spectrum
bands, such as those above 52.6 GHz. In addition, the ad-
vanced antenna solutions and mitigation schemes are in-
dispensable to obtain better interference margins in spectrum
sharing studies. Finally, it is also important to consider a 5G
IoT system coexisting with other services, such as WiFi.
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Both 5G cellular and IoT technologies are expected to see widespread deployment in the next few years. At the practical level, 5G will
see initial deployments in urban areas. This is perhaps fortuitous from an IoT perspective, since many “mainstream” applications of
IoT will support Smart Cities, Smart Campuses and Smart Buildings. Bandwidth demand for a number of Smart City applications
is the main driver for enhanced mobile broadband (eMBB)-based 5G services in general, and new-generation 5G IoT applications,
in particular. In turn, the use of the millimeter wave spectrum is required to enable 5G cellular technologies to support high data
rates. Millimeter wave solutions, however, impose a requirement for small cells. Generally, an implementer tries to use one or a
small handful of IoT technologies; preferably, and for managerial simplicity, the implementer would want to use a cellular/5G IoT
technology for all nodes, whether indoors or outdoors, instead of a heterogenous mix of various IoT technologies that have evolved
over the years. This overview paper discusses a number of practical issues related to 5G-based IoT applications, particularly in Smart
City environments, including the need for small cells, the transmission issues at millimeter wave frequencies, building penetration
issues, the need for Distributed Antenna Systems, and the near term introduction of pre-5G IoT technologies such as NB-IoT and

LTE-M, these being possible proxies for the commercial deployment and acceptance of 5G IoT.

1. Background

As the second decade of the 21*" century comes to a close,
we are witnessing an expansion of urban ecosystems, as
populations continue to sustain the transition from rural and
some suburban areas into large urban areas, driven by eco-
nomic opportunities, demographic shifts and generational
preferences. Seventy percent of the human population is
expected to live in cities by the year 2050, and there already
are more than 400 cities with over one million inhabitants
[1]. Societal movement of people is a basic human existence
dynamic and is one of the key mechanisms that drives the
growth of cities. Yet, especially in the Western World, cities
often have aging infrastructure, including roads, bridges,
tunnels, rail yards, and power distribution plants. It follows
that new technological solutions are needed to optimize the
increasingly-scarce infrastructure resources, especially given
the population growth and the limited financial resources
available to most cities and municipalities. When cities

deploy state-of-the-art Information and Communication
Technologies (ICT) on a large-scale, including Internet of
Things (IoT) technologies, they are referred to as being
“Smart Cities”.

Livability, infrastructure management, asset manage-
ment, traffic transportation and mobility, logistics, electric
power and other utilities, and physical security are the
key aspects of a city’s operation. IoT technologies offer the
opportunity to improve resource management of many assets
related to city life and urban Quality of Life (QoL), including
Intelligent Transportation Systems (vehicular automation
and traffic control), energy consumption, the flow of goods,
smart buildings, space/occupancy management (indoors and
outdoors), pollution monitoring (for example from auto-
mobile traffic, factories, incinerators, crematoria), resource
monitoring and sensing, immersive services (including wear-
ables and crowdsensing), physical security, sustainability, and
the greening of the environment. Smart City IoT applica-
tions cover indoor and outdoor applications; they also span
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F1GURE 1: Illustrative example of Smart City resources that can benefit from IoT in general and 5G cellular in particular.

stationary and mobile end-nodes and sensors. There is an
extensive body of literature on this topic; some references
of interest include but are certainly not limited to [2-12].
Up to the present, the IoT has been mostly utilized for
supporting a large population of relatively low-bandwidth
sensing devices, and where the sensing devices are typically
deployed in stationary locations (e.g., electric meters, build-
ing management systems, meteorological weather stations).
However, video-oriented applications that require streams
ranging up to Ultra-High Definition resolution are emerging
(e.g., surveillance, physical security). In the evolving IoT
environment, the endpoint devices include environmental
and situational sensors, vehicles, wearables, drones, robots,
and Virtual Reality gear. In some applications IoT actuators
are also utilized to control the physical ecosystem in response
to a sensed set of data or some analytical calculation - for
example, changing the barriers and signs on a road to reverse
traffic lanes during the day; or, changing the parameters of
a pump to control water or sewer flows. Figure 1 depicts
graphically some of the common Smart City applications.
While a large number of definitions and descriptions
of the IoT exist, this is one definitional/descriptive quote

from the author’s previous work, which we utilize here:
“The basic concept of the 10T is to enable objects of all kinds
to have sensing, actuating, and communication capabilities,
so that locally-intrinsic or extrinsic data can be collected,
processed, transmitted, concentrated, and analyzed for either
cyber-physical goals at the collection point (or perhaps along
the way), or for process/environment/systems analytics (of a
predictive or historical nature) at a processing centet, often “in
the cloud”. Applications range from infrastructure and critical-
infrastructure support (for example smart grid, Smart City,
smart building, and transportation), to end-user applications
such as e-health, crowdsensing, and further along, to a mul-
titude of other applications where only the imagination is the
limit” [13-27]. According to the Global System for Mobile
Communications Association (GSMA), between 2018 and
2025, the number of global IoT connections will triple to 25
billion, while global IoT revenue will quadruple to $1.1 trillion
[28]; others offer higher numbers (e.g., according to Statistica
there will be about 80 billion IoT devices worldwide in 2025
(29).

5G (5th Generation) is the term for the next-generation
cellular/wireless service provider network that aims at
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delivering higher data rates -- 100 times faster data speeds
than the current 4G Long Term Evolution (LTE) technology
-- lower latency, and highly-reliable connectivity. In a sense,
it is an evolution of the previous generations of cellular
technology.

Smart Cities do not depend on any unique or specific IoT
technology per se, but include a panoply of IoT technologies,
such as mission-specific sensors, appropriate networks, and
function-and-use-efficient analytics, these often in the cloud.
Wireless connectivity plays an important role in the utility
of this technology, especially at the geographic scope of a
large or even medium-size city. For practical reasons wireless
is also important in Smart Campus and Smart Building
applications. Table 1 identifies a number of Smart City
challenges and needs, possible IoT-based solutions, wireless
requirements, and the applicability of 5G solutions. 5G IoT
is licensed cellular IoT. In this table “low bandwidth” equates
to 200 kbps or less, “medium bandwidth” equates to 200
kbps to 2 Mbps, and “high bandwidth” equates to more
than 2 Mbps. Some IoT applications entail periodic “batch”
communication while other applications require real-time
communication; in the table “low latency” means real-time
and “medium latency” means 1-to-5 seconds. Table 2 provides
a snapshot of key wireless technologies that are applicable to
the IoT environment. A number of wireless technologies are
available, each with its specific applicability and functionality.
The direct use of traditional cellular services (e.g., 4G/LTE
networks) is not optimal for IoT applications, both for cost
and nodal power-consumption reasons. Furthermore, these
services are not ideal for a number of IoT applications where
a small amount of data is transmitted infrequently (e.g.,
electric, gas, or water meters for reading). Node density is
also an issue. Cellular IoT solutions endeavor to address
low-power, low data rate requirements. Several iterations
and alternatives solutions have emerged in recent years (e.g.,
Catl/Rel 8, Cat 0/Rel 12, Cat-M/Rel 13, EC-GSM, and NB-
IoT/Rel 13). The 5G IoT system is the next evolutionary step,
perhaps also affording some simplification and technology
homogeneity.

Figure 2 depicts the pre-5G and the 5G IoT connectivity
ecosystem, which is further elaborated in the rest of this
paper. The figure illustrates a typical case of Wi-Fi (in-
building) aggregation of sensor data for a handoff to the cloud
over a traditional router; it illustrates the use of Low Power
Wide Area Network (LPWAN) overlay technologies such as
LoRa and Sigfox; it shows the use of pre-5G IoT technologies;
and then illustrates the use of 5G IoT in a native mode, or in
a more realistic Distributed Antenna System (DAS)-assisted
mode.

This review, position and assessment paper provides an
overview of salient 5G features and then discusses some
practical design issues applicable to the IoT. A lot of the
important 5G IoT information is included in the figures and
tables. This paper is not intended to be a full 5G overview per
se, nor a discussion of IoT, for both of which there are many
references (e.g., [30-34] for 5G, and close to one hundred
books on the IoT topic alone).

2. 5G Concepts and Technology

5G cellular networks are now starting to be deployed around
the world, as the underlying standards and the system-wide
technology become more mature (the term “International
Mobile Telecommunications-2020 [IMT-2020]” is also used by
the standards bodies.) Industry observers predict that societal
developments will lead to changes in the way communication
systems are used and that these developments will, in turn,
lead to a significant increase in mobile and wireless traffic vol-
ume; such traffic volume is expected to increase a thousand-
fold over the next decade. Observations such as this one are
common in the literature positioning the technology: “Unlike
previous generations of mobile networks, the fifth generation
(5G) technology is expected to fundamentally transform the role
that telecommunications technology plays in the society” [34].

The 5G system expands the 4G environment by adding
New Radio (NR) capabilities, but doing so in such a manner
that LTE and NR can evolve in complementary ways. As it
might be envisioned, a 5G system entails devices connected
to a 5G access network, which in turn is connected to a
5G core network. The 5G access network may include 3GPP
(3rd Generation Partnership Project) radio base stations
and/or a non-3GPP access network. The 5G core network
offers major improvements compared with a 4G system in
the area of network slicing and service-based architectures
(SBAs); in particular, the core is designed to support cloud
implementation and the IoT. 5G systems subsume important
4G system concepts such as the energy saving capabilities
of narrowband IoT (NB-IoT) radios, secure low latency
small data transmission for low-power devices -- low latency
is a requirement for making autonomous vehicles safe --
and devices using energy-preserving dormant states when
possible. Network slicing allows service providers to deliver
“Network as a Service (NaaS)” to large/institutional users
affording them the flexibility to manage their own services
and devices on the 5G provider’s network.

Applications driving wireless traffic include but are
not limited to on-demand mobile information and high-
resolution entertainment, augmented reality, virtual reality
and immersive services, e-health, and ubiquitous IoT roll-
outs. While 5G technology could still take several distinct ser-
vice directions, it appears at this juncture that the view favor-
ing a super-fast mobile network, where densely-clustered
small cells provide contiguous urban coverage to mobile as
well as stationary users, is the approach envisioned by the
standards development bodies and by the implementers. It
should be noted that in the U.S., upwards of 55 percent of
residential users now utilize cellular-services-only at home in
place of a landline, and about 30 percent of residential users
utilize both, with the trend favoring an eventual transition
to the former. Therefore, the evolving 5G systems will have
to properly support this growing segment of the market. A
goal of 5G networks is to be five times as fast as compared
to the highest current speed of existing 4G networks, with
download speeds as high as 5 Gbps - 4G offering only up to a
maximum of 1 Gbps. Deployment of 5G networks started in
2018 in some advanced countries, although further develop-
ments on fundamentals will continue; naturally, the current
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FIGURE 2: The pre-5G and the 5G IoT connectivity ecosystem.

4G/LTE and 5G are expected to coexist for many years.
However, it is fair to say that like many other technologies
before 5G, this technology is probably going through a “hype-
cycle”, where a technology is supposed to be “all things to
all people” and be the “be-all-and-end-all technology”; both
claims will be abrogated in time. Proponents argue that 5G
will “maximize the satisfaction of end-users by providing
immersiveness, intelligence, omnipresence, and autonomy”.

2.1. 5G Standardization and Use Cases. Standardization work
for 5G systems has been undertaken by several international
bodies with the goal of achieving one unified global standard.
Many well-known research centers, universities, standards
bodies, carriers and technology providers have been involved
in advancing the development of the technology for a
2020 rollout, including the Internet Engineering Task Force
(IETF), the Open Network Automation Platform (ONAP),
the GSMA, and the European Telecommunications Standards
Institute Network Function Virtualization (ETSI NFV). In
particular, work on 5G requirements, services and technical
specifications has been undertaken in the past few years
by three key entities: (i) International Telecommunication
Union-Radio Communication Sector (ITU-R) [30], (ii) Next
Generation Mobile Networks (NGMN) Alliance [31], and
(iii) the 3rd Generation Partnership Project (3GPP) [32]. The
ITU-R has assessed usage scenarios in three classes: ultra-
reliable and low-latency communications (URLLC), mas-
sive machine-type communications (mMTC), and enhanced
mobile broadband (eMBB). eMBB is probably the earliest

class of services being broadly supported and implemented.
Key performance indicators are identified for each of these
classes, such as spectrum efficiency, area traffic capacity,
connection density, user-experienced data rate, peak data
rate, and latency, among others. The ability to efficiently
handle device mobility is also critical. Some examples of
eMBB use cases include Non-SIM devices, smart phones,
home/enterprise/venues applications, UHD (4K and 8K)
broadcast, and virtual reality/augmented reality. mMTC
use cases include smart buildings, logistics, tracking, fleet
management and smart meters. URLLC cases include traffic
safety and control, remote surgery, and industrial control. 5G
systems are expected to support:

(i) Tight latency, availability, and reliability requirements
to facilitate applications related to video delivery,
healthcare, surveillance and physical security, logis-
tics, automotive locomotion, and mission-critical
control, among others, particularly in an IoT context;

(ii) A panoply of data rates, up to multiple Gbps, and tens
of Mbps to facilitate existing and evolving applica-
tions, particularly in an IoT context;

(iii) Network scalability and cost-effectiveness to support
both clustered users with very high data rate require-
ments as well a large number of distributed devices
with low complexity and limited power resources,
particularly in an IoT context, where, as noted, a
rapid increase in the number of connected devices is
anticipated; and,
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TaBLE 3: Radio interface goals as defined in IMT-2020.

(i) MR for downlink peak data rate is 20 Gbps

(ii) MR for uplink peak data rate is 10 Gbps

(iii) Target downlink “user experienced data rate” is 100 Mbps
(iv) Target uplink “user experienced data rate” is 50 Mbps

(v) Downlink peak spectral efficiency is 30 bps/Hz

(vi) Uplink peak spectral efficiency is 15 bps/Hz

(vii) MR for user plane latency for eMBB is 4ms

(viii) MR for user plane latency for URLLC is Ims

(ix) MR for control plane latency is 20ms (a lower control plane latency of around 10ms is encouraged)

(x) Minimum requirement for connection density is 1,000,000 devices per km?

(xi) Requirement for bandwidth is at least 100 MHz

(xii) Bandwidths up to 1 GHz are required for higher frequencies (above 6 GHz)

MR = Minimal Requirement

Source: ITU-R SGO5 Contribution 40, “Minimum requirements related to technical performance for IMT-2020 radio interface(s)”, Feb 2017.

(iv) Pragmatic deployment cost metrics, along with ac-
ceptable service price points across the gamut of
applications and data rates, particularly in an IoT
context.

Specifically, some of the design details are a latency below
5 msec. (as low as 1 msec.), support for device densities of
up to 100 devices/m?, reliable coverage area, integration of
telecommunications services including mobile, fixed, opti-
cal and MEO/GEOQ satellite, and seamless support for the
IoT ecosystem. For example, the technical objective 5G as
envisioned of METIS (Mobile and Wireless Communications
Enablers for the Twenty-twenty Information Society -- a
European Community advocacy effort related to mobility)
are as follows [47-54]:

(i) 1000 x higher mobile data volume per area than cur-
rent systems;

(ii) 10 to 100 x higher number of devices than current
systems (i.e., dense coverage);

(iii) 10 to 100 x higher user data rate than current systems
(e.g., 1-20 Gbps);

(iv) 10 x longer battery life for low power IoT devices
than current systems (up to a 10-year battery life for
machine type communications); and,

(v) 5x reduced end-to-end latency than current systems.

Table 3 defines the 5G radio interface goals as defined in IMT-
2020. A number of these requirements are in fact being met
(in various measure) by the systems now being deployed. The
expectation is that to provide the full panoply of 5G services
significant changes in both wireless technologies and core
networks will be required.

As a point of observation, 3GPP/TR 22.891 has defined
and/or described the following service groups: eMBB, Crit-
ical Communication, mMTC, Network Operations, and
Enhancement of Vehicle-to-Everything (V2X). NGMN has
defined and/or described the following service groups:
Broadband access in dense area, Indoor ultra-high broad-
band access, Broadband access in a crowd, 50+ Mbps every-
where, Ultra low-cost broadband access for low ARPU areas,

Mobile broadband in vehicles, Airplanes connectivity, Mas-
sive low-cost Low long-range/low-power MTC, Broadband
MTC, Ultra low latency, Resilience and traffic surge, Ultra-
high reliability and Ultra low latency, Ultra-high availability
and reliability, and Broadcast-like services.

Figure 3 depicts some of the key 5G services that can be
utilized for the IoT, in the medium term in Smart Cities; other
services shown might also be used over time. Although some
have associated Smart Cities with mMTC, we are of the opin-
ion that the early applications will be more within the eMBB
domain (some others also agree [55]). Also, one would expect
eMBB to be deployed more broadly, driven by the commercial
“appeal” of the video services it facilitates. Augmented and/or
virtual reality (AR/VR) are emerging as keys application of
5G networks, also involving some IoT aspects. To meet the
requirements of lower latency and massive data transmission
in AR/VR applications, software-defined networking (SDN)
with a multi-path cooperative route (MCR) scheme that
minimizes delay may be ideally positioned for 5G small cell
networks [56]. Note parenthetically that video requirements
range from about 8 Mbps for HD, 25 Mbps for UHD,
50 Mbps for 360-degree UHD video, 200 Mbps for 360-
degree HDR (high dynamic range) video, and up to 1 Gbps
for 6DoF/MPEG-I. The evolving MPEG-I Visual standard
addresses visual technologies of immersive media; 360 video
provides panoramic video texture projected onto a virtual
shape surrounding the user’s head, from which the user
visualizes a portion for an immersive video experience; 6DoF
(6 Degrees of Freedom) supports movements along three
rotation axes and three translations and presumes that full
freedom of movement through the scene is possible [57].
5G/eMBB may eventually support some (but not necessarily
all) of these video applications, but these applications are well
beyond the IoT applications discussed in this paper. IP-based
video surveillance in Smart Cities that may be supported by
IoT can operate rather well at the 0.384-2.5 Mbps bandwidth
range.

Figure 4 highlights some technical features of 5G services
that can be utilized for the IoT in Smart Cities in terms of
data rates, latency, reliability, device density and so on. 5G IoT
overcomes the well-known limitation of unlicensed LPWAN
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FIGURE 3: 5G services that can be utilized for the IoT in Smart Cities.

technologies that utilize crowded license-free frequency
bands, especially in large cities; therefore, 5G IoT is ideal for
Smart City for mission-critical and Quality of Service (QoS)-
aware applications (for example, traffic management, smart
grid, utility control.)

2.2. 5G Evolution. 3GPP has specified new 5G radio access
technology, 5G enhancements of 4G (fourth generation)
networks, and new 5G core networks. Specifically, it has
defined a new 5G Core network (5GC) and a new radio access
technology called 5G “New Radio” (NR). The new 5GC archi-
tecture has several new capabilities built inherently into it
as native capabilities: multi-Gbps support, ultra-low latency,
Network Slicing, Control and User Plane Separation (CUPS),
and virtualization. To deploy the 5GC new infrastructure
will be needed. There is a firm goal to support for “forward
compatibility”. The 5G NR modulation technique and frame
structure are designed to be compatible with LTE. The 5G NR
duplex frequency configuration will allow 5G NR, NB-IoT
and LTE-M subcarrier grids to be aligned. This will enable
the 5G NR user equipment (UE) to coexist with NB-IoT and
LTE-M signals. As might be expected, however, it is possible
to integrate into 5G elements of different generations and
different access technologies— two modes are allowed: the SA
(standalone) configuration and the NSA (non-standalone)
configuration (see Figure 5, also positioning IoT support).

(i) 5G Standalone (SA) Solution: in 5G SA an all new 5G
packet core is introduced. SA scenarios utilize only
one radio access technology (5G NR or the evolved

LTE radio cells); the core networks are operated
independently.

(i) 5G Non-Standalone Solution (NSA): in 5G NSA
Operators can leverage their existing Evolved Packet
Core (EPC)/LTE packet core to anchor the 5G NR
using 3GPP Release 12 Dual Connectivity feature.
This will enable operators to launch 5G more quickly
and at a lower cost. This solution might suffice
for some initial use cases. However, 5G NSA has
a number of limitations, thus these Operators will
eventually be expected to migrate to 5G Standalone
solution. NSA scenario combines NR radio cells and
LTE radio cells using dual-connectivity to provide
radio access and the core network may be either EPC
or 5GC.

Multiple evolution/deployment paths may be employed by
service providers (service providers of various services,
including IoT services) to reach the final target configu-
ration; this migration could well take a decade, and may
also have different timetables in various parts of a country,
e.g., top urban areas, top suburban areas, secondary urban
areas, secondary suburban areas, exurbian areas, rural areas.
Figure 6 depicts the well-known migration paths. The IoT
implementer will need to be keenly aware of what 5G (5G IoT)
services are available in a given area as an IoT implementation
is contemplated. In Figure 6, Scenario 1 illustrates that the
IoT Service provider will continue to use LTE and EPC to
provide services (e.g., NB-IoT); here only legacy IoT devices
can be supported. The provider only has a standalone radio
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FIGURE 5: 5G Transition Options and IoT support.

technology, in this case LTE only. Scenario 2 illustrates an IoT
Service provider has migrated completely to NR (again only
providing a standalone radio technology), but will retain the
existing core network, the EPC. (Only) new 5G IoT devices
can be used. In scenarios 5 and 6 the service providers will
support both the legacy LTE and the new NR (clearly in
this non-standalone arrangement, both radio technologies
are deployed.) Some of these providers retain the legacy core
and some will deploy the new 5GC core. Both legacy and 5G
IoT devices can be supported.

3GPP approved the 5G NSA standard at the end of 2017
and the 5G SA standard in early 2018 in the context of
its Release 15. Release 15 also included the support eMBB,
URLLC, and mMTC in a single network to facilitate the
deployment of IoT services; Release 15 also supports 28 GHz
millimeter-wave (mmWave) spectrum and multi-antenna
technologies for access.

2.3. 5G Frequency Bands. Focusing on the radio technology,
there are number of spectrum bands that can be used in
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FIGURE 6: Detailed 5G Transition Options and IoT support.

5G; these bands can be grouped into three macro categories:
sub-1 GHz, 1-6 GHz and above 6 GHz. The more advanced
features, especially higher data rates require the use of
the millimeter wave spectrum. New mobile generations are
typically assigned new frequency bands and wider spectral
bandwidth per frequency channel (I1G up to 30 kHz, 2G
up to 200 kHz, 3G up to 5 MHz, and 4G up to 20 MHz).
Up to now cellular networks have used frequencies below
6 GHz. Generally, without advanced MIMO (Multiple In
Multiple Out) antenna technologies one can obtain about
10 bits-per-Hertz-of-channel bandwidth. But the integration
of new radio concepts such as Massive MIMO, Ultra Dense
Networks, Device-to-Device, and mMTC will allow 5G to
support the expected increase in the data volume in mobile
environments and facilitate new IoT applications. Imple-
mentable standards for 5G are being incorporated in 3GPP
Release 15 onwards. As noted, 3GPP Rel 15 defines New 5G
Radio and Packet Core evolution to facilitate interoperable
deployment of the technology.

The millimeter wave spectrum, also known as Extremely
High Frequency (EHF), or more colloquially mmWave, is
the band of electromagnetic spectrum running between 30
GHz and 300 GHz. Bands within this spectrum are being
considered by the ITU and the Federal Communications
Commission in the U.S. as a mechanism to facilitate 5G by
supporting higher bandwidth. The use of a 3.5 GHz frequency
to support 5G networks is also gaining some popularity,
but he higher speeds networks will use other frequency
bands, including millimeter-wave frequencies (these bands
ranging from 28 GHz to 73 GHz, specifically the 28, 37,
39, 60 and 72-73 GHz bands). In the U.S., recently the
FCC approved spectrum for 5G, including millimeter-wave
frequencies in the 28 GHz, 37 GHz and 39 GHz bands,
although these targeted cellular frequencies may nominally

overlap with other pre-existing users of the spectrum, for
example point-to-point microwave paths, Direct Broadcast
satellite TV, and high throughput satellite (HT'S) systems (Ka-
band transmissions).

Initially 5G will, in many cases, use the 28 GHz band,
but higher bands will very likely be utilized later on; ini-
tial implementations, will support a maximum speed of 1
Gbps. Lower frequencies (at the so-called C band) are less
subject to weather impairments, can travel longer distances,
and penetrate building walls more easily. Waves at higher
frequencies (Ku, Ka and E/V bands) do not naturally travel as
far or penetrate walls or objects as easily. However, a lot more
channel bandwidth is available in millimeter-wave bands.
Furthermore, developers see the need for “an innovative
utilization of spectrum”; “small cell” approaches are required
to address the scarcity of the spectrum, but at the same time
covering the geography. V band spectrum covers 57-71 GHz,
which in many countries is an “unlicensed” band, and E band
spectrum covers 71-76 GHz, 81-86 GHz and 92-95 GHz.

In the US,, in 2018 the FCC also opened up, as an
“interim” step for 5G, a “mid-band” radio spectrum at
3.5 GHz which was previously reserved for naval radar
use. The 3.5 GHz band provides a combination of signal
propagation distance, acceptable building penetration, and
increased bandwidth. The FCC created 15 channels within
the 3.550-3.700 GHz band, auctioning seven channels to
“priority access licenses” and making eight channels available
for general access -- the U.S. Navy still getting priority across
the band when and as needed. With this approval, 5G devices
can be built to support the same 3.5GHz ranges across North
America, Europe, and Asia [58].

In addition to new bands, 5G technology is expected to
use beam-forming and beam-tracking, where a cell’s antenna
can focus its signal to reach a specific mobile device and
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FIGURE 7: Path loss as a function of distance and frequency.

then track that device as it moves. Beamforming utilizes
a large number (hundreds) of antennas at a base station
to achieve highly directional antenna beams that can be
“steered” in a desired direction to optimize transmission
and throughput performance. Massive MIMO is a system
where a transmission node (base station) is equipped with
a large number (hundreds) of antennas that simultaneously
serve multiple users; with this technology multiple messages
for several terminals can be transmitted on the same time-
frequency resource.

2.4. 5G Transmission Characteristics at Higher Frequencies.
Due to RF propagation phenomena that are more pro-
nounced at the higher frequencies, such as multipath prop-
agation due to outdoor and indoor obstacles, free space
path loss, atmospheric attenuation due to rain, fog, and air
composition (e.g., oxygen), small cells will almost invariably
be needed in 5G environments, especially in dense urban
environments. Additionally, Line of Sight (LOS) will typically
be required. ITU-R P series of recommendations has useful
information on radio wave propagation including ITU-R
P.838-3, 2005; ITU-R P.840-3, 2013; ITU-R P.676-10, 2013;
and ITU-R P.525-2,1994. Figures 7, 8, 9, and 10 highlight the
issues at the higher frequencies, including the millimeter-
wave frequencies. Figure 7 depicts the path loss as a function
of distance and frequency. Figure 8 shows the attenuation as
a function of precipitation and frequency. Figure 9 illustrates
the attenuation as a function of fog density and frequency.
Figure 10 depicts the attenuation as a function of atmospheric
gases and frequency (notice high attenuation around 60
GHz).

In addition to the broad service requirements briefly
highlighted in Table 3 (for example latency, user density
distribution, etc.), there are specific IoT nodal considerations
that have to be taken into account as one develops the next
generation network. For example, IoT nodes typically are
low-complexity devices and have limited on-board power.
5@ systems have to take these restrictions and considerations
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FIGURE 9: Attenuation a function of fog density and frequency.

into account. Table 4 provides a summary of some of these
considerations and the 5G support.

3. Small Cell and Building Penetration Issues

As expected, communications at mmWave frequencies have
attracted a lot of interest, due to the large available spectrum
bandwidth that can potentially result in multiple gigabit per
second transmissions per user. This follows a similar trend
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FIGURE 10: Attenuation a function of atmospheric gases and frequency.
(notice high attenuation around 60 GHz).

in satellite communications with the introduction of Ka ser-
vices, especially HT'Ss. High bandwidth will typically require
a wide spectrum. Millimeter wave frequencies (signals with
wavelength ranging from 1 millimeter to 10 millimeters) sup-
port a wide usable spectrum. The millimeter wave spectrum
includes licensed, lightly licensed and unlicensed portions.
Bandwidth demand and goals are the main driver for the
need to use the millimeter wave spectrum, particularly for
eMBB-based applications, allowing users to receive 100 Mbps
as a bare minimum and 20 Gbps as a theoretical maximum.
The use of millimeter wave frequencies, however, will imply
the use of a much smaller tessellation of cells and supportive
towers or rooftop transmitters due, as noted, to transmission
characteristics, such as high attenuation and directionality.
This is an important design consideration for 5G, especially
in dense city/urban environments. The aggregation of these
towers will by itself require a significant backbone network,
whether a mesh based on some point-to-point microwave
links, an fiber network or a set of “wireless fiber” links.
Millimeter wave system utilize smaller antennas compared
to systems operating at lower frequencies: the higher fre-
quencies, in conjunction with MIMO techniques, can achieve
sensible antenna size and cost. The millimeter wave tech-
nology can be utilized both for indoors and outdoors high-
capacity fixed or mobile communication applications. The
term “densification” is also used to describe the massive
deployment of small cells in the near future.

MmWave products used for backhauling typically operate
at 60 GHz (V Band) and 70/80 GHz (E Band) and offer solu-
tions in both Point to Point and Point to Multipoint (PtMP)
configurations providing end to end multi-gigabit wireless
networks, for example, 1 Gbps up to 10 Gbps symmetric per-
formance. Very small directional antennas, typically less than
a half-square foot in area, are used to transmit and/or receive
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signals which are highly focused beams. stationary radio
systems are often installed on rooftops or towers. MmWave
products are now appearing on the market targeting high
capacity Smart City applications, 5G Fixed, Gigabit Wireless
Access solutions, and Business Broadband. Urban canyons,
however, may limit the utility of this technology to very short
LOS paths. Mobile applications of mmWave technology are
more challenging. On the other hand, one advantage of this
technology is that short transmission paths (high propagation
losses) and high directionality allow for spectrum reuse by
limiting the amount of interference between transmitters
and/or adjacent cells. Near LOS (NLOS) applications may be
possible in some cases (especially for short distances).

Currently, mm wave frequencies are being utilized for
high-bandwidth indoor applications, for example streaming
(“miracasting”) of HD or UHD video and VR support
(e.g., using 802.11ad Wi-Fi). Traditionally, these frequencies
have not been used for outdoor broadband applications
due to high propagation loss, multipath interference, and
atmospheric absorption (gases, rain, fog and humidity) cited
above; in addition, the practical transmission range is a few
kilometers in open space [68]. Recently the FCC proposed
new rules for wireless broadband in wireless frequencies
above 24 GHz stating that it is “taking steps to unlock the
mobile broadband and unlicensed potential of spectrum at the
frontier above 24 GHz” [69]. The ITU and the 3GPP have
defined two-phases of research; the first phase (expected to
complete by press time) is to assess frequencies less than
40 GHz to address short-term commercial requirements; the
second phase entails assessing the IMT 2020 requirements by
studying frequencies up to 100 GHz. The following mmWave
bands being considered, among other bands [70]:

(i) 7 GHz of spectrum in total in the band 57 GHz to 64
GHz unlicensed.

(ii) 3.4 GHz of spectrum in total in the 28 GHz/38 GHz
licensed but underutilized region.

(iii) 12.9 GHz of spectrum in total 71 GHz/81 GHz/92 GHz
light-licensed band

Following the most recent World Radiocommunications
Conference, the ITU also identified a list of proposed
globally-usable frequencies between 24 GHz and 86 GHz,
as follows: 24.25-27.5 GHz, 31.8-33.4 GHz, 37-40.5 GHz,
40.5-42.5 GHz, 45.5-50.2 GHz, 50.4-52.6 GHz, 66-76 GHz,
and 81-86 GHz.

3.1. Cell Types. MmWave transmission will drive the require-
ment for small cells [71, 72]. “Small cells” refer to relatively
low-powered radio communications equipment (base sta-
tions) and ancillary antennas and/or towers that provide
mobile, internet, and IoT services within localized areas.
Small cells typically have a range up to one-to-two kilometers,
but can also be smaller -- on the other hand, a typical mobile
macrocell (such as urban macro-cellular [UMa] or rural
macrocell [RMa]) has a range of several kilometers up to 10-
to-20 of kilometers.) The terms femtocells, picocells, micro-
cells, urban microcell (UMi), and metrocells are effectively
synonymous with the “small cells” concept. Small(er) cells
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TaBLE 4: Example of IoT nodal considerations for 5G systems.

ToT device issue

5G Support

Low complexity devices

Broad standardization leads to simplification e.g., SOC (System on a Chip)
and/or ASIC (Application Specific IC) development

Limited on-board power

Technology allows a battery life ~10 years

Device mobility

Good mobility support in a cellular/5G system

Open environment

Broad standardization leads to broad acceptance of the technology

Devices universe by type and by
cardinality

Standardized air interfaces can reduce certain aspects of the end-node, just
like Ethernet simplified connectivity to a network, regardless of the
functionality of the processor per se

Always connected/always on mode of
operation

Cost-effective connectivity services allow the always on mode of operation

IoT security (IoTSec) concerns [59, 60]

Security capabilities are being added. The use of 256-bit symmetric
cryptography mechanisms is expected to be fully incorporated. The
encryption algorithms are based on SNOW 3G, AES-CTR, and ZUC; and
integrity algorithms are based on SNOW 3G, AES-CMAC, and ZUC. The
main key derivation function is based on HMAC-SHA-256. Identity
management (e.g., via the 5G authentication and key agreement [5G AKA]
protocol and/or the Extensible Authentication Protocol [EAP]), Privacy
(conforming to the General Data Protection Regulation [GDPR]), and
Security assurance (e.g., using Network Equipment Security Assurance
Scheme [NESAS]) are supported. Some of these mechanisms are described
[61-65]. As another example, the ETSI Technical Committee on
Cybersecurity issued in 2018 two encryption specifications for access
control in highly distributed systems such as G and IoT. Attribute-Based
Encryption (ABE) that describes how to secure personal data.

Lack of agreed-upon end-to-end
standards

Broad standardization possible with 5G if the technology is broadly
deployed and is cost-effective

Lack of agreed-upon end-to-end
architecture

Standardization at the lower layers (Data Link Control and Physical) can
drive the development of a more inclusive multi-layer multi-application
architecture

have been used for years to increase area spectral efficiency
-- the reduced number of users per cell provides more usable
spectrum to each user. However, the smaller cells in 5G are
also dictated by the propagation characteristics. In the 5G
context UMi typically have radii of 5-120 meters for LOS
and 20 to 270 meters in NLOS; UMa typically have radii
of 60-1000 meters for LOS and 50-1500 meters for NLOS
[73]. Given their size, 5G/mmWave UMi cells will be able to
support high bandwidth enabling eMBB services over small
areas of high traffic demand. At the mmWave operation, user-
device proximity with the antenna will enable higher signal
quality, lower latency, and by definition, high data rates and
throughput. Also, to be noted, mmWave frequencies make the
size of multi-element antenna arrays practical, enabling large
Multi-user MIMO (MU-MIMO) solutions.

Signal penetration indoors may represent a challenge,
just as is the case even at present with 3G/4G LTE, even for
traditional voice and internet access and data services. This
has driven the need for DAS systems, especially in densely-
constructed downtown districts. Free space attenuation at
the higher frequency, power budgets, directionality require-
ments, and weather, all impact 5G and 5G IoT. Outdoor small
cells and building-resident Distributed Antenna Systems
(DAS) systems utilize high-speed fiber optic lines or “wireless
fiber” to interconnect the sites to the backbone and the
Internet cloud.

Figure 11 depicts a 5G IoT ecosystem where mmWave
technology is used. Figure 12 shows typical (4G LTE) urban
microcell towers. Figure 13 depicts a Smart City supported via
(5G) urban microcells.

3.2. Assessment of Transmission Issues. Reference [74] pro-
vides a fairly comprehensive assessment of the transmission
channel issues as they apply to 5G. The importance of this
topic is accentuated by the large number of agencies actively
researching this topic, including [55, 73-87]:

(i) METIS

(ii) 3GPPP

(iii) MiWEBA (Millimetre-Wave Evolution for Backhaul
and Access)

(iv) ITU-RM
(v) COST2100
(vi) IEEE 802.11

(vii) NYU WIRELESS: interdisciplinary academic re-
search center

(viii) IEEE 802.11 ad/ay
(ix) QuaDRiGa (Fraunhofer HHI)
(x) 5th Generation Channel Model (5GCM)
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FIGURE 11: The 5G IoT ecosystems.

Microcell towers, usable in 5G and 5G IoT

FIGURE 12: Microcell towers (these for 4G, but a lot more for 5G). (non-
copyrighted material from FCC-related filings [91]).

(xi) 5G mmWave Channel Model Alliance (NIST initi-
ated, North America based)

(xii) mmMAGIC (Millimetre-Wave Based Mobile Radio
Access Network for Fifth Generation Integrated
Communications) (Europe based)

(xiii) IMT-2020 5G promotion association (China based)

(also including firms and academic centers such as, but not
limited to AT&T, Nokia, Ericsson, Huawei, Intel/Fraunhofer

FIGURE 13: Microcells for 5G/5G IoT.

HHI, NTT DOCOMO, Qualcomm, CATT, ETRL ITRI/CCU,
ZTE, Aalto University, and CMCC.)

Diftraction loss (DL) and frequency drop (FD) are just
two of the path quality issues to be addressed. Although
greater gain antennas will likely be used to overcome path
loss, diffuse scattering from various surfaces may introduce
large signal variations over travel distances of just a few
centimeters, with fade depths of up to 20 dB as a receiver
moved by a few centimeters. These large variations of the
channel must be taken into consideration for reliable design
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Path Loss results as obtained by
5GCM, 3GPP, METIS simulations
under various conditions at 28 GHz
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FIGURE 14: Path Loss simulations for 5G by various entities.

of channel performance, including beam-forming/tracking
algorithms, link adaptation schemes, and state feedback algo-
rithms. Furthermore, multipath interference from coincident
signals can give rise to critical small-scale variations in the
channel frequency response. In particular, wave reflection
from rough surfaces will cause high depolarization. For
LOS environment Rician fading of multipath components,
exponential decaying trends and quick decorrelation in the
range of 2.5 wavelengths have been demonstrated. Further-
more, received power of wideband mmWave signals has a
stationary value for slight receiver movements but average
power can change by 25 dB as the mobile transitions around
a building corner from NLOS to LOS in an UMi setting.
Additionally, human body blockage causes more than 40 dB
of fading at the mmWave frequencies. Figure 14 depicts the
path loss according to various simulations for 5G by various
stakeholder entities.

The main parameter of the radio propagation model is the
Path Loss Exponent (PLE), which is an attenuation exponent
for the received signal. PLE has a significant impact on the
quality of the transmission links. In the far field region of
the transmitter, if PL(d,) is the path loss measured in dB at a
distance d, from the transmitter, then the loss in signal power
expected when moving from distance d, to d (d>d,) is [88-
90] is

PL4 4 (dB) = PL(d,) + 10nlog,, (;) +x
0

where

PL(d,) = Path Loss in dB at a distance d,
n=PLE

X = A zero-mean Gaussian distributed random vari-
able with standard deviation o. (This is utilized only
when there is a shadowing effect; if there is no
shadowing effect, then this random variable is taken
to be zero.)

See Figure 15. Usually PLE is considered to be known upfront
but in most instances PLE needs to be assessed for the case
at hand. It is advisable to estimate the PLE as accurately
as possible for the given environment. PLE estimation is
achieved by comparing the observed values over a sample
of measurements to the theoretical values. Obstacles absorb
signals, thus treating the PLE as a constant is not an accurate
representation of the real environments, both indoors and
outdoors (for example treating PLE as a constant which
may cause serious positioning errors in complicated indoor
environments [88]). Usually to model real environments the
shadowing effects cannot be overlooked, by taking the PLE
as a constant (a straight-line slope). To capture a shadowing
effect a zero-mean Gaussian random variable with standard
deviation ¢ is added to the equation. Here the PLE (slope)
and the standard deviation of the random variable should be
known precisely for a better modeling.

Table 5 provides theoretical performance equations
developed by 3GPP and ETSI for outdoor channel perfor-
mance [81]. As pragmatic working parameters, one has the
following:

(i) PLE values are in the 1.9 and 2.2 range for LOS and at
the 28 GHz and 60 GHz bands; PLE is approximately
4.5and 4.2 range for NLOS in the 28 GHz and 60 GHz
bands.

(ii) Rain attenuation of 2-20 dB/km can be anticipated for
rain events ranging from light rain (12.5 mm/hr) to
downpours (50 mm/hr) at 60 GHz (higher for tropical
events). For 200-meter cells, the attenuation will be
around 0.2 db for 5mm/hr rain at 28 GHz and 0.9 dB
for 25mm/hr rain at 28 GHz. The attenuation will be
around 0.5 db for 5mm/hr rain at 60 GHz and 2 dB
for 25mm/hr rain at 60 GHz.

(iii) Atmospheric absorption of 1-10 dB/km occurs at
the mmWave frequencies. For 200-meter cells the
absorption will be 0.04 dB at 28 GHz and 3.2 dB at
60 GHz.
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TABLE 5: Path Loss Equations for mmWave 5G/5G IoT.

hyr
+—— dp ot ——— - op.iy, B
. Applicability range,
Scenario LOS/NLOS Pathloss [dB], (f, is in GHz and d is in meters) Shagz\/\[rdf;(]img antenna height
default values
PLuymiros =
PL, 10m <d,, < dy,
see note 1
UMi - Street Canyon LOS PL, dyp < dyp < Skm, oy =4 I'Sth hETlf)niZBm
PL, =324+ 21log,, (dsp) +20log,, (f.) B
PL, =32.4+40log,, (d;p) +201log,, (f.) -
2 2
9.510g,, ((dgp) + (hps — hyr) )
P I[’UMi-NLOS =
max (PLyy;1os: PLuyinos)  for 10m < dyp, < 1.5m < hyy < 22.5m
NLOS 5km Ogp = 7.82 e = 10m
PLyyinp0s = 35-3108,, (dp) +22.4 + B
21.3log,, (f.) = 0.3 (hyr — 1.5)
Optional PL = 32.4 +20log,,(f.) + 31.91og,,(d;p) ogp = 8.2
LOS PLyy10s = 324 +17.31log,, (dsp) + 201og,, (f.) o =3 Im < dyp < 100m
InH - Office PLyg Nwos = max (PLintt-108» PLYpkt ni0s)
NLOS PL} 4 x10s = og: = 8.03 Im < dyp < 86m
38.3log,, (dsp) + 17.30 + 24.9log,, (£.)
Optional
ogr = 8.29 Im < d;p < 86m
PL| 41 nios = 324 +201log, (f.) + 31.91og, (dsp) SE 3D
Note 1: Breakpoint distance dyp = 4hpghyy f./c, where f, is the centre frequency in Hz, ¢ = 3.0 x 10% m/s is the propagation velocity in free
space, and hpg and hyyp are the effective antenna heights at the BS and the UT, respectively. The effective antenna heights hyg and hyy; are computed
as follows: h,BS = hpg — hg, h{JT = hyr — hg, where hgg and hyp are the actual antenna heights, and hg is the effective environment height. For
UMi hg = 1.0m. For Uma hy = 1m with a probability equal to 1/(1 + C(d,p,hyr)) and chosen from a discrete uniform distribution uniform

(12,15,..., (hyp-1.5)) otherwise. With C(d,p,hyr) given by Cldap,hyr) = 10, hyr < 13m; ((hyr - 13)/10)° g(dyp), 13m < hyp < 23m} where
9(dyp) = {0, dyp, < 18m; (5/4)(dyp/100)° exp(~dyp/150), 18m < dyp}

3GPP TR 38.901 version 14.0.0 Release 14

ETSI TR 138 901 V14.0.0 (2017-05).
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Penetration into buildings is an issue for mmWave commu-
nication, this being a lesser concern for contemporary sub 1
GHz systems and even systems operating up to 6 GHz. 021
(Outdoor-to- Indoor) losses have to be taken into account.
Actual measurements (e.g., at 38 GHz) demonstrated a
penetration loss of 40 dB for brick pillars, 37 dB for a glass
door, and 25 dB for a tinted glass window (indoor clear glass
and drywall only had 3.6 and 6.8 dB of loss) [76]. This is why
DASs are expected to be important for 5G in general and 5G
IoT in particular.

3GPP and ETSI propose that the pathloss incorporating
O2I building penetration loss be modelled as in the following
[81]:

PL = PL, + PL, + PL,, + N (0,03) )

where
PL, is the basic outdoor path loss where d;p is
replaced by dp oy + d3p.in

PL,, is the building penetration loss through the
external wall,

PL,;, is the inside loss dependent on the depth into the
building, and

0p is the standard deviation for the penetration loss

PL,, is characterized as:

N
PL,, = Pani - IOIOgIOZ (Pz X IOLmateriau/—IO) 3)
i=1

where

PL,,; is an additional loss is added to the external wall
loss to account for non-perpendicular incidence

Lmuterial_i = Gateriali T bmateriul_i ) f’ is the penetraﬂon

loss of material 7, example values below

Material Penetration loss [dB]
Standard multi-pane glass Logass =2+0.2f

IRR glass Lirglass =23+ 0.3 f
Concrete Leonerete =5 +4f
Wood Loyood = 485+ 0.12f

Note: fis in GHz

p; is proportion of i-th materials, where Zf\:]l pi=1
and N is the number of materials.

3GPP TR 38.901 version 14.0.0 Release 14
ETSI TR 138 901 V14.0.0 (2017-05)

In consideration of these propagation characteristics,
many municipalities in the U.S. are concerned about the
possible massive proliferation of small cells needed to support
5G. For example, a filing to the FCC was made in the
U.S. late in 2018 by a consortium of towns known as the
Communities and Special Districts Coalition in response
to the Commission’s September 5, 2018, Draft Declaratory
Ruling and 3rd Report and Order where the FCC asserted the

21

claim that “small cell” deployment is a federal undertaking;
furthermore the filing states that “the massive deployment
envisioned by the Commission raises substantial questions as
to whether the Commission is in a position to assert that
deployment is safe, given that its radio frequency emissions
rules were based on technologies and deployment patterns
that the Commission declares obsolete in this Order” [74, 91].
Furthermore, it is unclear, according to the filing, what is
the size of the equipment needed to support a small cell,
since it could vary from a “pizza box” system to several
racks that equate to 56 “pizza boxes” [91]. Although small
cells will indeed need to be deployed to properly support
5G, caution is advocated. S&P Global Market Intelligence
estimates that small-cell deployments reach approximately
850,000 in the U.S. by 2025 (with approximately 700,000
already deployed in 2019), with about 30% of small cell
installations being outdoors; the same projection forecasts a
total of 8.4 million small cells world-wide, with some regions
of the world experiencing much higher deployments rates
that in the U.S,, e.g., doubling the 2019 numbers by the year
2025. These data show that placement within buildings is a
common alternative (there will be more in-building systems
than outdoor systems) [75].

4. 5G DAS for Indoor IoT Applications

The previous section discussed propagation issues at the
higher frequencies. However, even the sub-6 GHz bands have
issues penetrating buildings with the new building materials
and infrared reflecting (IRR) glass. Indoor solutions are
needed for IoT even at standard 3G/4G LTE frequencies
and much more so at mmWave if cellular-based (5G) IoT
transmission services for in-building applications are con-
templated; outdoor 5G IoT applications do not.

Although it is in principle possible to support multiple
access technologies in an IoT sensor (chipset), end-point [oT
devices tend to have low complexity in order to achieve an
established target price point and on-board power (battery)
budget. Therefore a (large) number of applications will have
devices that have a single implemented wireless uplink. It
follows that -- either because of the goal of mobility support
(for example, a wearable that works seamlessly indoors and
in open spaces around town) or because of the designer’s goal
to utilize a single, consistent IoT nodal and access technology
— an all-sites wireless service for a Smart City application, is
preferred. DASs may support such a goal (while city-wide Wi-
Fi and/or Sigfox/LoRa could be an alternative, the ubiquity,
standardization and cost-effectiveness of 5G cellular and IoT
services, may well favor the latter in the future).

4.1. DAS Networks. A DAS is network of a (large) number
of (small) (indoor or on-location) antennas connected to a
common cellular source via fiber optic channel, providing
cellular/wireless service within a given structure. DAS (some-
times also called in-building cellular) refers to the technology
that enables the distribution and rebroadcasting of cellular,
LTE, AWS, 5G and other RF frequencies within a building or
confined/defined structural environment. While DAS is often
used in large urban office buildings, DAS can also be used in
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open spaces such as campuses, conference centers, stadiums,
hospitals, airports, train stations, tunnels, hotels, cruise ships,
and so on. DASs can and will support cellular-based IoT (e.g.,
LTE-M, NB-IoT, and 5G IoT.) Elements of a DAS include (see
Figure 16):

(i) (Small) Broadband antennas and amplifiers in the
indoor space (typically one or more per floor) that
shape the coverage. These antennas typically cover
the entire spectrum of the cellular service (for/from
multiple service providers;

(ii) Coax or fiberoptic cabling to connect the structure
antennas to a local Base Station;

(iii) Remote Radio Head, a local Base Station, (“small
cell”), typically in the basement; and,

(iv) Fiberoptic connection to an aggregation point (typ-
ically in a carrier colocation space) (or the use of an
outdoor donor antenna to a specific cellular provider).
The former supports carrier-neutral applications, the
latter typically supports only one carrier. Physical
connectivity from the colocation space to each of the
wireless providers is needed, typically in the form of
fiber connectivity or other telecom service. Business
relationships with the wireless providers are needed.

Current typical drivers include the fact that during antici-
pated peak times (whether in a building or in some public
venue as a stadium) users will experience: coverage defi-
ciencies, blocked connections, reduced data speeds, among
other service deficiencies. Current systems support CDMA,
EVDO, GSM, HSPA, UMTS, among others. Future systems
will support 5G and become even more prevalent.

Given the mmWave transmission issues mentioned above
(the small cells, the directionality, the free space loss and
other attenuation factors) DASs will likely play a big role
in 5G, both for regular voice and data services and for IoT.
The large number of “small cells” cited earlier (8.4 million in
2025, with about 70% of these being considered to be indoors)
supports the thesis that DASs will play a pivotal role in the
future. They will be a key element of Smart City IoT support,
especially for in-building sensors. As was shown in Figure 2,
while a number of applications could use a Wi-Fi (or related)
access technology with networked connection to the cloud,
or a Sigfox/LoRa related solutions (these, however, being
vendor proprietary), Smart City IoT service implementers
may prefer to use a cellular service such as LTE-M or NB-IoT
in the immediate future and 5G IoT as it becomes available,
allowing a seamless and single-technology solution city-wide.
In some cases, for example in smaller/older buildings and/or
in suburbia and/or for buildings very close to a 5G cell tower,
a direct 5G IoT connection may suffice. But for high-density
urban and smart building applications, the use of DASs seems
inevitable.

4.2. DAS Design. A single, carrier-neutral, consolidated sys-
tem is often sought: a carrier-neutral system avoids mul-
tiplicity of antenna distribution, and sharing allows more
coverage and higher capacity. A carrier-neutral DAS supports
an end-use system, for example a smartphone, regardless of
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which service provider the user is subscribed to. It would be
rather expensive for a building owner to deploy a carrier-
neutral DAS that supports a single building, unless it would
be a very large building, campus, or installation. With
carrier-neutral DAS arrangements the ownership of system
is shifted from the building owner, or a specific cellular
carrier to a third-party system provider, or a DAS integra-
tor. Figure 17 depicts a typical carrier-neutral arrangement.
Obtaining wireless carrier permission and coordinating
between different wireless carriers is a key planning under-
taking of any successful DAS rollout. Three scenarios are
shown:

(i) Scenario/Approach Sl: The DAS integrator/provider
wires up a remote building or space and drops a fiber
link into an existing colo rack at an existing carrier-
neutral provider, thus sharing all the Base Station
Hotel (BSH) colo equipment and interfaces to the
various wireless providers.

(ii) Scenario/Approach S2: The DAS integrator/provider
must build out the requisite base station equipment
in the colo (the colo provider only provides power,
rack space, HVAC, and so on). The DAS integra-
tor/provider must also build interfaces to the wireless
providers and secure business arrangements with
them. The DAS integrator/provider builds out the
remote buildings or venues.

(iil) Scenario/Approach S3: The DAS integrator/provider
must build out the requisite base station equipment
in the colo, but the DAS integrator/provider can make
use of existing interfaces and equipment to the vari-
ous wireless providers. The DAS integrator/provider
builds out the remote buildings or venues.

A less desirable approach is to use “donor antennas” (also
shown in Figures 16 and 17). These antennas are installed
on the roof of a building and are pointed at “donor” cell
towers. Typically, a single cellular vendor is supported. The
in-building arrangement is similar to that of a carrier-neutral
arrangement, except that there typically will not be a remote
base station: a combination of fiber optic cable, coaxial cable
and in-building antennas is used to amplify and distribute
those signals within a given space; coordination with the
given carrier is still needed to make sure that the concentrated
traffic is accepted by the provider.

5. 5G Deployment Snapshot

5.1. 5G Cellular Services. According to GSMA 5G is on track
to account for 15% (1.4 billion) of global mobile connections
by 2025. By early 2019, according to GSMA, eleven worldwide
operators had announced initial 5G service launches and
seven other operators had activated 5G base stations with
commercial services to follow in the near future [92]. Select
cities worldwide will have 5G by the end of 2019. See Table 6
for a summary of near-term 5G service-deployment activi-
ties. However, 4G services are expected to continue well past
2025: 4G will account for 59% of the connections, 3G for 20%
of the connections, and 2G 5% of the connection (3G and 2G
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are trending down through this period while 4G will continue (ii) Q1 2019: Bahrain, Czech Republic, Estonia, Finland,
to grow, but settle at around 60% by 2023 -- 5G is penetrating Saudi Arabia, Switzerland

at approximate linear rate of CAGR around 1.5-2%). Also, (iii) Q2 2019: Australia, Qatar

according to GSMA 2019 will see 5G launches accelerate and . . . . .
devices hit the market:16 major markets worldwide will start (iv) Q3 2019: Austria, China, Hong Kong, Kuwait, Spain,
to offer commercial 5G networks in 2019, following on from UAE

the first 5G launches in South Korea and the U.S. in 2018, as (v) Q4 2019: Portugal, UK

follows [28]: As of Q2 2019, there were 303 rollouts of 5G mobile networks
(i) Q4 2018: South Korea, U.S. across 294 locations worldwide, operated by 20 mobile
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TABLE 6: Summary of near-term 5G service-deployment activities (2019 view).

Country or Region

Near-term 5G Activities

South Korea

Korea Telecom rolled out a trial 5G network in support of the 2018 Winter Olympics in Seoul,
South Korea covering events in several cities. It has also launched a VR/AR games platform
supported from the cloud over 5G. SK Telecom has acquired spectrum in the 3.5 GHz and 28 GHz
frequencies in preparation of deploying 5G.

China plans early implementations of 5G. The GSMA estimates that by 2025 China will represent
40 percent of global 5G connections. According to the GSMA, with 460 million projected users

China is expected to become the world’s largest 5G market by 2025, higher than Europe’s 205

China million and the United States’ 187 million combined. China’s three major mobile operators -
China Mobile, China Unicom and China Telecom - are rolling out trial operations of 5G systems
in several cities, and all three aim to fully commercialize the technology by 2020 [66].
India 5G trials are contemplated by late 2019 and early deployments may happen late in 2020.
NTT DoCoMo demonstrated an advanced security service based on 5G network technology for
Japan . .
use in the 2020 Olympics.
Migration from the 4G networks should be relatively simple. The FCC has been making several
United States new bands available as noted elsewhere. Verizon has been aggressive in its advertisement

campaigns about its introduction of 5G-related services.

T-Mobile is preparing for the rollout of 5G in 2020, starting in the Netherlands. Some fear that
Europe Europe risks falling behind other regions because of restrictive regulation and weak investments;
less than half of the countries in Europe have actually allocated spectrum for 5G [67].

carriers [93]. In the U.S., 21 deployments were documented,
of which five were in Texas, four in California, two each
in North Carolina and Florida, and one each in Oklahoma,
Minnesota, Illinois, Indiana, Kentucky, Tennessee, Georgia,
and Louisiana (some of these, such as the AT&T 5G network
in Louisville, KY, had “Limited Availability” at that time.)

5.2. MmWave Spectrum. Regarding frequency bands 3GPP
is initially focusing on 24 GHz to 43 GHz mmWave spec-
trum (Release 15.) Other ongoing 5G work relates to NSA
and SA configurations Massive MIMO, beamforming, and
LTE interoperability. 3GPP Release 16 (2019) aims at full
compliance to IMT-2020 (e.g., supporting 1 GHz channels)
and other spectrum capabilities (e.g., spectrum sharing,
additional bands, and URLCC).

In the U.S., among other possible candidates, the FCC
is making available new frequency bands for 5G use under
its rubric of “Spectrum Frontiers proceeding”, of which three
have been instituted in the recent past. With the “July 2016
Order”, the FCC designated the 27.5-28.35 GHz (known
as the “28 GHz band”), 37-38.6 GHz (known as the “37
GHz band”), and 38.6-40 GHz (known as the “39 GHz
band”) bands for flexible mobile and fixed commercial use,
and designated the 64-71 GHz band for unlicensed use (to
supplement 57-64 GHz which had been made available for
unlicensed use at an earlier time.) While the FCC has yet to
auction any of the new Upper Microwave Flexible Use Service
or (UMFUS) spectrum, in 2017, with a Second Report and
Order, a Memorandum Opinion and Order it designated an
additional 1700 megahertz of mmWave spectrum for licensed
flexible commercial wireless fixed and mobile use. The 1700
MHz spectrum covered the 24.25-24.45, 24.75-25.25, and
47.2-48.2 GHz bands (the first two known collectively as the
“24 GHz” bands, and the third, known as the “47 GHz”
band). Therefore, the spectrum at 24.25-24.45 GHz is now
allocated for non-Federal fixed and mobile services on a

co-primary basis, and the spectrum at 24.75-25.25 GHz for
non-Federal fixed, mobile, and fixed-satellite (FSS) services
on a co-primary basis [94].

In terms of rollouts, in the U.S, the spectra at 27.5 -
28.35 GHz and 37 - 40 GHz may see preliminary commercial
deployments in 2019; in Korea, the spectrum at 26.5 - 29.5
GHz is similarly expected to see commercial deployments in
2019; and the EU expects commercial deployments for the
24.25 - 275 GHz spectrum starting around 2020.

In addition to the radio access for the end-user device,
there is also interest in Backhaul and now also in Fronthaul.
Backhaul mechanisms are mechanisms to connects the wire-
less network to the wired network by backhauling traffic from
dispersed cell sites to Mobile Switching Offices (MSOs). These
links typically are either traditional transmission systems
(such as SONET or point-to-point microwave at various
operating bands), or they are Ethernet-over-Fiber links (e.g.,
1 GbE or 10 GbE). A UMa site has Baseband Unit (BBU) that
processes user and control data, which is in turn connected to
a Radio Unit (RU) to generate radio signals transmitted over
the air via the tower-mounted antennas.

Fronthaul is related to a new type of Radio Access
Network (RAN) architecture that is comprised of centralized
baseband controllers and standalone radio heads installed
at remote UMa or UMi sites possibly many miles away. In
the fronthaul model the BBU and RU equipment is located
further away from each other than is the case in the backhaul
model. The RU equipment (now referred to as a Remote
Radio Head [RRH]) is still located at the cell site, but the BBU
is relocated to centralized location where it supports multiple
RRHs. See Figure 18. The optical links that interconnect
the newly centralized BBU and the multiple RRHs is are
referred to as fronthaul. The use of fronthaul-based C-RAN
(Cloud-RAN) architectures typically improves the cell edge
performance. Backhaul and fronthaul are key use cases for
mmWave spectrum and will play a role in 5G and 5G IoT.



Wireless Communications and Mobile Computing

W Remote Radio
Head (RRH) [

Remote Radio
Head (RRH) [

I CPRI Interface

25

CPRI
Links

DWDM / OTN link

Baseband MCO

Unit (BBU)

DWDM / OTN Network

A

Fronthaul

A\

A
A\

Backhaul

F1GURE 18: Fronthaul and Backhaul.

A consortium of wireless equipment vendors standard-
ized the Common Public Radio Interface (CPRI) protocol
that runs over these fronthaul links a few years ago; more
recently, a newer eCPRI 1.0 interface has been defined; addi-
tionally, work is underway to defining a more detailed inter-
face. The tight performance requirements of CPRI/eCPRI
-- capacity, distance, and latency - drive towards fiber
connectivity such as DWDM (or more specifically OTN
[Optical Transport Network]) systems between centralized
BBUs and the RRHs. Ethernet-based solutions have existed
for a number of years using mmWave spectrum. Work is
underway in 3GPP to define backhauling solutions using the
same spectrum as access. Work is also underway to define
new fronthaul interfaces also utilizing mmWave spectrum.

5.3. 5G IoT Services. Global IoT revenue are expected to
increase at an annual rate of 23% to 2025 to reach $1.1 trillion
(up from 267 B in 2018). As discussed in the next section,
near term “5G IoT” really equate to NB-IoT and LTE-M
capabilities. At the end of 2018, there were 83 commercial
deployments of LTE-M and NB-IoT worldwide. However,
pure connectivity will become increasingly commoditized,
making it difficult for operators to compete on the data
transmission alone, declining from 9% of total IoT revenue
in 2018 to 5% in 2025. Service providers must develop
new strategies and business models beyond connectivity
services. Applications, platforms and services (e.g., cloud data
analytics and IoT security) are the major growth areas of IoT;
this segment will be approximately 70% of the market in 2025.
Professional services (e.g., consulting, systems integration,
also including managed services) will increase in share and
will be approximately 25% of the market in 2025 [28].

6. Current Alternatives and Convergence to 5G

5G IoT will need to compete with other technologies, both
of the cellular type (e.g., NB-IoT and LTE-M) as well as
the non-cellular type (although NB-IoT and LTE-M are now
considered “part of the 5G world”). The economics and

availability of these “legacy” networks in various parts of
the world may be such that a level of inertia, frustrating a
full migration to truly-novel 5G IoT services, will take hold.
Clearly, in principle, 5G is better positioned for city/region-
wide applications as contrasted with building or campus
applications.

From an end-user perspective, design and implementa-
tion questions center around the following issues, which 5G
IoT technology must be able to address successfully:

(i) Availability of equipment;

(ii) Availability of service (geographic coverage in the
area of interest);

(iii) Support of required technical details (latency, band-
width, packet loss, and so on);

(iv) Support of mobility (where needed, e.g., wearables,
crowdsensing, Vehicle to Vehicle and Vehicle to
Infrastructure applications, to name a few);

(v) Adequate reliability (where needed, e.g., physical
security, process control, Vehicle to Vehicle and Vehi-
cle to Infrastructure applications, to name a few);

(vi) Scalability support (functional and geographic/nu-
merical expansion of the application)

(vii) Initial and recurring cost of the equipment; and

(viii) Initial and recurring cost of the service.

Recent acceptability and economics of NB-IoT and LTE-M
can serve as a proxy for the near-term commercial success
of 5G IoT in particular and truly-novel 5G IoT services in
general. Some developers have looked at cellular services for
city-wide or region-wide IoT coverage; in some instances, for
example, for national truck transportation a combination of
Low Earth Orbit (LEO) satellite service and cellular services
have and are being used. A current drawback is the cost
of the requisite (miniaturized) modems and the cost of the
cellular service. New services such as NB-IoT and LTE Cat-
M1 (an LTE-based 3GPP-sponsored alternative to NB-IoT,
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also known as LTE-M) are short term attempts to address
the cost and resource issues. In particular, NB-IoT is seen as
providing a pathway to 5G IoT. 5G and truly-novel 5G IoT are
the target solutions.

6.1. NB-IoT. As noted earlier, NB-IoT is a licensed low power
LPWAN technology designed to coexist with existing LTE
specifications and providing cellular-level QoS connectivity
for IoT devices. NB-IoT was standardized by 3GPP in LTE
Release 13, but it does not operate in the LTE context per
se [95-97]. NB-IoT has attracted support from Qualcomm,
Ericsson and Huawei, among many other vendors and service
providers. NB-IoT (also known as LTE Cat-NBI) is based on
a Direct Sequence Spread Spectrum (DSSS) modulation in
a 200 kHz channel. There are several underutilized 200-kHz
GSM spectrum channels, as well as other possible bands such
as guard bands. NB-IoT is intended as an alternative to LoRa
and Sigfox. This technology can optimize sunken financial
investments by service providers and can shorten the service
deployment rollout timetable for IoT services, since NB-IoT
uses existing cellular infrastructure. NB-IoT service goals
include: (i) low complexity end-nodes, (ii) device cost less
than $5, (iii) a device battery life expected to last for 10 years if
it transmits 200 bytes of data per day, and (iv) uplink latency
less than 10s (thus not a true real-time service). NB-IoT
operates on 900-1800 MHz frequency bands with coverage
of up to about 20 miles; it supports data rates of up to 250
Kbps for uplink and 230 Kbps for downlink communications
[98-101]. NB-IoT can be implemented in a number of ways:
(i) in standalone non-cellular licensed bands; (ii) in unused
200 kHz bands in the context of GSM or CDMA; and (iii) in
LTE environments where base stations can allocate a resource
block to NB-IoT transmissions. Since NB-IoT offers low cost
for the device and for the service, it is a good choice for large-
scale distributed deployment in Smart Cities and smart grid
applications.

As illustrative commercial examples, in 2018 T-Mobile
announced a North American NB-IoT plan that costs just $6
a year — one tenth of Verizon’s Cat-M plans- for up to 12 MB
per connected device, and several NB-IoT modules based on
Qualcomm® MDM9206 LTE IoT modem that are certified
for use on T-Mobile’s network. T-Mobile, in conjunction with
Qualcomm and Ericsson conducted the first trial NB-IoT in
the U.S. in 2017 across multiple sites; T-Mobile and the City
of Las Vegas also announced a partnership to deploy IoT
technology throughout the city. For applications that require
more bandwidth and voice, T-Mobile offers Cat-1IoT Access
Packs [102, 103]. NB-IoT consumes minimal power: while
most IoT end-nodes save power when they are quiescent,
when the node and the modem are running and handling
all the signal processing, the systems with simpler waveform
(such NB-IoT) consume less overall power. Additionally,
chipsets that support a single protocol (such as NB-IoT)
are cheaper compared to a chipset that supports multiple
protocols. Furthermore, prima facie, NB-IoT may provide
deeper building penetration than LTE-M.

6.2. LTE-M. LTE-M is a power-efficient system, where two
innovations support battery efficiency: LTE eDRX (Extended
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Discontinuous Reception) and LTE PSM (Power Saving
Mode). LTE-M allows the upload of 10 bytes of data a
day (LTE-M messages are fairly short compared to NB-
IoT messages), but also allows access to Mbps rates. There-
fore, LTE-M can support several use cases. In the U.S.,
major carriers such as Verizon and AT&T offer LTE-M
services (as noted, Verizon has announced support for NB-
IoT -- T-Mobile and Sprint appears to lean in the NB-
IoT direction) [104]. Worldwide geographies with GSM
deployments will likely offer NB-IoT in the short term.
Figure 19 depicts some of the IoT compatibility mechanisms
to be incorporated into 5G in terms of band and band-
width; however, the transmission frequencies will be wildly
different.

In summary, LTE-M supports low nodal complexity,
high nodal density, low nodal power consumption, low
latency and extended geographic coverage, while allowing
service operators the reuse of the LTE installed base. NB-
IoT aims at improved indoor coverage, high nodal density
for low throughput devices, low delay sensitivity, low node
cost, low nodal power consumption and simplified network
architecture. NB-IoT and LTE-M are currently providing
mobile IoT solutions for smart cities, smart logistics, and
smart metering, but only in small deployments to date (as
of early 2018, there were 43 commercial NB-IoT and LTE-M
networks worldwide [105]). As noted, the commercial success
of NB-IoT and LTE-M can serve as a proxy for the eventual
success of 5G [oT in a smart city context (compared with non-
cellular LPWAN solutions).

NB-IoT, LTE-M and LTE are 4G standards, but advocates
claim that they remain integral parts of early releases of
5G. Proponents make the case that “enterprises deploying
either NB-IoT or LTE-M are futureproofing their IoT projects
because when 5G rollouts become commonplace these two
Mobile IoT standards will continue into foreseeable 5G releases
(from 3GPP Release 15 on)” [102]. In the context of 3GPP
Rel 15, it appears, in fact, that NB-IoT and LTE-M will be
included as 5G mobile standards. In 2018 the GSMA asserted
that “NB-IoT and LTE-M, as deployed today, are part of
the 5G family; with the dawn of the 5G era [...] both NB-
IoT and LTE-M technologies are an integral part of 5G, and
that 5G from the LPWA perspective, is already here today”
[105]. Including these technologies as initial 5G IoT standards
will motivate service providers and vendors to support these
implementations for IoT deployments as an evolutionary
strategy to 5G. 3GPP Release 16 (targeted for the end of
2019) is considered to be the “second 5G standard” and
thereafter transmitted to the ITU for consideration as a global
standard. Among other functionality and capabilities, Release
16 is expected to add standards for connected cars and smart
factories (notably, automobile companies have formed the 5G
Automotive Association to assist 3GPP to set autonomous
vehicle standards, such as 5G cellular vehicle-to-everything
[C-V2X]).

7. Conclusion

This paper discussed a number of issues related to 5G-based
IoT applications, particularly in Smart Cities environments,
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including the need for small cells, the transmission issues at
the millimeter wave frequencies, building penetration issues,
the need for DAS, and the near term introduction of pre-5G
IoT technologies such as NB-IoT and LTE-M, these being
possible proxies for 5G IoT deployment.

A firm definition of 5G IoT has still to emerge, although
a large number of use cases have been described by various
industry entities. Both 3GPP NB-IoT and LTE-M technolo-
gies are seen at this juncture as integral to 5G services:
these 4G technologies are expected to continue under full
support in 5G networks for the immediate future. However,
IoT/Smart City applications that require high bandwidth will
need implementations of eMBB and mmWave frequencies.

Some controversy existed at press time about the devel-
opment of 5G equipment, in the context of origin-of-
manufacturing and the possible intrinsic risk related to
cybersecurity [106]. If these issues are not satisfactorily
resolved, some delay in the broad early deployment of 5G may
result. However, the expectation is that these issues will work
themselves out over time.
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Unmanned aerial vehicles (UAVs) have broad application potential for the Internet of Things (IoT) due to their small size, low
cost, and flexible control. At present, the main positioning method for UAV's is the use of GPS. However, GPS positioning may be
affected by stronger electromagnetic signals from spoofing attacks. In this study, a radar-assisted positioning method based on 5G
millimeter waves is proposed. In 5G end-to-end network slices, the rotors of UAV's can be detected and identified by deploying
5G millimeter wave radar. High-resolution range profile (HRRP) is used to obtain the UAV location in the detection zone. Micro-
Doppler characteristics are used to identify the UAVs and the cepstrum method is used to extract the number and speed information
of the UAV rotor. The sinusoidal frequency modulation (SFM) parameter optimization method is used to separate multiple UAVs.
The proposed method provides information on the number of UAVs, the position of the UAV, the number of rotors, and the rotation
speed of each rotor. The simulation results show that the proposed radar detection method is well suited for UAV detection and

identification and provides a valid GPS-independent method for UAV tracking.

1. Introduction

With the maturity of unmanned aerial vehicle (UAV) tech-
nology and the improvement of relevant laws and regulations,
UAVs are increasingly being used for the development of
the Internet of Things (IoT). For example, UAVs have been
broadly used in the military IoT, smart agriculture, and
smart cities to obtain and transmit geospatial information,
sensor data information, and controlling information. In
smart agriculture, UAV systems are used to gather near real-
time remote sensing data for precision farming. In such
applications, UAV systems need to be positioned precisely to
obtain data from sensors. In smart cities, almost all aspects
of the city are combined with the IoT, a task that requires
large amounts of data transmission. This data volume requires
a large number of base stations for IoT data transmission.
Researchers have equipped UAVs with various sensors, such
as high-definition cameras, as well as temperature, humidity,
and air pollution sensors. In addition, todays UAVs are
equipped with high quality wireless communication func-
tions, including 5G, Wifi, Bluetooth, radio-frequency iden-
tification (RFID), and other communication means [1]. This

type of equipment means that UAVs have a very important
role in the IoT and can act as a mobile air base station,
providing reliable downlink and uplink communications to
terrestrial users, thereby increasing the capacity of wireless
networks [2]. In addition, UAVs can be used as airborne
wireless relays, as well as signal boosters and mobile nodes for
the IoT and sensor networks [3]. If they are used as reliable air
base stations, UAV's need to be positioned precisely. Another
application of UAVs is for product delivery, in which case
the UAVs location has to be monitored constantly. In all the
aforementioned applications, the positioning of UAVs is very
important. However, due to the mobility of UAVs, in certain
cases, accurate positioning remains an unsolved problem. In
particular, high-precision positioning is very important for
remote sensing and automatic waypoint navigation of UAV's
[4]. If the UAV cannot be accurately positioned, the UAV
may collide with objects or other aircraft or may be deceived,
captured, or interfered with.

At present, the positioning technology of UAV's is mainly
achieved by using the GPS system but this method is sensitive
to certain environments. Theoretically, the GPS system only
requires three satellites to obtain positioning data but in
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practice, the UAV needs to communicate with at least 10
satellites to obtain a stable GPS system. When flying indoors,
through tunnels, or dense construction areas, the GPS signal
is not reliable and UAV positioning based on the GPS system
will cause difficulties [5]. In addition, if UAVs are used for
transporting goods, if criminals want to capture UAVs, it is
difficult to prevent these attacks using GPS systems. Since
the civilian GPS signal is not encrypted, the signal structure
and data of UAV positioning system used in the civil IoT
is predictable. This characteristic makes the civilian Global
Navigation Satellite System (GNSS) signals a simple target
for spoofing attacks. Moreover, after the UAV is captured,
the criminal can take control of the captured UAV and fly
away from its original flight path, while the original control
source still receives data that appear correct and no alert
is sent. This results in great risk in the use of UAVs. Many
different technologies that assist in the positioning of UAV's
have been developed, such as visual aids. However, visual aids
are inevitably prone to drifting during long-range surveys
without a priori feature maps and are only suitable for good
weather and lighting conditions [6].

In this study, the precise positioning of UAVs is achieved
through radar-assisted detection and identification of UAV
technology. The method prevents many problems associated
with traditional GPS positioning technology, such as GPS sig-
nal failure indoors, satellite occlusion areas, and interference
with GPS signals. The radar-assisted detection and identifica-
tion method has the advantage of working under all weather
conditions and is capable of extracting additional features of
the UAV due to the micro-Doppler features [7]. According to
the current technology development plan, 5G will adopt the
previous generations of wireless solutions (3G and 4G) and
introduce new promising mmWave technology so that a 5G
base station not only can serve as a communication site for 5G
networks but can also provide many powerful radar sensors
in a functional device network, allowing for the detection
of drones in urban environments [8-10]. The background of
the UAV flight area is usually complex with other aircraft
and birds; therefore, advanced clutter suppression and target
detection algorithms are required. Following target detection,
it is determined whether the detected target is a UAV and its
category is identified. For the purposes of classification and
identification, several features unique to UAVs are extracted
[11]. In Doppler radar, the Doppler effect is used to determine
the velocity of distant objects and accurate measurements
can be obtained of the radial component of a targets velocity
relative to the radar. Stepped frequency waveforms (SFW) are
used to produce a high-resolution range profile (HRRP) of
the target. With a wide-band Doppler radar, the HRRP and
Doppler information of the target can be obtained to detect
and identify UAVs.

The rest of this paper is organized as follows. The second
part introduces the system model of the radar-assisted UAV
positioning method in the IoT. In the third part, the scattering
model of the UAV and rotors is established, the HRRP of
a rotor-type UAV is introduced, and the micro-Doppler
effect of the UAV is analyzed. The cepstrum method is
used to extract the speed of the UAV and the number of
rotors and the method for identifying multiple UAVs is
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F1GURE 1: UAV detection based on 5G network.

described. In the fourth part, the simulation results and one-
dimensional imaging of a multitarget model of two UAVs
are provided. The identification of the UAV based on the
micro-Doppler information is provided and the method for
extracting the number and speed of the rotors are described.
The conclusions are provided in the final section.

2. System Model

5G mmWave technology and distributed networks will facil-
itate radar detection and identification of small UAVs. The
narrow steerable beam enables the base station to function as
a millimeter wave radar system so that the base station is able
to detect and identify drones in urban environments [12, 13].
In addition, through end-to-end fragmentation technology,
the 5G network provides a logically isolated virtual private
segmentation network for different services to implement a
manual flight-specific traffic channel network [14].

The model for detecting and identifying the UAV in the
5G network is shown in Figure 1. The detection network
channel of the UAV is established in the 5G network and
the millimeter wave base station is established. The electro-
magnetic signal is transmitted by the millimeter wave base
station and beamforming technology is used to reduce the
interference of the clutter signal [15, 16]. The reflected echo of
the target is obtained by multipath reflection, and the location
of UAV is transmitted through the data processing center
[17, 18]. Accurate identification and positioning are achieved
in a timely manner.

2.1. Radar-Assisted Detection and Identification Method. The
flowchart of the process of radar-assisted detection and iden-
tification of UAVs is shown in Figure 2. The 5G millimeter
wave radar transmits a wideband signal to the target area and
receives the echo reflected from the target. The HRRP pro-
vides the number of targets in the detection area. For a single
target, the Doppler method is used to determine whether the
target is a UAV and the cepstrum is used to extract the rotor
parameters of the UAV. For multiple targets, after the Doppler
and cepstrum analyses, the sinusoidal frequency modulation
(SFM) parameter optimization method is used to obtain the
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FIGURE 3: SEFW burst.

position of each rotor so that multiple targets can be separated
and identified.

2.2. Stepped Frequency Waveforms. High bandwidth, low
latency, and good beamforming of 5G networks provide
a reliable basis for resolution because future 5G mmWave
systems cannot only support very high carrier frequencies
but also wider bandwidths (effective operation up to 2 GHz).
Wider bandwidth facilitates the detection of UAVs flying in
close formation. The SFW is a type of 5G mmWave signal
and produces an HRRP of the target. A typical SEW burst is
shown in Figure 3; it consists of N narrow-band pulses. The
frequency from pulse to pulse is stepped by a fixed frequency
and each group of pulses is called a pulse train [19].

Within a pulse width 7', the transmitted signal of the nth
pulse is defined in

s(n,t) = p,cos 2nf,t+6,), nT <t<nT+ 7 )

where 0, is the initial phase of the pulse and p, is the
amplitude constant.
The echo signal of the target is defined in

s, (n,t) = p, cos (2ntf, (t — 7 () +6,,) )

where p/ is the amplitude of the echo signal and (t) is the
echo delay of the signal; 7(t) is expressed as

2R (1) )

T(t) =
where ¢ is the speed of light and R(t) is the distance
between the target and the radar at time ¢.

The received signal is split in the quadrature phase detec-
tor and enters the mixer of the two synchronous detectors.
In the first mixer, the reference signal and the received signal
are mixed and the 90° phase-shifted echo signal is mixed with
the reference signal in the second mixer. After combining the
outputs of the two mixers and low pass filtering, the complex
signal is

2R (t
s, (n,t) = p,exp {—j [2n(f0+nAf)#”» (4)
If we assume that the targets’ moving distance is less than

one range resolution cell for each group of pulse signals, then
s,(n,t) is expressed as

s, (n):pnexp{—j [2ﬂ(f0+nAf)¥]} (5)

The inverse discrete Fourier transform (IDFT) of s,.(n) is

s(k) = iNZ_:lS (1) ex < .27Tkn> ©)
- Nn:() r p ] N
By normalizing [19], (6) yields
N-1
27n 2RAf >]
k) = — (k- 7
s(k) r;)exp[]N< c (7)
which can be simplified as
sin 7ty N -1my
e on (7
s(k) sin (my/N) PN (8)

where y = -2NRAf/c + k. The peak of [s(k)| appears
at k = 2NAfR,/c £ mN,m € Z. The distance resolution is
c/(2BW), where BW is the signal bandwidth.

2.3. Micro-Doppler Effect in Radar. In traditional radar appli-
cations, the antenna illuminates the target with a microwave
signal and receives the echo reflected by the target. The
echo signal includes the target characteristics of interest.
For example, if the transmit signal hits a moving target,



the carrier frequency of the echo signal shifts, which is
called the Doppler effect. The Doppler shift reflects the
moving speed of the target. Mechanical vibration or rota-
tion of a structure on the target can also cause addi-
tional frequency shifts in the returned radar signal; this is
known as the micro-Doppler effect. The micro-Doppler effect
allows us to determine additional properties of the target
[20].

In many cases, some components of the target may
have rotations or vibrations in addition to the main target
translation, such as a rotor on a UAV or the flapping wing
of a bird. The motion dynamics of the rotating rotor or wing
will frequency-modulate the backscattered signals and cause
additional Doppler shifts near the center of the translational
Doppler shift, which is known as the micro-Doppler shift.
Therefore, the micro-Doppler shift can be considered a
unique signature of targets with vibrations, rotations, or other
nonuniform motions. The micro-Doppler shift depends on
the signal wavelength, the vibration or rotation speed of the
target, and the incident angle of the radar line of sight (LOS)
relative to the rotation or vibration plane. The reflected radar
signal has the largest micro-Doppler shift when the radar
LOS is parallel to the rotation or vibration plane. When the
radar LOS is perpendicular to the rotation or vibration plane,
the reflected signal has the smallest micro-Doppler shift. The
micro-Doppler shift has been widely used to classify targets
with rotations or vibrations.

Almost all UAVs have at least one or more rotating
rotors. For example, a four-rotor UAV has two rotors that
rotate clockwise and two that rotate counterclockwise about
a vertical axis. The UAV can take off vertically, hover,
and fly forward, backward, and sideways. Other multirotor
UAVs, such as UAV's with six or eight rotors, have matching
rotor sets that rotate in opposite directions. Therefore, it is
possible to detect and identify UAVs by using the micro-
Doppler effect of the rotors. In this study, we extract the
characteristics of UAVs based on the micro-Doppler effect
[21].

3. Detection and Identification Method
of UAV

3.1. Scattering Model of UAV with Rotors. A UAV is a slow
small target that can be simplified to a point target in
traditional radar; however, since we plan to identify the UAV
by using information on the rotors, we have to develop a
model of a UAV in which the rotor is separate from the
fuselage. Figure 4 shows the scattering model of a rotor-type
UAV. The distance between the center of the rotor and the
radar is R, and the elevation angle of the radar observation is

The fuselage scattering of the UAV can be obtained by
(4). For a rotating point with a center of rotation of [ and a
rotational speed of Q, the position relative to the radar at time
t can be expressed as

R(t) = Ry + I cos Bcos (Qt + ¢,) 9)
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FIGURE 4: Scattering model of a rotor-type UAV.

Then the echo signal can be defined as

s, (n,t) = pexp {—j [27T(f0 +nAf)
(10)

2(Ry + I cos Bcos (Qt +¢y))
c

We assume that the blade length is L as shown in Figure 3.
Each blade can be thought of as a uniform, rigid rectangular
plate that consists of arrays of rectangular facets with the
scattering center of the surface of each facet assigned to its
tip. The baseband signal originating from the rotors of a UAV
can be expressed as

Ny Ny Ny

5 (1) = Zzzpzmkexp( M

i=1 m=1k=1

(11)
X [Roige + L e €08 B 5 08 (it + @y )] )

where Ny is the total number of rotors, N, is the number
of blades per rotor, and N, represents the number of facets.

3.2. HRRP of Rotor-Type UAV. The movement of the UAV
can be divided into two parts, namely, the movement of
the main body of the UAV and the rotation of the rotor.
Since the time of a one-step sweep measurement is about
hundreds of milliseconds and the UAV is a small slow target,
its displacement during the one-step sweep measurement is
negligible. Therefore, the UAV can be regarded as a stationary
target during the one-step sweep measuring time. In this
study, we do not consider the movement of the fuselage.

Nr Npr Ni

s, (1) = Zzzpzmkexp< M

i=1 m=1k=1 (12)

X [Roix + Ly cOS B cos (Qyt + S"o;’,k)])



Wireless Communications and Mobile Computing

It is evident from (12) that the echo signal form of the
rotor is an SFM signal and the equation can be expanded
according to the following Bessel function:

e)A sin 9

Z J, (A) " (13)

where ], (-) is the first type of an n-order Bessel function.
The IDFT of the expanded rotor echo signal based on Eq.
(13) can be obtained as [22]:

S, (f)

5

(14)

Ny N N
Z Z Z by jen X O (f - Sri— NM”fQ,i)
m=1 k=1 n=-N;

N
—

where fg; is the frequency offset caused by the position of
the rotor center, f,; is the micro-Doppler frequency caused
by the rotor speed, and b is the Bessel coefficient. The signal
obtained by (14) is a superposition of the pulse signals of
different amplitudes with a period of N,,, f,, which is a comb-
like function whose amplitude is modulated.

According to the characteristics of the Bessel function:

Y (A =1 (15)

The energy of the frequency-domain signal produces a
divergence effect. The magnitude of the harmonic amplitude
is modulated by the Bessel function. According to the Carson
criterion [23], the number of harmonics is

N, =2|A| +3 (16)

The width of spectral broadening caused by the rotation
of the rotor is [22]

_ 8nfgLcos
T Nyh

The rotational motion appears in the HRRP as a symmet-
rical range distribution centered on the position of the fuse-
lage. When the rotor scattering is smaller than the fuselage
scattering or slightly larger than the fuselage scattering, the
amplitude of the rotor in the HRRP is much smaller than
the amplitude of the fuselage because the rotor rotational
motion is dispersed after the Bessel series expansion. For the
purpose of detection, the influence of the rotor rotation on the
HRRP can be neglected and the position information of the
UAV can be obtained by directly reading the position of the
main scattering from the fuselage. In most cases, the fuselage
scattering is greater than the rotor scattering and the effects of
the rotor rotation do not have to be considered for obtaining
the UAV position.

When the rotor scattering is much larger than the fuselage
scattering, the main body scattering is submerged in the
distance harmonic caused by the rotation of the rotor. In this
case, the harmonic boundary caused by the rotation can be
estimated and the center position of the two boundary posi-
tions can be used to estimate the target position. Alternatively,
the SFM parameter optimization method described below
can be used to compensate for the effect of rotor rotation on
the HRRP.

17)

3.3. UAV Identification

3.3.1. Micro-Doppler Effect of UAV with Rotors. The Doppler
shift of the received signal can be expressed as

_ 1de@) 2
fD—zrr dt ¢

x Aft] [-QL cos B sin (Qt

{[fo + PRF

+¢o)] + Af (L cos Beos (Ot +@,) + Ry) x PRF} s
18

22 {L cos ﬁ\/(QfO + QPRF x Aft)” + (Af x PRF)’
[
- cos (Qt +0) + AfR, x PRF

The micro-Doppler frequency shift changes over time and
the joint time-domain analysis method is the most intuitive
means to observe the target’s micro-Doppler effect. Short-
time Fourier transform (STFT) [24] is a commonly used
joint time domain analysis methods. The basic process of
the STFT is to decompose a long time signal into shorter
segments of the same length, calculate the Fourier transform
on each short segment, and visualize the variation of the echo
frequency over time.

3.3.2. Micro-Doppler Parameter Extraction Algorithm. The
extraction of the parameters of the rotor, such as the number
of rotors and the speed, is used to identify the type of
UAV. For single-rotor UAVs, the STFT can be used for
the identification. For multirotor UAVs, the micro-Doppler
frequencies of different rotors are aliased together, which
makes the target difficult to resolve and requires a new
extraction method.

Itis evident in (14) that the echo signals are superimposed
on the pulse signals of different amplitudes in the frequency
domain with N,, f, as the period. The period of the signal
is related to the rotor speed and the rotors of different
speeds produce comb-like functions of different periods.
The number of rotors can be determined by extracting the
number of different periodic signals and the rotational speed
of each rotor of the UAV is estimated by extracting the period
of the signal.

Cepstrum is an effective method used in speech signal
processing [25, 26] for the periodic detection of the pitch and
is now also commonly used for mechanical state detection
and fault diagnosis. In this study, the power cepstrum is used
for parameter extraction. By multiplying the signal by its
own conjugate signal, the value of the micro-Doppler can be
doubled [11], which contributes to providing better periodic
signal extraction. We set g(t) to

g@t)=s(t)*s" (-t) (19)

A Fourier transform is performed on g(t) and the result
is expressed as G(f). G(f) can be regarded as a comb
function C(f) that is multiplied by some form of amplitude
modulation A(f). The results of G(f) are shown in Figure 5.
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FIGURE 6: Cepstrum domain.

By calculating the log spectrum, the multiplicative rela-
tionship between the comb function and amplitude modula-
tion is converted into a summation. Then, the inverse Fourier
transform is performed and the square of the amplitude is
used to obtain the cepstrum of the function.

The specific equation is as follows:

C(q) = |IFET {log [FFT (g 1))|}|* (20)

The cepstrum domain is shown in Figure 6; the modu-
lated function A(f) is a nonperiodic function whose peak
appears at the zero value of the cepstrum and G(f) appears
as a peak at its periodic frequency. By using a high-pass filter,
the influence of G(f) can be removed and the rotation period
of the UAV is obtained.

3.4. Estimation of Multi-UAV Positions. The rotor rotation
widens the HRRP distance. If the distance between two
targets is large enough so that they can be separated in the
HRRP, each target can be separately processed to determine
whether it is a UAV. If the distance between the targets is very
small due to distance expansion by rotation, a multi-SFM
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TABLE 1: Variable simplification.

Initial parameter Simplified parameters

2R,
Af_o fc
c
21 cos B cos(Qn/PRF + ¢,)
(fo +nAf) p B %o mg;
2R
ars f
Q
ﬁ fmi

signal separation method based on parameter optimization
is used to compensate for the rotational motion.

3.4.1. Multi-SFM Signal Separation Based on Parameter Opti-
mization. We discretize (12):

Np Ny N

Sy (n) = Z Z zpi,m,k €xp <_]M

i=1 m=1k=1

(21)
X [R +1 B < n + )]

: : COSpP; ;. COS| — :

0i,k i,m,k ik PRF (P01,k

Table 1 shows the simplified variables in (21):
Equation (21) can be expressed in the form of multiple
SFMs:

x(n)
(22)

A, exp {—j [271 (fcin +my; cos Qnfn+¢)+ 6,-)]}

Mz

I
—

1

The unknown parameters in (22) include the center
frequency f,;, frequency modulation factor m ;, modulation
period f,,;, initial phase of the SFM signal ¢;, initial phase of
the FM signal 6;, and the amplitude A;. f,; is related to the
target position and thus we mainly focus on the estimation
of f,; from different signals. The parameter optimization
method estimates the parameter estimation order of f;.

The modulation period of the signal can be obtained by
the cepstrum method and will not be described here.

(a) Estimation of the modulation period f,,,;.

(b) Estimation of the initial phase ¢; and the frequency
modulation factor m ;.

We assume ¢;e[0, 2], mf,-e[ml, m?2]. The initial esti-
mated value ¢; = 0, my; = ml. The reference signal can be
expressed as

Xipi () = €xp {] [Zﬂﬁﬂ cos (Zﬂfmin + gﬁ,)]} (23)
Equation (23) is multiplied by (22):
M
x(n)%,,, () =Y A,
i=1

- exp {—j [271 (fcin +mg; cos (2nf,.n+ (pi))] +6, 24

+j [2nmﬂ cos (Zﬂfmin + 951’)]}
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For the ith SEM component,
.xi (1’1) k‘ml,(ﬂl (1’1) = Al
- exp {—j [27chi” (+mﬁ cos (2nf,,m+ @;) + 9,-)]

-exp {—j(2nf n) + 6,} exp {—jZTI [—Zmﬁ (25)

- sin <2nfmin + o ; P sin < 2 ; L2 ))

= (g = my;) cos (27 fym + @)] }

(c) Estimation of f,;: when ¢, = @, the spectrum of the
signal is concentrated in a band of width 2|5 — m| Foi
When i ; = my;, the rotational motion is compensated. The
original signal becomes

A, exp {~j (2nfn) + 0} (26)

Fast Fourier transform (FFT) is performed on (26); the
position corresponding to the maximum value after the

transformation is f;, which can be expressed as

fci = arg ;Ilax 'PFT (xi (T’l) kvmi,(pi (T’l))| (27)

3.4.2. Rotor Position Estimation. The steps for identifying
close-range multi-UAVs using the SEM parameter optimiza-
tion method are as follows:

(a) The cepstrum method is used to calculate the rotation
period of each rotating target.

(b) Since the fuselage scattering will affect the SFM
parameter optimization method, the influence of the subject
scattering must be removed prior to using the SFM parameter
optimization method. First, two subsequent frames of signals
are measured and subtracted from each other for the can-
cellation of the fuselage scattering. Second, HRRP is used to
determine the maximum value of the rotor scattering. Finally,
the maximum value is set as a threshold. If the single frame
in the HRRP is larger than the threshold, the single signal is
set as the mean value of the subtracted HRRP.

(c) The SEM parameter optimization method is used for
the rotation periods of the rotors obtained in step (a) to
determine their position.

4. Simulation

4.1. Simulation Model. Figure 7 shows a schematic of the
simulation model. There are three targets in the observation
area, i.e., a quad-rotor UAV at a distance of 300 m from the
radar, a non-UAV target 800 m from the radar, and a single-
rotor UAV 850 m from the radar. The rotor length of the quad-
rotor UAV is 0.12 m and the rotational speeds are 158 r/s, 150
r/s, 142 r/s, and 139 r/s, respectively. The rotor length of the

FIGURE 7: Schematic of the simulation model.
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FIGURE 8: HRRP of the target.

single-rotor UAV is 0.15 m and the rotational speed is 88 1/s.
The parameters of the radar are as follows: starting frequency
F,=25 GHz, which is in the 5G band; signal bandwidth BW
= 500 MHz, the resolution cell is 0.3m; sampling points N =
8001; PRF=150 kHz.

4.2. Simulation Results. The HRRP of the echo signal is
shown in Figure 8. Three targets are detected at distances of
300 m, 799.2 m, and 850.2 m from the radar. Target 2 and
target 3 cannot be separated in the HRRP because they are
in close proximity and have to be analyzed as one target. The
SEM optimization method can be used to determine the UAV
locations. Target 1 is far from target 2 and target 3. Therefore,
the time-domain echo signal of target 1 can be separated and
identified by using a distance-domain window and FFT.

4.2.1. Identification of Target I. Figure 9 shows the result of the
micro-Doppler characteristics of target 1. It can be inferred
that target 1 is a rotor-type UAV. Due to the presence of
the stepping frequency, the echo signal appears as a fixed
frequency value that does not change over time in the time-
frequency image. The micro-Doppler frequency caused by
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TABLE 2: Target parameters.
Target type Position (m) Rotor speed (r/s)
Target 1 Quad-rotor UAV 300 157.9, 150.0, 142.0, 138.9
Target 2 Other targets 799.2 -
Target 3 One-rotor UAV 850.2 88

Doppler (Hz)

Micro-Doppler

0 0.01 0.02

0.03

Frequency offset

Time (s)

FIGURE 9: Micro-Doppler of target 1.
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FIGURE 10: Cepstrum extraction of target 1.

the rotor changes sinusoidally over time. The difference in the
amplitude of the micro-Doppler at different moments is due
to the different contributions of rotor scattering to echoes at
different radar observation angles.

There are multiple rotors in this target; therefore, the
micro-Doppler signal is aliased and the type parameters of
the UAV rotor cannot be directly obtained. The cepstrum
method is used to determine the rotor type.

Figure 10 shows the cepstrum extraction results. It can be
seen that target 1 is a UAV with 4 rotors. The rotational speed
of the rotors is 157.9 r/s, 150.0 r/s, 142.0 r/s, and 138.9 r/s. The
speed obtained by the cepstrum method is nearly the same as
the predetermined speed of the rotors.

In order to verify the robustness of the cepstrum method,
noise with different signal-to-noise ratios (SNRs) is added to
the echo signal of target 1. Figure 11 shows the simulation
results with SNR = -5, SNR = 0, and SNR = 5. It is evident
from Figure 11 that after adding the noise, the peak energy
of the position corresponding to the rotation period of the
rotor is slightly lower. However, there is still a significant
difference between the rotor values and the values of other
positions and the addition of the noise has no influence on
the identification of the number of rotors and the rotational
speed.

4.2.2. Identifications of Target 2 and Target 3. Target 2 and
target 3 are analyzed as a single target. Figure 12 shows the
micro-Doppler characteristics of the two targets.

As shown in Figure 12, there is one rotor for target 2 and
target 3. Figure 13 shows that the rotational speed of this rotor
obtained by the cepstrum method is 88 r/s.

The position of the single rotor is estimated by the SFM
parameter optimization method after the two target body
scatterings are removed. The estimated results are shown in
Figure 14. The parameters of the three targets in the detection
area are shown in Table 2.
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FIGURE 11: Cepstrum results with the addition of different SNRs.

Table 2 shows the good accuracy of the detection of the
UAV and its position. Figure 15 shows a comparison of the
UAVs predetermined route based on the GNSS signal and
the actual route based on radar tracking. In the case of a
GNSS spoofing attack, the captured UAV has flown away
from its predetermined route but the original control source
was not alerted because it received data that appeared to be
correct from the attackers. In this case, the radar-assisted
detection and identification method can be used for real-time
monitoring of the UAV independent from the GNSS signal;
the deviation between the actual route and predetermined
route can be determined and an alert can be sent. It is evident
that there is a considerable deviation between the GPS-based
positions and the radar positions. The latter method provides
accurate positioning of the UAV and allows for effective
monitoring of UAVs in the IoT.

5. Conclusion

In this paper, a radar-assisted UAV detection and identi-
fication method that is independent of a GPS system was
proposed. The HRRP technology of wideband radar was used
for UAV detection and positioning and the micro-Doppler
signal, which is capable of detecting rotating targets, was
used for UAV identification. Cepstrum analysis was used to
extract the number and rotation speed of the UAV rotors.
The simulation results demonstrated the good robustness of
this method. An SFM parameter optimization algorithm was
used to compensate for the rotational motion and estimate
the rotor positions; two UAVs with aliasing signals in the
HRRP were separated effectively using the proposed method.
The simulation results showed that the UAVs can be identified
and the number of UAVs, the number of rotors on each UAV,
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and the rotation speeds of the rotors can be determined.
In addition, the proposed radar-assisted UAV detection and
identification method can provide alerts if UAV's deviate from
their routes during GNSS spoofing attacks.
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Due to the proliferation of global monitoring sensors, the Internet of Things (IoT) is widely used to build smart cities and smart
homes. 5G HetNets play an important role in the IoT video stream. This paper proposes an improved Call Session Control Function
(CSCF) scheme. The improved CSCF server contains additional modules to facilitate IoT traffic prediction and resource reservation.
We highlight traffic prediction in this work and develop a compressed sensing based linear predictor to catch the traffic patterns.
Experimental results justify that our proposed scheme can forecast the traffic load with high accuracy but low sampling overhead.

1. Introduction

The Internet of Things (IoT) makes it possible to connect
various physical devices. Vehicles, buildings, etc. embedded
in sensors are connected through the Internet of Things, and
data can be collected and exchanged via the Internet. The
Internet of Things enables mutual communication between
devices. In the next decade, the service targets in the Internet
of Things will be improved to users in various industries, and
the number of machine to machine (M2M) terminals will
increase dramatically, and applications will be ubiquitous.

In order to solve the problem of explosive data volume
of the IoT, a heterogeneous networks (HetNets) technology
is proposed. The problem of 5G communication is solved
by deploying a large number of small cells [1-3]. There
are several technical challenges hindering the IoT video
streaming over 5G HetNets. For example, the interactions
between HetNet and 5G optical core tremendously depend
on the IoT traffic from the local HetNet, which may change
periodically for many reasons. Consequently, the system
must have a forecast and reservation scheme to dynamically
book necessary resource from optical core. In addition, a
connection admission control (CAC) mechanism plays an
essential role in case the actually required resource overpasses

the reserved. Traffic on future fifth-generation (5G) mobile
networks is predicted to be dominated by challenging video
applications such as mobile broadcasting, remote surgery,
and augmented reality, demanding real-time and ultra-high
quality delivery. Two of the main expectations of 5G networks
are that they will be able to handle ultra-high-definition
(UHD) video streaming and that they will deliver services
that meet the requirements of the end user’s perceived quality
by adopting quality of experience (QoE) aware network
management approaches.

To overcome the above challenges, this paper proposes
a scheme of improved CSCF server for 5G HetNets. The
improved CSCF can reside itself in a mobile edge computing
(MEC) server, with three extra components added to the orig-
inal, including IoT traffic prediction, bandwidth negotiation,
and connection admission control [4].

The improved CSCF first forecasts the IoT traffic load
from a local HetNet to the 5G optical core. After that, it
employs Common Open Policy Service (COPS) protocol
[5] to adaptively negotiate bandwidth resource. Finally, the
connection admission control serves to keep the system in
shape and guarantee communication quality.

The IoT is responsible for the communication between
different devices, providing better solutions and enhanced
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services for different information flows. Video signal is very
important among multimedia services. At the same time, the
video traffic on the Internet has increased dramatically, and
a lot of research work has been done to improve the viewing
experience of the audience.

Video traffic between HetNet and optical core often
fluctuates because of use case’s characteristic and variation
of observed object. Therefore, our proposed improved CSCF
server chooses a dynamic mechanism, in a bid to book
bandwidth economically. Apparently the traffic prediction
component of improved CSCF server has critical impact on
the performance of dynamic bandwidth negotiation. In prac-
tice, sampling overhead is a real challenge, as traffic predictor
must talk to two other components of the improved CSCF
server during the sampling process. For instance, traffic pre-
dictor needs the calling records from connection admission
control component as the input. After the prediction, it has
to transfer the result to bandwidth negotiation component,
which will further use COPS messages to negotiate with 5G
core network. The procedure above can strongly justify the
significance of sampling rate reduction.

Compressed sensing is a promising paradigm that uses
signal sparsity to reduce the amount of data that needs to be
measured [6, 7]. Compressed sensing (CS) theory indicates
that the characteristics of sparse signals are not affected by
the signal sparse basis. It can be obtained by a small amount
of projection on another basis. The reconstruction of the
wideband signal can be obtained by solving the L1 norm
optimization. It is concluded that, in the calculation process,
the sparsity of the signals in the orthogonal basis determines
the minimum projection number and sampling rate required
(8].

In the literature, the study of traflic prediction mainly
concentrated on the least mean square (LMS) methods that
take sampling and prediction as two independent aspects [9-
12]. As a result, the sampling often implements a constant
interval and is too prone to low efficiency in IoT environment.

Other than previous work, this paper focuses on the
aggregated multiple streams in a HetNet, instead of one
separated video stream.

Inspired by compressed sensing theory, we develop an
adaptive sampling rate (ASR) linear predictor to overcome
the shortcoming of traditional schemes. ASR linear predictor
utilizes the prediction error to control sampling interval, so
that the sampling and predicting overheads are significantly
reduced.

The rest of the paper is organized as the remainder.
Section 2 introduces 5G IoT applications in smart cities.
Section 3 introduces 5G HetNets and IMS based IoT video
streaming. Section 4 develops traffic prediction schemes
using adaptive sampling rate and compressed sensing theory.
Finally, Section 5 summarizes the advantages of our proposed
improved CSCF server and ASR linear predictor.

2. 5G IoT Applications in Smart Cities

2.1. Smart Cities. The development of the IoTs and cloud
computing technology has become an important symbol of
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our modern information age, especially in the city, providing
technical support for the commercial development of the city.
The comprehensive and multilevel processing of information
technology in the IoTs provides a service platform for data
systems. Therefore, in the smart city information system,
the digital information processing of the city can timely
understand the relevant information of the city.

The use of IoT technology to improve and develop smart
city information technology, shield bad information, and
guide and support the exchange of useful information enables
it to cover all corners of the city in a network and realizes
the management and control of the city as a whole, as
shown in Figure 1. At the same time, with the help of the
intelligent engine and the unified information service system,
the management efficiency of urbanization construction has
been effectively improved.

For smart cities, their construction and development
are inseparable from the IoT communication technology.
It can be said that IoT communication technology is an
important component of its foundation. One of the important
applications is intelligent building management, which is
mainly used in the following aspects.

(a) The installation of intelligent building management
technology during the construction of the building will
enable residents to conveniently manage and control remote
items under the cooperation of the IoT.

(b) The establishment of a large public monitoring system:
there are many public buildings in the city and there are
many equipment and facilities. Therefore, an emergency
monitoring system must be established to solve this problem
quickly with the assistance of the IoT when unexpected events
occur.

(c) Adopt intelligent water, coal, and electricity meters.
The RFID chip is built in the table of various facilities, and
the data can be collected into the data processor through the
table and then transmitted to the background system through
the 5G network to realize the function of automatic meter
reading.

(d) Processing of abnormal equipment: remote moni-
toring of air conditioners, lights, etc. is carried out using
wireless sensors and local area network technology during the
processing of this problem.

2.2. IoT Intelligent Parking System in Smart City. With the
development of economy, there are more and more vehicles
in the city, and the problem of parking difficulty is followed.
Smart cities can bring effective solutions to this problem. In
the smart city, an intelligent parking system based on Internet
of Things is proposed. The framework of the system is shown
in Figure 2.

This system combines advanced IoT technology, mobile
internet technology, and big data technology. As shown in
the figure, the system is mainly composed of the video
pile, the base station, the server, the mobile client, and the
management cloud platform.

The video pile is mainly composed of a camera, a
processor, and a communication device. While the system
is running, the camera is used to capture images of each
parking space and monitor the status of each parking space
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in real time through target recognition technology. Then,
the video pile transmits the information to the base station
via the wireless network. The base station forwards the
information from different video pile to the server and the
cloud management platform. The whole system adopts intel-
ligent management, and the big data technology is adopted
in the cloud management platform to carry out regional
level parking space scheduling to prevent the problem of
uneven resource allocation. The user can query the remaining
number of parking spaces and make a parking space reser-
vation in real time through the mobile phone client, and
if the user is not familiar with the terrain, the system can
recommend the best parking space for the user and provide
precise navigation services. Throughout the service process,

the system performs automatic billing and supports mobile
client online payment.

3. IoT Video Communication over
Multilocation HetNets

3.1. 5G Core Networks Bridged by MPLS VPN. In the IoTs,
HetNets networks consist of eNode BS and low-power nodes
(LPNs), a.k.a. access points, a unit that makes it up. Different
layers are covered by the two nodes according to the transmis-
sion power [13, 14]. This approach densifies the topology and
improves space utilization and spectrum reuse. The structure
of the heterogeneous network satisfies the requirements of 5G
technology and greatly improves the spectral efficiency [15].
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In order to solve this problem, 5G wireless networks
have received attention and research in order to provide
connectivity and meet the requirements of different quality
of service (QoS). The key technologies of 5G enable the
deployment of heterogeneous networks (HetNets) to support
alarge number of IoT data requirements by deploying a large
number of small cells.

Network density is the most effective means in many ways
to increase network capacity, such as spectrum expansion and
spectrum efliciency enhancement [16]. By densely deploy-
ing small cells indoors and outdoors, network capacity is
increased and network latency is reduced. Small cells include

microcells, picocells, and femtocells, which are closer to the
user. Figure 3 is a schematic diagram of deployment of a small
cell, which can be widely deployed indoors and outdoors,
such as in offices, intersections, and plazas. Among them,
the data traffic of indoor users can be provided by Wi-Fi.
The next generation of Wi-Fi 802.11ac is expected to grow
rapidly, providing multigigabit transmission rates. This led to
the concept of HetNets, a multilayer network with multiple
radio access technologies.

A5G core network could be enhanced by network slicing,
which allows different clients to bridge their private sites over
a common provider-owned cloud. Using MPLS or another
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similar technology [17], network slicing becomes a novel
trend and has a wonderful capability to offer QoS guaran-
teed services with flexibility. Figure 4 shows an example of
network slicing based 5G core that connects several local
HetNets. Using MPLS technology, the core network contains
the following types of equipment:

(a) customer edge (CE) router, which serves to connect
with client local network directly

(b) provider edge (PE) router, which serves as the inter-
face between 5G HetNet and optical core

(c) provider (P) router, which serves to forward the user
traffic arranged by CE and PE routers

3.2. IMS Based IoT Video Streaming. Internet of things (IoT)
is regarded recently as the most promising form of the
wireless communication environments.

In Internet devices, a large amount of data is generated
and accumulated into a large amount of data streams over
time. Therefore, higher requirements are imposed on the
processing and decomposition of online data. In many
applications, a large amount of data storage is generated, such
as monitoring the generated video stream data.

5G HetNets transport the video streaming traffic by
changing an IoT sensor into an IP Multimedia Subsystem
(IMS) terminal. IMS realizes robust IMS service functionality
by working closely with Call Session Control Function
(CSCF). The CSCF node facilitates Session Initiation Protocol
(SIP) to operate session setup and teardown [18].

As a popular video streaming protocol, CSCF conducts
signaling and session management and enables connection
information to go across network boundaries.

Figure 5 gives an example of IMS based IoT video
streaming over 5G HetNets. The improved CSCF server
acts as an intermediate entity that receives and forwards
signaling messages. Improved server offers a bunch of cru-

cial functions, such as authentication, authorization, and
routing.

3.3. Model of Improved CSCF Server. By definition, the main
module of the IMS system is call session control to allow
video/voice communication over the convergence of different
access networks. It comprises of all the functional modules
required to handle all the signaling from end-user to services
and other networks. However, conventional CSCF cannot
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100% meet the requirement of IoT video streaming and be
modernized.

Figure 6 shows that an improved CSCF server contains
three more modules than the original. Our design has the
merit that the improved CSCF server bargains with the
optical core on behalf of all IoT devices of the local HetNet
in advance.

For this reason, the paths required by video streaming are
preconstructed before the stream even starts, to reduce the
unnecessary signaling delay.

4. Traffic Prediction in IoT Using
Compressed Sensing

Traffic prediction in the IoT has been widely studied and
applied in recent years. Sampling and prediction represent
usually two independent parts in the past. For example, most
conventional approaches keep the sampling rate unchanged,
which may result in low efficiency in IoT video streaming.
To overcome this problem, this paper develops a novel
compressed sensing based traffic prediction, where error of
forecast algorithm goes back to control the sampling interval.
Our proposed scheme can significantly reduce the sampling
overhead without sacrificing the accuracy.

4.1. Problem Formulation and Architecture Design. Let B,,_,.,
be the sum of IoT video streaming loads from a local HetNet
at time slot [t,_; : t,]J(n = 0,1,2,...). Let improved CSCF
server be exactly aware of the value of B, ), at time ¢, ;.
With this piece of information, it will bargain with 5G core
for the amount of B,,_,., bandwidth using COPS messages.
At the next time slot [¢, : t,,,], IoT traffic may change to a
new value of B, |, and the improved CSCF server will have
to rebargain with 5G core network again.

It is, nevertheless, impossible for the improved CSCF
server to achieve the value of B, ,,, before the time of t,.
Thus, at time ¢,_,, we can estimate the approximate value
B,_i.,» which is denoted by B/, | .IfB/ | < B,_,.,, thelocal
HetNet will suffer from the shortage of bandwidth resource
to accommodate all video streaming sessions. As a solution,
CAC component must reject some of connection requests in
order to guarantee overall quality of service.

On the other hand, if B, |, > B,_;.,, part of bandwidth
resource is simply overbooked and useless. In this sense, the
traffic prediction is critical to ensure a good performance of
our proposed scheme.

Figure 7 presents the general framework of IoT traffic
prediction module with the component of traffic load sam-
pling and the component of traffic prediction algorithm.
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We will give more elaboration on these two components
next.

4.2. IoT Traffic Sampling. An IoT device initiates a video
stream session by sending an INVITE message to the
improved CSCEF server, in a bid to indicate called URL and
bandwidth requirement. The improved CSCF server saves
every request in the record for IoT traffic sampling usage,
regardless the request is accepted by CAC or not.

In this paper, we use B,_,,, to represent the average
IoT traffic interval At, \n = t, — t, ;. In practice, the
system achieves B,,_,.,, from the record in the improved CSCF
server. Conventional approach conducts traffic sampling with
constant rate, which rules

Atgy =Dty == Aty 1, =..., (1=0,1,2,..) ()

Let B(t) be the traffic load function varying with time t,
and let B(f) be the frequency counterpart of B(t) with the
upper bound of f,,.. Nyquist theorem regulates the idea that
sampling rate must be at least twice of f, ,, to prevent aliasing
[19]. In IoT video streaming, f,., could be high in some
complicated scenarios, which make constant sampling rate
not applicable at all.

4.3. Compressed Sensing. Compressed sensing theory is a
theory that has been widely used in recent years and is
widely used in signal processing. It is also called compressed
sampling or sparse sampling. CS wants to sample the signal
at a sampling rate much lower than Shannon's Law and
find a solution for underdetermined linear systems while
maintaining the basic information of the signal. [20-24].

In order to implement the compressed sensing theory, the
following solution can be used to estimate the sparse vector
x € CN using the observed measurement vector y € C™.
A method based on measurement equations is applied. The
formula is as follows:

y=0x+w (2)
The measurement matrix is represented by @ e CN.
w € CN represents the unknown vector of measurement
noise and modeling error. The reconstruction process can
only occur under ideal conditions, i.e., only when the signal
x is S sparse (S < N ). That is, there can be at most S nonzero
items. During the operation, the number of observations is
significantly smaller than the number of variables, i.e., > M.
In practice, the signal we are dealing with is not a sparse
signal. The processing method in this time is to express {¥},
on some basis with the corresponding sparse coefficient 0,.
Processing equation (1) yields

y=0x+w=0V0+w=00+w (3)

where 6 € C"isa L dimension sparse vector of coefficients
based on the basis matrix ¥ € CN*L. @ = ®W isa MxL matrix
(M <L).

However, because fewer measurements are applied than
the entries in 0, the resulting solution is uncertain. In

order to recover the S sparse signal, [, norm of the most
sparse sequence should be found from all feasible solutions.
Minimization can be used for the reconstruction process. The
formula is expressed as follows:

6 =min 0],
(4)
st. |@0-y|,<E

where 0 refers to the estimated vector for 6 and |w| < E
is noise tolerance. However, for practical operations, the I,
norm minimization has huge computational complexity, and
a reconstruction algorithm with lower computational cost
must be developed.

Studies have shown that the reconstruction process of sig-
nal x must satisfy a condition that matrix ® cannot map two
different S sparse signals to the same set of samples. Therefore,
the matrix ® must satisfy the restricted equidistance property
(RIP) [25, 26].

4.4. Adaptive Sampling Rate. (a) The definition of traditional
compressive sensing: sparse signals can be recovered from a
small number of nonadaptive linear measurements. Let signal
x be K sparse in basis/dictionary W. For example, ¥ is DFT
matrix, if the signal is frequency domain sparse. ¥ can be
expressed as a matrix as shown in Figure 8(a). In Figure 9,
if signal x is sparse, then we can use compressive sensing by
y=>0xx.

® is the measurement matrix and the theory of CS states
that random @ will work. How to understand this? For
example, if the signal is sparse in frequency domain, then we
make a few random samplings in time domain. In contrast, if
the signal is sparse in time domain, we make a few random
samplings in frequency domain.

(b) Address the situation that the appearance time of
sparse signal can be predicted. In this case, ¥ is identity
matrix I as shown in Figure 8(b). Then, measure matrix ©
is part of I, which involves the time points where the sparse
signal appears. @ is not random anymore. In practice, we
propose variable sampling rate scheme to predict these time
points (or the measurement matrix).

If a fixed sampling interval applies, as mentioned before,
the sampling rate must double the highest frequency of traffic
curve to achieve accurate prediction.

Accordingly, it is significant to develop an inconstant
sampling rate scheme with much lower overhead.

Variable sampling rate comes from the observation of
the traffic curve in Figure 10, with combination of slow and
fast changing periods. The fluctuation of traffic significantly
depends on the timely feature of IoT devices. For example,
the cameras monitor the parking cars’ moving and stopping
according to people’s behavior, which is obviously related to
the number of car arrivals and departures. In Figure 8, fast
changing zone represents the period of rapid event varying,
such as morning peak hour; slow changing zone represents
the period of steady event numbers, such as at night.

With the goal of reducing the sampling overhead, a
straightforward adaptive rate approach is to utilize low rate
in slow changing period and high rate in fast changing
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(b) Identity matrix I

FIGURE 8: The matrix involved in the compressive sensing.
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FIGURE 9: The process of compressive sensing.
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FIGURE 10: IoT traffic load curve of a parking monitor camera.

period. The adaptive sampling interval aims to sample
and reconstruct the traffic curve efficiently and effectively,
while keeping the same prediction accuracy as constant rate
approach does.

Next, we study a typical scenario as follows. Let’s divide
an IoT traffic curve into a number of slow changing and fast
changing periods by using £S5 and f/ _ to represent the
maximum frequencies, respectively. Nyquist sampling theory
states that the sampling rate must be greater than 2, in
case of slow changing zone and 2 f__in case of fast changing,

tz?fter that, we can achieve the average rate of sampling Ry,
Y

avg Zfrila.sz + Zfrﬁafo

R =
VSR T, + T

(©)

where T, and Ty are time of slow and fast changing. Since

foa < fri < faaw we have R)S, < 2f,.. implying
that ASR approach has much less sampling overhead than its
constant counterpart.

4.5. Traditional Linear Predictor. The traditional predictor
used most often in practice is the least mean square (LMS)
linear filter. A k-step LP makes a guess of the value of x(n+ k)
by a linear sum of the current and past x(n). Mathematically,
the pth-order k-step is given by
p-1
X(n+k)= Zwix (n—1i)= w'x (n) (6)
i=0
where X(n + k) is the estimated value of x(n + k), w =
[wy, wy, ..., p_l]T is the weights, and x(n) = [x(n),x(n —
1),...x(n—-p+ DT is priori knowledge. We further define
the prediction error as

em)=x(n+k)-=xm+k) -w'x®n )
Then, LP updates w(n) using the following recursive
equation:
ue (n) x (n)
Ix (m)]l®

where p is the step size that may keep constant (constant step
size (CSS)) or adaptive (adaptive step size (ASS)).

wn+1)=w(n)+

(8)
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4.6. Adaptive Sampling Rate Linear Predictor. Realistically
the traffic curve is unknown at the time of prediction, and
thus it is a mission impossible to chop it into slow and
fast changing periods. We, therefore, develop an adaptive
prediction scheme ASR-LP, as shown in Figure 11.

ASR-LP rules the sampling rate at time ¢, as Rs(n) =
1/At, — 1; and then update it in integration by

R e =R [a+ (-9 = | 9
b

with0 < g <1, E, >0,and

R, if R, (n+1)>R"™
R,(n+1)={R™", if R/ (n+1) <R™ (10
R'(n+1), otherwise

where 0 < g < 1 is the remembering factor, Eb is the targeted
prediction error bound, and Rs,,, and Rs,,, are the upper
and lower bounds of sampling rate.

The scheme of ASR-LP optimizes sampling interval by
the following principal. The larger the prediction error is,
the sharper the traffic curve changes. As a result, we must
increase the sampling rate for satisfying prediction accuracy.
In contrast, the smaller the prediction error is, the lower
the sampling rate goes. Particularly, network operator can
determine the value of targeted prediction error bound Eb. If
le(n)| > E,, the sampling rate should be increased; if |e(n)| <
E,, the sampling rate should be decreased; if |e(n)| = E;, the
sampling rate should be kept unchanged.

In addition to EDb, there are still three other parameters
in (9) and (10); i.e., Rs,, is the upper bound of sampling
rate, which can lead to lower prediction error but larger
computational complexity as the value rises. Rs,,;, is the
lower bound of sampling rate, which represents the bottom
line responding time of a linear predictor. Last but not least,
q decides how much the current sampling rate is relying on
its previous value rather than the prediction error. We have
to leverage the value of remembering factor g for the optimal
performance of predictor, with g = 70% as a typical case.

In our research, we have conducted simulation studies
on a variety of traffic curves to evaluate the performance

2500
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FIGURE 12: IoT Traffic load of four hours for parking monitor
camera.

of our proposed ASR-LP scheme. Due to the limit of space,
we demonstrate only one typical curve in Figure 10 as an
example. However, the simulation results from this example
are also largely true to the general cases.

Figure 10 is collected from Melbourne on street car
parking sensor data [26], which reflects the typical timing
feature of IoT users. It is worth noting that the curve of IoT
traffic is dramatically different from previously investigated
mobility models in existing literature, such as Brownian
motion model.

We use Figure 12 as prototype traffic curve to compare
the performance of three schemes as shown in Figure 12. In
addition to its advantage in the running time, VSR-NLMS
does have another important virtue, i.e., a lower average
sampling rate compared to FSS-NLMS and VSS-NLMS. It
shows that, with the same simulation configuration as shown
in Figure 12, VSR-NLMS achieves an average sampling rate
of 1/371 Hz, which is lower than 1/420 Hz for FSS-NLMS and
VSS-NLMS. Clearly, VSR-NLMS has the lowest sampling rate
and thus the least sampling overhead.

Figure 13 reveals that ASR-LP can basically tie ASS-LP, but
far outperform CSS-LP regarding prediction accuracy.
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ASR — LP : Eb = 100Mbps, Rs,,,, = 1 = 300Hz, Rs
1/800Hz, Rs(0) = 1/420Hz, and g = 70%.

CSS—LP:p=4,u=0.1,ASS=LP: p, =025 p, . =
0.05.

Low overhead of average sampling is a significant advan-
tage of ASR-LP, compared to its counterpart. Intensive
simulation study reveals that ASR-LP can save at least half
sampling rate over constant sampling rate linear predictors
with the same accuracy.

min

5. Conclusions

This paper studies the deployment of IoT video streams on
5G HetNets and proposes an improved CSCF server solution
to promote IoT traffic prediction and resource reservation.
We further designed a linear predictor based on compressed
sensing to capture traffic patterns, greatly reducing sampling
overhead and computational complexity. Intensive analysis
and simulation results show that the proposed scheme can
effectively improve performance and save time and cost.
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There are many issues to consider when integrating 5G networks and the Internet of things to build a future smart city, such as how
to schedule resources and how to reduce costs. This has a lot to do with dynamic multiobjective optimization. In order to deal with
this kind of problem, it is necessary to design a good processing strategy. Evolutionary algorithm can handle this problem well. The
prediction in the dynamic environment has been the very challenging work. In the previous literature, the location and distribution
of PF or PS are mostly predicted by the center point. The center point generally refers to the center point of the population in the
decision space. However, the center point of the decision space cannot meet the needs of various problems. In fact, there are many
points with special meanings in objective space, such as ideal point and CTT. In this paper, a hybrid prediction strategy carried
through from both decision space and objective space (DOPS) is proposed to handle all kinds of optimization problems. The
prediction in decision space is based on the center point. And the prediction in objective space is based on CTI. In addition, for
handling the problems with periodic changes, a kind of memory method is added. Finally, to compensate for the inaccuracy of the
prediction in particularly complex problems, a self-adaptive diversity maintenance method is adopted. The proposed strategy was
compared with other four state-of-the-art strategies on 13 classic dynamic multiobjective optimization problems (DMOPs). The
experimental results show that DOPS is effective in dynamic multiobjective optimization.

1. Introduction

In real life, there are many optimization problems which have
multiple objectives but these objectives conflict with each
other. These optimization problems are called multiobjective
optimization problems (MOPs). However, many MOPs in the
real world always contain uncertain and dynamic factors. For
example, air traffic scheduling is easily affected by weather
and some emergencies. So in that case the best solutions
are hard to keep valid for a long time. If the objectives,

constraints, or parameters of MOPs change with time, this
kind of MOPs is called dynamic MOPs (DMOPs). Due to
the dynamic character, DMOPs are harder to converge than
MOPs. The mathematical formula is as follows:

min Fot) = (f, 00t), fo (6 b) s £, (6 8)F
st. g;(x1)<0, i=12,...,p; @

hj(x,t) =0, j=12,...,q
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where x = (xy,%,,...,x,) is the n-dimensional decision
vector whose domain of definition is Q). t represents time
variable. F = (f}, f5,..., f,,) is the m-dimensional objective
vector. g represents p-dimensional inequality constraints, and
h is q-dimensional equality constraints. The optimal tradeoft
solution set is called Pareto set (PS) in decision space and
Pareto front (PF) in the objective space.

In the recent literature, whether in industrial applications
or scientific research, there is a lot of contents related to
DMOPs [1-3]. Industrial applications involve design [4, 5],
management [6, 7], scheduling [8-10], planning [11-14],
and control [15, 16]. Scientific research includes constrained
optimization [17, 18], machine learning [19, 20], and bilevel
optimization [21]. In some fields [22-24], we will also try to
use evolutionary algorithm to solve.

The integration of 5G network and Internet of things to
build a future smart city will involve a lot of sensor installa-
tions and configurations as well as the priority processing of
different tasks. In addition, a good resource allocation plan
will greatly promote the construction of smart cities [25, 26].
These things have a lot to do with DOMPs. In the literature
[27], a strategy based on centroid-based adaptation (CBA) is
put forward to solve the problem of mission plan. In this case,
two objectives need to be optimized: operation execution
time and operation cost. In addition, there are time-varying
constraints, including changes in execution times and task-
related networks. The results show that CBA is effective in
dealing with mission plan.

While handling DMOPs, the traditional static algorithms
[28, 29] have not been suited. Because when using these
methods, the population often converges to the optimum
solutions in the current environment. And then the genes
of the population will become single and lose diversity.
When the environment varies, it is very difficult to find the
optimal solutions. So, some researchers adjusted these static
algorithms to solve DMOPs [8, 30].

Afterwards, other strategies such as the random initializa-
tion methods [24, 31-33], the memory strategies [34, 35], and
prediction strategies [36-40] are introduced. The memory
strategy can respond to the environmental changes by record-
ing historical optimal solutions to converge fast. However,
the memory strategies have the blind character dealing with
DMOPs. When dealing with periodic problems, they can
achieve good results. But the effect is bad for nonperiodic
problems. The prediction strategy can take advantage of
historical information to predict the optimal solutions of the
new environment. The accuracy of prediction has been an
important aspect on research. Hatzakis and Wallace proposed
the feed-forward prediction strategy (FPS) [36] in 2009.
In this strategy, the historical boundary points are used to
predict the new boundary points in the new environment. By
the new boundary points, the PF of the new environment is
located. FPS has certain effect dealing with DMOPs, but only
boundary points used are hard to trace PF or PS accurately.
In 2013, Wu et al. proposed a predictive multiobjective genetic
algorithm (PMGA) [39]. In this method, PF is clustered into
multiple center centers to guide the rapid evolution of the
population toward the optimal solutions. It is good for those
problems whose decision variables have linear relationship
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between each other. However, for those problems whose
decision variables have nonlinear relationship between each
other, the effect is bad. And then, Zhou and Jin et al. proposed
a population prediction strategy (PPS) [37]. PPS can not
only predict the center point of the population of the next
environment in the decision space, but also predict the shape
distribution of the nondominated set. It has good effect for
DMOPs, but it also has a drawback. In the front learning
stage, the effect is bad due to lack of experience. In 2015, Wu
and Jin et al. proposed a direct prediction strategy [38], which
directly uses feed-forward center point to predict population
optimal solutions of the next environment. It can achieve
good results for DMOPs. However, it can introduce some
useless individuals except nondominated individuals. And, in
2017, Jiang and Yang et al. proposed an algorithm based on
steady state and generation [41], which can handle DMOPs
well.

Many researchers try to find points or regions of special
significance [42-44]. There are many special points that
have been found, not only center points, such as boundary
points and knee points [45-50]. In this paper, a hybrid
prediction strategy based on center point and CTI, which
can handle DMOPs from both decision space and objective
space, is proposed. In the previous literature, the evolution
direction of the population and the position and shape
distribution of PF are judged according to the decision space
in most cases. However, in this paper, we judge the evolution
direction of population and distribution of optimal solutions
by CTI in objective space. And then we combine it with
the method based on center point to deal with DMOPs
together. Then, memory strategy and adaptive diversity
maintenance strategy are introduced to make up for the bad
effect caused by inaccurate prediction in particularly complex
problems.

The rest of this article is structured as follows. Sec-
tion 2 introduces some related work. Section 3 describes
DOPS in detail. Section 4 gives test problems and per-
formance indicator. Section 5 gives experimental results
and analysis. Section 6 does more discussion to further
analyze the advantages and disadvantages of the prediction
method based on the center point and that based on CTI.
And, in the end, Section 7 gives conclusion and future
work.

2. Related Work

2.1. A General Framework of Dynamic Multiobjective Genetic
Algorithm. The general framework of dynamic multiobjec-
tive evolutionary algorithm is as follows.

(1) Initialize the population and set the relevant parame-
ters.

(2) Detect the environmental change. When detecting the
change, go to step (4); else, go to step (3).

(3) Optimization algorithm is used to handle the problem.

(4) Some response strategies are used, such as reinitializa-
tion, memory strategy, and prediction strategy, to respond to
the environmental change.

(5) Judge the termination condition. If not terminated, go
to step (2); if terminated, then exit.
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2.2. CTI. Many researchers have tried to find some points
or regions with special meanings [36, 42-44]. Among them,
ideal point and a particular point CTI [36, 45] extending
from an ideal point have aroused great interest among the
researchers.

The ideal point is a point composed of the smallest values
of each dimension in the nondominated set. The mathemati-
cal definition is as follows:

H;
)
= min {f (NonPil) ,f(NonPiZ) ,...,f(NonPiM)}.

where i = 1,2,...,m. m is the dimension of the objective
space. M is the size of the nondominated set. f(N onPl.M )
denotes the value of the i-th dimension of the M-th individual
in the nondominated set. As shown in Figurel, A, B, C, D, and
E are five individuals in nondominated set. Among them, A
and E are boundary points. Thus, H is the ideal point.

In [36, 45], CTTis as the representative point to predict the
location of PE. CTI is close-to-ideal point, which means that
it is the closest individual to ideal point in nondominated set.
As shown in Figure 1, Cis CTI. Cis the point whose Euclidean
distance is shortest to ideal point H.

2.3. The Principle of the Prediction Model. In [34], the prin-
ciple of the prediction model is described in detail. In the
section, the principle is described in short. Supposing that
X1, X5 ...,% € Q;, i = 1,...,t, are a series of points, these
points are n-dimensional decision vectors in the decision
space which are used to describe the movement of PS. The
general prediction model is defined as follows:

X = F (%0 % 100 Xy i101). ©)

where K is the number of previous time steps. X, is the
individual in t+1 time step, which is also the individual to
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FIGURE 2: Prediction model.

predict. Figure 2 is what happens when k is equal to 2. In this
paper, a simple and widely used prediction model is adopted.

Xer = %+ (x, — x,_1) + Gauss (0,d) . (4)

where the direction and distance of prediction are got by
x, — x,_;. Gauss(0,d) is a Gaussian perturbation added in
order to avoid falling into a local optimum. d is the variance
of disturbance.

3. A Hybrid Predictive Strategy Carried
through Simultaneously from Decision
Space and Objective Space

Prediction strategy has been used to predict moving PS or
PE. In real world, there are all kinds of DMOPs. The change
locations of DMOPs may be in PS or PF or both PS and
PF [37, 52, 53]. Thus, to handle different kinds of DMOPs,
a hybrid predictive strategy carried through simultaneously
from decision space and objective space (DOPS) is proposed.
The predictive strategy in the decision space is based on
center point. And the predictive strategy in the objective
space is based on CTI. Two kinds of predictive strategies can
both predict the nondominated set. In the paper, the two
predicted nondominated sets were halved and then merged
into a new nondominated set. Then, several nondominated
individuals in the last environment were introduced to the
predicted population as the memory set. In the end, we
adopted a kind of adaptive diversity maintenance strategy,
which is similar to that in [46], to keep diversity. The diversity
individuals produced by this diversity strategy are called
random set. As shown in Figure 3, all predicted population
consists of three parts.
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FIGURE 3: Population structure schematic.

3.1. Memory Set. In real world, there are all kinds of dynamic
real problems. For some dynamic problems, the optimal solu-
tions may appear periodically. The part of optimal solutions
of the population can be recorded. If the same environment
occurs in the future, then the optimal solutions recorded are
also valid. In this section, a kind of simple memory strategy is
selected. If the number of the optimal solutions to be mem-
orized is Nmem, Nmem individuals are randomly selected
from the optimal individuals in the current population to be
memorized, and the Nmem individuals make up the memory
set.

3.2. Nondominated Set. The predicted nondominated set is
got by hybrid prediction strategy. It contains two prediction
substrategies: one is the strategy based on the center point
of decision space, and the other one is based on the CTI in
objective space.

3.2.1. The Prediction Strategy Based on Center Point. The
prediction strategy based on center point is a widely used
strategy [37, 38, 40, 41, 45, 46, 54, 55]. The center point is
defined as follows:

1
CZ: 'Pt Z

Non—-dom NO‘rlInd;(EPIt\Ionidom

Nonlndz. (5)

where |P1t\,

on—dom| T€Presents the cardinality of the nondomi-
nated set. PIt\,

on_dom Yepresents the nondominated set in t time
step. NonInd,, represents a nondominated individual in t step
and in the k-th dimension. Based on the prediction model in
Section 2.3, the prediction model based on center point can
be expressed as

pop,t:l = pop,t( + (C,t( - C;C—l) + Gauss (0,d) . (6)

where C; and CZ_I show the center points in k dimension in
tand t-1 time step, respectively. pop; denotes the individuals
of the nondominated set in k dimension and t time step. And
pop;™ denotes the predicted individuals in k dimension and
in t+1 time step. As shown in Figure 4, the nondominated set
of t+1 step can be predicted by using the nondominated set
of t plus evolution direction got by center points of t and t-1

time step. The detailed description is in Algorithm 1.
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FIGURE 4: Center point prediction schematic.

3.2.2. The Prediction Strategy Based on CTI. CTI is a special
point of nondominated sets in the objective space and has
been widely used. However, in most cases, CT1 is used to be
a representative point to predict PF and to judge the position
of PF [36, 45]. In this paper, we use CTI not only to judge
the evolution direction of the population, but also to judge
the position and shape of PE. This strategy is based on the
prediction model in Section 2.3. The mathematical form is
similar to formula (6), as follows:

pop;”" = popi + (CTT, = CTL") + Gauss (0,d) ~ (7)

where pop,t< and Gauss(0,d) are the same as formula (6). CTT ,i
and CTT, i_l denote CTI in k dimension in t and t-1 time step,
respectively. As shown in Figure 5, the nondominated set of
t+1 step can be predicted by using the nondominated set of
t plus evolution direction got by CTIs of t and t-1 time step.
The detailed description is in Algorithm 2.

3.2.3. The Hybrid Prediction Strategy. The hybrid prediction
strategy is a mixture of the prediction strategy based on
the center point and the prediction strategy based on CTI.
In theory, the final nondominated set, which consists of
two nondominated sets got by two prediction strategies,
respectively, is formed by cutting them in half and then
merging them. But, in fact, it is related to whether the capacity
of the nondominated set of the current population is odd
or even, and whether Nmem + Nnondom, is greater than
the population capacity psize. In this case, it is a little more
complicated. The detailed process is shown in Algorithms 3
and 4.
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Non-dom,, C;;l and C;, respectively.

Non-doml.

Input: Pop,_, and Pop,, the population in t-1and t time step.

Output: Non-dom], the predicted non-dominated set in t+1 time step.

Step 1: Layer the populations, Pop,_, and Pop,, in t-1 and t time step, and then select the
individuals in the first layer as non-dominated set, Non-dom,_, and Non-dom,;

Step 2: According to formula (5), calculate the center points of Non-dom,_; and

Step 3: According to formula (6), predict the non-dominated set in the t+1 time step,

AvrGoriTHM I: Calculating the nondominated set by the prediction strategy based on center point.
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FIGURE 5: CTI prediction schematic.

3.3. Random Set. Random set is derived from the adaptive
population diversity maintenance strategy. In dynamic opti-
mization, random set plays a very important role. It is based
on two reasons.

(1) In the environment, only the fittest individuals can
survive. The genes of these individuals are suitable for the
environment. Thus, in the environment, the genes of the
individuals that survive will gradually become similar, which
means that the genes of the population will become single.
When the environment changes, these genetically unitary
individuals who are used to the previous environment will be
easily eliminated. Therefore, we need to increase the diversity
in the population. When the environment changes, those
individuals whose genes are suitable for the new environment
will easily survive and reproduce.

(2) When dealing with dynamic problems with prediction
strategies, especially for particularly complex problems, it
is easy for prediction strategies to cause inaccurate pre-
diction. Increasing the diversity of the population at this

time will make up for the bad effect caused by inaccurate
prediction.

In this paper, an adaptive population diversity main-
tenance strategy similar to that in [46] was adopted. The
strategy adaptively introduced a corresponding number of
random individuals according to the difficulty of the problem
to be solved. Generally, the more complex the problem is,
the greater the possibility of inaccurate prediction will be.
Therefore, more random individuals need be introduced
to make up for the bad influence brought by inaccurate
prediction to a greater extent. And, at this time in DOPS,
there were a big number of random individuals produced. On
the contrary, the simpler the problem is, the more accurate the
prediction is. At this time, the introduction of more random
individuals will bring bad results. At that time in DOPS,
the number of random individuals introduced happened
to be small, even 0. Algorithm 5 describes the process in
detail.

3.4. The Detailed Description of DOPS. DOPS is under
the dynamic framework in Section 2.1. When the environ-
ment changes, DOPS reinitializes the population to respond
quickly to the environmental change. The detailed descrip-
tion of DOPS is shown in Algorithm 6.

4. Test Problems and Performance Indicator

4.1. Test Problems. In [52], DMOPs are generally divided into
4 categories according to the location of changes in the test
problems as follows:

(1) PS changes, but PF does not change.
(2) PS does not change, but PF changes.
(3) PS and PF change together.

(4) PS and PF do not change.

However, the first three are often encountered. These
test problems come from three test suites: FDA test suite
[52], dMOP test suite [53], and F5-F10 [37]. Among them,
FDA4 and F8 have three objectives, but the other problems
have two objectives. In addition, the decision variables
of FDA and dMOP suites are linearly correlated between
each other, while the decision variables of F series are
nonlinearly correlated between each other. Therefore, the
test problems in F suite are more difficult to optimize than
those in FDA and dMOP series. In the F suite, F9 and
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Non-dom,_, and Non-dom,, respectively.

Input: Pop,_, and Pop,, the population in t and t-1 time step.

Output: Non-dom?2, the predicted t+1 time step non-dominated set.

Step 1: Layer the population in t-1and t time step, Pop,_, and Pop, and then select the
individuals in the first layer as non-dominated set, Non-dom,_, and Non-dom,;

Step 2: Calculate the boundary points of the non-dominated set in t-1 and t time step.
Step 3: Calculate the ideal point H,_, and H,, according to formula (2).

Step 4: The nearest individuals to H,_; and H, are identified as CTI,_, and CT1, in

Step 5: According to formula (7), predict the non-dominated set in the t+1 time step, Non-dom?2.

AvLGoriTHM 2: Calculating the nondominated set by the prediction strategy based on CTL.

in t time step.

1: if Nnondom, + Nmem <= psize then
2:  if Nnondom,%2 = 0 then

6: endif

7. if Nondom,%2 =1 then
8:

9:

10:

11:  endif

12:  Nnondom = Nnondom,.
13: end if

14: if Nnondom, + Nmem > psize then
15  if (psize — Nmem)%2 = 0 then

19: endif
20: if (psize — Nmem)%2 = 1 then

23:

24:  endif

25 Nnondom := psize — Nmem.
26: end if

Input: Nmem, the capacity of memory set; psize, the size of the population; Non-dom1
and Non-dom?2, the non-dominated sets obtained by the prediction methods based on
the center point and CTT, respectively; Nnondom,, the capacity of the non-dominated set
Output: The final non-dominated set in t+1 time step, Non-dom and its size, Nnondom.
3 Select (Nnondom,/2) individuals from Non-dom]1, as Non-dom1 s
4: Select (Nnondom,/2) individuals from Non-dom?2, as Non-dom?2';
5.
Non-dom = Non-dom1' + Non-dom?2'.
Select ((Nnondom, + 1)/2) individuals from Non-doml, as Non-dom1*;

Select ((Nnondom, — 1)/2) individuals from Non-dom2, as Non-dom?2";

Non-dom = Non-dom1™ + Non-dom2”™.

16: Select ((psize — Nmem)/2) individuals from Non-dom]1, as Non-dom1';
17: Select ((psize — Nmem)/2) individuals from Non-dom?2, as Non-dom?2's
18:

Non-dom = Non-dom1' + Non-dom?2'.

21: Select (psize — Nmem + 1)/2 individuals from Non-doml, as Non-dom1”;
22: Select (psize — Nmem — 1)/2 individuals from Non-dom?2, as Non-dom?2";

Non-dom = Non-dom1™ + Non-dom2~.

AvrcoriTHM 3: Calculating the final nondominated set in t+1 time step and its size.

F10 are two of the most difficult problems to optimize. In
F9, for the most part, the environment changes slightly,
but sometimes PS can occasionally jump from one area to
another. In F10, the geometry of two consecutive PFs is
different.

4.2. Performance Indicator. Two performance metrics,
MIGD and MHVD, were used to evaluate the performance
of these strategies regarding convergence and distribution.

4.2.1. Modified Inverted Generational Distance (MIGD).
MIGD [37, 41, 45, 46] is a widely used indicator. Before
MIGD, IGD metric is described firstly [37, 51, 56]. Here, let
PF, be a set of uniformly distributed Pareto optimal points of
PF in t time and let P, be an approximation set of PF in t time.
The formula is as follows:

ZvePFt d(v,P,)

IGD (PF,, P,) = IPE]
t

(8)
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Input: Nmem, the capacity of memory set; psize, the size of the population;

Pop,_, and Pop,, the population in t-1and t time step.

Output: The final non-dominated set, Non-dom and its size, Nnondom.

Step 1: Layer the Pop,, and select the individuals in the first layer as the
non-dominated set, Non-dom,, and get its capacity, Nnondom,;

Step 2: According to Algorithm 1, calculate the non-dominated set, Non-dom]1;
Step 3: According to Algorithm 2, calculate the non-dominated set, Non-dom?2;
Step 4: According to Algorithm 3, calculate the final non-dominated set, Non-dom,
and its size, Nnondom;

ALGORITHM 4: Hybrid predictive strategy.

Input: Nmem, the capacity of memory set; psize, the size of the population;
Nnondom, the capacity of the non-dominated set; Low and Up, the upper and
lower bounds of the decision vector; 1, the dimensions of the decision space.
Output: Pop,,,;, the random set and its size, Nrand.

1: if Nnondom + Nmem <= psize then

3:  forall Ind € Pop,,,; do

4 i=0;

5 while i < m do

6: Ind; = rand(Low;, Up;)
7 end while

8: end for

9: else

10: Nrand =0

1:  Pop,,; = NULL

12: end if

2:  Nrand := psize — Nnondom — Nmem

ALGORITHM 5: An adaptive diversity maintenance strategy.

whered(v, P,) = min,, P [|[F(v)—F(u)| is the distance between
vand P,. |PF,| is the cardinality of PF,.

Because the environment is dynamic, if only using simply
IGD, it is hard to judge which algorithm is better between
two algorithms in some situations [34]. MIGD is a modified
version of IGD, which is defined as the average value of the
IGD values in some time steps over a run.

1
ﬁtZTIGD (PF,, P,) (9)

MIGD =

where T is a set of discrete time points in a run and |T| is the
cardinality of T. MIGD is also a comprehensive performance
metric to evaluate the performance of algorithms, such as
convergence and distribution.

The smaller the value of MIGD is, the better the perfor-
mance of the algorithm is.

4.2.2. Modified Hypervolume Difference (MHVD). The Hy-
pervolume Difference (HVD) [34, 41] measures the gap
between the hypervolumes of the got PF and the true PF. PF,
denotes a set of uniformly distributed Pareto optimal points
of the PF in t time step and P, is an approximation set of PF
in t time step.

HVD (PF,, P,) = HV (PF,) - HV (P,) (10)
where HV(S) denotes the hypervolume of a set S.

MHVD is got by modifying HVD like MIGD to IGD.
MHVD shows the average of the HVD values in some time
steps over a run.

MHVD = LZHVD (PF,, P, (1)
Tl
where T is a set of discrete time points over a run and |T| is
the cardinality of T. The reference point for the computation
of hypervolume is (Zt1 + 0.5, Zg +0.5,..., Zﬁw + 0.5), where
Z;. is the maximum value of the j-th objective of the true PF
in t time; M is the number of objectives. MHVD is also a
comprehensive indicator. The smaller the value is, the better
the performance of the algorithm is.

5. Experimental Results and Analysis

In this paper, we chose four commonly used strategies for
comparison: (1) random initialization strategy (RIS), which
will randomly initialize the population when the environ-
ment changes, (2) feed-forward prediction strategy (FPS)
[36], (3) predictive multiobjective genetic algorithm (PMGA)
[39], and (4) population prediction strategy (PPS) [37]. RM-
MEDA [51] was used as the optimization algorithm.

5.1 Parameter Setting. In this article, set the number of
individuals in the population to 100. The running generation
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number, gmax.
Step 1: Initialize the population, Pop,.

Step 3: If t=I, go to step 1.

Non-dom and its size, N,,,iom-

Initialization: number of time change, ¢ := 0; generation counter, gt == 0; total generation

Step 2: Detect the environmental change. If no change, go to step 8;
else, calculate the non-dominated set in the current population.

Step 4: Select randomly Nmem individuals from non-dominated set, as memory set, Pop,,.,..;
Step 5: According to Algorithm 4, get the non-dominated set in t+1 time step,

Step 6: According to Algorithm 5, get the random set, Pop, ;.
Step 7: Get the predicted population in the new environment by equation ().
Pop,,, = Pop,,,,, + Non-dom + Pop,,,.. (%)
Step 8: The optimization algorithm RM — MEDA [51] is used to optimize the problem.
Step 9: If gt > gmax, output Pop,, and then end; else, gt:=gt+1; go to step 2.

ALGORITHM 6: A hybrid predictive strategy carried through simultaneously from decision space and objective space.

number of the algorithm is set as 2500. And the environment
changes once in 25 generations, so the number of environ-
mental changes is 100. The dimension of the decision space is
set as 20.

The Parameters in FPS. The number of the predicted indi-
viduals is 3(m+1) and m is the dimensions of the objective
space. Seventy percent of the remaining individuals are
inherited from the previous environment. The remaining
30% are randomly generated within the scope of the decision
space.

The Parameters in PPS. The length of the historical sequence
M is 23; the parameter p is 3.

The Parameters in DOPS. The size of memory set, Nmem, is
set to 10.

Change Detection. Five percent of the individuals were ran-
domly selected to detect environmental changes. If the objec-
tive value of an individual is detected to be inconsistent with
the original objective value, the environment is considered to
have changed.

In the experiment, we ran the algorithms 20 times on
average and then took the average values to reduce the
experimental errors.

5.2. Comparison on Performance Evaluation Results. In a
dynamic environment, in some cases, when we compare the
performance of different strategies, we need to analyze them
at different time periods [34, 37, 54, 57]. In this paper, 100
environmental changes were divided into three stages. The
first 20 environmental changes were the first stage; the middle
40 were the second stage, and the last 20 were the third stage.
The mean and standard deviation of the MIGD values were
calculated to compare the performance of the algorithms
where the data marked black indicates that the MIGD value of
the strategy is the minimum, which means that the strategy
has the best performance. Wilcoxon rank sum test [58] was
used to analyze the significance of different results at the
significance level of 0.05.

5.2.1. Performance Comparison on FDA and dMOP Test Suites.
As shown in Table 1, the five strategies were compared for the
MIGD values in the FDA and dMOP test suites. In each small
cell, this value represents the mean and standard deviation of
the MIGD value. Total represents all environmental changes,
which means 100 environmental changes.

(1) For the total stage, DOPS is slightly worse than with
FPS on FDA2 and dMOPI. But, on other problems, DOPS
is better than all other strategies. This shows that DOPS has
good overall performance. Among them, RIS has the worst
effect; that is, these prediction strategies are better than the
random algorithm. This shows that the prediction strategy is
not blind and effective in dealing with DMOPs.

(2) For the 1st stage, DOPS was slightly worse than FPS
for FDA2 and dMOP]I, but better than the other strategies for
FDA3 and dMOP2. This shows that DOPS has the ability to
respond quickly to environmental changes.

(3) For 2nd and 3rd stages, DOPS was slightly worse than
PPS on test problems FDA1, dMOP2, and dMOP3.

(4) For 3-dimensional problem, FDA4, DOPS is better
than other prediction strategies at total and 1st stages. This
shows that DOPS is effective for multiobjective optimization
problems whose objective number is bigger than 2.

MHYVD values are shown in Table 2. The results in Table 2
are almost the same with Table 1.

From these experimental results, the reasons can be
guessed. PPS needs to learn for a long time to accumulate
experience, resulting in the fact that the effect is not good in
the early stage. DOPS, on the other hand, does not require too
long time to learn but processes simultaneously from decision
space and objective space, so that it has a better prediction
effect. However, when PPS accumulates enough experience,
the prediction effect will be better. The specific performance
in 2nd and 3rd stages was better than DOPS on some test
problems. FPS showed good effect on FDAl and dMOP],
because both FDA1 and dMOP1 were invariant PS problems.
In FPS, 70% of the newly generated individuals were inherited
from the optimal solutions in the previous environment, so
FPS showed better results on the two test problems than the
other four strategies.



Wireless Communications and Mobile Computing

TABLE 1: Mean and Standard Deviation of MIGD values of five strategies on FDA and dMOP test suites. The values in bold face denote having
the best effect in these five strategies.  and T indicate that DOPS is significantly better than and is equivalent to the corresponding strategy,

respectively.
Problems Statistic RIS FPS PMGA PPS DOPS
Total 1.3155(0.03030) 0.0516(0.00864) % 0.0581(0.00316) 0.0528(0.00913)# 0.0303(0.00623)
DAL st stage 1.2215(0.07518) 0.2090(0.04391)%  0.0634(0.00658) 0.2406(0.04615)# 0.1102(0.03141)
2nd stage 1.3310(0.04145) 0.0151(0.00117)% 0.0567(0.00606)% 0.0102(0.00103) 0.0113(0.00021)
3rd stage 1.3447(0.04696)% 0.0134(0.00084)% 0.0581(0.00316) % 0.0062(0.00008) 0.0113(0.00028)
Total 0.0500(0.00078)% 0.0085(0.00068) 0.4435(0.01275)% 0.0097(0.00075) 0.0100(0.00042)
EDA2 st stage 0.0491(0.00115) 0.0198(0.00332) 0.5137(0.04302) 0.0232(0.00317)F 0.0213(0.00237)
2ndstage  0.0503(0.00123)f  0.0060(0.00034) 0.4269(0.01171)# 0.0070(0.00068) 0.0073(0.00015)
3rd stage 0.0501(0.00130)% 0.0056(0.00003) 0.4435(0.01275)% 0.0060(0.00004) 0.0074(0.00009)
Total 1.7564(0.06554) 0.0645(0.00927)% 0.7617(0.00886)% 0.0941(0.01582)% 0.0388(0.00442)
FDA3 Ist stage 1.5737(0.12477)% 0.2084(0.04439)% 0.7552(0.01274)% 0.3209(0.07801)% 0.1302(0.02582)
2nd stage 1.7709(0.11832) 0.0305(0.00339)% 0.7610(0.01097)% 0.0420(0.00821)% 0.0170(0.00160)
3rd stage 1.8287(0.11044) 0.0303(0.00421) 0.7617(0.00886) 0.0384(0.00675)% 0.0171(0.00207)
Total 0.4566(0.00922)% 0.1414(0.00337)% 3.7558(0.00341)% 0.1307(0.00205)% 0.0171(0.00207)
FDA4 Ist stage 0.4390(0.02098)* 0.1629(0.00852)% 0.1583(0.00239)% 0.1660(0.00816)% 0.1368(0.00365)
2nd stage 0.4594(0.01512)% 0.1376(0.00427)% 4.6121(0.01405)# 0.1247(0.00278)% 0.1368(0.00365)
3rd stage 0.4622(0.01131)% 0.1386(0.00340)% 3.7558(0.00341)% 0.1231(0.00283)+ 0.1368(0.00365)
Total 0.6386(0.01427) 0.0072(0.00115) 0.2437(0.01891) 0.0379(0.05152) 0.0105(0.00102)
AMOPI st stage 0.6486(0.03460)% 0.0195(0.00610) 0.2037(0.02545)% 0.1413(0.21119) 0.0234(0.00512)
2nd stage 0.6383(0.02790)% 0.0043(0.00008) 0.2724(0.02718)# 0.0209(0.02865)# 0.0075(0.00012)
3rd stage 0.6341(0.01865)# 0.0043(0.00007) 0.2437(0.01891)% 0.0057(0.00002) 0.0074(0.00018)
Total 1.6968(0.05407)% 0.0622(0.00788)% 0.1451(0.00650) 0.0607(0.01023) 0.0379(0.00504)
AMOP2 st stage 1.6332(0.08749)% 0.2552(0.03931)% 0.1774(0.01274) 0.2799(0.05178)% 0.1416(0.02592)
2ndstage  1.7087(0.09220)% 0.0170(0.00113) 0.1384(0.00727) 0.0111(0.00103) 0.0131(0.00029)
3rd stage 1.7150(0.06717) 0.0159(0.00080)% 0.1451(0.00650) 0.0061(0.00006) 0.0134(0.00020)
Total 1.3215(0.03752) 0.0523(0.00654)% 0.0581(0.00316)% 0.0527(0.01084)% 0.0312(0.00889)
AMOP3 st stage 1.2558(0.08243) 0.2124(0.03335) % 0.0634(0.00658) 0.2403(0.05530) 0.1158(0.04631)
2nd stage 1.3319(0.05383)% 0.0149(0.00077)%  0.0567(0.00606)% 0.0101(0.00093) 0.0112(0.00022)
3rd stage 1.3423(0.06014)% 0.0136(0.00076) 0.0581(0.00316) 0.0062(0.00010) 0.0111(0.00035)

5.2.2. Performance Comparison on F5-FI0. As shown in
Table 3, mean values and standard deviation of MIGD values
are put into it. From Table 3, some things can be seen.

For two-dimensional problems, F5, F6, and F7, DOPS
is better than the other four strategies in total, 1st,and 2nd
stages. This shows that DOPS still has better performance on
problems where there are the nonlinear relationships between
decision variables. But, in the third stage, the effect is slightly
worse than PPS. The explanation in Section 5.2.1 can be
used here. PPS needs to accumulate experience; when accu-
mulating enough experience, it will show better results. For
particularly complex problems F9 and F10, DOPS performed
better at all stages than the other four strategies, possibly
because the problems were so complex that the predictions
of the FPS and PPS were inaccurate. The prediction in DOPS
carried through simultaneously from the decision space and
objective space can alleviate this situation. Coupled with
the adaptive diversity maintenance strategy in DOPS, the
effect of DOPS is better. In addition, in Tables 1 and 3, the
standard deviation of DOPS is relatively small, which means
that DOPS is robust. This is because DOPS simultaneously
predicts from decision space and objective space, so that the

two predictions are complementary to each other, making
DOPS more robust to deal with various problems.

Table 4 shows the MHVD values on F5-F10. The results
are almost identical with Table 3, but it seems better on F5.
For F5, DOPS is better than the other strategies on all stages.

5.3. Final Population Diagram. In order to compare the per-
formance of various strategies more intuitively, we selected
the final population distribution diagram of five strategies on
four test problems with different characteristics. As shown
in Figures 6-9, the blue line represents the true PF of
the population at time t, and every red dot represents an
individual in the population. As the test problem is FDAI in
Figure 6, the PF of the test problem is invariant, so 6 moments
were selected to observe the effect, while in other problems 8
moments were selected.

At certain moment, the more individuals are closer to
the PF at that moment, indicating that the effect is better.
As shown in Figures 6 and 7, the effect is almost identical
to that shown in Tables 1 and 2. In the early stage, many
individuals in DOPS converge to the PF surface. While in
other strategies fewer individuals converge to the PFE. In the
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TABLE 2: Mean and Standard Deviation of MHVD values of five strategies on FDA and dMOP test suites. The values in bold face denote
having the best effect in these five strategies. + and T indicate that DOPS is significantly better than and is equivalent to the corresponding

strategy, respectively.

Problems Statistic RIS FPS PMGA PPS DOPS
Total 1.2328(0.01073)% 0.0968(0.01053)% 0.1326(0.00669) 0.0948(0.01448) 0.0507(0.00401)
EDAL Ist stage 1.2145(0.01900) 0.3680(0.05223)# 0.1424(0.01292) 0.4192(0.07139)% 0.1566(0.01827)
2nd stage 1.2353(0.01564)% 0.0342(0.00249)% 0.1302(0.00557) % 0.0222(0.00227) 0.0255(0.00062)
3rd stage 1.2390(0.01275)% 0.0305(0.00222) 0.1301(0.01206)# 0.0133(0.00022) 0.0257(0.00062)
Total 0.0714(0.00125)# 0.0320(0.00079) 0.7283(0.01669)% 0.0325(0.00072) 0.0330(0.00067)
EDA2 Ist stage 0.0719(0.00221)% 0.0372(0.00413) 0.9557(0.05030)%  0.0405(0.00408)t 0.0396(0.00322)
2ndstage  0.0714(0.00209)% 0.0306(0.00026) 0.6743(0.00871)% 0.0301(0.00029) 0.0314(0.00014)
3rd stage 0.0711(0.00188) 0.0310(0.00004) 0.6742(0.00871)% 0.0310(0.00005) 0.0315(0.00010)
Total 1.9361(0.01767) % 0.7761(0.01825)% 0.8604(0.00959)% 0.8420(0.02751)+ 0.6712(0.00683)
EDA3 Ist stage 1.9195(0.04820)% 1.0479(0.05214) 0.9852(0.01236)# 1.2829(0.14896) 0.7806(0.00898)
2nd stage 1.9387(0.02533)% 0.7167(0.01667)+ 0.8310(0.01652)% 0.7436(0.01854)% 0.6377(0.01288)
3rd stage 1.9414(0.02960)% 0.7064(0.01855)% 0.8310(0.02220)% 0.7310(0.02692)% 0.6528(0.00784)
Total 1.3838(0.01837) % 0.4249(0.01308) 1.3108(0.01204) 0.3818(0.00756) 0.3410(0.00648)
FDA4 1st stage 1.3392(0.03975)% 0.4993(0.03182)+ 0.4503(0.00852) 0.5100(0.02893)% 0.4030(0.01961)
2nd stage 1.3942(0.02764)% 0.4051(0.01404)% 1.5138(0.01953)% 0.3541(0.01032)% 0.3239(0.00633)
3rd stage 1.3945(0.02189)+ 0.4093(0.01419)% 1.5165(0.01596) % 0.3487(0.01104)+ 0.3287(0.00605)
Total 1.1531(0.01823)% 0.1501(0.00097) 0.4267(0.03460) 0.1688(0.03108)F 0.1505(0.00098)
AMOPI Ist stage 1.0885(0.04142)% 0.1180(0.00484) 0.3385(0.05409)% 0.1715(0.09166) 0.1178(0.00341)
2nd stage 11718(0.03312)% 0.1577(0.00018) 0.3985(0.02189)% 0.1780(0.03702)+ 0.1586(0.00044)
3rd stage 1.1651(0.02816) 0.1576(0.00020) 0.4968(0.04069)% 0.1583(0.00015)F 0.1580(0.00086)
Total 1.2672(0.01126)% 0.2156(0.01314) 0.2138(0.01806) 0.2190(0.01537)% 0.1718(0.00203)
AMOP2 1st stage 11689(0.02085)% 0.4303(0.06200)% 0.2783(0.02538)% 0.4484(0.07664)% 0.2107(0.01138)
2ndstage  1.2967(0.02139)% 0.1656(0.00309)% 0.1933(0.01614)# 0.1709(0.00237)% 0.1619(0.00049)
3rd stage 1.2844(0.02055)% 0.1636(0.00140) 0.2036(0.02210) 0.1581(0.00015) 0.1632(0.00062)
Total 1.2282(0.00948) 0.0972(0.00848)% 0.1326(0.00669)+ 0.0947(0.01470)% 0.0521(0.00452)
dMOP3 1st stage 1.2046(0.02570)% 0.3695(0.04400)% 0.1424(0.01292) 0.4193(0.07355)% 0.1654(0.02333)
2nd stage 1.2317(0.01575)% 0.0340(0.00172)% 0.1302(0.00557) 0.0219(0.00206) 0.0254(0.00040)
3rd stage 1.2359(0.02242)% 0.0312(0.00184)% 0.1302(0.01206) 0.0133(0.00024) 0.0250(0.00069)

latter stages, DOPS and PPS work best. As can be seen from
Figures 8 and 9, the effect of the final population distribution
diagram is almost consistent with that in Tables 3 and 4.
Both F6 and F10 are complex problems, especially F10. As can
be seen from Figure 9, on RIS, FPS, PMGA, and PPS, few
individuals converge on PF, while there are more in DOPS,
indicating that DOPS has better effect on complex problems.

6. More Discussion

From the previous sections to see, DOPS is effective for
DMOPs. However, DOPS is a hybrid prediction strategy: it
includes the prediction strategy based on the center point
and the prediction strategy based on CTI. In order to more
accurately judge the role of the two strategies playing in
dealing with DMOPs, the two strategies were compared
experimentally. Here, only two strategies are compared and
the memory set and the random set are no longer needed.
The forms of the two strategies here are similar to formulas (6)
and (7). But in formulas (6) and (7) the meanings of Pop,i and
Pop;*! have changed. Instead of representing individuals in
a nondominated set, they represent individuals in the whole

population. The prediction strategy based on the center point
is called CPS, while the prediction strategy based on CTI is
called IPS. CPS and IPS were compared on five test problems
with different characteristics. The characteristics of the five
test questions are shown in Table 5. As shown in Table 5, the
number of objectives, change types, and relationship between
decision variables are listed.

The MIGD comparison results of CPS and IPS on the five
problems are shown in Table 6. From Table 6, we can observe
the following.

(1) On dMOP3, the MIGD values of IPS are lower than
CPS at all stages. This means that IPS is better than CPS in
the problem of fixed PE This may be because CT1 is a special
point on PE. When PF is constant, CTT can be used to judge
the evolution direction of the population and the location and
distribution of PF in the new environment more accurately.

(2) On F5, the MIGD values of CPS are smaller than
IPS at all stages. This shows that the effect of CPS is better
than effect of IPS on the problem with nonlinear relationship
between decision variables; that is, on relatively complex
problems, CPS is better than IPS. This may be because when
dealing with nonlinear problems, only CTT is not enough to



Wireless Communications and Mobile Computing

t=5
1 o
05
0
0 05 1
f1
t=5
1
Q05
0
0 05 1
f1
t=5
1
0
0 05 1
fl
t=5
1
& 05 Q
0
0 05 1
f1
t=5
1
Q05 o
0
0 05 1
f1
1
t=15
0.75 =20
/
Q05
025 | =
t=10
0
0 02505075 1
fl
1
0.75
Q05
025

0
0 02505075 1
f1
(a) RIS

0 02505075 1
fl

(b) FPS

0
0 02505075 1

f1
(c) PMGA

0 .
0 02505075 1

f1
(d) PPS

FIGURE 7: Final population distribution of the five strategies on dMOP2.

t=50 . t=70
O S|
0.5 1 0 0.5 1
f1 f1
t=50 t=70 t=90
1 1
0.5 & 05
0 0
0.5 1 0 0.5 1 0 0.5
f1 f1 f1
t=10 t=15 . t=50 1 t=70 . t=90
1 1
0.5 0.5 0.5 0.5 & 05
0 0 0 0
0 05 1 0 0.5 1 0 0.5 1 0 05 1 0 0.5
f1 f1 f1 f1 f1
(c) PMGA
t=10 t=15 - t=70 =90
. . t=50 ) i
0.5 205 Q05 05
0 0 0 0
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5
fl f1 f1 f1
(d) PPS
t=10 t=15 t=50 t=70 =90
1 1 1 1
0.5 Q05 Q05 05 &5
0 0 0 0
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 0 0.5
f1 f1 f1 f1 f1
(e) DOPS
FIGURE 6: Final population distribution of the five strategies on FDAL
1 _ = 1
0.75 4 0 0.75
Q 0.5 Q 05
t=5
0.25 0.25
t=10 N
0 0 ' 0
0 0.250.50.75 1 0 0.250.50.75 1 0 02505075 1
f1 f1 f1
1 1 1
0.75 0.75 {4 0.75
Q05 Q 05 Q0.5
0.25 0.25 0.25

0 02505075 1
f1

(e) DOPS



12

Wireless Communications and Mobile Computing

TABLE 3: Mean and Standard Deviation of MIGD values of five strategies on F5-F10. The values in bold face denote having the best effect in
these five strategies.t and 1 indicate that DOPS is significantly better than and is equivalent to the corresponding strategy, respectively.

Problems Statistic RIS FPS PMGA PPS DOPS
Total 11439(0.04184)% 0.1852(0.08194)% 3.1110(0.07348)% 0.2323(0.07728)% 0.0442(0.01145)
- st stage 11844(0.06775)% 0.5886(0.41127)% 2.4771(0.36662)F  1.0473(0.36248)% 0.1467(0.05625)
2ndstage  11344(0.04050)% 0.1088(0.02892)% 32192(0.24029)%  0.0664(0.02698)%  0.0201(0.00147)
3rd stage 1.1341(0.06016) 0.0746(0.02526)% 3.1110(0.07348)+ 0.0169(0.00131) 0.0197(0.00085)
Total 0.5399(0.01228)% 0.0548(0.01680)% 1.2521(0.01678)# 0.0751(0.04238)* 0.0241(0.00281)
- st stage 0.6958(0.03924)% 0.1291(0.07744)% 1.2312(0.06075)%  0.3084(0.20490)% 0.0515(0.01462)
2ndstage  0.5103(0.01898)% 0.0404(0.00820)%  1.2799(0.03064)%  0.0269(0.00916)% 0.0171(0.00035)
3rd stage 0.4956(0.01674)%  0.0352(0.00504)% 1.2521(0.01678)% 0.0143(0.00050) 0.0181(0.00060)
Total 0.6165(0.01535) 0.1273(0.02343)+ 1.2892(0.08301)% 0.1006(0.04024)%  0.0451(0.01848)
F7 Ist stage 0.6764(0.03353)% 0.3499(0.10311)% 1.3816(0.11334)% 0.4575(0.20361)% 0.0451(0.01848)
2nd stage 0.6009(0.01925)% 0.0879(0.02554)% 1.2468(0.09617)% 0.0208(0.00415)% 0.0160(0.00054)
3rdstage  0.6037(0.02552)%  0.0642(0.02467)% 1.2892(0.08301)% 0.0133(0.00055) 0.0165(0.00037)
Total 0.9083(0.02482)+ 0.1418(0.00363) T 0.3795(0.00647)+ 0.1455(0.00463)+ 0.1408(0.00249)
F8 Ist stage 0.7666(0.04113) 0.1944(0.01645) 1 0.3978(0.02375)+ 0.2106(0.02369)* 0.1760(0.01330)
2nd stage 0.9473(0.04443)+ 0.1313(0.00293) 0.3708(0.00756)F 0.1335(0.00198) 0.1316(0.00167)
3rd stage 0.9366(0.02643)+ 0.1309(0.00169) 0.3795(0.00647)+ 0.1301(0.00250) 0.1333(0.00238)
Total 11923(0.03253)% 0.3542(0.06750) 2.5320(0.11486) 0.6186(0.19477)% 0.1305(0.02763)
"o st stage 1.2308(0.10033)% 0.9770(0.19262)% 4.2814(0.09784)% 2.5294(0.95190)%  0.4243(0.20966)
2nd stage 1.1787(0.06723)% 0.2203(0.07491)% 1.2583(0.00682)+ 0.2632(0.09615)% 0.0613(0.02554)
3rd stage 11875(0.04852) 0.2012(0.08490)% 2.5320(0.11486) 0.0819(0.01601)% 0.0602(0.02883)
Total 1.0691(0.04720)% 0.4280(0.05312)% 0.7665(0.05569)t  0.5097(0.09978)% 0.1388(0.03141)
- st stage 11510(0.07724)% 0.6341(0.12031)% 11785(0.25386) 1.5974(0.44011)% 0.2993(0.09248)
2ndstage  1.0608(0.04913)% 0.4188(0.05751)% 0.6958(0.01573)%  0.3004(0.08774)% 0.1162(0.03636)
3rd stage 1.0385(0.07501) 0.3499(0.06662)%  0.7665(0.05569)%  0.2150(0.04395)% 0.0852(0.01222)
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FIGURE 8: Final population distribution of the five strategies on F6.

accurately judge the PF or PS in the new environment, and
the error will be smaller if the center point is used.

(3) For FDA2, CPS performed better in the total and 1st
stages than IPS. This indicates that CPS is faster and more
accurate than IPS in responding to environmental changes

with invariant PS problems. But in the 2nd and 3rd stages,
CPS is slightly less effective than IPS. For 3-dimensional
problem, FDA4, the effect is similar to that of FDA2. This
may be because, with the progress of the prediction process,
the judgment of CTI will become more and more accurate,
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TABLE 4: Mean and Standard Deviation of MHVD values of five strategies on F5-F10. The values in bold face denote having the best effect in
these five strategies. ¥ and t indicate that DOPS is significantly better than and is equivalent to the corresponding strategy, respectively.

Problems Statistic RIS FPS PMGA PPS DOPS
Total 1.3849(0.01419) % 0.4745(0.07067)% 1.7364(0.01230)+ 0.4845(0.05354)% 0.2923(0.01296)
F5 Ist stage 1.5641(0.03251)% 0.9525(0.29421)% 1.8196(0.04988)+ 1.3391(0.21636) % 0.4868(0.06892)
2nd stage 1.3441(0.01687)% 0.3951(0.05421)% 1.7344(0.03510) % 0.3148(0.04150) 0.2463(0.00293)
3rd stage 1.3406(0.02808)# 0.3269(0.04382)% 1.6988(0.01811)% 0.2483(0.00111)% 0.2459(0.00219)
Total 0.9995(0.01531)% 0.3050(0.03246)% 1.5555(0.00974)% 0.3436(0.04867)% 0.2483(0.00122)
F6 Ist stage 1.3182(0.04079)% 0.4923(0.14787)t 1.7031(0.03430) % 0.7177(0.22655)% 0.3684(0.03515)
2nd stage 0.9273(0.02093)+ 0.2646(0.02006)% 1.5148(0.01269) 0.2626(0.01394)% 0.2481(0.00091)
3rd stage 0.9204(0.02104)% 0.2565(0.00858)t 1.5259(0.03027)% 0.2468(0.00105) 0.2483(0.00122)
Total 1.0988(0.01522)% 0.4448(0.04393)% 1.5220(0.02041)% 0.3625(0.02877)% 0.2654(0.00732)
- Ist stage 1.3190(0.03876) 0.8952(0.17527)% 1.7286(0.01664)% 0.8413(0.14139)% 0.3448(0.03924)
2nd stage 1.0465(0.02740) % 0.3599(0.05159)% 1.4745(0.02450)% 0.2509(0.00448)% 0.2469(0.00117)
3rd stage 1.0464(0.02178)% 0.3157(0.04522)% 1.4715(0.02634)% 0.2467(0.00126) T 0.2463(0.00204)
Total 2.2789(0.02309)% 0.3797(0.00916)+ 0.9777(0.02016)% 0.3954(0.01577)% 0.3783(0.00758)
- st stage 2.1534(0.06297)% 0.5431(0.04274)% 1.0026(0.06811)% 0.6076(0.07844)% 0.4932(0.03185)
2ndstage  2.3030(0.02905)% 0.3413(0.00900) 0.9828(0.04316)% 0.3504(0.00781)+ 0.3474(0.00564)
3rd stage 2.3144(0.03879)% 0.3405(0.00750) 0.9609(0.01666)% 0.3397(0.00780) 0.3547(0.00668)
Total 1.3930(0.01395)% 0.6393(0.08717)% 1.7018(0.01392)% 0.6481(0.07278)% 0.3643(0.00475)
Fo st stage 1.5966(0.03298)% 1.2334(0.16517)% 1.9478(0.00387) 1.6530(0.26199%) 0.7094(0.08916)
2nd stage 1.3371(0.01545) 0.5259(0.10356)% 1.7470(0.02775)% 0.5175(0.10465)% 0.2814(0.01612)
3rd stage 1.3523(0.03077)% 0.4705(0.12764) 1.5398(0.00912)% 0.3014(0.02611) 0.2834(0.02490)
Total 1.3534(0.01879)+ 0.8905(0.07059)% 1.1394(0.02832)% 0.7476(0.05592)% 0.4360(0.04524)
F10 Ist stage 1.5587(0.03333)+ 1.2692(0.11566) % 1.7628(0.10585)% 1.5369(0.09760)+ 0.7386(0.11058)
2nd stage 1.3022(0.02225)% 0.8541(0.09269)% 1.0906(0.03339)+ 0.6028(0.09317)% 0.3880(0.06687)
3rd stage 1.3071(0.02902) 0.7471(0.10528) 0.8921(0.00826) 0.5175(0.07129)% 0.3403(0.01635)
TABLE 5: Five test problems with different characteristics.
Problems Number of objectives Changes types Relati.olnship b.etween
decision variables
FDA2 2 PF changes; PS is fixed Linear
FDA4 3 PF is fixed; PS changes Linear
dMOP3 2 PF is fixed; PS changes Linear
F5 2 PF changes; PS changes Nonlinear
F10 2 PF changes; PS changes Nonlinear

TABLE 6: Mean and Standard Deviation of MIGD values of CPS and IPS. The values in bold face denote having the better effect in these two

strategies.
Problems Strategy Total Ist stage 2nd stage 3rd stage
EDAS CPS 0.0087(0.00138) 0.0165(0.00138) 0.0073(0.00180) 0.0063(0.00120)
IPS 0.0087(0.00064) 0.0187(0.00228) 0.0068(0.00133) 0.0058(0.00048)
EDA4 CPS 0.1521(0.00348) 0.1679(0.00649) 0.1489(0.00323) 0.1479(0.00513)
IPS 0.1530(0.00408) 0.1797(0.00843) 0.1468(0.00648) 0.1467(0.00477)
dMOP3 CPS 0.1551(0.01011) 0.2850(0.03400) 0.1210(0.02425) 0.1275(0.01648)
IPS 0.1349(0.01312) 0.2160(0.04473) 0.1074(0.01234) 0.1239(0.02219)
b5 CPS 0.5321(0.07584) 0.6463(0.24566) 0.5106(0.11876) 0.4995(0.10182)
IPS 0.6699(0.21041) 0.7706(0.29603) 0.7780(0.41179) 0.5141(0.08521)
F10 CPS 2.1766(0.21428) 1.6762(0.30120) 2.4446(0.16529) 2.1462(0.31530)
IPS 1.9126(0.16360) 1.4834(0.31371) 2.0169(0.43282) 2.0120(0.45767)
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FIGURE 9: Final population distribution of the five strategies on F10.

so the prediction with CTT will become more and more
accurate.

(4) For F10, we can see that IPS is better than CPS at all
stages. This is a very strange phenomenon because F10 is the
most complex among these problems. Its two consecutive PFs
have different shapes and CTI is a point on PE IPS is better
may be because of two reasons as follows.

(a) Due to the complexity of F10, the prediction method
based on the center point is not effective.

(b) The PF shape of F10 is suitable for IPS to predict.

In order to more intuitively observe the effect of CPS and
IPS, we drew the trend chart of IGD of two strategies on
dMOP3 and F5 with the change of environment. The smaller
the IGD value is, the better the algorithm performance is.
As shown in Figure 10, the abscissa represents the time step,
which means that in which change the environment lies, and
the ordinate represents the IGD value at that time step. The
effect shown in Figure 10 is almost identical to that shown in
Table 6. For example, on dMOP3, in the early stage, IPS is
much better than CPS; in the later stage, IPS is slightly better
than CPS.

7. Conclusion and Future Work

In this paper, a hybrid prediction strategy is proposed,
which is carried through in decision space and objective
space simultaneously. Mixed prediction strategy includes
center point-based strategy and CTI-based strategy. The two
strategies predict simultaneously from the decision space and
objective space and obtain the predicted nondominant set of
the next environment.

Nondominant set is the main body of the predicted
population and plays an important role in guiding the
evolution of population. In addition, in order to deal with
the problem with periodic changes, some optimal individuals
in the current population are introduced into the predicted
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FIGURE 10: IGD trend comparison of CPS and IPS over number of
changes for 20 runs on dMOP3 and F5.

population as memory set. Finally, a random set is introduced
into the population. The number of the random individuals in
the random set can vary adaptively according to the difficulty
degree of the problem. The more difficult the problem is,
the more random the individuals are in the random set and
vice versa. Then, the two prediction strategies in the hybrid
prediction strategy were compared to study the role of each
strategy in solving the problem. Through experiments, it can
be observed that both strategies have their own test problems
that are suitable to solve. The two prediction strategies are just
combined, so that they are complementary to each other to
deal with DMOPs.

By comparing DOPS with four classical prediction strate-
gies on 13 test problems with different characteristics, it can
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be seen that DOPS is effective in dealing with DMOPs. In
addition, we will try to apply DOPS to practical problems,
like scheduling resources in integrating 5G networks and
the Internet of things, and make contributions to human
development.
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Enabling nonorthogonal multiple access (NOMA) in device-to-device (D2D) communications under the millimeter wave
(mmWave) multiple-input multiple-output (MIMO) cellular network is of critical importance for 5G wireless systems to support
low latency, high reliability, and high throughput radio access. In this paper, the closed-form expressions for the outage probability
and the ergodic capacity in downlink MIMO-NOMA mmWave cellular network with D2D communications are considered, which
indicates that NOMA outperforms TDMA. The influencing factors of performance, such as transmission power and antenna
number, are also analyzed. It is found that higher transmission power and more antennas in the base station can decrease the

outage probability and enhance the ergodic capacity of NOMA.

1. Introduction

With the rapid growth of a variety of 5th-generation wireless
systems commercial requirements, like 8k video, cloud VR,
unmanned driving, smart city, etc., the demands on high data
rates, low latency, and high reliability of wireless communica-
tion are increasing rapidly. As the core technologies of 5G, the
wide bandwidth and large scale antenna arrays can be used
by mmWave MIMO to provide high data rates. Meanwhile,
NOMA can increase the spectral efficiency of transmission
so that more data is transmitted over the same bandwidth
spectrum. At the same time, due to the short communication
distance, D2D communication can obtain lower transmission
power and lower delay to ensure the battery availability and
system reliability. Therefore, combined with MIMO-NOMA
and mmWave in D2D communications, the throughput of the
entire cell system can be improved.

D2D communication was noticed as a viable candidate
for some certain applications such as proximity services,
content sharing, multiparty games, and coverage discovered
with business purposes in the 3rd-Generation Partnership
Project (3GPP) Long-term Evolution (LTE) 12th and 13th
editions [1, 2]. By sharing the same resource blocks with
downlink cellular users, D2D communication is a useful
technology which can enhance the spectrum efficiency and

system capacity successfully. Due to the short communica-
tion distance, D2D pairs can communicate with each other
directly without being relayed by the base station which can
reduce transmission power, increase transmission reliability,
and extend system range [3, 4]. Since the cellular user and
the D2D user coexist, if the D2D user and the cellular user
are not well coordinated, it will not bring any benefits and
may affect the communication of the normal cellular user.
According to the literature [5], based on the overlapping
coalition formation game theory, the authors have proposed
a method to conduct joint interference management and
resource allocation in the D2D communications. In addition,
a new interference management strategy has been discussed
to enhance the overall sum rate of cellular networks and
D2D pairs which has combined the conventional mechanism
and &p-interference limited area control scheme [6]. Fur-
thermore, a graph theoretic approach for transmission-order
optimization scheme in bidirectional D2D communications
underlaying cellular TDD networks has been introduced in
the [7]. Meanwhile, the authors in [8] have considered a
continuous beamforming vector design for all cellular users
and the D2D pairs association vector search algorithm to
maximize the capacity of the cellular users and D2D pairs.
In order to reduce the interference between the cellular users
and D2D pairs, a combining call admission control and power
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control scheme under guaranteeing QoS of every users in
the cellular network has been presented in [9]. Besides, it is
significant that the NOMA and MU-MIMO can also improve
the overall system throughput in the cellular network with
underlaid D2D communications, which have been proposed
in [10].

As the core technology of 5G, NOMA can serve mul-
tiple users in the same resource block, such as a time
slot, frequency channel, or spreading code. Compared to
the orthogonal multiple access, NOMA can provide a set
of visible benefits such as greater spectrum efficiency and
higher system throughout [11-15]. There are two available
NOMA technology categories, namely, power-domain and
code-domain NOMA, widely used in the cellular network.
This paper focuses on the power-domain NOMA which
divides the users in power-domain. On the transmitter sides,
signals from multiple users are transmitted at the same
resource blocks. On the receiver sides, the multiuser detec-
tion algorithms, such as successive interference cancellation,
have been utilized to detect the signal, regarding the weak
signal as the interference, and decode the strong signal while
cancelling the strong signal to detect the weak signal [16, 17].
Aiming at enhancing system capacity and user fairness, the
authors have presented a novel resource and power allocation
technique which can provide a flexible balancing between
capacity and fairness maximization in [18]. Meanwhile, the
optimum received power levels of uplink NOMA signal have
been proposed in [19]. Furthermore, comparing with OMA
in massive connectivity, NOMA can supply more users than
OMA because of the limited number of supported users by
the amount of the available resources [20-22]. In addition,
the analytical outage probability expression for each user has
been derived in the downlink cooperative NOMA network
over Nakagami-m fading channels in [23]. Since the perfect
channel state information at the transmitter side is nearly
impractical for many communication scenarios, the literature
[24] presented a practical downlink NOMA system over the
Nakagami-m fading channels with statistical CSI associated
with each other. At the same time, the authors attempted to
combine the NOMA and MIMO to accomplish high spectral
efficiency [25, 26]. Additionally, the outage probability of the
massive MIMO-NOMA system has been derived with perfect
user-ordering and limited feedback [27]. Besides, the scheme
discussed in [28] required that the number of antennas at the
receiver is larger than that at the transmitter instead of the CSI
at the transmitter. In [29], the optimal and low complexity
suboptimal power allocation schemes have been proposed
to maximize the ergodic capacity of MIMO-NOMA system
with statistical channel state information in the transmitter
over Rayleigh fading channel. Also, the authors in [30] have
proposed a cluster beamforming strategy which can optimize
beamforming vectors and power allocation coeflicients in
MIMO-NOMA system to decrease the total power. In addi-
tion, NOMA can improve the achievable rate greatly in the
D2D-aided cooperative relaying system in the literature [31].

Nowadays, as spectrum resources become increasingly
scare, the mmWave band with a wider spectrum becomes a
natural choice for large-volume content services [32]. Mean-
while, benefitting from the small wavelength of mmWave,
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the large scale antenna arrays can be adopted easily. Com-
bining the high gain directional antenna and beamforming
technology enabled by massive antennas, the high data rates
can be reached within a 200-meter mmWave cellular network
which has high path loss in mmWave band [33]. In the
literature [34], the authors have proposed that the base station
which is equipped with a large antenna array can serve
a set of users through the users precoding with massive
MIMO. Furthermore, the literature [35] has proved that
the orders of magnitude are increased in spectral efficiency
with massive MIMO which can offer more multiuser gain.
However, as for MIMO in conventional cellular frequency
band, the beamforming precoding is totally achieved in the
digital domain which can cancel the interference between
different beams. In order to realize the precoder in the digital
domain, a dedicated RF chain is needed by every antenna.
But it is difficult for the mmWave base station with large scale
antennas whose energy consumption is a large part of the
total energy consumption at mmWave frequencies due to the
wide bandwidth [36]. At the same time, the authors in [36]
have discussed a successive interference cancellation-based
hybrid precoding method with near-optimal performance
and low complexity which can maximize the achievable
subrate of each subantenna array and avoid the need for
singular value decomposition and matrix inversion. Addi-
tionally, the literature [37] has proposed an interference-
aware beam selection which can avoid serious multiuser
interferences to reduce obvious performance loss. Besides,
the authors in [38] have proposed a practical design of hybrid
precoders and combiners with low-resolution phase shifters
in mmWave MIMO systems adopting an iterative algorithm
for hybrid precoders and combiners to optimize the spectral
efficiency. Moreover, the MIMO capacity has been computed
over the Nakagami-m fading channel in [39] and the closed-
form expressions for outage probabilities achieved by NOMA
users in a multicell downlink mmWave network have been
obtained over a Poisson cluster point process. Moreover,
a fine-grained performance analysis over Poisson bipolar
model of the mmWave D2D communication networks was
provided in [40]. The literature [41] has presented an in-
depth capacity analysis for the integrated NOMA mmWave-
massive-MIMO systems which can achieve significant capac-
ity improvements.

Because of the large link attenuation and weak coverage
in the MIMO-NOMA cellular network, the D2D communi-
cation can be used to enhance service for cell edge users. In
this paper, the outage probability and the ergodic capacity are
proposed in the downlink MIMO-NOMA cellular network
with D2D communications. The remaining part of this paper
is organized as follows. In Section 2, we introduce a system
model of the downlink MIMO-NOMA cellular network
with multiple direct D2D pairs underlaying communication.
The closed-form expressions of the performance analysis
including the outage probability and the ergodic capacity
are given in Section 3. Finally, the numerical results in
Section 4 validate the theoretical analysis and demonstrate
that the system capacity can be improved by the inte-
grated MIMO-NOMA in the mmWave network with D2D
communications.
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FIGURE 1: System model of D2D-aided mmWave MIMO-NOMA.

2. System Model

The paper considers a downlink NOMA, MU-MIMO
mmWave cellular network with multiple direct D2D pairs
underlaying communications where the cellular users are
randomly distributed. The same mmWave resources are used
by the cellular user and D2D pairs with NOMA. The mmWave
MIMO-NOMA D2D communication system model is shown
in Figure 1. The base station is equipped with multiple
antennas, which can generate high directional and high gain
beams for cellular users. There are Q cellular users with signal
antenna and P D2D users with signal antenna in the cellu-
lar network, which are denoted as CU;, CU,,...,CU, and
DU,,DU,,...,DU,. The D2D pairs are randomly distributed
in the edge of the cellular network and there is no direct link
between the base station and the D2D pairs [10].

2.1. NOMA Signal. In beam n, we assume that u(n, 1),
u(n, 2), ...,u(n, K) are scheduled on the same radio resource
with NOMA, K > 2, where CU of k;, in the beam n is denoted
as u(n, k). x,, is the transmitted signal by the base station in
the beam #, which is the sum of all K user signals.

K

Xn = Z \//\u(n,i)PnSu(n,i)’ (1)

i=1
where A,y is the power ratio of k;, user, A, <

K .
Ayl < Ayl and Yp; Ak = 1. P, is the total power
in the beam 1, S,,(,,4, is the normalized transmitted signal of

kyy, user in the beam n, and E([[S,,(,, k) %) = 1.

2.2. Channel Model. As for the large scale fading, the
mmWave link is similar to that used in [33]; the large scale
fading L(r), in dB, is modeled as

L(r) = p+10xlog(r), (2)

where p = 32.4 + 201log(f,), f. is the carrier frequency, « is
the path loss exponents, and r is the distance from transmitter
to receiver.

As for the small scale fading, the Nakagami-m fading is
considered for each link. A, 1), B pyni)> By p are donated as
the link of base station to cellular user, D2D user to cellular
user, and D2D user to D2D user whose modular square is
normalized Gamma random variable [39]. And when H is
normalized Gamma random variable, which is denoted as
H ~ Gamma(w,y), the probability density function f(x)
and Cumulative Distribution Function F(x) of H are

b ey
fx)= r@ ¢ 3)
w-1 1 )
1- foje_x/w, x>0
F(x) = ]:o]!v/" (4)
0, otherwise.

2.3. Directional Beamforming. The base station with
mmWave band is equipped with multiple antennas which
can generate high directional and high gain beams. The actual
antenna pattern is modeled as the sectorized antenna model
approximately for the sake of mathematical tractability [42].
Generally the maximum power gain is adopted to replace
the array gain within the half-power beam width (main lobe
gain), and the first minor maximum gain is used to replace
the gains of the other DoAs (side lobe gain). According to
the literature [39, 40], when the antenna pattern is a planar
square, the total array gain from base station to the user is
G(nk) Where

T, mainlobe )
G nk = 5
) 7, sidelobe,



where T = L, 7 = 1/sin*(37/2VL) and L is the number of
antennas.

2.4. Received Signal. For downlink MIMO-NOMA transmis-
sion, the cellular user u(n, K) will receive the sum of signal
from base station and the signal from D2D transmitter at
the same time. In addition to receiving the D2D transmitted
signal, the D2D receiver DU, will also receive the interference
signal from the other D2D users. Without loss of generality,
we assume there are N beams and M D2D pairs in the cellular
network; then the received signal of cellular user y,, s and
the received signal of D2D user Yp, can be formulated as

N M
hu(n,k)zG(n,k)xn + Z PohounigSp + Mgy (6)

yu(n,k) =
n=1 p=1
M
yDP = Z hp pSp’ + ”DP’ (7)
p'=1

where h,,;, is the channel gain for downlink u(n, K),
IIhH(,, ol = Myl = lhyg ol Apu is the channel
gain between DU} and u(n, K), and hp p s the channel gain
from DU, transmitter to DU, receiver. G, is the total
beamforming array gain from base station to u(n, K). x,, is the
superimposed signal by the total K u(n, k) in the beam n. Pp,
is the transmitted power of DUp. S, is the signal transmitted
by DU, and [E(||Sp||2) = 1. Meanwhile n,,,, ;) and np, are the
i.i.d. white Gaussian noise with zero mean and one variance
at cellular user u(n, k) and D2D user DU, which is denoted
as My o> Mp, ~ EN(0,1).

We denote the SINRs of u(#, k) and DU}, in the downlink
NOMA-MIMO cellular network as y,,,, 1) Ypu,- Without loss
of generality, the interbeam interference is ignored in this
paper. In the meantime, the perfect SIC is used to prevent
error propagation in the NOMA users in the paper. Using (1)
in (6) and (7), y,(ux) and Ypu, can be formulated as

_ /\u(n,k)P "h nk)G(n,k)“2

= (8)
y”(”’k) Iﬁn,k) + Iu(nk + Oﬁ
oyl
D, = IBP—“LGﬁ’ 9
where
k-1
unk) Z}Lu(nk)P “hu(nk)G(nk)" (10)
unk) ZPD ”hP "u(nk) “2’ (11
D d 2
Ip, = > P “hp’p" : (12)
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3. Performance Analysis

In this section, we present the performance analysis of
D2D-aided mmWave MIMO-NOMA system. Specifically, the
closed-form expressions for the performance metrics (i.e., the
outage probability and the ergodic capacity) are presented
in the following. Without loss of generality, in the beam
n, k-th CUs are adopted with NOMA in one beam, k €
{1, 2R, 1y = 17,2, and one DU is randomly distributed
at the edge of the beam. Three events are considered in this
system.

Event 1. According to the NOMA successive interference
cancellation (SIC) principle, user 1 obtains the information
intended for user 2 with y,_,, and removes it. When
decoding the information intended for user 2, user 1 cancels
it successfully with y,.

Y1—2
)‘u(n,Z)Pn "]/‘u(n,l)G(n,l)"2 (13)
2 b
Au(n,l)Pn "hu(n,l)G(n,l)"2 + PD ||hpu(n,1)|' + 0-5

" )Lu(n,l)Pn ||hu(n,12)G(n,l)"2. (14)
Pp g + 2

Event 2. User 2 decodes the signal with y,, treating user 1 as
interference.

N 2o P G

Y2 = 2 2, (15)
Au(n,l)Pn ||hu(n,2)G(ﬂ,2) " + PD “hpu(nl) || + aﬂ

Event 3. The DU receiver only receives signals from the DU
transmitter, whose SINR is denoted as b,

2
- m, (16)

I,
3.1. Outage Probability. In this section, we study the outage
probability of CU and DU. The outage probability of the user
1, user 2, and DU is given by P*, P3| PO

Pout = P(log(l +)/1—>2) <R, or log(l +Y1) <R )

-1 17)
—P(log(1+y,_,,) 2R,)P(log(1+7y,) =R,),

Py = P(log(1+y,) <R,), (18)

Pyt =P (log(1+yp) < Rp), (19)

where R;, R,, R, are the target rates of user 1, user 2, and DU.

Firstly, we consider the outage probability of user 1 P*/;
then P(log(1 + y,_,,) < R,) can be rewritten as P(y,_,, <
2R _ 1), so we set

F(m,a,b,c,d) = p( aH, < m) . (20)

bH, + dH, + ¢
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According to (13),(20), we can get

p (yl_,z <2k 1) =F(m,a,b,c,d) = E, , (m), (21)

where a = A5 PG, 1% b = Ay PGl d = Pp,
¢ =0m=2%—1,and H, = [l ~
H, = |1yl ~ Gamma(n, 0); then

Gamma(w, v),

F (m)—P(—a ! <m>
N—2 ¥ \bH, + dH, +¢
= Pl ——— < d 22
L <by+dH2+c m>fH1(y) Y @)

0

© ay —bmy —cm
=J p<%§Hz>le()’)d)’

In order to determine if (ay — by — cm)/dm < 0, we set
® = cm/(a—bm). When ® < 0, (ay —bmy —cm)/dm < 0, so
P((ay — bmy — cm)/dm < H,) = 1; therefore
(m) = 1. (23)

Yl—»z

When @ > 0, which is m < a/b,

0]
E,  (m )—J fu, (y)dy

+ LCD fu, (v) dy.

We set o = (a — bm)/dm, § = —c/d, and

" Dy -5
(m) = J g Way+ ——— ) —
Frs 1 “T (@) £ j16)
1 )i 25)
: jm (ay + B! & @OV ot oy g,
[}
As for (x + a)f = Z’;:O ( ’]‘) x'a*J | then
_ inj—i —p/0
Fhﬁz - wr(w)ZOﬂGJZ( )Ofﬂ e
, J 0 (y) it e @ortrg (26)
[0}

+ L@ fu, (v)dy

We set

ax c (_1)kk' k n—
J(a,n,x)=e ;T(k)x k (27)
=0
Then by substituting (27) into (26), E,
denoted as

2(m) can be

n-1

_ UL (N i e
Fyl_.z - wr(w ZW;(I)aﬁ e

o (5+5)wr1-19)

D n-1
+J fu, (y)dy = ;Z ,16]

0 yer (w)

-i(@d@4 )

Similarly, by adopting different parameters with
a,b,c,d, which is shown in Table 1, we can obtain
F, ,(m),F, (m),E, (m).

In addition, when H; = IIhM,II2 ~ Gamma(w, ¢),
PDIIhPPIIZ/Uﬁ ~  Gamma(w, (PD/ai)qS). Hence F},D(m) is
denoted as

wf 1 j ~x02/Pog
F, im=1-) ——————xJe /0% (29)
Y .
7 i=0 j! ((Pp/a?) ¢)’

Finally, the outage probability of user 1, user 2, and DU
can be evaluated by F,,  (m),F, (m),F, (m), F, (m), which
are formulated as

Pout 1- (1 N FV14»2 (2R2 N 1))

(30)

«(1-F, (2% -1)),
P =F, (2% -1), (31
Py =F, (2% -1). (32)

3.2. Ergodic Capacity. The ergodic capacity is the average
capacity of channel which can be defined as the instantaneous
end-to-end mutual information expectations and denoted as

Cerg = E [log, (1 +y,)] + E [log, (1 +,)]

+ E [log, (1+yp)].

(33)
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TABLE 1: Parameters of the outage probability.

a b c d
Fylﬂz (m) Au(n,l)Pﬂ "G(n,l)”2 ’\u(n,Z)Pn "G(n,z)"2 arzl PD
Fm (m) ’\u(ml)Pn "G(n,l)”2 0 Oﬁ PD
E,,(m) Mo P lG M P lG o, Pp
The ergodic capacity of the system can be obtained by Based on (36), we start with E[x] and E[x*], which can
substituting (14), (15), and (16) into (33), which is formulated be written as
as

E[EHI+EH2]

C C
P, |1y G,
Cm:[g{logz( Mt Pt G >]
PD"hpunl +o; ijm

(Zx+20) 5 0 £ () dudy

+E [logZ <1 OOO Oa o /4 (37)
| [, ()i [(S)r0a
. " Aun2 Pa ";iluz(n,z)G(T) I? - >:| © Ellog, (1 . Py |E:2Pp“ ) . p . p
Mty Pu 1Mun2) G ™ + Po [|Ppuim|| + o0 " _ _
puln?) = Z[E(x)+z[E(y)— E(UI//+ ZI’]G,
=F [logz (1 + M ||hu || i—D hpu(n.l) z):|

gt P ()
e o (Pl [T (2 y) £ £ (7)dxdy
J, (%

| ] -[M(2) s+ [ (i—y)zf(y)dy

P,
2
Ty

pu(n,1)

Ay P |G I P
u("laizm I + D"hpu(ﬂz

(38)
) . NE 2ad
-E [Ing <1 + % "hpu(n,Z) + (WM) + J J ¢ xyf (X) f ()’) dXdy
" " o Jo
2 Pp |k : 2 2
Nrueal )] +E {bgz(H L”P“” . = (a_2> (w+ 1w (1//)2 + (d—2> (n+1) 11(6)2
c c
+ 2Lda) 0
In order to compute (34), we first compute the first item of c? e
the formula. As we set before, a = /\u(n,1)Py,||G(n,1)||27 d = Pp,
c= Gﬁ, H, = ||hu(n,1)||2 ~ Gamma(w,y), H, = ”hpu(n,l)"2 ~ By substituting (37) and (38) into (35), we can obtain the
Gamma(n, ), we can get first item of formula (34), which can be denoted as
M ||G(n1 || E [log2 (1 + EH1 + gHz)] = log, (e)
E [tog, (14 2B lConl B
(35) a d

P d
* a_lg |'hp”(”>1)||2>:| =E |:10g2(1 + ng + ;Hz] .

(@20 y) + (/) n ) ) |

2(1+ (a/c)wy + (d/c 9)°
According to the literature [43, 44], we can get (L+ (@/e)wy + (d/e) n6)

Similarly, we can set a, b, ¢, d as different parameters
E [ xz] — (E[x])? to obtain the other items of the formula (34) and then pull
— =+ °  (36) everything together. The asymptotic result for the ergodic

Eln(l1+x)] =In(1+E[x]) - -
2(1+E([x]) capacity of the consider system can be obtained.
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4. Numerical Results

In this section, the outage probability and the ergodic capacity
of MIMO-NOMA mmWave cellular network with D2D
communications are investigated. The effects of different
parameters on the probability of outage and ergodic capacity
are analyzed such as the base station transmission power, the
number of base station antennas, the power ratio of NOMA
user, and the distance between D2D users. In order to verify
the performance of the system, the traditional TDMA theme
is adopted as the comparison between the two users of each
beam. In particular, the time slot is equally divided by the two
users. Hence the capacity of this theme is Ryp4, which is
denoted as

1
Rrppa = 5 (log (1 +y;) +log(1+7v,)). (40)

A simplified cellular network system is discussed for the
performance analyzed here. The carrier frequency is 28GHz
which is commonly used for wireless broadband service.
There are 16 antennas in the base station whose coverage
radius is 100m. There is single antenna with D2D user. And
the distance between D2D users is 30m. Meanwhile, the
transmission power of base station and D2D users is 5 dbm.
In addition, there are 8 NOMA users and 4 D2D users
in the cellular network. The path loss exponent is set as
3. Furthermore, the small scale fading is denoted as H ~
Gamma(2, 1) which is simplified for the simulation.

4.1. Outage Probability. In this section, we consider the
outage probability of the NOMA far user and near user.

Figure 2 depicts the outage probability in the different
base station transmission power with R, = 5 bit/s/Hz and
R, = 3.32 bit/s/Hz. As the base station transmission power
increases, it can be seen that the outage probability of the
NOMA users decreases with the exponential form. Further-
more, the performance of each user’s outage probability in
the NOMA scheme is significantly better than the TDMA,
and the closed-form solution obtained is consistent with the
Monte Carlo simulation results.

In Figure 3, the impact of antenna number in the base
station on the outage probability (R, = 5.64 bit/s/Hz and R,
= 4 bit/s/Hz) is presented. The simulation results effectively
verify that the number of antennas of the base station
can decrease the users’ outage probability in the MIMO-
NOMA mmWave cellular network, thereby improving the
throughput of the system under the limited time-frequency
resources. As can be seen from Figure 3, the number of
antennas has a greater impact on user 2 than user 1. When the
number of antennas is 36, the outage probability of the system
is satisfied which can balance the number of RF chains and
the system performance. Then the NOMA scheme performs
better than the traditional TDMA in the mmWave MIMO
cellular network with D2D communications.

In Figure 4, we discuss the influence of the power ratio
coeflicient in the cellular network between the NOMA users.
It can be seen that the outage probability (R, = 4 bit/s/Hz and
R, =3 bit/s/Hz) of the two users in NOMA is balanced when
the power ratio coeflicient is approximately 0.2.
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In Figure 5, the effect of the distance between D2D users
is considered. The figure indicates that the outage probability
(R, =5bit/s/Hz and R, = 3.32 bit/s/Hz) of the NOMA users is
reduced in the form of an exponent when the distance of D2D
user is linear growth. Since the distance between D2D users is
increasing, the interference from the D2D transmitter to the
NOMA user is weak. Hence, the throughput of the NOMA
users is improved, while the outage probability is dropping.
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4.2. Ergodic Capacity. In this section, the total ergodic
capacity is considered in the MIMO-NOMA mmWave cel-
lular network with D2D communications. It can be seen
that the numerical results are consistent with the closed-
form solution which is better than the traditional TDMA.
Meanwhile, the transmission power and the number of base
station antennas have a greater impact, and the power ratio
coefficient and the distance between D2D users have less
effect.

In Figure 6, the impact of the transmission power of base
station on the ergodic capacity is considered in the MIMO-
NOMA mmWave cellular network with D2D communica-
tions. It is shown that the ergodic capacity is growing linearly
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with the increase of transmission power. In addition, the
ergodic capacity of the system we proposed is higher than the
traditional TDMA. Hence, in order to improve the ergodic
capacity of the system, we can increase the base station
transmission power as much as possible without affecting
others.

As the number of the base station antennas is increasing,
it is indicated that the ergodic capacity can be improved
better than the traditional TDMA in Figure 7. Benefiting
from the length of mmWave, more and more antennas can
be equipped for the base station. At the same time, we need
to balance the improvement in ergodic capacity brought by
the increasing of the number of antennas and the power
consumption and hardware requirements of the increase in
RF chains to determine the final number of antennas.

In Figure 8, the ergodic capacity is affected by the
change of the power ratio coefficient of the NOMA users
in the MIMO-NOMA mmWave cellular network with D2D
communications. It can be seen that the total ergodic capacity
changes slowly with the increase of power ratio.

In Figure 9, since the interference from the D2D users is
decreasing, the total ergodic capacity is improved with the
increase of the distance between the D2D users in the MIMO-
NOMA mmWave cellular network. It can also be seen that
the ergodic capacity in the MIMO-NOMA mmWave cellular
network is always better than the traditional TDMA.

5. Conclusion

In this paper, the outage probability and the ergodic capacity
of the NOMA in the MIMO-NOMA mmWave cellular
network with D2D communications are studied. The closed-
form solutions of the outage probability and the ergodic
capacity are obtained, which are consistent with the numeri-
cal results. Meanwhile, the performance of NOMA is shown
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to be better than traditional TDMA in the MIMO mmWave
cellular network with D2D communications. Furthermore,
the higher transmission power of base station and the larger
antenna array can also improve system performance.
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