Sustainable and Resilient Transport

Infrastructure

Lead Guest Editor: Sara Moridpour
Guest Editors: Xiaobo Qu, Nirajan Shiwakoti, and Samiul Hasan




Sustainable and Resilient Transport
Infrastructure



Journal of Advanced Transportation

Sustainable and Resilient Transport
Infrastructure

Lead Guest Editor: Sara Moridpour
Guest Editors: Xiaobo Qu, Nirajan Shiwakoti, and
Samiul Hasan



Copyright © 2021 Hindawi Limited. All rights reserved.

This is a special issue published in “Journal of Advanced Transportation.” All articles are open access articles distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor

Gongalo Homem de Almeida Correia, The

Netherlands

Editorial Board

Kun An, China

José M. Armingol, Spain
Vittorio Astarita, Italy

Socrates Basbas, Greece
Francesco Bella, Italy
Abdelaziz Bensrhair, France
Maria Calderon, Spain
Juan-Carlos Cano, Spain
Giulio E. Cantarella, Italy
Maria Castro, Spain

Mei Chen, USA

Nicolas Chiabaut, France
Steven I. Chien, USA

Maria Vittoria Corazza, Italy
Luca D'Acierno, Italy

Andrea D'Ariano, Italy
Alexandre De Barros, Canada
Stefano de Luca, Italy

Rocio de Oiia, Spain

Luigi Dell'Olio, Spain

Cédric Demonceaux, France
Lelitha Devi, India

Sunder Lall Dhingra, India
Roberta Di Pace, Italy

Dilum Dissanayake, United Kingdom
Jing Dong, USA

Yuchuan Du, China
Juan-Antonio Escareno, France
Saber Fallah, United Kingdom
Zhixiang Fang, China

Haneen Farah, The Netherlands
Francesco Galante, Italy

Yuan Gao, China

Indrajit Ghosh, India

Ricardo Giesen, Chile
Ren-Yong Guo, China
Yanyong Guo, China

Md. Mazharul Haque, Australia
Jérome Ha#rri, France

Evelien van der Hurk, Denmark
Hocine Imine, France

Erik Jenelius, Sweden

Rui Jiang, China

Peter J. Jin, USA

Sheng Jin, China

Mehmet Karakose, Turkey

Lina Kattan, Canada

Mehdi Keyvan-Ekbatani, New Zealand
Victor L. Knoop, The Netherlands
Alexandra Kondyli, USA

Alain Lambert, France

Michela Le Pira, Italy

Ludovic Leclercq, France
Seungjae Lee, Republic of Korea
Jaeyoung Lee, USA

Zhi-Chun Lj, China

Ruimin Li, China

Keping Li, China

Christian Liebchen, Germany
Dung-Ying Lin, Taiwan

Yue Liu, USA

Chung-Cheng Lu, Taiwan

Tom Hao Luan, China

Filomena Mauriello, Italy

Luis Miranda-Moreno, Canada
Rakesh Mishra, United Kingdom
Tomio Miwa, Japan

Andrea Monterit, Italy

Sara Moridpour, Australia
Giuseppe Musolino, Italy

Jose E. Naranjo, Spain
Aboelmagd Noureldin, Canada
Mehdi Nourinejad, Canada
Eneko Osaba, Spain

Eleonora Papadimitriou, The Netherlands
Dongjoo Park, Republic of Korea
Paola Pellegrini, France

Luca Pugi, Italy

Hesham Rakha, USA

David Rey, Australia

Meaad Saberi, Australia

Nirajan Shiwakoti, Australia
Ziqi Song, USA

Amanda Stathopoulos, USA
Lijun Sun, Canada

Jinjun Tang, China




Richard S. Tay, Australia
Daxin Tian, China
Alejandro Tirachini, Chile
Long Truong, Australia
Avinash Unnikrishnan, USA
Pascal Vasseur, France
Antonino Vitetta, Italy
Francesco Viti, Luxembourg
S. Travis Waller, Australia
Jianjun Wu, China

Hongtai Yang, China
Shamsunnahar Yasmin, Australia
Vincent F. Yu, Taiwan

Jacek Zak, Poland

Guohui Zhang, USA

Jing Zhao, China

Zuduo Zheng, Australia
Ming Zhong, China

Yajie Zou, China



Contents

Sustainable and Resilient Transport Infrastructure
Sara Moridpour (), Xiaobo Qu(), Nirajan Shiwakoti, and Samiul Hasan
Editorial (2 pages), Article ID 1576315, Volume 2021 (2021)

A New Method Based on Field Strength for Road Infrastructure Risk Assessment
Yi Li(®) and Yuren Chen
Research Article (13 pages), Article ID 6379146, Volume 2018 (2018)

A State-of-the-Art Review on Empirical Data Collection for External Governed Pedestrians Complex

Movement
Xiaomeng Shi("), Zhirui Ye ("), Nirajan Shiwakoti, and Offer Grembek
Review Article (42 pages), Article ID 1063043, Volume 2018 (2018)

Causation Analysis of Hazardous Material Road Transportation Accidents by Bayesian Network Using
Genie

Xiaoli Ma (), Yingying Xing (), and Jian Lu

Research Article (12 pages), Article ID 6248105, Volume 2018 (2018)

Impact of a Lower Conservation Budget on Road Safety Indices
M. Rojo (1), H. Gonzalo-Orden (%), A. Linares (), and L. dell'Olio
Research Article (9 pages), Article ID 9570465, Volume 2018 (2018)

Reliability-Based Estimation of Traffic Interruption Probability due to Road Waterlogging

Manuel Contreras-Jara, Tomas Echaveguren (), José Vargas Baecheler, Alondra Chamorro Giné (), and
Hernan de Solminihac Tampier

Research Article (12 pages), Article ID 2850546, Volume 2018 (2018)

Innovative Bike-Sharing in China: Solving Faulty Bike-Sharing Recycling Problem
Shan Chang ("), Rui Song (), Shiwei He (%), and Guo Qiu
Research Article (10 pages), Article ID 4941029, Volume 2018 (2018)

Hierarchical Matching of Traffic Information Services Using Semantic Similarity
Zongtao Duan (19, Lei Tang ("), Zhiliang Kou (), and Yishui Zhu
Research Article (12 pages), Article ID 2041503, Volume 2018 (2018)

Flexible Emergency Vehicle Network Design considering Stochastic Demands and Inverse-Direction
Lanes

Hua Wang(»), Ling Xiao, and Zhang Chen

Research Article (14 pages), Article ID 2524838, Volume 2018 (2018)



https://orcid.org/0000-0001-9113-7739
https://orcid.org/0000-0003-0973-3756
http://orcid.org/0000-0002-2580-7500
http://orcid.org/0000-0002-8511-3295
http://orcid.org/0000-0002-8869-8161
http://orcid.org/0000-0001-8075-2031
http://orcid.org/0000-0002-3893-3151
http://orcid.org/0000-0002-0218-6043
http://orcid.org/0000-0003-4747-4433
http://orcid.org/0000-0003-1777-2333
http://orcid.org/0000-0002-4855-4403
http://orcid.org/0000-0003-0919-7578
http://orcid.org/0000-0003-1632-5988
http://orcid.org/0000-0001-9466-6468
http://orcid.org/0000-0003-2519-5556
http://orcid.org/0000-0002-4588-858X
http://orcid.org/0000-0002-3817-3869
http://orcid.org/0000-0002-9920-7751
http://orcid.org/0000-0001-5465-610X
http://orcid.org/0000-0002-4011-8682
http://orcid.org/0000-0002-9431-8620
http://orcid.org/0000-0002-7150-5247
http://orcid.org/0000-0002-7835-8235

Hindawi

Journal of Advanced Transportation
Volume 2021, Article ID 1576315, 2 pages
https://doi.org/10.1155/2021/1576315

Editorial

WILEY

Hindawi

Sustainable and Resilient Transport Infrastructure

Sara Moridpour ,! Xiaobo Qu )2 Nirajan Shiwakoti,” and Samiul Hasan*

'Civil and Infrastructure Engineering Discipline, School of Engineering, RMIT University, GPO Box 2476,

Melbourne 3001, Australia

2Department of Architecture and Civil Engineering, Chalmers University of Technology, Gothenburg, Sweden
*Manufacturing, Materials and Mechatronics Discipline, School of Engineering, RMIT University, GPO Box 2476,

Melbourne 3001, Australia

*Department of Civil, Environmental, and Construction Engineering, University of Central Florida, Orlando, FL, USA

Correspondence should be addressed to Sara Moridpour; sara.moridpour@rmit.edu.au

Received 3 December 2018; Accepted 2 March 2021; Published 16 March 2021

Copyright © 2021 Sara Moridpour et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is

properly cited.

Transport infrastructure is the lifeline of modern economy
and significantly contributes to economic growth and our
well-being. Transport infrastructure is not just about moving
people and goods, but it is also an essential part of the
continued economic growth and social development of
countries. Our transport infrastructure is also increasingly
complex and subject to a range of hazards or failures. A
sustainable and resilient transport infrastructure provides
access to jobs and other services with minimum environ-
mental impacts and is able to withstand disruption and absorb
disturbance by adapting to changing conditions, including
climate change. This special issue aims at identifying and
discussing a range of challenges that are faced in delivering
safe, sustainable, and smart transport infrastructure as well as
introducing innovative approaches to resolve these problems
and challenges. We hope that this special issue would attract a
major attention of the peers. 25 papers were submitted to this
special issue, 8 of which were accepted for publication. As the
guest editors of this special issue, we would like to summarize
the 8 accepted papers as follows.

A paper authored by Y. Li and Y. Chen [1] focuses on
evaluating the impact of road infrastructure on driving
safety. This paper proposes two models to quantify the
impact of road infrastructure on drivers. The models
comprise four parameters including mass of vehicles, mass
of infrastructure, warning level, and kinetic energy of road
infrastructure. The models also consider the impact of
drivers’” subjective visual perception of road infrastructure.

A review paper by X. Shi et al. [2] focuses on examining
the challenges and opportunities for empirical studies on the
pedestrian’s complex movements. This paper presents a
systematic review on the empirical data collection for
multidirectional crowd complex movements.

A paper authored by X. Ma et al. [3] explores the risk
factors that influence road accidents involving hazardous
materials. For this purpose, the paper presents a Bayesian
network structure using Dempster—Shafer evidence theory.
The Bayesian network model is capable of exploring the
most probable factor or combination leading to accident,
and it can predict the occurrence of the accident by setting
the influence degree of a specific factor.

A paper authored by M. Rojo et al. [4] presents an
economic analysis and evaluates the impact of budget re-
ductions on increased accident rates. This paper focuses on
the road safety indexes in Spain as a case study. The risk of
accident, accident severity, and fatalities are considered in
evaluating the road safety index. Linear regression technique
is used in this paper to identify the relation between lower
budget and higher road safety indices.

Authored by M. Contreras-Jara et al, [5] one paper
proposes a procedure to estimate the traffic interruption
probability caused by floods (still water regime) in roads. The
procedure uses the first-order reliability method to estimate
traffic interruption probabilities, based on the difference
between the probability density functions of still water depth
and vehicle wading height. The vehicle wading height based
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on the geometric characteristics of light and heavy vehicles
was developed.

S. Chang et al. [6] present a framework to minimise the
faulty bike-sharing recycling. The framework minimizes the
total recycling costs by taking the route optimization and
loading capacity ratio as constraints. In this paper, an area in
Beijing, China, has been used as a case study to validate the
accuracy and performance of the proposed framework.

Z. Duan et al. [7] propose a multilevel matching method
for traffic information services based on semantic tech-
nology. The similarity at the function level between services
is computed by grouping the connections between the
services into inheritance and noninheritance relationships.
The paper also presents a three-layer framework with a
semantic similarity measure that requires less time and space
cost than the existing methods since the scale of candidate
services is significantly smaller than the whole trans-
portation network.

H. Wang et al. [8] present a bilevel optimization model
to design the transport network with stochastic demands
and emergency vehicle lanes. Two groups of users including
passenger car users and emergency vehicle travellers have
been considered in this paper. The bilevel optimization
model has been formulated, where the upper level model
aims to determine the optimal design of emergency vehicle
lanes and the lower level model uses the user equilibrium
principle to forecast the route choice of road users. A
simulation-based genetic algorithm is proposed to solve the
model.
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Because road infrastructures have significant impact on driving safety, their risk levels need to be evaluated dynamically according
to drivers’ perception. To achieve this, this paper proposes two field strength models to quantify the impact of road infrastructures
on drivers. First, road infrastructures are classified into two types (continuous and discrete). Then, two field strength models for
these types are proposed. Continuous field strength model describes the impact of long-belt-shape infrastructure by differential
and integral methods. Discrete field strength model describes the static and dynamic characteristics of infrastructures. This model
includes four parameters: mass of vehicles, mass of infrastructures, warning level, and kinetic energy of road infrastructures. The
field strength is a relative concept, which changes with vehicle state. At the end of this paper, risk assessment principles are listed to
clarify the nature of road infrastructure risk evaluation. A workflow of risk assessment and a case study are presented to illustrate
the application of this novel method. The result of this study shows that @ the field strength is positively related to its risk level;
@ the distribution of road infrastructure risks explains driver behaviour correctly; @ drivers tend to keep driving in low-risk area.
These findings help to explain the impact mechanism of road infrastructures on drivers, which can be applied in Al-based driving

assistance system in the future.

1. Introduction

Road infrastructures are basic components of traffic envi-
ronment. China has built more than 40,000km highway in
the last five years. In such circumstance, a large number of
roadside facilities need to be assessed. They are not only the
structure of road alignment, but also the guidance for drivers.
Past studies have proposed a lot of models and systems for
road infrastructure assessment.

(1) Studies on the Relationship between Road Infrastructure
and Driver’s Visual Perception. Drivers do not capture infras-
tructure information through direct contact. More than 80%
of such information is obtained from visual perception [1, 2].
Plenty of experiments have been done to verify it. It showed
that different traffic environment would result in different
driving intention and behaviour [3]. Road line ratio from
driver’s view was collected through field tests by Victor [4].
The results showed that it would decrease with the climb
of driver’s vision pressure. Wang et al. (2006) regarded the

road infrastructure information as a series of stimulation.
If the stimulation density from the infrastructure was in a
proper range, then driver behaviour would be safe. On the
other hand, some eye movement criteria (spot distribution,
spot strength, etc.) were used to evaluate the visual burden
caused by small radius and small angle of road alignment
[5]. The results indicated that sharp radius would result in
large visual burden for drivers. Different sweeping duration
on road condition also showed some certain impact on lane
keeping behaviour [6].

Other researchers focused on identifying such influence
at intersections where the infrastructures were more various.
Corresponding models were built to describe the relationship
between real-world experimental data and driver’s inner
pressure [7]. Werneke and Vollrath [8] did field and simulated
tests at intersections, and they concluded that poor planning
of infrastructures near intersections would lead to severe
vehicle collisions. Similar tests were conducted on mountain
highway. The cross analysis between driver’s vision pressure
and psychological tension confirmed the importance of
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proper road shoulder width and access management [9-11].
Besides, drivers’ speed adaption behaviour was proved to
vary with different road infrastructures and traffic complexity
conditions. Complex infrastructure information would sig-
nificantly result in frequent speed adaption behaviour [12].
Based on such tests and analysis, it can be seen that sci-
entific infrastructure arrangement and proper infrastructure
information are important for driving safety [13, 14].

(1) Studies on Driver’s Vision Pressure Field. As a part of
“Human-Vehicle-Road” circle, road infrastructures will influ-
ence the whole driving environment. Therefore, the risk of
road infrastructure should be assessed dynamically from the
view of its user—driver. The risk assessment is only valid when
the interaction between infrastructure and driver does exist.
Based on such understanding, driver’s vision pressure field
theory is proposed as the extension of artificial potential
field theory [15]. In his theory, there was a potential field
in which objects would attract and exclude the moving
objects, and this was the source of movement. This theory
assumed that objects were pushed under virtual force. It
has been widely applied in solving robot path planning
problem. Similarly, the moving vehicles can be regarded as
a kind of movement in a potential field composed of road
infrastructures. Then, many pressure field models were built
according to this theory: @ discrete pressure field model [16]
explained driver’s decision pattern; @ vehicle path planning
model combined pressure field theory and elastic band theory
to predict vehicle’s path (Thomas and Thorsten 2008); ®
driver’s workload theory helped to estimate the impact of
other traffic on drivers [17]. With the development of road
scanning technology, more infrastructure information and
indexes are available for precise analysis [18]. Moreover, the
pressure field was simulated to visualize its impact on vehicle
movement [19]. These studies helped to quantify the impact
of road infrastructures on drivers, and such impact was
also known as driving safety field proposed by Wang et al.
[20, 21]. In driving safety field, road infrastructures were the
sources of static potential field that had an important role
in collision warning algorithm. Based on this, a dynamic 3D
virtual hazard potential field model was built to calculate the
field energy of infrastructures for driving decision assistance
[22, 23]. It can be seen that the whole road environment
is a physical field, and the road infrastructures build the
framework of it (Ni 2013).

Past studies mainly focus on four aspects: @ the rela-
tionship between pressure field and real road environment;
@ what is the physical rule of this pressure field; & how
to explain such field phenomenon from drivers view; ®
how to apply this theory in road risk assessment. Therefore,
driver’s vision pressure field still needs a deep study on the
interaction between road infrastructures and drivers. This
paper will focus on its application on risk assessment of road
infrastructure.

(3) Studies on Road Infrastructure Risk Assessment Methods.
Road infrastructure assessment is a major topic in traffic
safety. In India, planning and building safe road infrastruc-
ture have been proposed as a high priority [24].

Journal of Advanced Transportation

To reduce the negative influence of road infrastructures,
the project MARVin in Austria built a database which
included accident data and road parameters (radius, gradient,
etc.). The risk of road infrastructure was assessed through
comparison between tested road and nonaccident road. Two
roads shared similar parameters, but they had different speed
limits or weather conditions. Then high-crash-risk road
sections or infrastructures can be spotted [25]. A similar
method was used in risk model proposed by Appleton [26].
By comparison with benchmark road in New Zealand, the
researcher got personal risk and collective risk scores. The
score was the product of risk level and feature extent. Zhang
and Hu [27] built a modified Bayesian network model to
assess the facility risks on freeways, in which traffic data or
field survey data were applied to calibrate parameters of the
model. The results showed that smaller model result resulted
in higher facility risk, and the threshold was 0.5. Bayesian
network was also applied in multirisk assessment of road
infrastructure system, and fully probabilistic approach was
adopted to integrate multirisk interactions at both hazard and
fragility levels [28].

Road infrastructure assessment is also a part of macro-
scopic road management, which focuses on road-user risk
caused by road infrastructure. CEDR-project developed a
risk assessment framework to obtain the risk of pavement,
structure, and drainage in network level for most of the Euro-
pean road administrations [29]. Specifically, systematic risk
model described the relationship among road infrastructure,
vehicle, and driver. Multidimensional probability distribu-
tion quantified cause-and-effect chain of the risk impact of
infrastructure on vehicle [30]. Other studies took the concept
of infrastructure risk as collision risk. No collision means no
risk [31]. Besides, improper facility was also a main reason for
unsafe behaviour, such as speeding [32], distraction [33], and
run-off-road crashes [34, 35].

Recently, intelligent vehicles which can collect vehicle
movement and roadside information have been widely devel-
oped. With such technology, a series of experiments were
conducted in northern Virginia. The results indicated that
wide shoulder had significant impact on driver behaviour
change [36]. Severe accidents would increase with improper
slopes, bends, or pavement surface conditions for HGV
(Heavy Goods Vehicles) [37].

It can be seen that past studies on risk assessment of
road infrastructure mainly focused on performance com-
parison and systematic assessment. They presented general
comments, but they ignored the interaction between infras-
tructures and users (e.g., drivers) [38]. Recently, Scott-Parker
et al. [39] have tested drivers stress in response to different
infrastructures, but they did not explain its impact mecha-
nism. To overcome this weakness, this paper regards drivers
as assessors of road infrastructures. Their subjective visual
pressure is the key to evaluate the risk levels of nearby facili-
ties. Corresponding field strength models and risk assessment
methods are discussed in detail in this paper. This helps to
quantify the relationship between driver behaviour and road
infrastructures, and it also presents a better understanding on
the nature of road infrastructure risk assessment. The concept
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FIGURE I: Conceptual image of pressure field from driver’s view.

of pressure sources and field strength models may become the
foundation of risk assessment system.

This paper is organized as follows. Section 1 introduces
the achievements and weaknesses of past studies on driver’s
vision pressure field and road infrastructure risk assessment
methods. Section 2 classifies some common road infras-
tructures based on pressure sources. Section 3 describes
the field strength model of two road infrastructure types.
Section 4 presents some assessment principles and a case
study. Section 5 concludes the achievements and limits of this

paper.

2. Classification of Road Infrastructure Based
on Pressure Sources

In a complex traffic system, road infrastructure is a critical
part. It does not have direct contact with vehicles, but it
has influence on driver behaviour. In this paper, we define
this mechanism as pressure field, which is not visible but
measurable. Figure 1 shows a conceptual image of pressure
field from driver’s view.

The chance of direct collision between vehicle and road
infrastructure is small; however driver behaviour continu-
ously changes under the restrictions of nearby road infras-
tructures (including road geometry, road facilities, and other
road users). This means that the pressure field is similar to
gravity field, electric field, and magnetic field, which can
force the vehicles to accelerate, decelerate, or change lane.
If the risk level of road infrastructure is too high, it will
form a stressful road environment for drivers, which may
lead to unsafe driver behaviour. Therefore, a scientific risk
assessment method for road infrastructure is necessary to
understand and quantify such impact.

As the basis of road infrastructure assessment, we first
need to classify some common road infrastructures. The clas-
sification is based on physical features of road infrastructures.

Although other factors like weather, visibility, time of day; etc.
may also have some impact on driver behaviour [40, 41], we
eliminate these factors by experiments only on sunny days
during 8:00 to 15:00 with good visibility in this research.

There are various shapes of infrastructures on road,
but most of them are continuous type and discrete type.
Continuous road infrastructures have continuous impact on
the vehicles during the driving process. They are mostly long-
belt-shape facilities standing or attaching to the road surface.
Discrete road infrastructures are arranged separately on road.
Although there are many kinds of discrete infrastructures,
they can be mainly divided into two types: independent and
centralized. Typical independent discrete infrastructures are
traffic signs or signals. Centralized discrete infrastructures
consist of a number of independent discrete infrastructures,
such as disperse barriers. Tables 1 and 2 show some typical
continuous and discrete road infrastructures, respectively.

The road infrastructures have two kinds of effect on
vehicles: exclusion and attraction. The exclusion effect forces
the vehicles to keep a certain distance from pressure sources.
The attraction effect, however, leads the vehicles to move
towards the pressure sources. Table 3 shows the pressure effect
of some typical pressure sources.

Some elements in Table 3 are listed in both exclusion and
attraction columns because they show different impacts on
different vehicle types. For example, bus lane has attraction
effect on buses in rush hour. However, it shows exclusive
effect on other cars. Besides, in off-peak hours it becomes
an ordinary lane, and it has no restriction at all. Meanwhile,
some elements only have attraction effect on some vehicles
in some specific circumstances. For example, emergency
parking lane has no effect on normal vehicles, but it has great
attraction effect on out-of-control vehicles.

Based on the above classification and the discussion, we
will build two models to quantify the impact of these two road
infrastructure types on drivers.
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TaBLE 3: The pressure effect of typical pressure sources.

Pressure sources

Pressure effect

Exclusion Attraction
Lane marking Prohibi-tory mar.king Amber dash marl-<inbgb
Warning marking Lane dash marking
Prohibitory sign Directional sign
Warning sign Intersection waiting area®
Road sign Accommodation lane sign® Accommodation lane sign®
Intersection guide line® Intersection guide line®
Traffic signal (red/yellow) Traffic signal (green)
Guardrail Escape lane®
Barrier Crash barrier Emergency parking lane®
Working zone

Note. a. The element shows different pressure effect under different circumstances; b. the element only is shown as a certain kind of pressure effect in some
circumstances.

3. Field Strength Model of Different Road
Infrastructure Types

3.1. Continuous Road Infrastructure Field Strength Model. To
simplify the calculation, the host vehicles is represented by a
rectangle object (axbxc). The origin of the coordinate system
is the geometrical center. The positive Y-axis points to the
direction of vehicle movement. Figure 2 shows the simplified
vehicle model and coordinate system.

Because a continuous road infrastructure always has a
relative long dimension compared to other dimensions (see
Figure 2), the differential analysis can be used to select the
microsource unit of such item (ds: microunit, width=dz,
length=00). Figure 3 shows the impact of field strength of
microsource unit on vehicle in z plane.

Then, the corresponding field strength of this micro-
source unit can be calculated as follows.

dE = 2 gz = ‘

o-l oc-rr'||7c>+7 +?||2dz M

where dE is the field strength of microsource unit ds; dz is the
width of microsource unit ds; « is the reliability parameter of
continuous field source, which consists of four levels: 1-rigid,
2-semirigid, 3—flexible, and 4-traversable.

I is the boundary length of field range. When the
infrastructure is in the center of road, the field range is
centrosymmetric distributed around pressure sources. When
it locates at roadside, the range covers a 1/4 circle area around
pressure sources.

T is the characteristic parameter of continuous field
source, which shows the protection intensity of field source.
The value of this parameter depends on the “Specification
for Design of Highway Safety Facilities” (JTG D81-2017) in

China. To cover different levels of guardrail and lane marking,
7 is divided into eight levels, shown in Table 4.

According to Figures 3 and 4, the microfield source is
infinitely small along z-axis, so the vehicle is parallel to the
microfield source along y-axis. If the infrastructure locates

J

FIGURE 2: Simplified vehicle and coordinate system.

dE

Micro
source
unit
Iﬁl\ﬂ:
=
dz
h

dE: the field strength of micro source unit ds

FIGURE 3: Field strength of microsource unit.
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FIGURE 4: Static field strength (Es) and dynamic field strength (Ed) of independent pressure source.

TABLE 4: The level of characteristic parameter of continuous field
source.

Protection intensity Protection intensity

Dash lane marking A/A_ -class protection

White lane marking SB/SB,,-class protection

Amber lane marking SA/SA,-class protection

B W N~
o N N U N

B-class protection SS-class protection

in the center of road, the field strength along x-axis can be
calculated as follows.

dEsz'dz
-l

-cos 0,

T-x/\/xz—-kz2
= dz

o7\l = b/2) + (|2l - b/2 - 2/x)?

()

T |x| —b/2
—_ Z
am (x| - b/2)* + (2| - b/2 - z/x)’

Then the whole field strength function can be obtained as
follows.

h—c/2 _
E, = J L 2|X| b/2 _dz
—c/2 o (x| =b/2)" + (|z| - b/2 - z/x)
This function shows that the field strength along x-

axis will change with the distance between the vehicle and
infrastructure.

©)

3.2. Discrete Road Infrastructure Field Strength Model. Com-
pared with continuous infrastructures, discrete infrastruc-
tures not only appear occasionally but also have instruction
and guidance information. The field strength of a discrete
infrastructure consists of two parts: static field strength and
dynamic field strength (see Figures 4 and 5).

The overall field strength can be obtained as follows.

Egio = E,+ B @

where E_di; is the overall field strength of a discrete infras-

-
tructure pressure source; E, is the static field strength of a

discrete infrastructure pressure source; de) is the dynamic
field strength of a discrete infrastructure pressure source.

The concept of static field strength is similar to the field
strength of continuous sources. It reflects the inherent charac-
teristics of an independent pressure source. The distribution
of its field intensity is within the circle (in the middle of
road) or semicircle (on the side of road) around the pressure
sources. Figure 6 shows the decomposition of static field
strength.

In Figure 6, the mass center is the original point of field
strength. Its coordinate is as follows.

[[Jxu(x, y,2) dv _ [[[xdv
\%4

p Aty dr_frar
__ Jmbndr [z
m \%4

where (x,7,%z) is the coordinate of mass center; V is the
volume of field source; m is the mass of field source.

The distance (r;) between the field source and vehicle is
as follows.

= \/<\/zz+y2+

Then the static field strength can be obtained:

2 beoth, \*
z z (6)
2c059x> " <|Z| " 2C059x)

-m .
B Msouree 2=, independent pressure source
-
1
E s = n ﬁ -m. (7)

z—’ >—,  centralized pressure source,
~
i=1 1

where mg, . is the inertial characteristics of field source,
which can be quantified by mass; 8 is the warning level of
field source, which is divided into three levels; see Table 5.
Compared with static field strength, dynamic field
strength shows guidance effect on traffic flow, so it covers
only a specific direction of traffic flow. In reference to point-
charge field theory in physics, discrete pressure source and
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FIGURE 5: Static field strength (Es) and dynamic field strength (Ed) of centralized pressure source.

Traffic signal

b
(®)

FIGURE 6: Static field strength decomposition. ((a) longitudinal, (b) overlook).
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TABLE 5: Warning level of field source.
Level Infrastructure
1 Warning sign/Accommodation lane sign/Directional

sign

Prohibitory sign/Traffic signal

Disperse barrier

vehicle can be regarded as a couple of energetic bodies, so the
dynamic field strength is as follows.
B-¢ .
—, independent pressure source
-
Ed = /32 (8)
cen-{ .
centralized pressure source

2 b
&)

where r, is the vertical distance from vehicle to infrastructure,
r, = X2+ ¥% ey is the warning level of the group field

source; { is the warning kinetic energy of field source, which
is the required kinetic energy for host vehicle. For example, in
car-following situation { = (1/2)m Cmvzfmm cars i0 speed

limit situation { = (1/ z)mhostvlzimit‘

4. Risk Assessment Principles and Case Study

In this section, the above models are utilized to assess the risk
of road infrastructures with a case study.

First, some risk assessment principles need to be declared.
(In this paper, risk source is equal to pressure source.)

(1) Variability of Risk Source Type under Different Scenes.
In Section 2, we classify the road infrastructures into two
types. In the case of multisource combination, the types of
some field sources change with their directional text and time
limit. This leads to an opposite risk assessment result (see the
example of bus lane in Section 2). Therefore, before assessing
the road infrastructure risk, we should check the pressure
source type and state first.
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TABLE 6: Indexes of pressure sources.

No Infrastructure Pressure effect Indexes Mlustration
Continuous T=>

1 . Exclusion a=2 ©)

barrier

h=2.5m ® \

2 Lane marking Attraction Dash line ® Tl -
3 D1sc1jete Exclusion msource:225kg = Teee -~ -

barrier h=0.7m ® 3 G ) .

Myost = ISOOkg \ o QS
4 Host vehicle / b=1.8m
c=2m
Vhost=40km/h

* Lane width / 3.5m

(2) Traffic-Rule-Based Pressure Source Priority. Traffic rules
and guidance clarify the right-of-way and drivers’ behaviour
standard. Similarly, we divide the pressure source priority
into four levels. Among these priority levels, driver’s safety
and vehicle collision prevention are the most important. The
specific priority levels are described as follows.

Priority I: Fixed road infrastructure in driver’s view.

Priority 2: Prohibitory sign/line or signal.

Priority 3: Warning sign/line or signal.

Priority 4: Traversable line, directional sign/line or signal.

In the process of pressure combination, the priority of
each pressure source needs to be evaluated. First, combine
the field strength of Priority 1. Then, add the combination
results of lower priorities on the previous result. This forms
a priority-based level system, which is easy for intelligent
detection and analysis in the future.

(3) The Relativity of Road Infrastructure Risk. There are
various risk sources (pressure sources) in road environment
and different drivers would perceive different risk levels
in multisource field. Generally, such characteristic can be
explained in two aspects.

® When facing with the same pressure source, drivers
will perceive different priority according to their vehicle
types. For example, some road infrastructures only restrict
the passage of truck, so they have high priority for truck
drivers and low priority for vehicle drivers.

(@ When the same driver drives the same vehicle along
the road several times, the risk level and combination of road
infrastructures vary with vehicle position and vehicle state.

Therefore, the road infrastructure risk is a changeable
and relative factor. It needs to be analyzed and calculated
specifically in each scenario.

Next, according to the principles discussed above, we put
forward an example (a section on Caoan Hwy., Shanghai,
China) with continuous and discrete road infrastructures to
show the workflow of risk assessment based on the models
proposed above. The indexes of pressure sources are listed in
Table 6.

To explain the risk assessment clearly, we draw the
assessment workflow with the example data in Figure 7. Each
view and vehicle state of current moment during driving
process is a series of data input for the assessment.

(i) Firstly, each infrastructure in driver’s view is classified
according to its physical features (continuous or
discrete), and its pressure indexes are also collected
with vehicle state data. (In this paper, we assume
that all indexes of road infrastructures are digitalized
and stored in a database, which can be collected
intelligently on road.)

(ii) Secondly, based on the vehicle and pressure source
data, we can grade the priority level (e.g., P1 and P4)
of each infrastructure.

(iii) Thirdly, the field strength of each priority is obtained
based on the above results of classification and indi-
vidual field strength calculation (P1: 11.32~175.68, P4:
-14.14~-4.46). Moreover, the overall field strength of
the whole road infrastructure environment in driver’s
view can be obtained (E: -2.15~171.22).

(iv) Then, the risk of each infrastructure needs to be
assessed according to a risk level guide which can be
customized to meet road authorities’ needs. In this
particular example, four risk levels are provided in
Table 7. If the risk level of infrastructure is below
the minimum threshold, then the infrastructure is
regarded as a safe one. If the field strength is within
the other three intervals, corresponding risk level can
be calibrated.

(v) Finally, we can get the risk assessment result of
current view of road infrastructure.

In this example, the discrete barrier on roadside shows
high risk for drivers on the nearest lane. Continuous barriers
are safe for driving, and the dash lane markings have
attractive effect on vehicle movement.

To show the impact of risk assessment results on driver
behaviour, corresponding vehicle trajectories (pink dots and
white arrow) are drawn on the field strength diagram.
Figure 8 shows the test data of 20 drivers and average vehicle
trajectory in this situation. It can be seen that all drivers
chose to change lane in order to keep away from the high
field strength area. They always kept their trajectories in
low/no risk area. However, these trajectories were not the
same because each driver had his/her own vision perception
and risk assessment result. If some drivers got high pressure
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F1GURE 7: Workflow of road infrastructure risk assessment with test data.
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FIGURE 8: Vehicle trajectories in 3D field strength diagram.

TaBLE 7: Risk levels of road infrastructure (case study).

Risk level Field strength Explanation
No risk E<60 The infrastructure is good enough for safe driving.
Low risk 60<E<100 The infrastructure is safe fo.r m0§t drivers, but it is risky for a small part of
drivers in harsh weather.
Medium risk 100<E<140 The infrastructure is quite safe un_der nprmal condition, but it is risky for a
large part of drivers in harsh weather.
High risk E>140 The infrastructure is risky for most drivers, and it may lead to severe traffic

problem.

earlier than others, then their psychology index (such as heart
rate) would force them to react more quickly [42]. Although
drivers’ reactions are different, the average behaviour shows
that @ the field strength model can quantify the road
infrastructure risk correctly; @ driver behaviour will change
with the risk levels of nearby road infrastructures, so it verifies
the necessary of this assessment study and the importance of
road infrastructure planning.

5. Conclusion

This paper presents a new method and novel field strength
models for road infrastructure risk assessment. Past risk
assessment methods are mainly based on the physical indexes
of road infrastructures. Driver’s perception and its impact
mechanism are neglected in such methods, so they are static
and inflexible. The risk assessment method we present here
takes driver’s subjective visual perception of road infras-
tructures as an important factor. This driver-vision-based
method helps to quantify such process, which overcomes the
weakness of traditional methods. In other words, our method
provides a dynamic and specific way to measure the risk
impact of road infrastructures on driver behaviour. The main
contributions of this research are as follows. The classifica-
tion method of typical road infrastructures is provided. All
infrastructures are components of road environment, which
can be quantified by field strength. Because different kinds
of road infrastructures have different pressure impact on

drivers, we build two field strength models. Continuous field
strength model describes the persistent impact on driving
behaviour. Discrete field strength model shows the static
and dynamic impact of the infrastructures on drivers. Based
on the above models and analysis, three risk assessment
principles show the nature of risk source evaluation. Finally,
the workflow of risk assessment is presented with a case study,
and corresponding risk levels are listed and explained.
However, there are still some limits in this research.
Firstly, we assume that all characteristics of road infrastruc-
tures have been intelligently collected. This may be possible
for some advanced autopilot vehicles or connected vehicles,
but it is hard for traditional vehicles or platforms. Secondly, as
each frame of recorded videos from drivers’ view needs to be
analyzed, the amount of calculation is huge. Therefore, high-
speed calculation, transmission, and distributed procession
will be thresholds for online analysis. Thirdly, we only discuss
the overall risk level of road infrastructures for all drivers.
Nevertheless, this risk assessment method is based on the
field strength captured from driver’s view, so different drivers
may have different driving preference and decisions during
the trip, which may lead to some deviation among drivers.
Fourthly, we mainly divide common road infrastructures
into continuous type and discrete type, but there are still
various infrastructures and features to be analyzed for precise
assessment in the future. Besides, the influence of bad weather
and poor visibility is not considered in the pressure calcula-
tion in this research, which needs to be analyzed with more
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test data under various weather conditions. In the following
studies, a more elaborate and dynamic risk evaluation system
is necessary for personalized service.
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1. Introduction
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Complex movement patterns of pedestrian traffic, ranging from unidirectional to multidirectional flows, are frequently observed in
major public infrastructure such as transport hubs. These multidirectional movements can result in increased number of conflicts,
thereby influencing the mobility and safety of pedestrian facilities. Therefore, empirical data collection on pedestrians’ complex
movement has been on the rise in the past two decades. Although there are several reviews of mathematical simulation models for
pedestrian traffic in the existing literature, a detailed review examining the challenges and opportunities on empirical studies on
the pedestrians complex movements is limited in the literature. The overall aim of this study is to present a systematic review on the
empirical data collection for uni- and multidirectional crowd complex movements. We first categorized the complex movements
of pedestrian crowd into two general categories, namely, external governed movements and internal driven movements based
on the interactions with the infrastructure and among pedestrians, respectively. Further, considering the hierarchy of movement
complexity, we decomposed the externally governed movements of pedestrian traffic into several unique movement patterns
including straight line, turning, egress and ingress, opposing, weaving, merging, diverging, and random flows. Analysis of the
literature showed that empirical data were highly rich in straight line and egress flow while medium rich in turning, merging,
weaving, and opposing flows, but poor in ingress, diverging, and random flows. We put emphasis on the need for the future global
collaborative efforts on data sharing for the complex crowd movements.

typically limited to P2I and P2P. The simple maneuver could
be pedestrians walking relatively straight in one direction at

Pedestrian traffic is an essential mode in a multimode and
multilevel transportation system. In contrast with vehicular
traffic, pedestrians tend to change their speed and direction
more frequently resulting in complex interactions with other
pedestrians, transport modes, and the traffic infrastruc-
tures. These interactions can be generally categorized into
four types: Pedestrian to Infrastructure (P2I), Pedestrian to
Pedestrian (P2P), Pedestrian to Motor Vehicle (P2V), and
Pedestrian to Nonmotorized Transportation (P2N) [1]. In
transport hubs (e.g., inside train station) or mass gathering
(e.g.,a concert), the interaction types for pedestrian traffic are

uniform speed (unidirection movement) to their destination.
However, as the direction of movements and speed changes
(e.g., multidirection movements), this can lead to complex
interactions and competitiveness among pedestrians [2]. The
movements of pedestrians to a large extent are governed
by external factors such as infrastructure constraints (e.g.,
people at bottlenecks are forced to slow down as a result of
space competitions) and maintaining proximity from other
moving objects (e.g., a pedestrian has to change his/her
walking direction for collision avoidance purpose). As a
result, we observe pedestrian crowd movement ranging from
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unidirectional to multidirectional movement at major public
infrastructure such as train stations, sports stadiums, and
other outdoor or indoor public gatherings. These multidirec-
tion movements can result in increased number of conflicts
resulting in delays and congestion [3]. In addition, the addi-
tional delays due to conflicts can increase egress time during
emergency evacuation thereby impacting the efficiency of
the evacuation process [4]. Further, the additional delays
can cause impatience among escapee resulting in pushing
behavior which can lead to trampling and stampede [5].
Recent studies have discovered that the small architectural
modifications in an escape area can have large potential
effects in terms of outflow and safety of individuals [3, 6-11].
Therefore, pedestrians crowd movements and interactions
with the escape area or infrastructure is a subject of greater
research interests among researchers working in the field of
transport engineering, infrastructure engineering, and archi-
tecture. As such, these complex multidirection movements
have been studied extensively in the past [2, 3, 9, 12, 13].
Both microscopic and macroscopic approaches have been
proposed to understand the mechanism of the pedestrian
complex movements [3].

Recent advancements in computer processing power
have prompted the researchers to collect and analyze the
empirical data to a finer grain for model calibration and
validation. Therefore, empirical data collections through
controlled laboratory experiments have been on the rise in
the past decade [2]. Although there are several reviews of
mathematical simulation models for pedestrians™ traffic in
the existing literature, only few studies have reviewed the
state of the art of empirical data for pedestrian traffic [2, 14].
Even those limited studies have examined the empirical data
collection for pedestrian traffic from broader perspective
rather than exploring the detailed debates, challenges, and
opportunities for multidirection complex movements. To
the authors’ knowledge, there is no detailed and systematic
review on empirical data collection for pedestrians’ complex
traffic movement in the literature.

Therefore, the overall aim of this paper is to present
a systematic review on the empirical data collection for
uni- and multidirection complex movements. Considering
the length and scope of this paper, we restrict the review
to only uni- and multidirection movements governed by
external factor by considering only P2I and P2P interactions.
Please note that pedestrian traffic can also be governed by
internal interactions among pedestrians which can lead to
some self-motivated movement behaviors such as overtaking
[15], self-slowing [16], queuing [17], and grouping [18], as
well as crowds’ self-organization phenomena such as “faster-
is-slower’ effect [5], “lane formation” [9, 19], “zipper effects”
[20, 21], “herding” [22], and ‘freezing-by-heating’ [23]. These
emergent behaviors are driven by the individual’s self-
consciousness or the internal interactions within the crowd.
These movement types have been identified as the under-
lying mechanisms of several crowd disasters [24-33]. For
example, under severely congested situation, the individual
body’s movements are largely restricted by the surrounding
pedestrians and any secondary increase of flow could result
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in the forward and backward compression waves leading to
stampede accidents [24, 27].

The exclusive review of this internally governed behavior
is not within the scope of this review. However, we have
occasionally mentioned these phenomena when examining
externally governed movement patterns at instances where
the internally governed movements also played an important
role in the efficiency of pedestrians walking operations. Also,
this review is not intended to review the mathematical models
for pedestrian traffic or the results obtained from simulation
models on complex movements. Interested readers on simu-
lation models for pedestrian traffic can look into the review
work by Duives et al. (2013) [34]. This is necessary to balance
the breadth and the depth of the review article.

Our paper is structured as follows. Section 2 describes the
methodology of this literature review paper. Section 3 gives
the classification methods of the complex movement pattern.
Section 4 presents the discussion based on the reviews.
Finally in Section 5, the summary of this review article is
presented.

2. Methodology

We used Boolean searches of databases to obtain literatures
from electronic database including ISI Web of Science,
Scopus, and Google Scholar. Other online social platforms
such as Researchgate and Mendeley as well as well-known
conference proceedings in this field such as the Pedestrian
and Evacuation Dynamics (PED), Traffic and Granular Flows
(TGF), and Transportation Research Board (TRB) were also
used as the search database. We first checked the literature
review papers related to pedestrian traffic topic, especially
multidirection movements, published in recent years. The
literature search was then further supplemented by relevant
publications in the reference lists of those recent publications.
The time period for the review is based on the past
two decades (from 1998 to 2018) as it is the time-frame
where we witnessed a significant advancement made to the
data collection and modeling of pedestrian traffic. Only
papers published in English are considered in this review
as they are widely accessible to the researchers. We only
reviewed the articles published in journal, conference, and
book or book chapters. Therefore data from the government
reports, industry related journals, or other sources are not
considered. If the reviewed conference papers were extended
and published in journals afterwards, we considered only the
journal paper as the primary source and vice versa.
Reference management software, Mendeley Desktop, was
adopted for the collection of literature, organization of the
document, and generation of the cited list. This tool signif-
icantly improved the efficiency of writing the review paper.

3. Complex Movements of Pedestrian Flow

Complex movements are the aggregates of individual and
crowd collective motions. To decompose the collective move-
ment into critical movement behaviors, many researchers
have studied the crowd motion behaviors both from pedes-
trian traffic system and other biological systems [35, 36].
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FIGURE 1: Conceptual diagrams of external governed complex movements.

However, a generic classification of pedestrian crowd
behaviors is still missing from the literature [34, 35]. To the
authors’ knowledge, a review on the hierarchy of the crowd
motion behaviors with regard to the movement complexity is
missing in the literature.

Duives et al. (2013) proposed a classification of crowd
motion cases based on the flow patterns [34]. They decom-
posed the crowd movements into eight motion based cases
belonging to two categories: unidirectional flow (straight
flow, rounding a corner, entering, and exiting) and multi-
directional flow (bidirectional flow, 2-strips crossing flows,
>2-strips crossing flows, and random crossing flows without
focal point). They stated that the mix of these cases could
be able to cover the entire range of complex movements. In
addition, they also summarized six types of self-organization
phenomena from the literature: lane formation, ‘stop-and-
go’ waves, turbulent flows, herding, the zipper effect, and the
‘faster-is-slower’ effect. However, the focus of that paper is
the assessment of crowd simulation models, rather than the
empirical evidences under each crowd motion phenomenon.

Based on the classification of interrupted and unin-
terrupted flows in vehicular traffic [37] and considering
the predominant driving forces of complex interactions, we
classify complex movements into two categories:

(i) Externally Governed Movement. Movements are
strongly restricted/affected by external factors such
as infrastructure constraints (e.g., merging pedestrian
crowd flow at T-intersection [38]). Pedestrians have
to change their desired walking manner due to the
competition of space and time. Therefore, under this
category, movements are aggregated into patterns
which have strong relationships with the geometrics
of architectural configurations. In addition, the
interpersonal interactions are also predominately

affected by the external environments but not the
internal factors.

(ii) Internally Driven Movement. Movements are spon-
taneously organized within the crowd in an observ-
able manner under appropriate situations. Under
this category, the formulations of crowd movement
patterns are less influenced by external factors. And
the interpersonal interactions are usually driven by
pedestrian’s willingness to behave his/her own man-
ner or follow others’ behaviors (e.g., lane formation
within a pedestrian crowd [19]).

In this paper, we build our review based on the eight
classifications as stated by Duives et al. (2013) and discussed
earlier. Additionally, we have extended and considered other
complex movements that have been investigated theoretically
or empirically in the literature such as turning, weaving,
merging, and diverging movements as shown in Figure 1.

Figure 2 shows the classification of complex movements
that shows the category of pedestrians’ movements under
external governed and internal driven movements. The exter-
nal governed movements include unidirectional and multi-
directional flows while internal driven movements include
individual and crowd motion behaviors and self-organized
phenomena. A dotted line representing the interface between
internal driven and external governed movements is also
drawn demonstrating that there could be overlap between
these two types of movements (e.g., a merging flow may
display ‘faster-is-slower effect’ or “lane formation”). As stated
earlier in the introduction section, the scope of this paper is
to review the externally governed pedestrian crowd move-
ment. Figure 2 displays the conceptual diagram of these flow
patterns as shown in the Figure 1 with a stepwise hierarchy.
Starting with a simple straight unidirection movement, the
pedestrian crowd movement can get complex as we move
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towards opposing, weaving, merging, diverging, and random
flows. Please note that random flow can be the combinations
of the above movement patterns. The greatest challenge
for studying random flow is the uncertainty of conflicts.
Therefore, the prediction of walking directions and potential
conflicts is at the heart of this category.

As shown in Figure 2, the crowd dynamics becomes com-
plex as the complexity of movement increases. Additionally,
the figure also shows the connections and overlapping among
these complex interactions.

Externally governed movement usually exhibits observ-
able flow patterns as it usually occurs at fixed locations. In
this category, we have put the externally governed movements
into eight subcategories: straight line, turning, egress and
ingress, opposing, weaving, merging, diverging, and random
flows. The first three flow patterns (straight line, turning,
and egress and ingress) belong to unidirectional flow, as the
desired flow directions are united. Meanwhile, the others
are affiliated with multidirectional flow, as the desired flow
directions are varied (e.g., opposing, weaving, merging,
and diverging). Please note that multidirectional movement
like crossing can be a part of opposing flow or weaving
flow.

Internal driven movement is more complicated because it
can be observed only under certain conditions such as loca-
tion and flow status. By expanding the summary of individual
and crowd motion cases, which are primarily internal driven
as highlighted in [39], we developed a comprehensive classifi-
cation of the internal driven movement as shown in Figure 2.

We first listed the self-motivated individual motion behaviors
including overtaking [15], evading [40], following [41], and
self-slowing [16], as well as the crowd motion behaviors, i.e.,
queuing [17] and grouping [42]. Then, we categorized 10
types of self-organization phenomena including herding [43],
bubble effect [44], lane formation [45], stripe formation [9],
zipper effect [20], oscillatory flow [46], faster-is-slower [5],
freezing-by-heating [23], stop-go waves [47], and turbulent
flow [48].

The above classification method is not restricted to a type
of facilities, but is extended to the operations of pedestrians
flow on those facilities. In addition, it should be noted that
crowd dynamics are affected by both internal and external
factors simultaneously, the movements in one category are
not absolutely independence with the other category. Under
some circumstances, the governing mechanisms of flow
might be transformed to another category. Therefore, the
overlapping among those interactions occurs as shown in
Figure 2. Also, please note that the logical flow for each
subcategory may vary. For example, some empirical studies
contain more than one crowd phenomena, such as both
unidirectional and multidirectional flows. In such case we
separated the key findings but introduced the common
experiment setups in their first belonging category.

In the following subsections, we describe the empiri-
cal studies for each external governed complex movement.
Finally, a summary table highlighting the contributions and
recommendations from those studies are presented at the
end.
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3.1. Straight Line. Straight line walking, as the basic form
of walking, refers to the kind of unidirectional movement
(i.e., without any direction change). It has been used as a
benchmark for pedestrian dynamics studies. Datasets for
straight line walking can be seen in several well-recognized
handbooks in transportation and fire engineering fields as
well as many early studies on pedestrian traffic [49-55]. Some
early year’s empirical data were not well documented as of
missing details due to the limitation of the traditional data
collection techniques. In addition, large discrepancy existed
in these studies for the insuflicient influence factor consid-
eration and uncontrollability. In this section, we highlight
the recent empirical data collected through more advanced
techniques [48, 56-59].

As shown in Figure 1, straight line walking can be seg-
mented into single-file and multilanes movements. In single-
file movement, pedestrian has no lateral interaction with
other pedestrians; i.e., the interactions are purely longitudi-
nal. Meanwhile, multilanes straight line movement requires
the consideration of the horizontal oscillations from the other
walking streamlines.

Single-file movement experiments were carried out with
participants from different cultural background. It is worth
mentioning that despite that many experiment setups in
straight line walking are loop corridors/passageways, most
of them have not considered the turning movements at
corners and restricted the measuring areas to the straight
parts. Such oval-shaped loop corridors are also different from
the settings of ring-shaped corridors where pedestrian kept
turning during their movements [57, 60].

Seyfried et al. (2005) set up experiments in a loop
corridor with up to 34 German participants [57]. Through
manual video analysis, velocity-density relationships for
single-file movement were determined and compared with
the movement on 2D plane. They found little difference
between single-file movement and 2D plane movement in
terms of density range and concluded that the internal
friction and other lateral interventions had little influence
on density-speed relations. Later, Liu et al. (2009) replicated
Seyfried et al. (2005)’s setup and performed a similar single-
file movement experiment involving Chinese participants
[61]. Through the trajectories derived from automatic image
processing, velocity, density, amplitude, and frequency of lat-
eral oscillation, time headway values and distributions were
calculated. They also observed that the lateral oscillations
change with velocity or density. As density increased, time
headway amplified while spacing reduced. After comparing
the results with Seyfried et al. (2005), they found that their
results exhibited higher speed under same density.

In the same year, Chattaraj et al. (2009) also carried out
the same experiments in India to compare the fundamental
diagrams of straight line movement with those from Seyfried
etal. (2005) in Germany [62]. They found significant cultural
difference between the two groups. For example, German
group tend to have more minimum personal space than
Indian group while German group was more sensitive to the
increase in density than Indian group. In addition, they also
discovered that the length of corridor have no influence on
the fundamental diagram. Apart from the effect of corridor

length, boundary condition effects on fundamental diagrams
were also empirically examined. Zhang et al. (2015) set up the
similar corridors with Seyfried et al. (2015) with closed and
open boundaries [63]. The influence boundary conditions
on flow properties including the fundamental diagrams and
density transition over time were investigated. They found
that boundary condition has an effect on the flow properties
and the effect was exceedingly high at jamming state. Under
same density level, the velocities were lower under closed
boundary condition. Cao et al. (2016) also set up the similar
single-file experiments with 80 young students and 47 aged
people in China [64]. It was discovered that jams tend to
occur in mixed group due to the variation of maneuverability
and self-adaptive abilities.

Recently, Seyfried’s team further continued their
researches on single-file movement by considering the
stepping behaviors of pedestrian locomotion. Adopting the
similar setups, Wang et al. (2018) organized 196 participants
to walk in the oval passageway at different densities [65].
Step length, step frequency, swaying amplitude, and step
synchronization were measured from trajectories. They
found that power functions had better goodness-of-fit
than linear function in terms of describing the relations
between step length and frequency and speed. In addition,
the relations between swaying amplitude and speed could
be segmented into two regimes. Likewise, Cao et al. (2018)
further analyzed the experiment data in Cao et al. (2016)
with the similar analysis of stepping behavior with Wang
et al. (2018) [66]. They discovered additional findings on
age effects on stepping behavior, e.g., young people tend to
control the lateral movement better than the old people. They
also fitted the relations between step frequency and speed
and found a quadratic fit in three groups of experiments
which were different than those observed with Wang et
al. (2018). Moreover, they observed no significant effect of
height and gender on the fundamental diagram.

In terms of multilanes movements, Daamen and Hoogen-
doorn (2003) performed a series of controlled experiments
with 60-80 human participants [56]. Their experiments
included straight line walking scenarios with different desired
speed and density levels (Experiment 1-3). Flow characteris-
tics such as density and speed distribution, travel time, and
fundamental diagrams were calculated from the extracted
video trajectories. Likewise, Helbing et al. (2005) organized
about 100 college students to walk through a straight pas-
sageway bounded with desks and chairs [9]. Bottleneck was
created by moving the desk to narrow the passageway along
the walking line. Mean flow and time headways were counted
from videos. Results were compared between the corridor
setups with and without bottleneck and they found significant
capacity drop in bottleneck situation under unidirectional
cases.

Similarly, Asano et al. (2007) conducted crowd exper-
iments in a campus with 94 students [12]. Flow demand
(30, 94) and controllability (with/without instruct to walk)
were considered in straight line scenario. Multilanes walking
features with different desired speed level in each stream were
also investigated. Trajectories were extracted from video and
headway-speed relationship for straight flow was calculated



for different cases. Likewise, Zhang et al. (2011) performed a
series of large-scale experiments in well-designed corridors
with up to 350 people [58]. Controlling the number of
pedestrians, width of corridor, width of entrance, and exits,
28 runs of straight line experiments were performed. From
the individual trajectories extracted using a software called
PeTrack [67], the influences of density measurement methods
and corridor width on fundamental diagrams were analyzed.
It was found that, for density less than 3.5 m 2, measurements
method had minor influence and the specific flow was
independent of corridor width as the density level was not
highly congested.

More recently, Seyfried’s team reported their new large-
scale experiments results in Cao et al. (2017) [13]. About
2000 participants were involved in this series of experiments,
including multilanes straight line movements in a corridor
with a width of 5m. Fundamental diagrams for different
density measurements were presented and the estimated
specific flow for unidirectional flow was 1.4 Ped/m/s at density
level of 1.5 Ped/m?. Likewise, Sharifi et al. (2017) conducted
a series of laboratory experiments in a circuit corridor that
contained straight line passageway [68, 69]. Heterogeneity of
crowd dynamics was investigated through the involvement of
189 normal people and 42 disabled people [70]. Trajectories
of participants were extracted through automatic video pro-
cessing and the macroscopic and microscopic crowd motion
parameters were calculated. Capacities and level-of-service
for straight line facilities with disabled people were further
analyzed through the modeling of time headway [71].

Several field studies of straight line movement on differ-
ent types of walking facilities were carried out [72-74]. To
calibrate and validate Legion’s simulation model, Berrou et al.
(2007) collected 4762 valid samples of pedestrians’ walking
speeds from 18 hours of video recorded by 23 cameras in
New York City Transit Station. The researchers compared
their results (mean speed 1.50m/s with standard deviation of
0.21m/s) with several published free speed statistics. Similarly,
to derive pedestrian’s walking speed distribution on a long
stairway, Kretz et al. (2008) carried out a field observation at
a stadium in Germany [72]. 485 pedestrians were observed
and divided into three categories according to the degree of
influence by surrounding people. Results showed that the
maximum horizontal walking speeds distribution exhibited
0.4m-0.5m/s depending on density level. They also compared
the speed distribution with a short stairway case and found
the speed in a long stairway could be the half of that on a short
stairway. They also discovered the gap of lack of a universal
scaling factor for the speed on stairs relying on the length
of stairway. Regarding high density situation in multilanes
straight flow, Zhang et al. (2013) collected a field data of dense
crowd during a mass gathering event through the combined
use of camera and active infrared counter [73]. Flow rate and
velocity of the crowd were measured and the fundamental
diagrams were painted and compared with previous studies.
Three additional flow operational indices including flow
rate/velocity transition, velocity field, and speed map were
calculated. Results suggested that the capacity for the street
was estimated between 1.73 and 1.98 /m/s under normal
situation and the density should be controlled under 5 /m>.
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Apart from human subjects, several researchers also
investigated the straight line movement through animal
experiments and examined their relevancy to pedestrian
crowd movement. John et al. (2009) reported the collective
dynamics of straight line movements of ants on trails creating
a nature-like experiments [75]. They observed no overtaking
maneuvers in ants traffic trails but noticed the ants platoons
that could be forecasted by simple models. It was observed
that the flow increased monotonically with the density and
no jam branch could be observed. Sharp contrast was found
in ants traffic as compared with vehicular traffic and other
transport modes where overtaking and congestion are fre-
quently observed. John et al. (2009)’s findings were observed
under nonstressed situations. To examine the straight line
movement of stressed ants, Wang and Song (2016) made
a passageway (lcm wide and 20 cm long) to measure the
stressed ants’ movements with different body size [76].
Fundamental diagrams were presented for both small and
large ants. They found no evidence of jamming in stressed
ants trails which was in line with John et al. (2009)’s findings.
Also, they observed that speed seemed to be constant with
density. Likewise, they also noted the differences of ants traffic
behavior comparing to vehicular and pedestrian traffic in
terms of fundamental diagrams.

3.2. Turning. Turning movement can be regarded as the
response to the requirement of changing walking direction. It
is usually associated with walking maneuver around corners
or at exits, angled corridors, or ring corridor scenarios [77].
For single turning movement, the number of walking stream-
lines does not change before and after turning process and
turning flow does not interact with flows in other direction.
Therefore, turning movement can be also categorized into
unidirectional flow.

It is worth mentioning that turning movement in this
review has different meaning than those gait-level of works
such as body-turning behavior as the turning movement
should show direction change in the general walking stream-
lines [78].

Literatures documented several simulation studies on
turning movements [79-82]. In addition, empirical evidences
could be found with both human subjects and biological
entities [81, 83-85].

Regarding turning movements around the corners and
exits, Yanagisawa et al. (2009) organized 18 participants to
perform an experiment with a special attention on the turning
locomotion at bottlenecks [83]. They found the theoretical
relations of turning angle on the parameters of floor field
model under different cases. They compared the theoretical
results with empirical data and found the complete agree-
ments. In addition, obstacle effects were also examined by
placing a column with 20 cm diameter in front of the exit
and the increment of outflow from the obstacle was observed.
Apart from the straight line experiments, Zhang et al. (2012)
also carried out turning experiments at the cornered corridor
with 2.4m width [84]. Fundamental diagram of turning
flows at a corner was observed. With regard to turning
movements around stair corners, Burghardt et al. (2013)
organized experiments to observe the turning movements on
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stairways [86]. They presented the fundamental diagrams and
conducted profiles analysis of density, velocity, and specific
flow at stairways corner and compared their results with
four planning handbooks. They found that the turning bends
could be the potential constraints for safety issue so that stairs
without bend should be preferred by designers.

In terms of turning movements at angled-corridor, Dias
et al. (2014) performed controlled experiments to obtain
the microscopic characteristics of 16 individuals walkers in
angle-changing corridors (0°, 45°, 60°, 90°, 135°, and 180°)
under three different desired speed levels (normal walking,
faster walking, and slow running) [77, 87]. They found the
speed drop at a fixed turning region and the dimensions
of such region was independent with turning angle but was
dependent with desired speed levels. It was observed that
the speed around the corner dropped with the increment of
turning angle. Later, Dias et al. (2015) extended their previous
turning experiments with up to 55 participants [88]. It was
found that the longitudinal spacing between pedestrians
tends to increase with the increased speed. The collected
data were further utilized to develop an optimal trajectories
algorithm and to calibrate a cellular automation model [79,
89]. Similarly, Sharifi et al. (2014) and Sharifi et al. (2017)’s
experiments also included two angled corridors (right and
oblique angle) as well as a spiral stairs with right corners [68,
90]. Walking speed distributions and time-space diagrams for
both homogenous and heterogeneous flows were analyzed
from the calculation of extracted trajectories. Their results
exhibited a correspondence with Dias et al. (2014) as the
speed reduction increased with the rise of turning angle [87].
Recently, Seyfried’s team reported the results of two sets of
experiments in Sieben et al. (2017) [91]. One experiment set
a right-angle corridor with two narrow entrances and more
than 270 people were asked to enter the corridor. Density
bursts and fluctuations were observed at turning sections.
Apart from turning angle, the curve radius of turning region
was also considered in a recent experiment in China. Sun et
al. (2017) studied the combined effects of turning angle and
bend radius on the operational characteristics of pedestrians
[92]. Results indicated that, under different flow volumes,
the cumulative density and average speed of pedestrian flow
were affected by both angle and radius effect. Angle’s effect
was more significant than radius, and the influence was
maximized in right-angle case.

In terms of ring-shaped corridor scenarios, Jeli¢ et al.
(2012) performed single-file walking experiments with up to
28 pedestrians in a ring corridor with inner radius of 2m and
outer radius of 4.5m [93]. They derived their fundamental
diagrams and instantaneous velocity and distance headway
from both global and local measurements and compared
the density-velocity relations with Seyfried et al. (2005) [57].
Their results showed that three linear regimes could be
discovered from the velocity-spatial-headway relations which
could be useful for further modeling. Likewise, Moussaid et
al. (2012) organized 119 people in France and adopted the
same ring corridor as Jeli¢ et al. (2012) with an advanced
thinking of bidirectional flow design and allowance of
overtaking maneuver [93, 94]. They found the transitions
between organized traffic state and disorganized stated and

the unstable dynamics arose from the speed variations. Later
in China, Kuang et al. (2015) performed a simplified single-
file experiments with up to 26 students walking in a circular
path with open boundary [95]. From video observation, they
discovered the velocity variation, step fluctuation, and the
delay from ‘stop-and-go’ waves.

To investigate the flow states under hypercongested situ-
ation, Jin et al. (2017) organized up to 278 college students to
walk in a ring corridor with an inner width of 2 m and outer
width of 4m [60]. As a combined consideration of Jeli¢ et
al. (2012) and Moussaid et al. (2012), both unidirectional and
bidirectional flows were considered and the state transitions
were described before and after lane formation process [93,
94]. Also, the fundamental diagrams for both flows were
calculated and compared with previous works. Recently,
Rahman et al. (2017) established similar experiments with
Dias et al. (2014) considering the impact of different turning
angles (60°,90°, and 135°) on walking velocity [87, 96]. Results
showed that instead of a linear decrement of speed with angle
as discovered in Dias et al. (2014), 90° corridor exhibited the
lowest mean speed of the participants. They also found that
pedestrians preferred walking at the inner side of the corridor
due to the shorter path.

Animal-based turning experiment and its relevancy to
pedestrian crowd under panic conditions started from Shi-
wakoti et al. (2011) [7, 80]. The experiments described the
egress of panicking ants from a squared and a circular rooms
with an attention on the turning movement effects on egress
dynamics. Results showed that turning movements could
have negative effects on ants’ outflows. The findings were also
compared with a real-life in-store stampede where turning
movement occurred at the door and the results showed
a consistency between humans and ants in terms of the
negative effects of turning movements. They also found that
the placement of an obstacle at the exits could increase the
flow. Later, Dias et al. (2012) set up a similar experiment with
panicking ants egressing from a squared chamber [81]. They
also found the flow reduction arose from turning movement
that the flow was 20% lower than straight movement. Dias
et al. (2013) further set up a more complex environments
with turning, merging, and weaving configurations [97].
Escape rates under four angles of turning corridors (30°, 45°,
60°, and 90°) were compared with straight corridor and the
flow reduction percentages were -8%, -20%,-16%, and -27%,
respectively.

3.3. Egress and Ingress. Egress refers to the movement process
of or exiting/outflow of a space while ingress means the
opposite action, i.e., entering/inflow of a space. This two
processes are also named as “entering and exiting”, “inflow
and outflow”, or “inlet and outlet” by some other studies.
As shown in Figure 2, egress and ingress process can be
interpreted as the combination of straight line and turn-
ing movements. Since there is no direction change during
egress and ingress process, the two types of movements
also belong to the unidirectional flows. Egress and ingress
movements often occur at fixed bottleneck sites such as exit
and entrance. Space competition resulting from bottleneck
geometric restriction is the main cause for the flow reduction.



Given the imperative role of egress process for both daily
activities and emergency evacuations, during the past two
decades, crowd egress has been one of the most popular topics
among all the complex movements. Literatures are quite rich
in egress experiments using both humans and animals under
normal and emergency situations. Based on the past studies
in this topic, the geometric of bottlenecks can be divided into
two general categories, i.e., channel or corridor bottleneck
and door bottleneck.

In addition to the measurements of the macroscopic
and microscopic flow characteristics, the top two research
topics for egress and ingress movements are the influence
of bottleneck width on capacity, and the performance of
obstacles near the exits. Specific flow rate of exit segment is
often considered as the benchmark for comparison analysis
among different measuring results.

Regarding channel/corridor bottleneck, Daamen and
Hoogendoorn (2003)’s experiments series included the egress
of crowd into a channel bottleneck with a width of 1m and
2m, respectively [56]. They further presented the detailed
analysis results in Hoogendoorn and Daamen (2005) [20].
The microscopic flow characteristics for the two bottlenecks
were analyzed and compared to the straight corridor without
bottleneck. Based on the analysis, the researchers found the
self-organized phenomena including the “lane formation”
and the “zipper” effect.

With respect to door bottleneck, Helbing et al. (2005)
conducted egress experiments under both regular and panic-
like escape situations [9]. They examined the effect of placing
an obstacle near the exit on the outflow and found the obstacle
placement could avoid the clogging effect and increase the
flow under both competitive intensities. Likewise, in Japan,
Nagai et al. (2006) examined the effect of different movement
maneuvers (walking and crawling) on the egress flow through
a door [98]. They found the increase in the mean escape
time with the number of walker as well as crawlers. It was
observed that the mean flow increased with density and
saturated at the capacity of the door. Later in China, Zhang
et al. (2008) organized 60 students to egress a classroom with
fixed exit width of 1.1m [99]. Based on video observation, they
calculated the distribution of premovement times, velocity
variations, continuous outflow at exit, dislocable queue, and
monopolizing exit. They discovered that evacuation times
displayed a normal distribution and arrival time and escape
order showed linear dependence with similar slope. It was
also noticed that coordination among escapers is beneficial
to the outflow.

To examine the quantitative relations between the width
of bottleneck and the specific flow, Kretz et al. (2006) orga-
nized 94 participants (40, 80 persons cases) to walk through
a door of varying widths ranging from 40 cm to 120 cm with
a stepwise increment of 20 cm [100]. Time headway and
specific flow were analyzed for different scenarios. Results
showed that the specific flow declined with the increase of
width when the door only allowed one person to pass and
remained a constant value at larger width. They also com-
pared the flow results with other studies. Similarly, Seyfried et
al. (2009) performed controlled experiments controlling the
channel width from 0.8m to 1.2m with a stepwise increment

Journal of Advanced Transportation

of 0.1m [21]. They measured the specific flow under differ-
ent density levels (20, 40, and 60 pedestrians). Individual
velocities, local densities, and time gaps for different width
of the corridors were analyzed from the trajectories. They
discovered that bottleneck capacity increased almost linearly
with width and congestion might occur below maximum
capacity.

Likewise, to develop an automatic trajectory extraction
software for pedestrians, Boltes et al. (2010) organized 250
pedestrians to walk in two types of bottleneck corridors [67].
Microscopic characteristics such as the spatial and temporal
variations at bottlenecks were analyzed later by Liddle et
al. (2010) and Liddle et al. (2011) [101, 102]. They stated
the reasons behind the flow fluctuations at bottlenecks as
a physical effect, i.e., a new stepping function manner that
could be only performed at bottleneck.

Later in China, Song et al. (2011) and Tian et al. (2012)
carried out similar experiments with Seyfried et al. (2009)
considering exit corridor width from 0.5m to 1.4m with a
stepwise length of 0.lm [103, 104]. Flow features such as
average speeds, group speeds, density-speed-flow relations,
and time headway distributions were analyzed. They also
compared their specific flow results with Kretz et al. (2006)
and found an agreement before 0.7m and large disagreement
after 0.7m. In contrast with the previous focus on narrow
bottlenecks, Liao et al. (2014) adopted a wide door with
up to 5m width to study the egress flow characteristics
[105]. Density-velocity relationships inside the bottleneck
were found to be independent with door width. In addition,
alinear dependency was discovered between the flow and the
bottleneck width.

The optimal design of exit areas also attracted empirical
researchers. Sun et al. (2017) conducted controlled exper-
iments in a subway station environment to examine the
funnel shape bottleneck design on pedestrian flow operation
[106]. Testing different angles of funnel shape, the optimal
funnel angle was found between 46° and 65° under all flow
conditions. This result was in agreement with the previous
empirical evidences on turning angle effects, as the funnel
shaped exit design could reduce turning angle and conflicts
at exit regions [10].

Thereafter, more influence variables were considered to
study the egress capacity at bottleneck especially with regard
to the heterogeneity flow. Daamen and Hoogendoorn (2010
and 2012) conducted a series of experiments to examine the
door capacities considering different door width (from 50 cm
to 275cm), population composition, stress level, and the
presence of door [107, 108]. After a series of statistical tests,
except for stress level, all the other parameters passed the
significance tests. Later, Garcimartin et al. (2014) and Garci-
martin et al. (2016) conducted a series of egress experiments
considering door width (0.69m, 0.75m) and competitiveness
(low, moderate, and high) [109, 110]. They discovered that the
time headways displayed a heavy-tailed distributions while
the burst sizes decayed exponential distribution.

Bode et al. (2015) involved 12 pedestrians to egress
from a room with 6 exits considering the social group
effects on egress time [111]. Their results suggested that the
presence of social groups increased egress times. Further,
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no clear time variation was found between individual and
group movements. Similarly, von Kriichten et al. (2016)
and von Kriichten and Schadschneider (2017) arranged 32-
46 participants (dividing into social groups with 4, 6, and
8 people) to egress a narrow door with widths of 0.8m
and 1.2m [112, 113]. Macroscopic and microscopic features
of the egress flows were analyzed. They discovered that
coordinated social grouping, e.g., queuing at exit and mov-
ing in a compact manner, could beneficial to the outflow
by reducing the conflicts. This finding also indicated that
cooperative compact movements had different effects on
the flow operation than the bursts release after clogging.
Similarly, Nicolas et al. (2016 and 2017) examined the effects
of individual’s selfish and selfishness behaviors on the global
flow characteristics by organizing 80 people to egress through
a narrow doorway with a 72 cm width [114, 115]. They found
that flow increased monotonically with density and the selfish
fraction. It was an interesting finding that “selfishness does
not mean coordination” because evading behavior could also
lag the flow. A tradeoff between the number of evading and
overtaking behaviors at the bottleneck that could maximize
the flow should be further studied.

Concerning the ingress movement from the outside area
into a confined space, only a few of empirical studies could be
found. Ezaki et al. (2016) conducted controlled experiments
employing a single-file stream of pedestrians successively
ingress into a confined room with closed boundary [116].
Collective features, e.g., location and density distribution and
individual characteristics such as the choice of location, were
analyzed from video recordings. The revealed pattern such as
people preferred to select location near corner indicated the
significance of psychological and anticipative factors around
an individual. The same year in China, Liu et al. (2016) drafted
40 students to reproduce the ingress and egress process in a
rectangular room with a 1 m entrance and 1.5m exit [117]. It
was discovered that the ingress order had a significant influ-
ence on pedestrian’s location distribution in the steady state
and the egress order. They also found that inactive pedestrians
had a negative effect on the movement as they impeded the
flow. Another experiments in Sieben et al. (2017) aimed at
reproducing the entrance process of music events [91]. More
than 270 people rounding a semicircle room were asked to
enter into two narrow exits. It was found that there was a
sharp increase of density from 3.8 to 8 Ped/m* within 10s.

Regarding field data, Cepolina and Tyler (2005) observed
the ingress and egress process of metro passengers flowing
into the entrance of escalator in London underground station.
They discovered the temporal transition of inflow and outflow
from the video. In addition, they established the inflow
and outflow relationships at a bottleneck with a width of
80 cm. Apart from the individual walking speed in straight
movement, Berrou et al. (2007) also observed the ingress
process of passengers entering a train station from a high view
[74]. Simulation parameters required by crowd simulation
software Legion [118], such as the estimate arrival rate and
preferred speed, exit flow, and densities, were extracted from
the videos and adopted to set up simulation scenarios. Results
showed that the simulated flows and densities were in line
with empirical data.

Apart from the empirical investigation of human subjects,
animals experiment approaches in studying egress move-
ments are also found in the literature.

Most of the animal experiments were carried out using
ants. The experiment setups for ants egress experiments
were developed to replicate the similar set up for human
experiments, i.e., circular chamber [8, 119, 120], squared
chamber [121-123], and squared chamber with oblique corner
near exits [124-126]. The common parameter measured is the
escape flow at exits. Animal models have been the popular
choice to study stressful condition like panic behavior as
ethical considerations prevent creating a panic-like situation
in pedestrian crowd situation [7].

Altshuler et al. (2005) established a circular chamber
with two symmetrically located exits to examine the sym-
metry breaking phenomena in panicking ants [119]. It was
discovered that under panic state, the use of two exits were
asymmetrical while the use of exits displayed symmetric
under normal situation. Later, Shiwakoti et al. (2009), Shi-
wakoti et al. (2010), and Shiwakoti et al. (2011) conducted ants
experiments to study the effect of exit location and obstacle
placement on outflow of panicking ants [7, 120, 127]. It was
found that corner exits tend to have higher flow compared
to middle exits in squared chambers. Also, the placement of
obstacle could in general increase the flow as compared with
column free situation. Burd et al. (2010) followed Shiwakoti
et al. (2009)’s experiments to study ants’ nested behaviors in
normal state [8]. They also found the obstacle could increase
the egress flow of normal ants. Soria et al. (2012) found the
‘faster-is-slower’ effect in ants traffic under various stress
levels [124]. Their results also exhibited no selfish traffic
behavior among ants. Likewise, Boari et al. (2013) observed
the consistence finding in terms of the lack of selfish behavior
[125]. However, ‘faster-is-slower’ effect was not found in their
result. Later, Parisi et al. (2015) further analyzed Soria et al.
(2012)’s data and carried out a discussion with human traffic
rules [128].

Recently in China, Wang et al. (2015) used a single-exit
chamber with different exit widths to perform ants egress
experiments under stressed situations [121]. They found that
the average flow was independent linearly on the exit width
which was in contrast with human behaviors. Wang et al.
(2016) further built a two-exit chamber to study ants egress
through exits with the change of exit location and spacing
[122]. It was found that the most efficient exit layout was
the longest spacing of the two exits and this finding was
correspondent with Shiwakoti et al. (2013) [123]. Symmetric
breaking was also observed among stressed ants along with
Altshuler et al. (2005). They also discovered the different
performance of Social Force Model with respect to describing
humans and ants movement in positions analysis, density
map, velocity direction, and trajectories.

Another insect that has been used to study crowd collec-
tive movement is woodlice. Sobhani et al. (2014) and Sobhani
et al. (2015) placed 120 panicking woodlice in a squared
chamber with a 1 cm-width middle exit [129, 130]. Densities
in near exit region and the flow of the exits were measured
based on video analysis and then the relationship between
jam density and exit capacity and the fundamental diagrams
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for near exit region were discovered. They found that the
fundamental diagrams for animals in panic status had some
variations with the normal situation. And as the rise of stress
level among woodlice, the number of blockage near the exit
increased.

Apart from ants and woodlice experiments, several
researchers used mice to study the egress movement under
stressed conditions. Saloma et al. (2003) carried out an
experiment with 60 mice egressing from a water pool onto
a dry land through door bottleneck with different widths and
separations [131]. It was observed that mice behavior was to
some extent similar to the simulated results from pedestrian
models. Self-organized queuing could be observed at the
width that could only allow one mice to pass at the same
time. As the door width increased, the self-organized pattern
was broken due to the space competition. Saloma et al. (2015)
further analyzed their experiments data from the aspects of
individual training and crowded degree [132]. They found
that prior training of individual mouse could increase the
escape efficiency compared with the untrained situation. The
training effects were more significant under more crowded
situation.

Later in China, Lin et al. (2016) purchased a group of 95
female mice with a uniform body size to perform experiments
inadry rectangular ground with 2 cm width middle exit [133].
Different number of Joss-sticks was burned into smoke to
stimulate the mice escape at various level of panic or stress.
It was observed that egress time and the number of clogs
increased with the levels of stress. It was concluded that the
selfish competitive behavior displayed by mice was the main
cause for the increase of egress time. Lin et al. (2017) further
improved their experiment setting with a consideration of
obstacle placement distance and the partition of near exit
regions [134]. It was observed that the placement of obstacle
could increase the flow by a maximum of 36% and 26% for
regular exit region and partitioned exit region, respectively.
The same group of researchers further analyzed the effects
of exit width and position on mice egress movements. Chen
et al. (2017) found that enough exit width enabling two mice
pass the exit side by side could avoid ‘faster-is-slower’ effect
[135]. Further, Chen et al. (2018) found that ‘faster-is-slower’
effect was less likely to occur at corner exits than middle
exits [136]. In another mice egress experiments, Oh and Park
(2017) examined the influence of the exit angle on egress
dynamics with a group of 50 mice [137]. They found that, in
general, mean velocity and total egress time decreased with
angle.

Regarding larger animals, Zuriguel et al. (2014) studied
the egress dynamics by observing the feeding process of
sheep flock passing through a narrow fence with in a farm
[138]. They found that the time headway of sheep flock
exhibited a power-law distribution and the burst sizes obeyed
an exponential decay. To further investigate the door width
and obstacle effects, Garcimartin et al. (2015) compared the
effect of 77 cm and 94 cm doors in with and without obstacle
situations [139]. By examining the mean egress time per
animal for the four scenarios, it could be found that the
most efficient setup was the 94 cm door with obstacle and the
least case was the 77 cm door without obstacle. Zuriguel et
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al. (2016) further studied the effect of obstacle position on
the egress flow [140]. They found obstacle position had an
influence on the sheep flow and 80 cm was the best distance
for the 77 cm door.

3.4. Opposing. Multidirectional movements are more com-
plex compared with unidirectional movements due to the
increase possibilities of interactions. The simplest case of
multidirectional flows is usually called ‘bidirectional’ flow
where movements are only operated in two directions.

Opposing movement refers to the situation when two
streams of people coming from two opposed directions
confront at a confined region. It can be also named as coun-
terflow adopted by many studies [141-145]. Because there
can only be two direction of flows in opposing movements,
in this case, opposing can be regarded as a special scenario
of bidirectional flows (or head-on weaving) where the two
streamlines interact with an angle of 180°.

Opposing movements can be frequently observed in the
daily life such as the boarding and alighting process in a
crowded metro station, the movements on bridge during
special events [146, 147]. In addition, opposing movements
have been identified as the cause of several crowd disasters
around the global occurring from the early 1980s to the late
2010s [3, 32].

Given its imperative role in practice, due amount of
research efforts has been put into the study of opposing
movement which include many empirical evidences.

Several Japanese researchers conducted opposing experi-
ments with an initial purpose to validate the lattice gas model
proposed by Tajima and Nagatani (2001) [148]. Isobe et al.
(2004) organized up to 70 people to walk from two opposed
sides of a rectangular corridor [141]. They presented the
evolutions of arrival time and mean velocity as the increase
of density. They found that, as the rise of density, the arrival
time increased but the mean velocity decreased. Nagai et
al. (2005) performed similar experiments with both walkers
and crawlers in the opposing case [142]. The arrival time of
crawler was dependent on the initial location and the mean
arrival time increased with density. In addition to the straight
line scenario, Asano et al. (2007) also included an opposing
scenario. They illustrated the headway-speed relationships of
opposing flows and found that mean speed tend to decrease
in shorter headways.

In Europe, controlled experiments of opposing move-
ments were first conducted by Daamen and Hoogendoorn
(2003) [56]. Their experiment series also included the case of
opposing movements. They applied the similar configuration
of their previous straight line and egress scenarios including
the desired speed and density levels. However, they only
provided the qualitative analysis results for the bottleneck
scenarios. Likewise, Helbing et al. (2005)’s experiments sets
also contained the opposing movements in a corridor with
a short and a long bottlenecks [9]. They presented the flow
values and time gaps distributions for the two opposing cases
and results showed that long bottleneck was worse than short
bottleneck in terms of the effects on opposing movements.
Later, Kretz et al. (2006) carried out an opposing experiment
with 67 participants in a 2m width corridor [143]. They
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calculated the passing times, speeds, and flows and found
that the sum of flow in opposing flow was larger than the
straight line flow. They also investigated the lane formation
and symmetric breaking in opposing flows and presented the
frequency of number of lanes in the corridor.

Moussaid et al. (2009) performed laboratory experiments
(40 participants) and field observations (2670 samples)
including opposing movement [149]. In their findings, indi-
vidual’s side preference in the evading maneuvers occurring
in opposing movement was interpreted as a behavioral coor-
dination behavior as a result of cultural differences. In Dutch,
Versluis (2010) conducted a series of laboratory experiments
considering age, body size, gender, free speed, travel purpose,
maneuverability, pedestrian number, and predicted posten-
croachment time [150]. They investigated the lateral and lon-
gitudinal evasion of pedestrians with a mean value of 0.26m
and 0.11m/s for opposing case. Back to Germany, Seyfried’s
team also collected datasets for opposing movement. Zhang
etal. (2012) separated the opposing flows into stable separated
lanes and dynamical multilanes flows with balanced and
unbalanced flow ratio based on different ordering levels. They
painted the fundamental diagrams for each flow types with
different corridor width and compared the results with their
previous straight line movement data [151]. Results indicated
that ordering levels and density measurement methods did
not significantly affect the fundamental diagrams. They also
compared the maximum flow values of bidirectional data
(1.5 Ped/m/s) with their previous unidirectional data (2.0
Ped/m/s). In addition to unidirectional flow, Cao et al. (2017)
also reported the experiment results of opposing movements
in a corridor with a width of 4 m [13]. Under the density level
of 1.5Ped/m?, the estimated specific flow value for opposing
movements was 1.1Ped/m/s. This value was observed to be
significantly lower than the unidirectional movement.

To investigate the impact of social group and flow ratio
on opposing movement, Gorrini et al. (2016) organized
controlled walking experiments in Japan [42]. Their results
suggested that the rise of flow ratio had negative impact
on the speed of pedestrians. Walking in groups could slow
the speed because of the difficulty in moving coordination
among group members. In contrast, coordination effects were
also found to be positive in opposing movement. To explore
the experimental evidence in the “gridlock” effect existing
in CA models when simulating the opposing movement,
Xue et al. (2017) conducted comparative experiments in
both discrete and continuous space [152]. Through the time
step analysis of pedestrians’ position as well as the global
density and specific flow, gridlock was not observed even
under high density opposing flow. This result demonstrated
the remarkable collaboration behaviors of pedestrian group
movement especially at congested situation.

Recently, opposing movements were also investigated in
animal systems. Wang et al. (2018) observed the bidirectional
movement characteristics for nested ants with loaded and
unloaded status through a less competitive experiment [153].
They measured the speed for unloaded and loaded ants,
distance headway distribution over speed, and the spatial-
temporal analysis of encounter behaviors through trajecto-
ries. Results showed that ants appeared to be equally sensitive
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to distance headway in both uni- and bidirectional flows.
Head-on encounter behaviors with the following ants could
reduce movement efficiency. Unloaded ants tend to spend
more time in communicating with encountering ants than
the loaded ones. However, quantitative comparison with
vehicular and pedestrian traffic was not conducted.

3.5. Weaving and Intersecting. In opposing flows, the inter-
acting angle of the two streamlines remains a constant value
0f 180°. Past studies have highlighted that oblique interacting
angle of different streamlines can also have a significant
impact on the crowd movements [12, 87, 150].

In this study, weaving movement refers to the situation
when two streams of pedestrian flows arrive at a fixed region
(such as an intersection) at the same time and they can only
keep their walking direction by cross over the other steam
(please refer Figurel). It is a commonly observed type of
multidirectional movement as more than two numbers of
streams may involve in the interactions. Weaving has several
alternative forms such as intersecting and crossing, and if
the number of involving streams is only 2, it can be also
categorized into bidirectional movement.

The first empirical study on weaving movement for
pedestrians was found in Daamen and Hoogendoorn (2003)
[56]. However, no empirical analysis results for opposing
flows were presented in the study. Later, Helbing et al.
(2005)’s experiment sets also contained a right-angle weaving
scenario with two stripes of flows [9]. Compared to their
straight line data, they found the stripe formation phe-
nomenon as there was a significant irregularity and clusters
in the passing time. Asano et al. (2007) further analyzed the
speed-density relationships (Speed=A+Bx*Density) under the
impact of interacting angle [12]. They found that parameter
A was significantly influenced by several angles (0°, 45°, and
90°) while parameter B was not influenced by the angles
except for the right-angle case. Apart from the opposing
movement reviewed in the above section, Versluis (2010) also
considered oblique interacting angle including 45°, 90°, and
135°. It was found that the angle exhibited a positive effect
on mean interaction point and showed a negative effect on
mean longitudinal evasion. Similarly, Plaue and Chen (2011)
organized two groups of people (54:46) to participant a right-
angle weaving experiment [154]. They applied a crowd density
estimation method to analyze the trajectories extracted from
video. It was found that the nearest-neighbor kernel density
method could provide a reasonable estimate of the density of
human crowds. Back to Seyfried’s new experiments, Cao et al.
(2017) also reported the results of weaving scenarios includ-
ing the right-angle bidirectional and four-directional weaving
flows [13]. Similarly, at the density level of 1.5Ped/m?, the
estimated specific flow for bidirectional and four-directional
weaving flows was 1.2m/s and 1.1m/s.

In Hong Kong, Wong et al. (2010) performed controlled
experiments considering five intersecting angles (0°, 45°,
90°, 135°, and 180°) [155]. The aggregate empirical data were
used to calibrate a model and the results showed highly
significance. Adopting the calibrated model, they compared
the mean speed transitions with reference stream under
different density ratio and total densities. The researchers
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found that as the rise of angle, the speed for reference stream
decreased. Later, Wu and Lu (2013) conducted weaving
experiments considering the dimension of passageway and
flow ratio [156]. They defined a pedestrian weaving zone
(PWZ) and discovered the flow characteristics within PWZ.
They found that the flow values and flow ratios were more
concerned with PWZ instead of the entire walking region.
They also established a utility function to assess the PWZ
operations based on three novel indices, i.e., weaving inten-
sity, trajectory offset ratio, and density distribution factor
of weaving points. Likewise, Sun et al. (2014) performed
controlled experiments with 50 students to understand the
mechanism of weaving movement at congested situations.
Along with the flow characteristics of weaving movements,
they also found that weaving tend to occur within an area
which was in line with Wu and Lu (2013). Later, Lian et al.
(2015) performed a four-directional intersecting experiments
with 364 young Chinese students [157]. They examined the
effects of side preference on lane formation and the placement
of obstacle on the flow stability. It was discovered that lane
formation process could be faster when students selected
right-hand lane in the corridor. In addition, the placement
of obstacle in the middle of the intersection could stabilize
the intersecting flows. Sun et al. (2017) and Sun et al. (2018)
further investigated the impact of intersecting angles and
obstacle effects on intersecting movements [149, 158]. It was
found that the effects of angles on flow speed vary at different
flow conditions. But the effects of the size of the circular
obstacle were monotonous with the speed increment and
acceleration dispersion.

Animal-based interesting studies could be only found
in the ants experiments conducted by Dias et al. (2013)
[97]. In addition to the turning configuration, they also
set up a junction corridor with right angle that enabled
the bidirectional weaving movements. They discovered the
transitions between the two weaving streams; i.e., one moving
stream could block the other stream.

3.6. Merging and Diverging. Merging movement can be
regarded as the combination of turning and weaving
movement. It can be frequently observed at angled cor-
ridors/passageways such as T-junction or the stair-floor
interface of a high-rise building. Moreover, merging config-
urations have also been identified as the causes for several
stampede accidents including the famous Love Parade disas-
ter [3, 32]. Due to the multiplication of the interactions among
turning and weaving movements, merging movements are
more complex.

Empirical evidences on merging movements were not
sufficient before the year of 2014 [4, 58, 159, 160]. There was a
burst of empirical studies on merging behaviors in the most
recent four years [3, 161-168].

Boyce et al. (2012) examined the merging behaviors at
stair-floor interfaces by performing evacuation drills with
581 participants in three buildings. They noted that the
location of stair-floor connection points and the population
composition could have a potential influence on merging
flow patterns. The same year, Ma et al. (2012) conducted
a similar evacuation drills in ultra-high-rise building [169].
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They also observed that the merging behaviors at stair-floor
interface could impede the flow of evacuees. To replicate
the emptying process of mass gathering events in a stadium,
Burghardt et al. (2013) performed controlled experiments in
the exit of a football stadium where pedestrians moved from
spectator seats upon receiving the signal and successively
formed three stable streamlines merging into the outlet doors
[86]. They only presented the fundamental diagrams of the
downstream stairs; details on the merging characteristics
were not analyzed. More recently, Huo et al. (2016) performed
evacuation drills with 73 participants in a 9-floor high-
rise building [161]. They discovered the negative effect of
merging behavior on total evacuation time and speed through
quantitatively comparison.

With respect to the merging flows on ground surface,
Zhang et al. (2011 and 2012) performed merging experiments
at T-junctions and compared the fundamental diagrams
of merging with straight walking [58, 84]. After deriving
the fundamental diagrams of merging flows, they found
an increase in speed within after merging areas compared
to before merging regions. Shiwakoti et al. (2015) studied
the impact of merging angle and desired speed on the
microscopic characteristics of merging flows in before and
after merging areas. They found that, as the rise of merging
angle, the reduction in speed increased. Similarly, Aghabayk
et al. (2014 and 2015) also investigated the crowd merging
behaviors considering merging angles and desired speed with
asymmetric design of corridor [162, 163]. They found that
the arrival and departure flow increased with speed and time
headways decreased with speed. It was observed that merging
angle was also influential to flow and time headways which
was in consistent with the findings from Shiwakoti et al.
(2015).

Later, Shahhoseini et al. (2016) conducted ants exper-
iments to further understand the merging angle effects
(60°, 90°, and 120°) [164]. They found the negative effects
of merging angle in ant trials in panic situation. Further,
Shahhoseini et al. (2017) combined the factors of merging
angle and symmetrical configuration and designed 5 types of
merging corridors to perform laboratory experiments with
human subjects [170]. It was discovered that the merging
behaviors of ants and humans displayed similarly effects
arising from differences in architectural configurations.

Same year in China, Lian et al. (2017) established a
merging configuration of branched flow merged into main
flow with a further consideration of changing the width
of branched corridor (0.8m, 1.6m, and 2.4m) [165]. It was
observed that the merging ratios had a significant influence
on the operations of upstream and downstream of merging
areas for pedestrians flow. In the same year, Cuesta et al.
(2017) performed merging experiments in a mock-up tunnel
with 77 participants to reproduce the merging process of pas-
sengers exiting from the train and pedestrians walking on the
platform [171]. They used the distribution of instantaneous
specific flow to represent the flow dynamics. It was found that
merging section had negative effects on the outflow of people
at rail tunnel in terms of specific flow.

As illustrated in Figure 2, diverging movement can be
defined as a reverse process of merging movement, where a
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united stream of pedestrians separated into multiple streams
with different destinations. Different from the fluctuating
flows near a bottleneck, the flow states are stable in both
before and after diverging.

A few empirical studies on exit choice behaviors could
be categorized into diverging movements. Haghani et al.
(2016) and Haghani and Sarvi (2017) performed exit choice
experiments considering various exit number (2, 3, and 4)
and exit position and exit width (50cm, 100 cm) [172, 173].
Instead of movement characteristics, their focuses were in the
decision-making aspects. In another exit choice experiments,
Wagoum et al. (2017) reported the flow features, e.g., flow,
density relationships of the participants at exits. It was found
that under normal situation individual’s choice of exit only
was dependent on the shortest distance while under higher
density situation the load balancing for two exits could be
observed.

3.7 Random Flow. Researchers have tried to reproduce the
random flow situations by conducting experiments with
multiple crossing flows. Dyer et al. (2008) set up a circle with
sixteen equally angle-divided directions on the edge [174].
People were asked to stand inside at the center of the circle
and individuals would be informed with a direction to walk
outside the circle. They tested the role of prior information of
walking direction and the conflicting directional information
on the group directional decision-making. However, the flow
characteristics of the experiments were not analyzed as the
researchers were more interested on the psychological aspects
of the participants. However, it is to be noted that there
is a greater need of empirical data to predict the walking
directions and potential conflicts due to random flow.

Researchers from computer vision field have also con-
tributed to the empirical understanding of random flow.
Zhou et al. (2012) analyzed the collective behaviors a crowd of
pedestrians in a train station walking in random flow direc-
tions [175]. Using a mixture model of dynamic pedestrian
agents, the future trajectories of pedestrians were predicted
based on the observed past trajectories. Also, they classified
the random walkers into various collective motion patterns
and visualized them in different clusters.

3.8. Summary. Table 1 shows the summary of key findings
and recommendations from the literature that conducted
empirical studies on the externally governed complex multi-
directional pedestrian traffic movements. The table shows the
source of the literature, the movement type, the type of infras-
tructure considered (walking facility, bottleneck, and obsta-
cle), subjects considered (pedestrians, animals), controlla-
bility of the variables (controlled laboratory experiments,
field observation), and competitiveness among pedestrians
(normal, emergency/evacuation drills, and panic). Further,
the table provides a summary of the key findings, limitations,
and recommendations for future studies and further use
of the data generated from a particular literature in other
studies. The filled dot in the table shows what approach has
been followed in a particular literature while empty cell shows
missing approach in a particular literature.
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From the table, it is clear that initial studies have focused
mainly on the empirical studies of unidirectional pedes-
trian flow, mostly at the corridor or at the bottleneck like
door. Recent empirical studies have focused more on the
complex multidirectional movements like weaving, crossing,
and merging/diverging. Further, most of the studies are
conducted under normal walking conditions. There have
been increasing interests on the pedestrians’ multidirectional
movements under emergency or panicked conditions in
recent time. As such, there has been rise in the study of
animal models, particularly their relevancy to pedestrian
traffic under emergency conditions.

In the next section, we present a discussion on the impli-
cations of these findings and directions for future research.

4. Discussions

Empirical data of complex pedestrian crowd movements are
playing increasing imperative role in the verification and
validation of crowd simulation models, design and planning
of pedestrian walking facilities, scheme and evaluation of
evacuation plans, development of image processing and
visualization tools, coding of game engines, and trajectory
planning for robots as well as the understanding of the
nature of collective traffic phenomena in biology systems.
Therefore, as observed from the literature review, there has
been surge on empirical data collection and analysis over the
past two decades. From the synthesis of the findings from
these literatures, we have identified some opportunities and
challenges as described in the following sections.

4.1. Anticipation of Future Empirical Data Requirements. To
evaluate the current work and identify the research gaps
based on the reviewed empirical studies, we utilize the data
in Table 1 based on the number of studies and their belonging
to each category. The summary of the statistics is presented in
Figure 3.

Figure 3(a) summarizes the number of studies conducted
over three time periods (2003-2007, 2008-2012, and 2013-
2018) under each movement type. From the general trend
of column height showing in Figure 3(a), we can notice that
egress and straight line movements are the most popular
topics among empirical studies while diverging and random
flows are less studied through empirical approach. Also,
from the distribution of studies, we can observe that ear-
lier studies (2003-2007) in unidirectional flow have large
proportion of straight line and egress experiments while
multidirectional flow contains study mostly on the opposing
and weaving movements. Meanwhile in the recent decade
(2008-2018), researchers not only continue to explore the
empirical evidences in straight line and egress movements,
but also started to collect empirical data on turning, merging,
and ingress movements. The emergence of increased studies
on these movement patterns may arise as a result of several
recent crowd disasters that involved turning and merging
movements [32]. It can be further noticed that the dynamic
features of diverging and random flows still require further
research attentions.
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FIGURE 3: Summary statistics from Table 1. (a) Histogram diagram illustrating the distributions of the quantity and proportion of empirical
studies on different multidirectional movements over different time periods. (b) Tree map to compare the proportion of the empirical study
that focused on competitiveness, controllability, subjects, and geometric conditions.

In addition to the flow-based summary, we also present
the comparison of contextual-based statistics of the reviewed
studies in a set of nested rectangles as shown in Figure 3(b).
The hierarchy of data generated from Table1 in terms of
the geometric (bottleneck or obstacle), investigating subject
(human or animal), controllability (laboratory experiment
or field observation), and competitiveness (normal or emer-
gency or panic status) is presented in Figure 3(b).

Overall, laboratory experiments occupy the predominant
proportion compared with field observations. In addition,
the majority of empirical evidences are in human subjects
while it is minor in biological entities. Regarding the study
on competitive behavior, studies are mostly conducted under
normal status but less in emergency and panic situations.
Therefore, in future, empirical studies that can improve our
understanding on mechanisms of multidirectional move-
ments under emergency situations need to be investigated.

4.2. SWOT Analysis for Empirical Data Collection Approaches.
During the review process, we find that the data collection
methods can have substantial influences on the obtained
results. To help researchers select the suitable approach to
satisty their data requirements, assessments of different data
collection approaches in terms of their underlying internal
advantages and disadvantages as well as the potential external
factors that can exploit or obstruct the advantages are needed.

Therefore, we perform comparative SWOT (Strengths,
Weaknesses, Opportunities, and Threats) analysis for differ-
ent data collection methods to identify the positive and neg-
ative prospects and classifying them into internal (Strengths
and Weaknesses) and external (Opportunities and Threats)
factors [195].

We conducted a first set of SWOT analysis to examine
the variations of controllability of experiments between
laboratory experiments versus field observations.

The utmost advantage for laboratory experiments is the
strong controllability towards investigating targets that sat-
isfied the straightforward requirements. Researchers can set
up the predesigned walking environment, select the satisfying

participants, choose the intended data measurement tech-
niques, or even define the manners of movements by giving
instructions or pressing forces to the participants. Through
such purpose-oriented approach, the specific influencing
factors of the crowd movements can be examined one by one
in a flexible manner and in detail. Therefore, empirical data
from laboratory experiments should be the suitable materials
for the development of microscopic models. However, the
benefits of the well controllability for laboratory experiments
may have to tradeoff with the risk of not completely represent-
ing the real-life situation. For instance, differences between
the pedestrian movements during emergency escape and
laboratory experiments have been quantitatively compared in
Shiwakoti (2016) [196]. It is suggested that the physiological
aspects of pedestrian should be further examined such as the
effect of peoples' consciousness of their involvement in an
experiment on their performed behaviors [197]. Moreover,
not all the factors are controllable especially in animal
experiments. This is perhaps the right reason for the absence
of opposing experiments using biological entities. Further,
due to the simplifications of the experiment setups, the
effects of latent uncontrolled variables can also affect the
global results and such effects might be amplified due to
the control of certain variables. Therefore, in the future, in-
depth statistical analysis should be conducted to examine the
interactions of manifest and latent variables of pedestrian
dynamics by using more comprehensive empirical datasets.
Nevertheless, the advancements made on data collection and
analysis techniques as well as optimal experimental design
methods may help increase the size of the database, improve
the data accuracy of experiments, and reduce the time and
labour costs of the researchers.

With regard to field observation, the major pros for this
approach are the authenticity of data quality and the relative
lower baseline requirement to carry out the field observation.
Field data can represent the real-life circumstance giving
no other effects such as the subjects’ awareness of being
monitored. In addition, it can be easily implemented, e.g.,
placing a camera at a fixed location or even using the
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TABLE 2: SWOT analysis for laboratory experiments versus field observations.

Laboratory Experiments

Strengths

Weaknesses

(i) Specific dependent and independent variables can be
controlled and examined one by one flexibly
(ii) Repeated measures can be realized easily
(iii) Save a lot of time comparing with field observation to
capture the intended samples

(i) Discrepancy exists between real life situation

(ii) Uncontrolled latent variables may have effects on the global

dynamics

(iii) Contextual limitations on the experiments targets and

purposes

Opportunities

Threats

(i) The application of emerging data collection and processing
methods can attract more researchers to perform experiments
(ii) Optimal experiments design can help lower the cost and
save the time
(iii) A comprehensive empirical database can add on the values

(i) Organization and performance of experiments require a lot

of money and labour
(ii) Data integration is hard due to the barriers among

of current experimental data disciplines
(iv) Advanced statistical approaches might improve the
performance of empirical data in verification and validation
processes
Field Observations
Strengths Weaknesses

(i) Ground truth data
(ii) Labour cost effective and easy to carry out
(iii) Large quantity of existing datasets

(i) Take long time to obtain adequate samples

(ii) Not easy to capture specific behavior compared with

laboratory experiments

(iii) Restrictions of access into certain areas or contexts

Opportunities

Threats

(i) Smart city can provide vast data source for collecting
pedestrian movement behaviors
(ii) Big data solutions might be able to reduce the need of data
quality
(iii) Advancement in image processing industry offer the chance
to collect large scale field data

(i) Complex patterns and behaviors are difficult to recognize

and capture from field data

(ii) Privacy & security issues should be highlighted as the

potential large scale in data volume

(iii) Minimize the effects of the placement of cameras or UAV's

on the investigating subjects

exiting videos shot by surveillance devices. However, there
are limitations of field observation as well. Frist of all, not
all the areas or contexts are permitted to conduct field
observation research because of privacy and security reasons.
This point is particularly suitable to the unmanned aircraft
vehicle (UAV) as many countries have banned UAVs and
drones in their restricted airspaces. Second, it usually takes a
long time period or requires switching various sites to capture
the intended contexts and obtain the adequate samples. For-
tunately, the emerging of smart cities and big data analytics
provide opportunities for large field data collection from mul-
tiple sources. Recent technological advances in the imaging-
sensing industry and the machine learning research commu-
nity have made previously inaccessible data largely available.
The imaging industry enables high-resolution (1080p) CCTV
cameras to perform crowd monitoring. Therefore, real time
field data collection and short term analysis of pedestrian
crowd have been implemented in many cities [198]. Mean-
while, the ubiquity of smartphones has also offered various
opportunities for collecting pedestrian traffic data in the real-
life fields [199]. Consequently, the relating issues on personal
privacy and public information security should also be the
threats for this approach.

The highlights of the SWOT analysis for laboratory exper-
iments and field observations are summarized in Table 2.

We further conducted a second set of SWOT anal-
ysis between animal-based approach versus human-based
approach.

The foremost strength for animal-based approach is iden-
tified as the possibility of conducting real panic experiments
using biological entities. Further, animal behaviors can be
more easily captured through laboratory experiments or
field observations with lower cost than human approaches.
Although there exists obvious discrepancy between animal
movement and human motion, the empirical data in panick-
ing animals are also more ‘life-like’ than many mathematical
models [36, 196]. There is opportunity to use the animal
models to further improve our understanding of collective
motion. For example, the communication and coordination
mechanisms of ants can be further examined to develop the
methods for controlling human crowd [127].

In terms of human-based approach, apart from the
most apparent advantage of ground truth data, we also
highlight the advantage of providing instructions to pedes-
trians as the secondary pro in conducting experiments with
human subjects. However, human data show large contextual
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TABLE 3: SWOT analysis for animal-based approaches versus human-based approaches.

Animal-Based Approaches

Strengths

Weaknesses

(i) Real panic experiments can be performed
(ii) Relative lower cost than human experiments
(iii) Can be more life-like than mathematical models

(i) Taxonomic differences in animals with humans

(ii) Less convincing to some crowd researchers in terms of

contextual realism

Opportunities

Threats

(i) Biological intelligence can be beneficial to mankind e.g. ants
show more coordination in panic escape than humans
(ii) Animal behaviors can be used as the education materials for
children to augment their safety awareness in terms of
evacuation
(iii) Resolving optimal design issue in panic escape

(i) The universal law for the scaling of different species of

biological entities with various body sizes

(ii) Further analysis of the behavioural similarities and

dissimilarities between animals and humans

(iii) The selection of organisms for different experimental design
(iv) Conduct experiments using panicking animals may arise

debates from bestiarian

Human-Based Approaches

Strengths

Weaknesses

(i) Ground truth data of real pedestrians

(i) Panic experiments cannot be performed due to ethical and

. . . : . fe n
(ii) Participants are more instructive than animals .. safety reasons
(ii) Contextual dependency
Opportunities Threats

(i) Emerging virtual interactive techniques such as AR and VR
can help examine human behaviors in more extreme scenarios

(i) Risk free/immigration experimental design methods
(ii) Physiological aspects of humans during collective

movements should be further exploited

dependency arising from both internal and external factors
such as heterogeneity and behavioral uncertainty. Therefore,
future empirical databases should be enriched with more
psychological aspects [196]. In addition, one major con for
human approach is the prohibition of performing dangerous
panic experiments due to the ethical and safety reasons.
However, the emerge of virtual interactive techniques such
as augmented reality (AR) and virtual reality (VR) can
help examine human behaviors in more extreme scenarios
including the panic escape [200]. Also, researchers should
also explore risk free or risk immigration experimental design
methods to extend the research scopes to extreme behav-
iors.

The summaries of the SWOT analysis for animal-based
approaches versus human-based approaches are presented in
Table 3.

4.3. Future Global Collaborative Efforts on Empirical Data
Collection. In the future, in order to accelerate the path
of crowd dynamics research, a comprehensive open-source
empirical database on root of the different external complex
movement patterns and internal influence variables should be
established. To realize this goal, interdiscipline collaborations
should be encouraged. Some of the researchers from various
disciplines have made their datasets available to the public
such as open videos and trajectories datasets of controlled
laboratory experiments [201], pedestrian crossing behaviors
on street [202], field datasets of pedestrian’s walking behav-
iors in train station, school forum or gallery [203-205],
and collective motion databases for computer vision analysis
[206]. All the above datasets contain pedestrian trajectories

and some of the researchers have also uploaded the original
videos.

Therefore, mutual assistance and cooperation should be
encouraged between research groups across disciplines and
across regions around the world. A data-sharing platform
should be established so that all researchers working in this
field can contribute their datasets.

During our review study, we noticed that many empirical
data are not well recorded and have little possibilities for
further usage due to the limitations of experiments setups or
measuring methods. Therefore, a common standard guidance
on performing controlled experiments and field observations
should be developed. Further, automatic image processing
tools that can restore the trajectories from the published
papers can be developed in future to make full use of the
existing empirical studies.

Further, researchers working in this field should come
together to establish a series of quantitative standardization
methods to normalize the empirical data [207]. Also, a com-
prehensive guideline and standard for performing controlled
laboratory experiments are required.

5. Conclusions

Collective motion of pedestrian traffic is sophisticated under
complex environments. To better understand the underlying
mechanism of collective crowd movements, a lot of empirical
studies were carried out through controlled laboratory exper-
iments and field observations with humans subjects and non-
human biological entities under various scenarios. However,
a comprehensive review of the detailed classification of these
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empirical works from the aspects of complex movements was
absent in the literature.

To this end, in this review article, we first categorized
the complex movements of pedestrian crowd into two
general categories, i.e., external governed movements and
internal driven movements based on the governing factors
of the motion pattern. Further, considering the hierarchy
of movement complexity, we decomposed the external gov-
erned movements of pedestrian traffic into several motion
based patterns including straight line, turning, egress and
ingress, opposing, weaving, merging, diverging, and ran-
dom flows. Then, we reviewed the related literatures under
each motion based pattern with a focus on the complex
movement characteristics. Further, a series of evaluations
were performed towards each reviewed empirical study in
terms of the geometrics setups (whether contained bottleneck
or obstacle), investigating subjects (humans or animals),
controllability (laboratory experiments or field observa-
tions), and competitiveness (under normal, emergency, or
panic situations). Moreover, the key findings, limitations,
or future recommendations and the further usage of the
empirical data in other studies were summarized in a
table.

Summary statistics from the aggregated table showed
that empirical data were highly rich in straight line, egress
flow, and medium rich in turning, merging, weaving, and
opposing, but poor in ingress, diverging, and random flows.
Researchers were more concerned with human subjects
than animal subjects and laboratory experiments were more
preferred than field observations. Empirical data were mostly
collected under normal situations but less in emergency and
panic conditions. Likewise, the studies on bottleneck effects
were more popular than the obstacle effects.

We further presented the comparative SWOT analysis for
different data collection approaches that included two com-
parisons: laboratory experiments versus field observation and
animal-based approaches versus human-based approaches.
At last, we put emphasis on the need for the future global
collaborative efforts on data sharing and developing guideline
for performing controlled laboratory experiments for the
pedestrians complex movements.
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With the increase of hazardous materials (Hazmat) demand and transportation, frequent Hazmat road transportation accidents
had arisen the widespread concern in the community. Thus, it is necessary to analyze the risk factors’ implications, which would
make the safety of Hazmat transportation evolve from “passive type” to “active type”. In order to explore the influence of risk
factors resulting in accidents and predict the occurrence of accidents under the combination of risk factors, 839 accidents that
have occurred for the period 2015-2016 were collected and examined. The Bayesian network structure was established by experts’
knowledge using Dempster-Shafer evidence theory. Parameter learning was conducted by the Expectation-Maximization (EM)
algorithm in Genie 2.0. The two main results could be likely to obtain the following. (1) The Bayesian network model can explore
the most probable factor or combination leading to the accident, which calculated the posterior probability of each risk factor.
For example, the importance of three or more vehicles in an accident leading to the severe accident is higher than less vehicles,
and in the absence of other evidences, the most probable reasons for “explosion accident” are vehicles carrying flammable liquids,
larger quantity Hazmat, vehicle failure, and transporting in autumn. (2) The model can predict the occurrence of accident by
setting the influence degrees of specific factor. Such that the probability of rear-end accidents caused by “speeding” is 0.42, and the
probability could reach up to 0.97 when the driver is speeding at the low-class roads. Moreover, the complex logical relationship in
Hazmat road transportation accidents could be obtained, and the uncertain relation among various risk factors could be expressed.
These findings could provide theoretical support for transportation corporations and government department on taking effective
measures to reduce the risk of Hazmat road transportation.

1. Introduction

In recent years, the demand for hazardous materials (Haz-
mat) has increased, resulting in increasing transportation
requirement. More than 95% Hazmat require off-site trans-
portation in China, and 63% are transported by road in Brazil,
as well as 90% in the United States [1, 2]. However, Hazmat
could provide the great convenience for people’s life, but also
significant risks to environment and human health exist. For
instance, a total of 3744 heavy trucks were involved in severe
accidents in the United States, of which 3% were carrying
Hazmat [3]. On January 11, 2015, a tanker truck carrying
gasoline collided with a bus in Pakistan, causing 57 deaths.
And a tanker truck carrying liquid ammonia collided with a
van, resulting in a large-scale spill of liquid ammonia, leading
to 28 deaths and the number of poisons was up to 350 on

March 29, 2005, which arose on negative social impacts in
China [4].

Hazmat transportation accidents would be able to pro-
duce catastrophic influence on human health, public safety,
environment, and property due to the special characteristic
of Hazmat, attracting more attention from general public and
government on the management of Hazmat road transporta-
tion. Thus, how to improve the transportation condition and
reduce the risk of transportation have become important and
urgent problems for the industrial development. A growing
amount studies about Hazmat transportation and production
have been conducted [5-7]. Therefore, the need for investi-
gating risk factors that contribute to Hazmat accident and the
relationship of risk factors are highlighted to reduce the risk
of Hazmat transportation. To that end, the effective method
to describe and evaluate the accident process is causation
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analysis, which could be used to determine government pri-
orities related to the implementation of prevention measures
[8]. And causation analysis also could provide the theoretical
support for actionable information of controlling over the
risk factors for the transportation corporations. In addition,
exploring the most probable factor or combination leading to
accidents and predicting accidents are the important research
topics in the field of Hazmat safety, reducing the frequency
and severity of accidents.

2. Literature Review

The purpose of this study is to explore risk factors to reduce
the risk of Hazmat road transportation. Many studies have
been conducted by using statistical methods. Haastrup and
Brockhoft [9] statistically analyzed the cases of Hazmat
accidents in Western Europe, and 39% of accidents occurred
during transportation; in 682 accidents the consequence
included fatality. A study about Hazmat transportation acci-
dents divided risk factors into human, vehicle, packing,
transportation facilities, road conditions, and environmental
conditions [5]. Shen [10] studied 708 accidents with Hazmat
in China from 2004 to 2011 and found that accidents easily
occurred at expressways, and the higher probability of spill
accident is associated with accident type. Fang et al. [11]
concluded that speeding was the main reason for Hazmat
transportation accidents through the analysis of accident data
between 1999 and 2013.

Although statistical methods could analyze the relation-
ships between accidents and the risk factors, they cannot
account for the interplay among different factors and fail to
reflect the fact that an accident is not usually the result of
a single factor [12]. The use of causation analysis theory for
accidents could extract the accident mechanism and accident
models from a large number of typical accidents. For instance,
Jason et al. [13] conducted the study about the influence of
vehicle, occupant, driver, and environmental characteristics
on accident injuries involved with heavy-duty trucks, and
the conclusion was obtained by using the heteroskedastic
ordered probit models, which showed that the likelihood of
severe accident is estimated to rise with the more vehicles
involved in accident. Uddin and Huynh [14] used an ordered
probit model to explore the relationship among drivers,
vehicles, roadways, environment, temporal characteristics,
and the severity of accident. There was a study by using logit
model to study the driver’s behaviors effect on accidents, and
the results indicated that the more significant risk factors
were speeding, not using seatbelt, drivers’ age, and drivers
with no valid license [15]. In addition, the Bayesian network
and tree-based methods were considered to explore deeper
accident mechanisms, which is increasingly utilized in traffic
accidents analysis. For instance, Ofia et al. [16] classified
traffic accidents based on the severity of injuries by using
the Bayesian networks; the factors associated with fatal or
severe accidents were identified by inference, such as accident
type, the driver’s age, and lighting. In order to simplify the
model, Mujalli et al. [17] used Bayesian networks to reduce the
number of variables in the study of analyzing the accidents
severity on rural roads, and the result showed that the number
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of variables could reduce up to 60% (the variables considered
are accident type, age, atmospheric factors, gender, lighting,
number of injured, and occupants involved), maintaining
the good performance of models. Zhao et al. [18] pointed
that the three most significant factors influencing Hazmat
transportation by applying Bayesian networks were human
factors, the transport vehicles and facilities, and the pack-
aging and loading of Hazmat. Chen et al. [19] analyzed the
between-accident variance and within-accident correlations
by using Bayesian network and explored the risk factors
influencing accidents and their heterogeneous impacts on
accident severity in rural roads. And in order to improve
the efficiency of emergency rescue of Hazmat transportation
road accidents, a study was conducted to evaluate the time
of accidents dealing based on the Bayesian network [20]. In
addition, the Bayesian network model could also be used to
describe the probability and risk of accidents [21-24].

However, despite many studies on the traffic accidents
and Hazmat accidents, most of them are studied based on
the analysis of specific, isolated, and single factor [25, 26].
Moreover, the characteristic of Hazmat was not taken into
consideration during the analysis of accidents, limiting the
studies of risk factors in Hazmat road transportation. In
addition, the statistical methods could reveal the inherent
rules on the occurrence of accidents, but the relationship
of risk factors was not observed, which cannot reflect
the accident mechanism. The application of causal anal-
ysis model (such as Bayesian network) can explain the
correlation between risk factors and further explain the
accident mechanism, but the Bayesian network structure
may exist subjectivity due to the experts’ knowledge, leading
to incorrect description of relationships between nodes in
the Bayesian network structure. Therefore, Hazmat road
transportation accidents in China from 2015 to 2016 are
considered as the research object to explore the potential
risk factors of accidents based on experts’ knowledge. The
Bayesian network is used to explore the most probable
factor or combination leading to accident and determine the
correlation between the risk factors, providing the decision-
making basis for Hazmat transportation corporations and
government departments to reduce the risk of Hazmat
transportation.

3. Database

The Hazmat transportation accident data was obtained from
State Work Accident Briefing System, and Chemical Acci-
dents Information Network for two years (2015-2016) in
China, and the weather data was obtained from the China
Meteorological Administration. The regional distribution of
Hazmat transportation accidents is shown in Figure 1. The
database considered in the study contains 839 records, and
each record contains detailed information including the date,
time, location, type of accidents, type and number of vehi-
cles involved in accident, driver characteristic, the quantity
and categories of Hazmat, accident consequence, causes of
accident, and a detailed description of the accident. Sixteen
variables extracted from the database were considered as the
significant factors, which are shown in Table 1.
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FIGURE 1: Regional distribution of accidents.

Accident information is accident type (rear-end, side-
swipe, rollover, collision, and vehicle failure) and accident
consequence (explosion, fire, spill, and nonspill). Previous
studies [14, 27] divided injury severity into five categories;
the accident severity in the paper is considered as no injury,
severe injury, and fatality. Simplified classification of accident
severity could ease the issue of potential relationship of
related consequences of an accident and ensure the sufficient
sample size for the Bayesian network model [28, 29]. In the
paper, the simplified classification of accident severity would
obtain the better results.

Hazmat information is Hazmat categories and quantity of
Hazmat transportation.

Driver information is characteristics of the driver, such as
age and behavior.

Location information is road surface condition and acci-
dent location (such as Group one, Group two, Group three,
and Group four); the special road section including intersec-
tion, freeway service areas, toll stations, and gas stations are
considered in the study.

Vehicle information is type and number of vehicles
involved in accident.

Environment information is time distribution of accident
(hour, day, and month), visibility (dawn: 5:00 to 6:59 am, day:
7:00 am to 4:59 pm, dusk: 5:00 to 6:59 pm, and dark: 7:00 pm
to 4:59 am), and weather conditions (sunny, cloudy, rainy and
snowy, and fog and haze) [18].

4. Methodology

4.1. Definition of Bayesian Network. Bayesian network is
considered as the effective method to describe the causality
between the risk factors and the output in the system, also
referred to as the belief network. The Bayesian network is
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a Directed Acyclic Graph (DAG) and nodes represent vari-
able status, while the directed edges represent dependencies
between variables. The relationship or confidence coeflicient
between variables could be described by using Conditional
Probability Table (CPT). The Bayesian formula is considered
as the basis for the Bayesian network model, which could be
expressed as

px|y)= EELOXPED) O

Y)

where P(X | Y) is the probability of X under the condition
of a known event Y. P(Y | X) is the conditional probability
of Y at the occurrence of X. And the joint distribution of two
random variables X and Y can be expressed as

P(X,Y)=P(X)P(Y | X) 2)

where P(X) is called the prior probability and P(Y | X)
is the posterior probability. Combined with the chain rules,
reducing the complexity of the probability model, the joint
distribution of n variables is

P(X}, X500+, X,) .

=P(X1)P(X2|X1)---P(Xn|X1,X2,--- ’Xn—l)

and the joint distribution also could be expressed as
n
P(X,, Xy, X,) = [ [P(X; | Parent (X;))  (4)
i=1

where X = {X,,X,, -+, X,,}, setting S is a network structure,
P is a set of local probability distributions associated with
each variable, X; denotes the variable node, and Parent(Xi)
denotes the father node of Xiin S.
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TABLE 1: Variables of Hazmat road transportation accidents.
Factors Variables Variables description Discretization Frequency Percentage
Explosives 1 27 3.20%
Toxic gases 2 158 18.90%
Hazmat categories Flammable liquids 3 429 51.10%
Corrosives 4 121 14.40%
Hazmat factors others 5 104 12.40%
<10 1 127 15.10%
Quantity of Hazmat 10-24 2 284 33.80%
25-39 3 358 42.70%
>40 4 70 8.40%
24-35 1 144 17.20%
Age 36-45 2 644 76.70%
46-60 3 51 6.10%
Driver factors Inappropriate driving 1 13 1.50%
Behaviors Speeding 2 36 4.30%
Fatigue driving 3 20 2.40%
Normal driving 4 770 91.80%
Group one 1 360 42.90%
Accident location Group two 2 336 40.00%
Group three 3 59 7.00%
Group four 4 84 10.10%
Intersection 1 18 2.10%
Location factors Freeway service areas 2 50 6.00%
Special section Toll stations 3 78 9.30%
Gas stations 4 23 2.70%
Normal 5 670 79.90%
Road surface Dry 1 794 94.60%
Wet 2 45 5.40%
Spring 1 227 27.10%
Season Summer 2 258 30.70%
Autumn 3 186 22.20%
Winter 4 168 20.00%
WeeKly distribution Weekends 1 198 23.60%
Weekdays 2 641 76.40%
Environment factors Sunny ! 202 24.10%
Weather Cloudy 2 347 41.40%
Rainy & snow 3 268 31.90%
Fog & haze 4 22 2.60%
dawn 1 94 11.20%
Visibility day 2 409 48.70%
dusk 3 60 7.20%
dark 4 276 32.90%
1 1 503 59.90%
Total vehicle involved in accident 2 2 276 32.90%
3 3 31 3.70%
>4 4 29 3.50%
Vehicle factors Bus & Truck 1 13 1.55%
Private cars & Truck 2 42 5.01%
Type of vehicle Non-motor & Truck 3 1 1.31%
Bus&Private cars&Truck 4 10 1.19%
Trucks 5 763 90.94%
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TaBLE 1: Continued.
Factors Variables Variables description Discretization Frequency Percentage
Rear-end 1 189 22.50%
Sideswipe 2 20 2.40%
Accident type Rollover 3 340 40.50%
Collision 4 145 17.30%
Vehicle failure 5 145 17.30%
Accidents factors Explosion ! 25 3.00%
Accident consequence Fire 2 % 11.40%
Spill 3 682 81.30%
Non-spill 4 36 4.30%
No injury 1 656 78.19%
Severity of accident Severe injury 2 139 16.57%
Fatality 3 44 5.24%

The construction of the Bayesian network model consists
of following steps:

(1) Parameter determination: analyze the risk factors of
Hazmat road transportation, and determine the variables
needed for modeling (nodes of the Bayesian network), which
could be shown in Table 1.

(2) Structure learning: determine the dependencies or
independencies relationships between variables (nodes), so
that a directed acyclic network structure was constructed.

(3) Parameter learning: based on the given Bayesian
network structure, determine the CPT for each node, and the
dependence relationship between random variables could be
described quantitatively.

4.2. Structure Learning. The scientific network structure
needs continuous iterations. At present, there are three meth-
ods to construct a Bayesian network structure [30]. (1) Con-
struct the network structure subjectively through experts’
knowledge. (2) Determine the network structure objectively
via the analysis of data. (3) Construct the network structure
based on experts’ knowledge and data analysis. The method
used in the paper for accident causation analysis is that
establishing a preliminary Bayesian network structure based
on the model assumption and then the network structure is
adjusted with experts’ knowledge and data analysis, avoiding
the disadvantage of strong subjectivity and enormous amount
of data computing. The Bayesian network structure is con-
structed as shown in Figure 2.

Steps for Building a Bayesian Network Structure

(1) Establish a preliminary Bayesian network structure
based on the assumptions of model.

(2) Use Delphi method to determine the relationship
between risk factors. In general, there are four possible
relationships between variables:

(A) F, directly lead to Fj which could be represented as
F, — Fj.

(B) F; directly lead to F, which could be represented as
F, —F,.

(C) The relationship between variables cannot be deter-
mined, which could be represented as F; «— F;.

(D) There is no relationship between variables, which
could be represented as F; | F;.

(3) Synthesize results from multiple experts. D-S evi-
dence theory is used to reduce the subjectivity of experts’
knowledge, and the correlation between variables could be
determined. The Dempster synthesis rule formula could be
expressed as

M@A)=K-

A;NA,N-NA,

m (Al)mz (AZ)”'mn (An)
VAC®, A+ @, A, A,...A,CO,

K = ny (Al)mz(AZ)“'mn(An)>
(5)

(AlnAzn~~~nAn¢z

- Z my (A))my(A,)---m, (An)>

ANA,N-NA, =2

where A represents the possible relationship between vari-
ables, m; represents the mass function, equaling to the expert
opinions, and # represents the number of experts.

(4) As the relationship of variables cannot be obtained
by Delphi and D-S evidence theory, the mutual information
value of variables should be calculated. And the entropy can
be expressed as

1

H (F;) = )P (F)log PE) - P(F)logP(F) ()

Conditional entropy is a measure of the uncertainty of a
random variable F; under the condition of giving F;, which
can be expressed as
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FIGURE 2: The Bayesian network structure for Hazmat road transportation accidents.

H(F, | F}) = ZP (F, | F;)log

i

=Y P (1 F})log P (F; | ;)

i

P (F,. | Fj) -

Before obtaining Fj, the uncertainty of F; is H(F;), and
after obtaining F i» the uncertainty of F;is H(F; | F 1), so that
the difference of H(F;) and H(F, | Pj) is considered as the
mutual information, which is expressed as

1(F.F;) = H(F)-H(F | F})
R

4.3. Parameter Learning. There are missing data on Hazmat
road transportation accidents; the Expectation- Maximiza-
tion (EM) algorithm is considered as the effective method
to perform the maximum likelihood estimation for a set of
parameters 6 from the incomplete dataset [31-33]. The EM
algorithm starts with randomly assigning a configuration 6°
for 6 by the system. Suppose that 6 is the outcome after t
iterations. The calculation process mainly involved two steps:
Expectation Step (E-Step) and Maximization Step (M-Step).

Consider that D, is missing sample, and X, is the set of
all variables with missing value in the sample D,,. Set X, =
x,,, and the complete dataset would be obtained by adding

x,, to D,,. All of the possible result would be considered by
EM algorithm due to that X,, may have more possibility, so
the weight w, is assigned for each possible result by EM
algorithm, and the weighted sample could be given by

(D X, = %) [0, | ©)

where w, = P(X,, = x,, | D, 6"), and the weight ranges
from 0 to 1.
E-Step: suppose the log-likelihood function of 6 based on D*.

m(0|D)=> > P(X,=x,I|D,,0)
t=1x,,€X,, (10)
log P (D,,, X,, = x,, | 6)
where D = (D, D,,...,D,,), and m(6 | D,6") = m(6 | DY
is referred to as the expected log-likelihood function. In the

iteration, due to the characteristic of D, which is invariant,
the formula could be expressed as

M(6016)=m(6|D,0")

= i Y P(X, =x,|D,,6") (1)
t=1x,€X,,
log P (D,,, X,, = x,, | 6)
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FIGURE 3: The Bayesian network model after parameter learning in Genie 2.0.

M-Step: calculate the value of @ when M(6 | 6') have reached
the maximum:

t 7
Mijk t
- Zmijk >0
t+1 k=1"ijk k=1
P DI (12)
t
— Zml]k <0
T k=1

t

where m;;; is the sum of sample weights in the dataset D'.

5. Results

The guidance for the variable selection and classification were
followed by the analysis of accident data and previous studies
[6, 34-36]. In the paper, sixteen variables are considered
as the significant risk factors, as shown in Table 1. There
are numerous types of software to establish the Bayesian
network efficiently, such as Netica, Genie, Bayes Net Toolbox,
and Analytica. In the paper, Genie2.0 (developed by the
Decision Systems Laboratory, the University of Pittsburgh)
was considered as the effective tool to finish the Bayesian
network parameter learning by using EM algorithm, which
would make the construction, analysis, and visualization
of Bayesian network be performed efficiently, simplifying

the calculation. And the network parameters are repeatedly
iterated by using the accident data; the conditions for the
termination of calculation are as follows: (1) the variation of
the posterior probability for single risk factor is less than 1%;
(2) the cumulative variation of posterior probability for the
entire network is less than 15%. The results were shown in
Figure 3.

5.1. Causal Inference. The Bayesian network could be used
to calculate the posterior probability of risk factors under
conditions of an accident and obtain the most likely factors
or combinations that caused accidents. Set the “explosion”
in “accident consequence” as the example to explore the
causal inference, and the evidence variable is “explosion”.
As shown in Figure 4, the probabilities of risk factors are
obtained through the update function of the Genie. And
the probability of “autumn” in “season” increases from
22% to 35%; “vehicle failure” (referred as the tire blowout,
spontaneous combustion, tanker damage) in “accident type”
increases from 17% to 37%; the quantity of Hazmat increases
from 8% to 20% for the category of more than 40 tons;
“flammable liquids” in “Hazmat categories” increase from
51% to 65%; and the explosives increase from 3% to 8%. These
findings mean that, in the absence of other evidences, the
most probable reasons for “explosion” are vehicles carrying



8 Journal of Advanced Transportation
accident_location driver_behavior i
Group_one  40% m inappropriate_driving 1% | less_than_35 17% l]
Group_two  43% || speeding 4% || [ Pbetween_36_t0_45  77% |
Group_three 7% I fatigue_driving 2% I more_than_45 6% !
Group_four  10% I normal_driving 93% _
* weather
special_section \ | rxomd e FIEiTyy 24% l]
intersection 29% | accident_type wet 95% m | cloudy 41% [
freeway_sevice 6% [ rear_end Lo (|dry 5% [ rainy_snowy 32% .
toll_stations 9% (|| sidewipe 3% | fog_haze 3% |
gas_stations 3% | el S visibility
others 80% - collision 12% \dawn 11% I]
vehicle_failure 37% day  48% L ‘
- dusk 9%'
total_vehicles_involved_in_accident season acc'ldentfconsequence e DI -
one d spring  30% (I explosion  100% ([ |
two 33% E ‘ summer 24% [ HBfire 0% quantity_of_hazmat
three 4% I autumn 35% - spill 0% ‘—lessfthanflo 19%
more_than_three 3% || winter  11% (|| non_spill 0% between_10_to_24  18%

S

e

between_25_to_39  43%

severity_of_accident

weekly_distribut...
s no_injury  58%
weekends  24% l] severe_injury 31% r
weekdays  76% I fatality 11% I

more_than_40 20%

A

type_of_vehicle

Bus_and_Truck

Private_car_and_Truck

2% |
5% |
1% ||
1% ||

Non_motor_vehicle_and_Truck
Bus_and_Private_car_and_Truck
Trucks

hazamat_categories
explosives 8% I]
toxic_gases 20% L
flammable_liquids  65% -
corrosives 3% I
others 4% I

FIGURE 4: Posterior probability when the variable is “explosion”.

flammable liquids, larger quantity of Hazmat, vehicle failure,
and transporting in autumn.

In addition, if the “fatality” in the “severity of accident” is
considered as the evidence variable, the probability change
of “total vehicle involved accident” could be obtained. The
probability of “three” increases from 4% to 11%, and “more
than three” is increasing from 3% to 9%. This may be
explained by the fact that the importance of 3 or more vehicles
in an accident leads to the severe accident being higher than
less vehicles. Moreover, as for the accident consequence, the
probability of “spill” decreases; meanwhile the “explosion”
(3% to 6%) and fire (11% to 18%) have increased. Due to the
special characteristic of Hazmat, explosion and fire would
cause a larger area affected and can easily result in casualties,
especially in the urban road and higher population densities
[26].

5.2. Accident Prediction. Based on the bidirectional reason-
ing, not only could the Bayesian network model obtain the
risk factors or the combination caused accidents, but also
the probability of accidents could be calculated under the
risk factors or combination, for example, in Genie, setting
the “speeding” in “driver behavior” as an evidence variable,
meaning that the status of evidence variable is considered
as 100%. As can be seen from Figure 5, the probability of

“rear-end” in “accident type” is found to increase from 27%
to 42%, indicating that the drivers’ speeding could be more
prone to lead to rear-end accidents. This is because the vehicle
is difficult to control under the condition of speeding, and
the braking time is longer. And previous studies have shown
that driving behavior could significantly affect the severity of
traffic accidents [37-39].

As shown in Figure 6, in addition to “speeding”, it
is assumed that the transportation route is on low-class
roads; that is, “Group four” in the “accident location” is
considered as the evidence variable, and the probability of
the entire network is automatically updated. It can be found
that the probability of “rollover” in “accident type” further
increases from 42% to 97%. This finding shows that “driver
behavior” and “accident location” would affect the probability
of “rollover” accident on different degrees. Therefore, when
the driver is speeding on low-class roads, the more attention
should be paid on the rollover accident.

6. Discussion and Conclusions

6.1. Hazmat Factors. Flammable liquids have the highest pos-
terior probability (0.51) and would easily result in explosion.
This could be explained by that increasing demand for the
flammable liquid and decreasing reliability of transporting
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FIGURE 5: Accident prediction when the evidence variable is “speeding”.

flammable liquids due to the single-mode packaging. The
quantity of Hazmat transported would significantly affect
the severity of accident. The larger the quantity of Hazmat
transportation, the larger the inertia of the transportation
vehicles, making it not easy to control the emergency
[40]. Moreover, the larger quantity of Hazmat transporta-
tion is prone to the serious consequences, such as explo-
sion and spill, threatening people’s health and environment
[10].

6.2. Driver Factors. Previous studies have shown the rela-
tionship between driver’s age and the severity of accidents
[27, 41, 42]. According to the model results, the younger
driver (less than 35) would be more prone to inappropriate
driving behavior, which indicates the need for carrying out
education programs and training for younger drivers. Tavris
et al. [43] also found that younger drivers were much more
likely to be involved in severe and fatal accidents. As for the
driving behavior, speeding is more likely to lead to rollover
accident, especially on the low-class road. This could ascribe
the small amount of lanes and the road condition defects on
low-class roads, and the speeding would make Hazmat slosh
or move around inside the tank, which can constantly shift
the vehicle weight, leading to vehicle to rollover due to the oft
balance [44, 45].

6.3. Location Factors. The model results show that “Group
one” (the posterior probability is 0.43) and “Group two”
(the posterior probability is 0.40) in “accident location”
are likely to be associated with severe accidents, which
could be attributed by the combination of higher average
speed and larger speed dispersion. More importantly, “Group
one” and “Group two” roads are considered as the major
transport corridors for Hazmat [10, 46]. In addition, some
special sections would also considered as the significant risk
factors; this could be explained by the fact that there are
more interference factors (such as line of sight, pedestrians,
and signal lights) at intersections and the greater potential
explosion risk around the gas stations [47].

6.4. Environment Factors. Hazmat road transportation acci-
dents would easily occur at summer (the posterior prob-
ability is 0.31), which is attributed to the characteristic of
Hazmat, such as flammable and explosive. And the poste-
rior probability of accidents occurring at weekdays is 0.76,
which could be explained by that freeway could be toll-free
on important holidays, resulting in significant increase of
traffic volume, which could decrease the speed of vehicles.
Moreover, Hazmat transportation vehicles were not allowed
to drive on freeway (Pan, 2013). Weather is a significant
factor for the Hazmat transportation, with cloudy having the
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FIGURE 6: Accident prediction when the evidence variable are “speeding” and “Group four”.

highest posterior probability (0.41) followed by rainy (0.32).
This could be ascribed that the driver’s mood and visual
would be decreased in cloudy and rainy, and the rainy would
lower the friction coefficient of roads due to the thin film
of water existing between the road surface and tires, which
could make the road slippery, increasing the braking distance
effectively [48, 49]. Regarding visibility, daytime has the
highest posterior probability (0.49), and the dark is 0.33. This
is because most transportation corporations are more likely
to transport Hazmat at daytime in China [50]. In addition,
poor visibility at night would make drivers tired, resulting in
driver fatigue, especially from 11:00 pm to 3:00 am [51]. In
the sample of accident data, drivers are more prone to fatigue
status accounting for 62% of total accidents from 7:00 pm to
4:59 am.

6.5. Vehicle Factors. As for the total vehicles involved in
accident, “more than three” would easily result in higher
severity of accidents. And the private car involved in acci-
dent would cause the severe accident. Two reasons could
explain these findings: one is that more vehicles would cause
more people involved in accidents, resulting in more people
injured; another one is the disparity in mass and speed of
trucks compared to other vehicles. In case of an accident,

lighter vehicles (such as private cars) usually absorb the
greatest part of the kinetic energy and suffer from more severe
injury.

6.6. Accident Factors. Many studies have shown the signif-
icant relationship of accidents type and severity, indicating
that the rollover accident is associated with the higher severity
of accident [16, 44]. The Bayesian network results show that
rollover accident has the highest posterior probability (0.41).
The reason could be that Hazmat sloshing or moving around
inside the tank can constantly shift the vehicle weight, making
the vehicle off balance, causing the transportation vehicle
to roll over, especially during abrupt evasive maneuvers or
turning the vehicle [10]. In addition, as for the consequence
of accident, the posterior probability of spill could reach
up to 0.81, threatening human health and environment. The
result could be explained by that Hazmat releasing could
immediately result in poisoning and suffocation, which is
difficult for people on-site to escape quickly, resulting in
severe and fatality accident [50].

In summary, the occurrence of Hazmat road transporta-
tion accidents is unexpected, random, dangerous, and poten-
tial. Frequent accidents imply that it is necessary to explore
risk factors by using accident mechanism. Bayesian network
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is the effective method to deal with uncertainties, which
exhibit the potential hierarchical relation by the Directed
Acyclic Graph. In the paper, the Bayesian network was
developed based on experts’ knowledge and modified based
on the Hazmat road transportation accident data (N=839)
in China. The Bayesian network structure was established by
using Genie 2.0, and the results of network structure model
reveal the influence of risk factors resulting in accidents and
the relationship among risk factors. The study shows that the
posterior probability of the Bayesian network could provide
effective method for finding the important factors and the
factors combination of accidents. These findings could pro-
vide theoretical guidance, which could help transportation
corporations and government departments take necessary
measures to reduce the frequency of Hazmat accidents. More
importantly, it must be noted that the aforementioned results
were obtained by analyzing the data sample collected from
State Work Accident Briefing System and Hazardous Chem-
ical Accidents Communications, which could be existing
limitations. As for the further studies, the conclusions should
be more generalizable if the dataset had larger size of sample
and accidents from multiple states.
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Over the past few years, several countries, including Spain, have been experiencing a period of economic recession. As a result,
these governments have reduced their budgets for transport infrastructures (both construction and maintenance operations). The
main objective of this study is to analyze whether these budget reductions have an effect on increased accident rates and to perform
an assessment of their real economic benefit. Thus, we analyze whether significant changes over recent years are perceptible in
the road safety indexes in Spain, in terms of risk, accident fatality, and accident severity. The relation between lower budgets and
higher road safety indices is analyzed through linear regression techniques. The results show a strong relation between the Risk
Index and the maintenance budget, measured as an average of the last years. In addition, a final economic assessment demonstrates
that this reduction in investment had no real economic benefits, especially as the costs of the accidents exceeded the savings in the

conservation plans.

1. Introduction

The consequences of the current economic crisis have affected
many countries over the past few years, which have meant
that government road construction and maintenance budgets
have been reduced. Another consequence of the economic
recession is the high reduction in the number and length of
journeys by road.

Thus, if we take into account the fact that the number
of accidents has remained constant over the past few years,
even though traffic volumes are lower, we can conclude
that the risk of an accident per kilometre of road has in
fact increased. In this paper, a possible relationship between
lower construction and conservation budgets and the ratio of
accidents is assessed.

To do so, we need to locate the key parameter to analyze
this relationship. If we look at the bibliography, we can see
different points of view. Hakim et al. [1] presented a critical
review of state-of-the-art macro models for road accidents,
to identify which variables are more effective, in order to
improve levels of road safety: vehicles-kilometre, vehicle fleet,
income (in its various forms), percentage of young drivers,
intervention policies such as speed limits, periodic vehicle
inspection, and minimum alcohol-drinking age. Zou and Yue

[2] studied the causes of road accidents by using a Bayesian
Network approach. Rifaat and Chin [3] analyzed the severity
of accidents using ordered probit models, giving broad con-
sideration to driver characteristics, roadway features, vehicle
types, pedestrian characteristics, and crash characteristics.

Chin and Tan [4] adapted the techniques usually em-
ployed for road safety audits in Singapore, in order to develop
a Road Safety Performance Rating for the quantitative eval-
uation of safety deficiencies. The application of road safety
audits began there in 1998, though they are named “safety
reviews”, as they are not a compulsory checklist to approve
a project. Even more, since the review process is usually
qualitative in nature, there are some doubts about their
significance and their utility. Hence, the authors developed a
quantitative approach to obtain a Road Safety Performance
Index (RSPI), a related Road Safety Performance Chart
(RSPC), and a Road Safety Performance Rating (RSPR) that
can serve as a benchmark for comparisons between various
road projects.

In addition, de Leur and Sayed [5] analyzed the objectives
that a Road Safety Risk Index must achieve and how to
develop it correctly. Hermans et al. [6] focused on an essential
step in the construction process of a composite road safety
performance indicator: the assignment of weights to the
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TABLE 1: Evolution of investment in roads [21].
. Road maintenance
Year Overall road budget Road construction and safety budget
(M€) budget (M€) (Mé)
2008 4,778 2,822 1,219
2009 5,414 2,886 1,324
2010 5,114 3,478 1,257
2011 3,011 1,445 1,085
2012 3,160 1,268 873
2013 2,963 1,084 818
2014 2,153 1,148 818
2015 2,194 1,154 935
2016 2,383 1,174 1,058
2017 2,121 955 958

individual indicators. Holl6 et al. [7] highlighted the limita-
tions of road safety performance indicators, based on exam-
ples of certain countries from Central Europe, to conclude
that exposure and the socioeconomic climate appear to have
a high impact on road safety. Finally, Mannering et al. [8]
and Kumar et al. [9] noted the heterogeneity of road-accident
data and their specific analyzes which took that issue into
account. A similar analysis was conducted by Imprialou
and Quddus [10], who studied how to improve the data
collection of accidents, in order to achieve a more usable data-
base.

Various studies have analyzed the effects of socioeco-
nomic variables on road safety [11-15]. However, it now
appears to be of interest to study them once more, since the
characteristics of both roads and economy have changed
considerably. Law et al. [16] analyzed the effects of the recent
economic crisis and the Motorcycle Safety Programme (MSP)
on motorcycle-related accidents, casualties, and fatalities in
Malaysia. Although their analysis found a reduction in the
number of motorcycle-related accidents and fatalities, the
authors concluded that the MSP was the main cause for this
reduction, with no signs of separate effects due to the eco-
nomic crisis. On the contrary, Yannis et al. [17] analyzed the
effect of annual changes in Gross Domestic Product (GDP)
on annual changes in mortality rates, by employing some
mixed linear models for 27 European countries over the
period between 1975 and 2011. They concluded that a GDP
increase is associated with an increase in mortality rates.
Yanqun et al. [18] and Goniewicz et al. [19] analyzed traffic
safety at a global level and proposed some possible actions
and programs for its improvement. Finally, Loo et al. [20]
developed an exhaustive review of road safety strategies in
Hong Kong, concluding that significant improvements would
require the restructuring of road safety activities.

Following this introduction to the problem, Section 2 will
show the evolution of the road safety parameters over the
years that are under study. Comparisons between risk levels
and budgets will be presented Section 3, and the relations
between them will be analyzed with linear regression tech-
niques and discussed. Likewise, an economic assessment of
the effects of lower budgets will be set out. Finally, the last

section will offer some concluding remarks and a summary
of the main findings of the study.

2. Data Analysis

In this section, the data during the recession period (2009-
2014) will be analyzed, both economically and from the point
of view of road safety. Thus, it is important to establish the
extent of the budget reductions for road construction and
maintenance, in order to relate it to possible increases in the
risk indexes.

The data reflect economic issues, especially the budget
allocations for road works, dividing them into the construc-
tion of new roadways and conservation and maintenance
operations for the network. In addition, the vehicle fleet
and the total volume of registered traffic flows (measured
in vehicles per km) are also studied. Finally, with regard to
the data on safety, both the accident injury rates and the
amount of fatalities (within a period of 30 days from the
accident) are analyzed. The period of analysis is between
2008 and 2016, allowing us to visualize the evolution of
all these parameters during the economic crisis. These data
were mainly gathered from various websites of the Spanish
Government, as specified in the following sections.

2.1. Economic Analysis. Firstly, it is necessary to establish the
annual budget for road construction and maintenance works.
The country under analysis is Spain, so the data were gathered
from statistical sources available from the Ministry of Public
Works Spanish Government [21].

The last deep recession in Spain lasted from 2009 to 2014,
although data were obtained from 2008 to 2017, in order to
gain a complete overview of the evolution of the budgets. In
addition, we have classified them by construction and main-
tenance budgets, because of their different characteristics and
their impact on road safety. The figures for this period are
shown in Table 1.

Firstly, we can note that both the road construction and
the maintenance budgets decreased significantly between
2009/2010 and 2013. Specifically, the reduction amounted to
69% for the road construction budget between 2009 and 2013
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TABLE 2: Evolution of accidents [23-26].

Year Injury Accidents Fatalities (30 days)
Value A previous year Value A previous year

2008 43,831 -- 2,466 --
2009 40,789 -7% 2,130 -14%
2010 39,174 -4% 1,928 -9%
2011 35,878 -8% 1,603 -17%
2012 35,425 -1% 1,442 -10%
2013 37,297 5% 1,230 -15%
2014 35,147 -6% 1,247 1%
2015 34,558 -2% 1,248 0%
2016 36,721 6% 1,291 3%
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and a 38% for maintenance and safety operation from 2010
to 2013. Once this period was over, the budgets began to rise
again in 2015, achieving similar values of 2011/2012 by the end
of 2016, very much lower compared with the previous ones.
Moreover, in 2017, they were decreased again in a very high
proportion. It is important to note that the division of these
budgets has been slightly different since 2015, so the data are
not completely comparable.

On the other hand, it is interesting to compare these
values with the traffic volumes supported by the road in these
years. Figure 1 shows how both the vehicle fleet volume and
the recorded traffic flows on interurban tracks evolved during
the period under consideration.

We can note that although the size of the vehicle fleet
increased in 2011, there were two “troughs” for the vehicle
fleet: in 2009 and 2013. Following that year, it underwent
slight increases in 2014, compared with the previous year. On
the other hand, if we analyze the traffic volumes (measured
in vehicle-kilometres travelled), we can see a continuous
descendent trend from 2008 to 2013, after which its minimum
value increased, coinciding with the severest years of the
economic crisis, although that trend changed in 2014, with
a slight growth that continued until 2016.

Finally, if we analyze the distribution of the vehicle fleet,
we can see that, in 2016 (the most recent year with published
statistics), 71% of vehicles were cars, 15% were trucks and
vans, 10% were motorcycles and mopeds, and the remaining
4% were buses, tractors, and other vehicles types. More
interesting is the fact that, in 2016, the average age was 11.5
years for light vehicles and 13.5 years for trucks and vans [23],

demonstrating how the vehicle fleet in Spain was affected by
suffered the economic crisis, as were other sectors.

2.2. Road Safety Analysis. In this section, we analyze the
accident statistics corresponding to the same period. Table 2
shows the number of accidents and the number of fatalities
(within 30 days) on Spanish roads. There, we can see that,
in general terms, both data are descending during the period
of the economic crisis, while the number of accidents expe-
rienced only slight growth between 2012 and 2013, reaching
its historical minimum value in 2015. On the contrary, the
number of fatal victims was higher than the minimum in
2013, and since that year it increased slightly.

It is obvious that increasingly effective passive safety
systems in modern vehicles would probably have influenced
the fatality and severity indices, since personal injuries are
fortunately reduced by a high percentage. However, the fact
that there was no increase in accidents after a certain date
(even when the traffic volumes increased) appears to point
to a relationship with the budget reductions for roads and,
therefore, for road maintenance.

To verify this hypothesis, the standard road safety indices
were calculated: risk, fatality, and severity indexes. The prob-
ability of traffic accidents occurring for each driven kilometre
is shown by the Risk Index. In the case of the Fatality Index,
the likelihood of death in a traffic accident is a quantifiable
value. Finally, the Severity Index indicates the probability of
dying once an accident has been occurred. Equations (1) to
(3) show the expressions to obtain these indices [27]:

Risk Index = RI

_ Number of accidentes involving victims @
N 108 vehicles — kilometre

Fatality Index = FI

_ Number of fatalities (within 30 days) @
- 108 vehicles — kilometre

Severity Index = SI

_ Number of fatalities (within 30 days) ©)
- 100 accidentes involving victims
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FIGURE 2: Evolution of the Road Safety Indices.

These indexes can be employed to analyze and, in some cases,
even to forecast the accidents rate and their consequences, as
proposed by Commandeur et al. [28].

Employing the data presented in Figurel and Table 2,
we can calculate each one of these indices. The results are
shown in Figure 2, where we can see that both the Fatality
and the Severity Indexes show a decreasing trend, except in
2014, with a slight increase in the FI compared with previous
years. Nevertheless, the trend of the Risk Index is clearly
opposed, with an initial minimum in 2011, but followed by a
high increase until 2013, coinciding with the last few years of
the economic recession, and then another low value in 2015.

As previously noted, the passive safety systems of auto-
mobiles, increasingly more sophisticated and efficient, are
one of the main causes of the decrease in both the Fatality
and the Severity Indexes. But the Risk Index is related more
to the state of the road (and to the active safety systems of
vehicles, as well), so we can analyze whether the reduction
in conservation and maintenance budgets might have had
some influence on its dramatic growth between 2011 and
2013.

This hypothesis agrees with Hakkert et al. [29], who
discussed the problems associated with the use of exposure
and risk and gave examples of various safety studies. Their
conclusion was that these terms should in practice be defined
within the context of the issue under study. For each appli-
cation, the correct exposure measure should be used: in the
case of transport, the most widely used measure of exposure
was the number of kilometres travelled for each travel mode
(vehicles-kilometre travelled). In addition, Chan, Huang, and
Yan [30] studied the effect of asphalt pavement conditions
on traffic accidents, by using negative binomial regression
models.

3. Comparison between Economic and
Accidents Data

In this section, the economic and the road safety data
presented in the previous chapters will be compared, in
order to analyze the influence of one on the other. Initially,
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the possible existence of a relationship between the annual
road budgets (overall or only for conservation purposes) and
safety indexes will be discussed. Afterwards, a brief economic
assessment of this relationship will be done, by comparing the
savings in maintenance with the eventual higher costs due to
accidents.

3.1. Relationship between Annual Budgets and Safety Indexes.
The possible relationship between the data gathered on
annual budgets and the rate of endangerment will be ana-
lyzed. The reasons for selecting this ratio are due to the lower
influence of passive safety systems, increasingly sophisticated
and widespread in the vehicle fleet, on the Risk Index, rather
than the calculated ones.

Thus, we employed regression techniques to determine
the possible correlation between the different budgets and
the Risk Index. Even though the results of various types of
regression tests were quite similar, we finally chose the linear
models. As previously mentioned, the budget data between
2009 and 2014 were included in the analysis, as the rest of the
data were not directly comparable, due to the change in their
structures.

In Figure 3, the relations between the road budgets and
the Risk Index of the following year are shown, as the impact
of a low conservation budget was not immediately detected,
except for a certain period. Figure 4 shows the same effect two
years later. We can observe that the trends in these figures
show an increase in both the slope of the regression line and
the R2 index over time. However, the R2 indexes were not
strong enough in some cases.

Finally, rather than with the budgets of the preceding year,
the analysis of the relation of the Risk Index, with the average
of the previous years, is even more illustrative. Figures 5 and
6 show the results of this relationship. There we can see that
not only that the gradient of the regression line grows (in an
absolute value), but also that the coeflicients of determination
R2 started to reach significant values: higher than 95% with
the budgets over the 3 preceding years.

Therefore, we can conclude this section by pointing out
that that there is a relationship between the budgets for roads
and their endangerment. This relationship is much more
clear and intense when we specifically analyze budgets for
maintenance operations. We can also see that a decrease in
the maintenance budget has an effect on the Risk Index for
the following years, because the deterioration of roadways
has a higher impact on road safety over subsequent years
rather than in the year that corresponds to the budget
allocations. If instead of considering the annual value of
budgets, we take the average of the previous years (much
more realistic), the coefficient of determination reaches levels
that are higher than 95%, which are considerably significant
for our purposes.

3.2. Economic Assessment. Finally, in this section, we will
analyze whether these reductions in road budgets are eco-
nomically profitable or whether the costs associated with the
new accidents outweigh the savings. For this purpose, we
shall employ the regression line obtained in Figure 6, which
shows the relationship between the Risk Index (RI) and the
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average road maintenance budget over the previous 3 years,
in millions of Euros (MB;). This equation is presented in the
following:

RI = 25.695 — 0.0082 - MB, (4)

Combining this equation with (1), we can directly relate the
maintenance budget to the number of accidents involving
victims (AV) and the traffic volume measured in vehicles-
kilometre travelled (VKT), as shown in the following:

AV g AV
I=———— =10 ——~ —
VKT (10%) VKT -
5

VKT
AV = T (25.695 — 0.0082 - MB;)

Thus, once we have established the real number of VKT over
the last few years of the recession, we can estimate how many

accidents could have been produced, if the budgets had been
maintained at the same levels before the economic crisis.
As we can see in Table 1, the MB; has varied during the
period of study, in a range from 1267 M€ in 2011 (average
from 2008 to 2010) to 925 M€ in 2014 (average from 2011 to
2013).

Therefore, we propose, in view of the real value of
VKT in each year, three different scenarios: Scenario 1 with
the highest budget values at all times; Scenario 2 with the
average of these margins; and Scenario 3 with the real values.
These scenarios and their corresponding estimated number
of accidents are shown in Table 3.

Comparing these values with those presented in Table 2,
we can see that more than 3,900 accidents involving victims
could have been avoided, had the road maintenance budgets
remained constant at the same levels as 2011 (scenario 1). Even
in the intermediate hypothesis (scenario 2), roughly 1,300
accidents could have been prevented between 2012 and 2013.
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TABLE 3: Estimated value of AV with higher conservation budgets.

Year VKT (millions) MB, (M€) AV estimated
Scenario 1 Scenario 2 Scenario 3 Scenario 1 Scenario 2 Scenario 3
2011 234,678 1,267 1,267 1,267 36,559 36,559 36,559
2012 224,285 1,267 1,244 1,222 34,940 35,351 35,761
2013 220,377 1,267 1,169 1,072 34,331 36,093 37,855
2014 222,689 1,267 1,096 925 34,691 37,808 40,924
TABLE 4: Estimated incremental cost because of the increased Risk Index.

Year Estimated Increase of Fatalities Estimated Increase of Injured Estimated Increase of Cost (M€)

Scenario 1 Scenario 2 Scenario 1 Scenario 2 Scenario 1 Scenario 2
2012 20 3 1,203 184 208 32
2013 98 40 7,261 2,948 1,240 503
2014 16 -- 1,213 -- 207 --
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The next step was to establish an economic value for each
accident with victims. Three different methodologies for its
estimation were identified in the bibliography [31]:

(i) Compensation method: based on the average com-
pensation paid by insurance companies to accident
victims or their families

(ii) Human capital method: based on calculations of
production losses, adding occasionally a certain per-
centage to represent the pain and human suffering
associated with traffic accidents

(iii) The willingness to pay method: based on stated
preference surveys, where interviewees have to say
what amount of money they are willing to pay for a
certain reduction in the risk of an accident.

One of the most recent studies in Spain on this topic is
the document prepared by FITSA [31], which determines
that the unit cost ranged, according to the method used,
between 349,687 and 857,648 Euros per fatality. Since these
values were very low, compared with those corresponding to
other European countries, we took the higher ones, because
there were no subsequent studies in Spain. Finally, the New
Zealand Ministry of Transport [32] estimated the costs of
serious injuries at 18.56% of those corresponding to fatalities.
Thus, we were able to assume an average value of €159,173 per
injured person.

We can therefore estimate how many fatalities could
be avoided, basing our study on the values presented in
Table 3 and Figure 2 (Severity Index) and the data relating
to the average number of injured in each accident [25]. If
we transform it into monetary units, we can determine the
incremental cost for Spain, because of the increase of the Risk
Index in its roads. These calculations are presented in Table 4.

If the conservation budgets had remained constant at
the same levels as 2011 (scenario 1), over 1650 M€ could
had been saved in terms of accident-related costs during
the period under consideration. Even in the intermediate
hypothesis (scenario 2), this incremental estimated cost of
accidents is higher than 500 M€. By analyzing Table 1, we
can see that the savings in the conservation budget from 2011
to 2014 amounted to a total amount of 746 M€. Therefore,
we can conclude that for each Euro not spent on the
maintenance of roads generated a cost of traffic accidents
within a range of between 0.7 and 2.2 Euros. There are also
studies that have affirmed that if the trends towards further
reductions remained unmodified, then after some years the
reconstruction of the network would be needed, so the final
cost would considerably increase [33].

Thus, even if we were not to consider the economic assess-
ment, the savings in conservation and maintenance budgets
were not acceptable in terms of road safety. Human life is so
important that no economic assessment can be considered
when we are considering accidents that bring nothing but
human pain and suffering.

4. Conclusions

In this paper, the effects of the economic recession in certain
countries and especially Spain on road safety have been

analyzed. This crisis has modified both the amounts invested
in road infrastructure, construction of new roadways or
maintenance of the existing ones, and the traffic flowing
through them, making them decrease. However, much more
important is the impact of these issues on the safety indexes,
which directly affects the relative number of accidents.

According to our results, we can underline six main
conclusions:

(i) The overall road budget has considerably decreased
during the years of recession. Over the period
between 2008 and 2017 the road construction bud-
get diminished by 66%, while the maintenance and
conservation budget decreased by 21% in the same
period. However, if we take the maximum and min-
imum values, we can see a decrease of 73% in the
construction budget between 2010 and 2017 and of
38% in conservation and maintenance between 2009
and 2013.

(ii) Concerning the traffic circulating on Spanish roads,
we have noted similar decreasing trends between
2008 and 2013, the year with the minimum number
of registered vehicles-kilometres. The traffic in 2013
was 12% lower than the traffic in 2008. However, in
2014, this trend started changing, noting a growing
comparing with the previous years.

(iii) From a different point of view, the number of fatal-
ities has fortunately continued its downward trend,
except since 2013, when a slight increase once again
appeared. However, the number of accidents involv-
ing injuries significantly decreased between 2008 and
2012 by 19%, but has remained constant or even higher
since that year.

(iv) The fatality index, which is related to the above data,
has fortunately been decreasing each year during
the period under analysis. However, the Risk Index
achieved a minimum value in 2011, but underwent
a high, 11%, increase over the following two years.
We considered that this index was the most repre-
sentative, since the others were influenced by the
passive safety of vehicles to a greater extent. These
systems are, fortunately, more and more advanced and
therefore prevented deadly casualties in the case of
accidents involving severe injuries.

(v) If we study the relationship between this Risk Index
with the road conservation and maintenance bud-
gets, we see a real correlation between the average
maintenance budget over the preceding years and
the possibilities of having an accident in the actual
one. This correlation is defined by the determination
coefficients, which reached a value of 27% when
analyzing the preceding two years and 99% over the
preceding three years.

(vi) Finally, if we try to assess the economic impact of
these two opposing variables, lower budgets and high-
er Risk Indices, we can determine that this reduction
of conservation budgets does not lead to a real saving,



as the cost of the additional accidents was higher
(by between 0.7 and 2.2 times). Additionally, the
maintenance (or reconstruction) costs in the future
will grow much more than the usual amount, such
that the effect of negative savings were even higher,
added to the human tragedy associated with road
traffic accidents, fatalities, and victims.

Hence, we can conclude by underlining the relationship
between the road infrastructure investment budgets and the
associated safety indexes. This relation cannot be ignored,
because any decrease in maintenance budgets will eventually
provoke a fatal accident. Even if we consider the problem in
economic terms, each Euro invested in the conservation of
roads is more than compensated in terms of fewer accidents.

We should encourage the relevant authorities to continue
investing in road infrastructure even in economic recession
periods, particularly in maintenance and conservation oper-
ations (other large investments in transport could instead be
reduced), as investment in maintenance affects the accident
rate on our roadways, with several economic consequences,
added to the human lives that are placed at risk.
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Previously reported budget, accidents, and traffic data were
used to support this study and are mainly available at
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http://www.dgt.es). These prior datasets are cited at relevant
places within the text as [21-26, 31].
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Floods affect road infrastructure physically and operationally, increase road user costs and road agencies cost, and eventually isolate
communities. The research of the effect of floods on vehicular circulation is mainly focused on the stability of vehicles. There are
few studies related to the regime of still water in the trafficability. In still water, the speed flow is low and does not compromise the
vehicle stability. In this case, the vehicle’s wading height becomes relevant. This article proposes a procedure to estimate the traffic
interruption probability caused by floods in roads, considering the still water regime. The procedure uses the first-order reliability
method to estimate traffic interruption probabilities, based on the difference between the probability density functions (PDF) of
still water depth (or waterlogging depth) and vehicle wading height. A specific procedure to estimate the PDF of wading height
based in the geometric characteristics of light and heavy vehicles was developed. The PDF for water depth was estimated using
water level profile simulation software. The procedure was applied in the south of Chile. The PDF of wading height was obtained
from a record of 166,155 vehicles tagged in open road tolls. The PDF of waterlogging depth was obtained from discharge records
of 10 fluviometric stations. 42 probability curves were obtained for six vehicle classes and return periods between 4 and 500 years.
The still water depth obtained for traffic interruption probability of 1,0 varied between 70 and 90 cm for light vehicles and between
110 and 150 cm for heavy vehicles.

1. Introduction

Floods damage the physical highway assets and affected their
operations. Floods are caused by high intensity rains in a
short period of time and induce a rapid rise in water level,
overflowing the river banks [1]. Floods usually erode the river
banks, scour and destabilize the pier and footings of bridges,
and weaken the rock fill and rip-rap foundations. The water-
logging is defined as a slow increase of the water level that
covers the low lands and flood plains at low water flow speed.

If the highways are placed in flood plains, the highways’
physical assets experience little damage, but the road network
operation can be totally or partially interrupted during and
before the rain period, until the water level decreases and the
roads can recover the trafficability. The traffic interruption
degree depends upon if the water level over the roadway is
higher or lower than the vehicle’s wading capability and if
the water speed is enough or not to destabilize or drag the
vehicle. The wading capability depends on the wading height,
which is the maximum water level at which a vehicle can
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ride without affecting the engine, brakes, and the heating,
ventilation, and conditioning system (HVAC) and without
loss stability because of floating and sliding. Each type of
vehicle has a specific wading height. If the water level is lower
than the wading height and the water speed is low, vehicles
can ride over the flooded road at a reduced speed, increasing
the travel time and the operating cost. The consequence is a
reduction of the traffic quality in terms of the Level of Service
(LOS) of the road, which is measured using the average
travel speed and the spend-time-following vehicles in two-
lane rural roads and in multilane highways in terms of the
traffic density [2]. Also, if the water level and speed are high,
vehicles are destabilized and cannot pass through the flooded
road. In this case, theloss of LOS is total. Therefore, predicting
the possibility that a vehicle can ride over a flooded road
depends on the vehicle characteristics and the magnitude of
the flood.

There exist several models to predict the water depth over
the roadway because of a flood: ad hoc models; hydrological-
hydraulic (H-H) 1D, 2D, and 3D models; and GIS-based mod-
els [3]. The ad hoc models are empirical and estimate flooded
areas (named blue spots) based on historical data. These allow
creating flood maps and are an efficient alternative if it is
not possible to calibrate more sophisticated models [4-6].
The H-H 1D models used the river and bank’s topography,
the water flow, and the hydraulic regime to calculate the
water level profile and the flooded surface. Examples of this
type of models are HEC-RAS and MIKEI1 [7, 8]. The H-H
2D models also need data of the flooded area, the ground
roughness, the river slope, the rain intensity, and terrain
digital models [9]. Examples of these types of models are
HEC-RAS 2D, IBER, and MIKE FLOOD [10, 11]. The H-H
3D models estimate the flow speed too but are intensive in
data needs because of considering advective and convective
transport, the sediment transport, and the wave effect to
estimate the water level profile [12]. The GIS-based models
integrate some characteristics of the H-H models to the GIS
capabilities but also allow estimating physical and economic
damage due to floods particularly in urban areas. Examples of
these models are HEC-FDA, HAZUS-HM, Damage Scanner,
Flemish Model, and Multicolored Manual among others [13-
17].

These models previously described only estimate the
water depth over the roadway. The water depth depends on
the return periods, the river, and floodplains’ topography.
Therefore, it is plausible to assume that this variable can be
characterized with a probability density function. However,
to study the probability of traffic interruption, it is also
necessary to calculate the wading height, which is a specific
property of each vehicle type included in a vehicle fleet.
Each type of vehicle has its own engine, brake, and HVAC
system, as well as a tire diameter and ground clearance.
Therefore, there is a probability function that describes
the vehicle’s wading height of each brand and model of
light cars, pick-up, SUV, trucks, and buses. Because the
wading height and the water depth are random, the traffic
interruption must be estimated using probabilistic models.
In this sense, this paper proposes and applies a procedure
to estimate the traffic interruption probability by integrating
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both variables: still water depth (also named waterlogging
depth) and wading height, considering their randomness. In
the first part of the paper, the effect of flooding over highway
assets is discussed. Next, an analytical procedure based on
the first-order reliability method (FORM) is presented. The
procedure included the estimation of probability density
function (PDF) of water depth and wading height using
discharge data and individual vehicle data, respectively. The
procedure was applied to a case study in the middle-south
of Chile, where the road waterlogging is recurrent year after
year.

2. Effects of Floods on Road Infrastructure,
Traffic, and Vehicles

The floods affected the road infrastructure that crosses
rivers and those parallel to the river banks, such as roads
with cut-fill slopes, those placed in floodplains and in flat
ground with low infiltration capacity. The damage to the
infrastructure is structural and functional. The structural
damage is produced by hydraulic erosion. The erosion wake
crosses slopes, increasing the scour in bridges and weakening
river bank protections. The floods also affect the drainage
system, compromising its capacity of moving the water from
slopes, embankments, and road subgrades. In the long term
this effect reduces the pavement’s durability. The functional
damage is manifested in a reduction of the LOS of the road
network. This reduction can be induced by partial destruction
of the pavement surface, reduction of the lane width, loss
of lanes available, or roadway flooding. Functional damage
does not necessarily interrupt traffic but reduces the average
travel speed and eventually only certain type of vehicles can
pass through flooded roads. If the traffic is totally interrupted,
communities can be isolated if there are no alternative
routes.

The level of road traffic interruption caused by floods can
be classified in the following scenarios: normal circulation,
in which all the vehicle can pass through the flooded road
without reducing the speed; restrained circulation, in which
all the vehicles can pass through the flooded road but
at a low speed; partial interruption, in which only heavy
vehicles can pass along the flooded road; and total traffic
interruption in which no type of vehicle can pass through
the flooded road. The traffic interruption level depends on
the magnitude and duration of the flood. It affects the
road users, the nonusers, and the highway agencies. Road
users experience higher travel times and operating costs,
restrained circulation, or road crashes; the nonusers may
experience isolation and lack of access to essential or vital
services. The highway agency expends additional budget
for repairing and/or rebuilding roads, taking a percent of
the budget assigned to other maintenance activities, for
instance.

If the water covers the roadway, the circulation possibility
depends also of the vehicle wading height and weight, the
water flow speed, and the water depth over the road. If the
water flow speed is low and the wading height is higher (or
similar) than the water depth, the vehicle keeps stable, but
the HVAC system can be damaged. If the water depth is lower
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than the wading height the vehicle can ride over the flooded
road at a low speed. On the contrary, if the water speed
flow is high, there exists a water depth threshold that avoids
the vehicle destabilization. If the water depth overcomes
this threshold, the vehicle loses stability and is dragged by
the water flow and driver loses control of the vehicle and
traffic is totally interrupted. In this case, the wading height
is not applicable, being more important the water depth
threshold.

The research available in the literature about the effect of
climate on road traffic can be categorized into two groups:
(a) studies that analyze the reduction of traffic speed under
adverse weather conditions and (b) studies that analyze the
effect of flooding on roads due to rainfall. Examples of the
first type of study are found in [18-25], where the authors
estimate the percentage of reduction of the average travel
speed in relation to the intensity of the rain, during the
rain and before the flood. The second group of research is
classified in two subgroups: (a) studies of vehicle stability
in flooded roads and (b) studies of wading capabilities of
vehicles in flooded road with a still water regime. The studies
of vehicle stability used hydrodynamic models to estimate
the water depth and speed threshold than inducing (or
avoiding) sliding, toppling, or floating to vehicles [26-31].
Martinez-Gomariz [32] represented in a speed-depth graph
all the results existent in the literature. From the summary
of Martinez-Gomariz it was concluded that the water depth-
speed thresholds that destabilize light cars ranged between
0,4 and 0,7 m at flow speeds lower than 1 m/s and between
0,2 and 0,5 m at flow speeds between 1 and 6 m/s. In
comparison with the vehicle stability studies, the studies of
traffic interruption in still waters are scarce. Pyatkova et al.
[33] studied the effect on urban traffic on street flooded
with water depths between 0,07 and 2,0 m and more. They
used the software MIKE FLOOD to simulate flood with
different return periods and assumed that streets are closed
approximately when water depth reaches between 0,5 and 1,0
m. Yin et al. [34] developed in China a similar study. They
elaborate flood maps for return periods between 5 and 100
years, with which water depths between 0,05 m and 0,5 m
and more are obtained. They used a water depth threshold
between 25 and 35 cm to close streets and study the effect
over traffic delays. In Australia, Affum et al. [35] used the
concept of limit still water depth to warn drivers about the
safe crossing of floodways. It is an indirect measure of wading
height. The still water depth thresholds used suggested by
Affum et al. for light cars and SUV ranged between 0,3 and
0,5 m. However, they recommended more studies to validate
it.

3. Analytical Modelling of Traffic
Interruption Probability

3.1. Conceptual Framework. The traffic interruption model
proposed considered the uncertainty of the wading height
and waterlogging depth through sigmoidal probability
curves. The conceptual model is constituted by the three parts
described in Figure 1: (a) estimation of the traffic probability

interruption in terms of the wading height and waterlogging
depth; (b) estimation of the individual probabilities using
FORM; and (c) estimation of the PDF for wading height
and waterlogging depth. Each point of the probability curve
(Box “a” in Figure 1) is obtained by applying FORM (Box
“pb” in Figure 1) and using a limit state function (LSF)
that is the difference between the wading height (H,ging)
and the waterlogging depth (H,qeriogging)- Both variables
are random. The H,,4;,, randomness is explained by the
variability of the vehicles’ geometry, engines, HVAC sys-
tems, tire diameter, and ground clearance of each vehicle
class (light car, pick-up, SUV, trucks, and buses), brands,
and models. The H,ciogging Tandomness is explained by
the water flow magnitude, the return period, the river
topography, and the location of the road in relation to the
river.

3.2. Estimation of the Probability Density Function of Wading
Height. The wading height is defined as the maximum depth
of a low-speed water flow at which a vehicle can ride without
electric, engine, or HVAC system damage, depending on the
vehicle configuration. In a vehicle fleet, there is one wading
height for each vehicle brand and model. The vehicle fleet is
defined as a set of classes and subclasses existing in a country.
Typical vehicle classes and subclasses belonging to a vehicle
fleet are shown in Figure 2.

The wading height (H,,4ing) can be obtained using three
methods: from manufacturers catalog, by in-field measuring,
and by analytical estimates from the geometric properties
of vehicles described in the manufacturers’ catalog. The
analytical procedure is more practical because the manu-
facturers do not always provide wading height values, and
the in-field measurements usually considered small sample
sizes that underrepresent the vehicle class, brand, and model
present in vehicle fleets. The analytical procedure estimate
H\yading sub-class brand model fOT €ach vehicle subclass, brand, and
model classified according to Figure 2, using (1) and (2), in
which Dy (- dass brandmodet (in Mm) is the external diameter
of the tires of each vehicle subclass, brand, and model without
considering its deformation because of loads. The values of
D, are obtained from the catalogs of vehicle manufacturers
as well as the values of H,q;,, if they are available. The

parameter oty .. Of (1) is estimated by adding all the values

of Hwading,sub»class,brand,model and DLL,sub-class,brand,model available
in the catalogs for the “V” vehicle subclasses. Therefore,

this parameter is constant for each vehicle subclass. Then,
introducing the a5 value in (2), the Hy,ging for each
brand and model of vehicle belonging to each subclass can
be obtained.

i=V H

1
Xsub-class = _Z D
Vi LL,sub-class,brand,model

wading,sub-class,brand,model (1)

H

wading,vehicle brand and model
(2)

= (Xsub—classDLL,sub—class,brand)model
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F1GURE 1: Conceptual model for obtaining traffic interruption probability curve caused by waterlogging.
The PDF of H,, gipng is estimated using the standard procedure  and water level associated with each Ti (Q(T1)) in each cross-

to fit empirical PDF to continuous PDF: (a) to group the
data of H,,4;,,, of each vehicle class and subclass; (b) to apply
goodness of ét (GoF) tests, such as Kolmogorov-Smirnov,
Chi square, Anderson-Darling, or Shapiro Wilks to identify
the type of probability distribution; (c) to elaborate a ranking
of the adjusted PDF according to the GoF test; (d) to select
the probability distribution that best fit the empirical PDF
of Hya4ings (d) to estimate the parameters associated with the
PDF of fitted H,ging-
3.3. Estimation of the Probability Density Function of Water
Depth. The waterlogging height (Heriogqing) 18 the differ-
ence between the water depth at each river cross-section
obtained from the water level profile (EH, in m) and the
roadway centerline height of the longitudinal profile (CR,
in m). The randomness is explained by the variations of the
EH because of the variability of water flow, according to the
return period and the river topography. If Ti is the return
period (in years) and h; is the cross-section of the flooded
area, Figure 3 indicates that, for the same flooded area, there

are different values of H,,cr1ogging depending on the discharge

section. This happens because the water level depth and the
roadway centerline height vary along the flooded area.

The EH can be obtained by direct measurement or by
simulation according to Figure 4. After calculating the EH,
the H is obtained using (3).

waterlogging

H = EH - CR (3)

waterlogging

To analytically estimate the PDF of Heriogging> @ quasi 2D
model in which the road cross-section flooded is considered
as part of the cross-section of the rivers was used. This
way of modelling allows overcoming the limitation of a 1D
modelling and at the same time avoid the use of digital
elevation models, which not always are available [36]. The
procedure considered eight steps:

Step 1. Collect the maximum yearly discharge from available
limnimetric or fluviometric stations.

Step 2. Perform a frequency analysis of the time series of
maximum discharges and fit the gamma, log normal, and log
Pearson II PDFs. The fitting allows estimating the discharge
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F1GURE 2: Typical classification of a vehicle fleet.

for different return periods (Q(T)). The return period can
vary between 4 and 500 years. The discharges are grouped
in clusters according to different ranges of return periods for
obtaining a set of discharges for each range (Q;(T)), in which

i” represented the i-th discharge belonging to each return
period range.

Step 3. For each range of return period estimate the percent-
age of difference AQ; (in %) between the discharge Q;(T) and
the formative discharge of the river using (4). It represented
the discharge increasing over the formative discharge that
provoked the overflow. The formative discharge is defined as
the most probable flow at a certain recurrence period that
shape rivers [37]. It is estimated for a return period of 4 years
(Q;(T=4)) according to Nino [38].

am )
Qi(T =4)
Step 4. Estimate the maximum percentage of discharge

increasing (AQ; max(T)) based on the flood’s return period
T and the percentage of difference (AQ;) using (5).

AQi = 100 ( (4)

AQ; max (T) = max [AQ] (5)

Step 5. Configure the river cross-section and its properties:
dimensions, Manning’s coeflicients, placement of the road,
longitudinal slope of the riverbed, and longitudinal slope of
the road (see Figure 7).

Step 6. Estimate the discharge Qs; to be used in the sim-
ulation of the water level profile using (6). This equation
represented the incremental increasing of discharge from the
formative discharge according to the increasing of the return
period. Considering the cross-section and the longitudinal
bedstep of the river, the Qs; value allows estimating the water
depth (EH of (7)) using hydraulic simulation software.

Qs; = Q; (T =4) (1 + AQ; max (T)) (6)

Step 7. Simulate the water level profile for different return
periods and discharges (Qs;) and estimating the H
values using (3).

waterlogging

Step 8. For each simulation run obtain the H,,riog0ing Values
and fit a suitable PDF using the same procedure followed to
fitH values.

wading

3.4. Simulation of the Traffic Interruption Probability Curves.
The probability curves estimate the probability that a vehicle
cannot circulate on a flooded road because H >
H,ading- This probability is expressed as Pr(Hiqeriogging >
Hiyading)- To estimate this probability, the FORM was used
[39]. The FORM is based on the LSF: g(X) = G1(X) - G2(X), in
which Gl and G2 are nonlinear functions, and X is a vector of
random variables. Gl and G2 are the PDF of H eriogging and
Hiading> respectively. The traffic interruption probability is
defined as Pr(g(X) > 0), meaning that Heriogging > Huwading:
Given that, in general, g(X) is nonlinear and the PDF of X
are nonnormal, therefore, it is necessary to apply a numeric
solution for g(X=0) based on the Hasofer and Lind [40]
procedure and Rossenblatt’s [41] transformation to normalize
the variables of the vector X. The numerical solution obtains
the probability By, parameter in g(X)=0 for each point of
the probability curves using (7). In this equation, x; are
the random variables of the vector X, u” is the normalized
solution of (7), and «™ is the normalized vector that describes
the normalized LSD g(u)=0. The solution of (7) is the By,
which is an input to estimate the probability using (8).

= min x2;
/3HL {xeg(X)=0} \/Z i

i

waterlogging

(7)
" . 0g/ox;
Y SRV S L T
T T (ag/ax)
P =1-0(By) (8)

The probability of (8) represents only one data point of the
probability curve of Figure 1 (Box a). Therefore, it is necessary
to apply multiple runs with different simulation conditions,
which is similar to applying a random sampling on the PDF
of Hyaterlogging a1d Hyading DUt considering the consistency of
the physical behavior of the flood phenomenon and its effect
over the different vehicle classes.

4. Case Study in the Central Valley of Chile

The procedure was applied in the Central Valley of Chile
(see Figure 5) with the objective of illustrating the proposed
procedure to obtain probability curves that allow estimating
the traffic interruption probability in that area of the country.
The most roads placed in this area are located in floodplains
and are exposed to low water level increase during floods that
can be assimilating to still water. In the study area, there are
10 fluviometric stations located in Maule, Itata, Bio Bio, and
Imperial rivers. Also, 44 ORT are located within the road
network of the study area.
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FIGURE 3: Variability of water level depth regarded to different return periods.
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FIGURE 4: Method for obtaining water logging height.

4.1. Wading Height PDF Estimation. A sample of 166,155
vehicles of 3-year records from the ORT provided by the
Ministry of Public Works [42] was used to estimate the PDF
of Hyyuging- Table 1 summarized the sample categorized by
vehicle class and subclass. The frequency diagrams are plotted
in Figure 6. The software Easy Fit was used to estimate the
PDF of H,,4in for each vehicle subclass. Table 2 summarizes
the results obtained.

4.2. Estimation of the Probability Density Function of the
Waterlogging Height. The input data used to estimate the
H,sterlogging PDF were a generalized river cross-section that
included the road cross-section, the maximum vyearly dis-
charge data sets, and the parameters used for modelling
the water level profile. The geometry of the cross-section is
presented in Figure 7. The hydraulic properties used were
river Manning’s roughness = 0,03; road surface Manning’s
roughness = 0,016; mean slope of the river bottom = 0,0001
m/m; road longitudinal slope = 0,5%; and section length =
1000 m.

The discharge data from ten fluviometric stations was
provided by the Ministry of Public Works of Chile [43].
Figure 8 plots the maximum yearly discharge (in m>/s) per
fluviometric station. The discharge values ranged from 6 to
700 m’/s and the discharge records between 5 and 60.

The frequency analysis of the discharge data is summa-
rized in Table 3. Using the PDF of Table 3 discharges for
return periods (T) of 4, 5, 10, 25, 50, 100, 200, and 500 years
were obtained. The discharge estimated for T=4 was 55 m’/s
and was considered as the formative discharge in (4).

Discharges obtained for each return period were the input
data used to estimate EH, with quasi-2D modelling using the
software HEC-RAS 1D. Figure 9 shows the histograms of the
EH obtained, clustered by return period ranges.

The Hyeriogging PDF was obtained from the data of
Figure 9 by using tlg'ie Easy Fit software. Table 4 summarized
the pdf obtained, classified by return period ranges. All
the pdf obtained were normal. The mean and the standard
deviation of the PDF are in brackets.

4.3. Traffic Interruption Probability Curves Simulated. To
estimate the traffic interruption probability using FORM,
a LSF is needed. The LSF was configured using the PDF
of Hyaterlogging @1 Hyaging- The probabilities were obtained
using the Hasofer-Lind procedure. The simulation consid-
ered 6 vehicle classes and 7 return periods. Figure 10 shows
the 42 estimated probability curves.

From Figure 10, three patterns were identified: the inter-
ruption probability is similar for light automobiles and SUV's;
the single unit heavy trucks and the articulated trucks follow
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TABLE 1: Vehicle sample used to estimate wading height.
Class Sub-class # of vehicle brands # of models Sample
Automobile 52 392 87,264
Light SUV 42 217 41,440
Pick up 29 75 31,245
Heavy Single unit light and heavy trucks 27 136 3,884
Articulated trucks 29 212 2,322
TABLE 2: PDF of wading height of each vehicle class selected in this study.
Class Sub-class Probability density function (PDF)
Automobile Normal (0,4125; 0,0232)
Light Pick up Lognormal3P (0,606; 0,019; 0,544)
SUV Lognormal3P (0,0477; 0,0436; 0,4496)
Single unit light truck Lognormal3P (0,8417; 0,0462; 0,4789)
Heavy Single unit heavy truck Weibull (1,1323; 0,0568; 0,6261)

Articulated truck

Normal (1,1986; 0,0692)

3947’ 2"'s N\

39°29'50"'S=

TaBLE 3: Frequency functions of maximum annual river flows by

fluviometric station.

FIGURE 5: Location of the studied area.

Fluviometric station

Probability density function

Loncomilla in Las Brisas
Perquilauquén in Quella

Perquilauquén in San
Manuel

Diguillin Longitudinal
Itata in Cholgudn
Duqueco en Villucura
Mininco in Longitudinal
Malleco in Collipulli
Lumaco in Lumaco
CholChol in Cholchol

LogPearson III (6,5066; -0,252; 9,634)
LogPearson III (4,133; -0,379; 8,311)

LogNormal (0,105; 7,817; -1898,7)

LogPearson IIT (16,023; -0,145; 8,667)
LogNormal (0,041; 8,650; -5116,9)
Gamma (5,4995; 109,120)
LogPearson III (7,471; -0,229; 6,630)
LogPearson III (9,546; -0,159; 7,345)
LogPearson III (16,266; -0,148; 7,178)
LogPearson IIT (8,155; -0,137; 7,885)

TABLE 4: Summary of PDF of H

waterlogging*

Return period (years) PDF of H

waterlogging

5] Normal (0,0000; 0,06430)

(4-

[5-10] Normal (0,1495; 0,10903)
(10 - 25] Normal (0,3923; 0,09948)
(25 - 50] Normal (0,6099; 0,09327)
(50 - 100] Normal (0,7783; 0,07420)
(100 - 200] Normal (0,9371; 0,08670)
[200 - 500] Normal (1,0888; 0,07054)

a similar pattern; and the traffic interruption probability of
automobiles and SUVs is higher than the same probability
for single unit heavy trucks and articulated trucks. This
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FIGURE 6: Histograms of wading height per vehicle class. (a) Automobile (each dot = 346 data points). (b) SUV (each dot = 386 data points).
(c) Pick-up (each dot =127 data points). (d) Heavy vehicles (each dot =30 data points).
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result is logical and proves the coherence of the model
developed. Using the PDF curves of Figure 10 two values
of Hiyerlogging Were obtained: (a) the limit waterlogging
depth that is defined as the depth at which the traffic
interruption probability is 1,0 and (b) the alert waterlogging
depth associated with a traffic interruption probability of
0,5. Both values of H,yeriogging €an be used to establish an
alert system for drivers based on the properties of the local
vehicle fleets. Results are summarized in Table 5 per vehicle
subclass.

5. Conclusions

The aim of this paper was to propose a procedure based
on reliability principles to estimate the traffic interruption
probability due to road waterlogging considering very low-
speed flow. The proposed procedure was applied in the south
of Chile. A data set of 166,155 vehicles and records up to 30
years of discharge data of ten fluviometric stations were used
and a total of 42 probability curves were obtained. In this
context, the following conclusions were obtained:
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TaBLE 5: Limit and alert Hy10g0ing Per vehicle subclass.

Vehicle subclass Hoatertogging (M)
Limit Alert
Automobile 0,73 0,41
SUV 0,77 0,46
Pick-up 0,88 0,57
Single unit light truck 1,14 0,83
Single unit heavy truck 1,44 1,13
Articulated truck 1,53 1,20
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FIGURE 9: Summary of waterlogging height clustered according to
return time.

Results obtained show that the waterlogging depth that
interrupts traffic with a probability of 1,0 varies between
0,73 and 0,88 m for light vehicles and between 1,14 to 1,53
m for heavy vehicles. Likewise, the waterlogging depth that
interrupts traffic with a probability of 0,5 varies between 0,41
and 0,57 m for light vehicles and between 0,83 to 1,20 m
for heavy vehicles. These values are higher than the values
reported in the literature that varies between 0,3 and 0,5 for
light vehicles in still waters.

The waterlogging depth estimated in this study is valid
only for still waters, in which the protection of the HVAC
system is more relevant than the vehicle stability. At high
speed flows, for instance, higher than 1 m/s, the stability
turns more relevant and leads to the waterlogging depth being
reduced compared to the estimated in this study.

The literature about the effect of waterlogging on road
networks used simplified methods to obtain the vehicle’s
wading height; this is because those literature studies were
supported by direct in-field observation, which leads to using
small sample sizes. This limitation has been resolved in
this research by incorporating the variability of the vehicle’s
wading height and a large sample of vehicles obtained from
records of existent open road tolls in Chilean highways.

Areas of potential flooding can be identified by super-
imposing flood-prone areas onto road network maps. Based
on the composition of the traffic and the probability curves
developed in this study, it is possible to analyze the cost of
rerouting to justify the implementation of flood protection
measures in the road network; therefore, the results obtained
are useful for road managers to estimate the budget needed
to mitigate the effect of floods on the road network.

For simplicity, the water level profile was obtained using
a quasi-two-dimensional modelling, which does not permit
incorporating the velocity of the water and its effect on the
stability of the vehicles. For that reason, the model is valid
only for still waters. To refine the model, a two-dimensional
modelling is needed in order to incorporate the effect of water
flow speed on the vehicles’ stability using hydrodynamic
models combined with reliability principles.

The probability curves have enough generality to be used
in traffic management policies in flood-prone areas and
also demonstrate the need for technical evaluation of need
for works of protection against flooding. The critical and
limit waterlogging depths calculated are representative of the
Central Valley of Chile. To apply this to other areas of the
country, only the PDF of the EH would need to be modelled,
because the PDF of waterlogging depth is representative of
the entire country.
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FIGURE 10: Interruption probability curves simulated per return period and vehicle subclass. (a) 4 < T < 5 years. (b) 5 < T < 10 years. (c) 10 <
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In China, based on the mobile Internet technology and global positioning system (GPS), innovative bike-sharing is different from
traditional bike-sharing system with docking station, for its flexibility and convenience. However, innovative bike-sharing system
faces operational challenges, especially in faulty bike-sharing recycling (FBSR) problem. In this paper, a framework is designed
based on the optimization method to solve the FBSR problem so that it can minimize the total recycling costs by taking the route
optimization and loading capacity ratio as constraints. The FBSR method combines the K-means method for clustering faulty bike-
sharing with planning recycling route for operational decisions. Moreover, CPLEX solver is used to obtain the desired result of the
FBSR model. Finally, a case study based on a certain area in Beijing, China, is used to verify the validity and applicability of the
model. The results show that the value of loading capacity ratio and the number of clustering points greatly affect the results of FBSR
problem. Four vehicles are designated to execute FBSR tasks required by different clustering points. This study is of considerable
significance for the bike-sharing promotion in the last-mile situation to the real problems arising in the initial period.

1. Introduction

Bike-sharing systems are becoming increasingly popular in
cities around the world because they are cheap, efficient,
healthy, and green. In recent years, with the development
of mobile Internet and global positioning system (GPS)
becoming increasingly affordable [1], an innovative bike-
sharing system without docking station emerged in 2015 in
China. Bike-sharing system can effectively solve the last-mile
problem in multimodal transportation; in addition, many
Chinese cities show more cycling than the other international
cities [2], which leads to wide spread of bike-sharing systems
across China now. Spatial distribution of main dockless bike-
sharing systems in China is shown in Figure 1.

Compared with traditional bike-sharing [3, 4], dockless
bike-sharing is more flexible and more convenient for the
users. Bicycles of bike-sharing systems are widely distributed,
thus reducing travel distance from traveler to bicycle docking
station. It is convenient for users to use bike-sharing; when
users use bike-sharing for the first time, first, users should

register directly in the app and scan their identification and
give a deposit. Then, the smart bike-sharing app will show
a map of all the bicycles around users and locate the closest
bike. After that, users scan the Quick Response code with the
app and within 10 seconds they can hear the click and hit
on the road. However, with all the benefits of this innovative
bike-sharing system, here come operational challenges.

It is worth noting that there are a large number of
people cycling every day. It is unavoidable that bike-sharing
may malfunction in its routine use, and accidents might
take place due to its faults. According to some statistics,
there are more than 10 million bicycles in bike-sharing
systems, and faulty bicycles rate slightly less than 1%. If we
calculate with rate of 1% faulty bicycles, there will be 100,000
faulty bicycles in China. Meanwhile, lots of bicycles will
be scrapped usually in three years in China. These factors
could cause the following: (a) the presence of the faulty
bike-sharing severely threatens users’ safety; (b) the service
quality of bike-sharing system will affect the reputation of
the companies; (c) faulty bicycles in the city have a very
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FIGURE 1: Spatial distribution of main dockless bike-sharing systems
in China.

bad effect on the city appearance. Therefore, faulty bike-
sharing recycling (FBSR) is a very significant issue that
should be solved. Moreover, the distribution of bicycles
of innovative bike-sharing system is rather dispersed since
bike-sharing can park without docking station, whereas for
traditional bike-sharing system, faulty bicycles are readily
discovered and easily processed at bicycle docking station.
Comparatively speaking, it is more difficult for the innovative
bike-sharing system to recycle faulty bicycle than traditional
bike-sharing. Thus, solving the FBSR problem is the key to
reduce recycling costs for the authorities and operators with
the means.

Therefore, this paper presents a framework design and
optimization method to solve FBSR problem. Firstly, the K-
means clustering method is used to divide the faulty bike-
sharing into different service points. Then, a FBSR model is
established to minimize the total recycling costs with loading
capacity ratio as a constraint. At last, this method is verified
based on a case study in Beijing, China.

The remaining part of this paper is organized as follows.
The relevant literature is reviewed in Section 2. The frame-
work design of faulty bike-sharing recycling is presented
in Section 3. Section 4 describes the modeling methodolo-
gies and model specifications. In Section 5, the empirical
results of the models and the effects of the explanatory
variables are presented. The final section provides a summary
of the research findings with possible extensions of the
research.

2. Literature Review

Since a bike-sharing system was first introduced in the 1960s
[5], lots of bike-sharing systems have been implemented
throughout the world [6, 7], and now the bike-sharing system
has become a necessary for city transportation. According to
research by different scholars, the bike-sharing system has
potentials due to the following reasons: (a) reducing traffic
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congestion and fuel use [8]; (b) behavioral shifts towards
increased bicycle use for daily mobility [9]; (c) a growing
perception of the bicycle as a convenient transportation mode
[1].

The existing literature on bike-sharing systems is mainly
focused on the traditional bike-sharing system with docking
stations including development policies and safety issues [10—
12], operation scales and the operator[8, 13], and benefit
on the environment [14-18]. In order to improve the user
experience for bicycle use and reduce the operating costs,
many researchers study rebalancing operations. Chemla et
al. [19] were the first to introduce rebalancing operations for
bike-sharing system and proposed tabu search algorithms
for solving it. Schuijbroek et al. [20] presented unified
dual-bounded service level constraints that add inventory
flexibility and vehicle routing for static rebalancing in bike-
sharing systems. Ghosh et al. [21] developed an optimization
formulation to reposition bikes using vehicles while consid-
ering the routes for vehicles and future expected demand
to improve bike-sharing availability and reduce the usage of
private vehicles. Pfrommer et al. [22] proposed a heuristic
algorithm for solving the dynamic rebalancing problem with
multiple vehicles and presented a dynamic pricing strategy
that encouraged users to return bikes to empty stations.
However, the bike-sharing system in a city does not have the
restriction of fixed docking stations. So the existing studies
cannot solve the FBSR in China.

Recently, the new bike-sharing system without docking
station has attracted attention from a few scholars. Reiss
and Bogenberger [23] created a demand model to obtain
an optimal distribution of bikes within the operating area,
based on a detailed GPS-data analysis for the bike-sharing
system. Caggiani et al. [24] suggested a method to use the
revenue collected by a congestion price policy to implement
a bike-sharing system. Pal and Zhang [25] proposed a hybrid
nested large neighborhood search with variable neighbor-
hood descent algorithm, which can solve static rebalancing
problems for bike-sharing system. Caggiani et al. [26] pro-
posed an operator-based bike redistribution methodology
that started from the prediction of the number and position
of bikes over operating area and ended with a decision
support system for the relocation process. Cheng and Gao
[27] studied the revenue changes of the platform after the
bike-sharing platform adopted the monthly strategy and
obtained the best monthly subscription pricing to maximize
the platform revenue. However, compared with bike-sharing
scale in China, these studies were based on case studies that
are of much smaller scale. Therefore, FBSR problem deserves
more attention.

In addition, Cervero et al. [28] found that the single
strongest predictor for bicycle use is the availability of a
bike. The FBSR is one of the important means to ensure the
availability of bike-sharing. However, up to now, there is no
research on faulty bike-sharing recycling in the literature.
Thus, this study bridges this gap by reporting a solution
algorithm that addresses this issue and helps bike-sharing
companies to reduce operating costs particularly in Chinese
cities.
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3. Framework Design of FBSR

3.1. Faulty Bike-Sharing Definition and Classification. In this
paper, three types of bicycle as faulty bicycles are defined as
follows.

(i) Fault of cycling: it happens when the users unlock
the bicycles and find that the bicycle cannot be used; then
the users will send the information through the mobile
phone app. When the bike-sharing system server receives the
information of the faulty bicycle status and location, the bike-
sharing company will have it repaired.

(ii) Fault of communication: it happens when bicycles
are identified as faulty bike-sharing owing to GPS equipment
damage, and the system server will prohibit users from using
this bicycle (ignoring GPS equipment lost contact while
cycling).

(iii) End of the service life: if a bicycle has reached the
state’s mandatory write-oft standard (generally three years
in China), the bike-sharing system server will identify the
bicycle as faulty bike-sharing. Then this bicycle will be forced
to scrap, prohibiting users from cycling.

3.2. Recycling Rules. Multilevel faulty bike-sharing recycling
network is shown in Figure 2, which is divided into upper
network and lower network. The lower network shows that
faulty bike-sharing in multiple locations within a certain area
will be concentrated at clustering service point in the area,
where blue dots indicate faulty bike-sharing in some locations
and the lines among some dots stand for handing line. The
upper network indicates that the clustering service points of
each area are obtained, where dots indicate service point, red
line shows the line direction, and the green one represents
maintenance station. The FBSR model can be applied to the
best routes so that total recycling costs are minimized.

For the description, ground rules are established as
follows.

(1) A number of maintenance stations are established in
a city. Each maintenance station is in a fixed location. The

maintenance station provides faulty bicycles maintenance
service in a certain area, and faulty bicycles are recycled once
a day. It should be noted that the faulty bicycles will not be
classified. The faulty bike-sharing information is collected at
a fixed time every day; if there are any updates about faulty
bike-sharing, they will be dealt with the next day.

(2) Within each local area, faulty bicycles are clustered for
different service points according to their locations, which
are made in lower network such as point A in Figure 2.
To perform a task, a service vehicle will be parked in the
clustering service point where the faulty bicycles are carried
back by hands. Then service vehicle will move on to the next
service point such as point B in Figure 2 after the task is
completed at point A. Finally, the faulty bike-sharings of each
clustering service point are sent to maintenance point along
the planned best line.

(3) There are a number of recycling vehicles in mainte-
nance station. These vehicles traverse all service points from
maintenance station in order to recycle all faulty bicycles. It
is worth noting that the service point is not fixed, and the
service point should have enough space for recycling vehicle
to park.

Therefore, there are two key issues to deal with to
complete one FBSR in an area:

(i) How to determine the number and the location of bike-
sharing service points that are available for recycling vehicles.

(ii) How to determine routes for recycling vehicles to
traverse all service points from maintenance station.

3.3. Recycling Framework. Based on the analysis of faulty
bike-sharing definition, classification, and recycling rules,
the flowchart of faulty bike-sharing recycling is shown in
Figure 3. There are four steps in the framework of FBSR,
which are the data collection and processing, the faulty
bike-sharing clustering, the planning of recycling route, and
the performing of recycling task. The details of recycling
framework can be described as follows.
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FIGURE 3: Flowchart of faulty bike-sharing recycling.

Step I (data collection and processing). There are three types
of faulty bike-sharing in the section above. For type 1, the
system server will directly set it as faulty bike-sharing to be
processed. For type 2, when the location information of bike-
sharing is lost, the system needs to record the last received
location information. Type 1 and type 2 bicycles will be stored
in the faulty bike-sharing database. For type 3, when a bike-
sharing company launches bicycles in the city every time, the
system server will set the time of the bicycles’ service life,
after which the time of service life of these bicycles will be
stored in the faulty bike-sharing database by system server. By
confirmation and processing of three types above, the bike-
sharing company will have these faulty bikes fixed.

Step 2 (faulty bike-sharing clustering). Faulty bike-sharing
clustering is represented by lower network as shown in
Figure 2. The system will use the K-means algorithm to cluster
the faulty bicycles to different service points in each area
according to the result of data collection and processing.
Based on the different service point, the faulty bicycles are
carried to this location by manual handling and wait for
company trucks to carry them in each clustering service point
along the planned route driving to maintenance point.

Step 3 (planning recycling route). Planning recycling route
is represented by the upper network as shown in Figure 2.
Every recycling route is planned based on the result of
faulty bike-sharing clustering. Meanwhile, recycling route
optimization tries to achieve minimum total recycling costs
with route optimization and vehicle capacity as constraints.
The recycling vehicles start from the maintenance station,
collect all the faulty bicycles, and finally return to the
station.

Step 4 (performing recycling task). According to the result
of Step 2 and Step 3, the recycling route and the faulty bike-
sharing location information are sent to the vehicle terminal
so that every driver of recycling vehicle can perform the task
of recycling faulty bicycles.

It is worth noting that Step 2 and Step 3 are the key
scientific problems. The FBSR aims at recycling all faulty
bicycles and traversing all service points while optimizing the
routes for recycling vehicles in order to reduce the costs of
recycling.

4. Model Formulation

Based on framework design of faulty bike-sharing recycling,
the FBSR model in this paper mainly consists of two parts:
faulty bike-sharing clustering and recycling route modeling.

4.1. Faulty Bike-Sharing Clustering. K-means algorithm [27]
is a method commonly used to automatically partition a
dataset into k groups. We use it to cluster the faulty bicycles
to different service points in an area. Suppose that a data
set {x,, .., x5} consists of N observations of a random 2-
dimensional Euclidean variable x. The objective is to partition
the dataset into some number K of clusters, given the value
of K. First, introduce a set of 2-dimensional vectors ¢, where
C = {g.k = 1,..,K}; ¢ represents the center of the kth
cluster. Second, find an assignment of data points to clusters,
so that the sum of the squares of the distances of each data
that points to its closest vector ¢, is a minimum.

N K ,
min SSE = ernk %, = cell

n=1k=1

)
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1, x,€cq
Tk = (2)
0, x,¢c

where SSE (sum of squares for error) is the sum of the
distances from the data points to the clustering points, binary
indicator variables r,;, € {0, 1}, and k describes which cluster
the data point x,, is assigned to, so that if x,, is assigned to
cluster k, then r,; = 1,and r,,; = 0 for j # k.

4.2. Recycling Route Modeling. We develop a recycling route
model, where the decision-maker (the transit authority or
operator) wishes to determine recycling route while minimiz-
ing total recycling costs. It is assumed that the result of faulty
bike-sharing clustering remains unchanged throughout that
period. Consider a network rooted at depot (the maintenance
station) named {0} and let the depot be denoted as node
0; S, is the set of nodes including the maintenance station
and service points; that is, S = S§,\{0}. We suppose that
travel time of recycling vehicles retains their characteristics
throughout that period. Consider a maintenance station that
consists of H vehicles, hh = 1, ..., H. Identical recycling vehicles
with capacity capy, serve the route for all service points, Vi €
So»Vj € Sy,i # j, starting from depot (i = 0) and ending at
depot (j = 0). The travel time (ignoring dwell time) of each
vehicle between successive points i and j is denoted by ¢;;.
In order to model FBSR problem, we make assumptions as
follows:

(i) All route cycles are repeated with identical character-
istics.

(ii) The round-trip distance between the two service
points is the same.

(iii) The location of the faulty bicycle without positioning
is accurate.

Thus, the optimization problem is

1 if vehicle h traverses arc (i, j)
Xijh .
0 otherwise
(3)
1 if vehicle h serves node i
Yin )
0 otherwise

Minimize sz Z Ztijx,-jh (4)
i€S, jeSy keH
Subject to injh =yp Vj€S, heH (5)
i€S,
€S
thi=1 Vie§ 7)

keH

5
thidi <cap, heH (8)
v €{0,1} VieS,, heH 9)
xijp €{0,1} Vi, je€Sy, heH (10)

The objective function minimizes the total recycling
costs. It is multiplied by C,,, which indicates recycling
vehicles operating costs per unit time. d; indicates the number
of bicycles handled by hands at node i.Constraint (6) states
that if a vehicle i decides to serve node j which is serviced by
only one vehicle, then it should travel along the arc from that
node i, that is, arc(i, j). Constraint (7) states that a vehicle h
has traversed arc(i, j) from node i which is serviced by only
one vehicle; then it should travel along the arc leading to node
j. Constraint (6) and constraint (7) ensure that the path of
each vehicle is successive. Constraint (8) ensures that every
node is serviced by only one vehicle, whereas constraint (9)
ensures that the vehicle capacity is not exceeded. In order to
model the entire process of FBSR, the formulation can easily
accommodate fixed costs by modification of the objective
function as follows:

Cow ). 2 Dt + Co ) Iy @)

i€S, jeS, heH i€,

The objective includes two components. The first refers
to the objective function (5). The second refers to the
expectation of the sum of manual handling costs, where C,,
indicates faulty bicycles manual handling costs per unit time,
t is the average time of handling each faulty bicycle, and,
based on formula (1), ; is the number of faulty bicycles in
the ith service points.

Let us define

2 x SSE
YRY

where ¥ is the average velocity of handling each faulty
bicycle. It is multiplied by 2 because each vehicle must return

to the clustering points after service. Objective function (11)
is now

= (12)

2 x SSE
Con ). D Dt + Co—— (13)
i€Sy j€eSy he H

In order to improve the utilization rate of recycling
vehicles, we propose a constraint to restrict load capacity as
follows:

;yh,»ni > Acap, VheH (14)

where A is the coeflicient of load capacity ratio.

Besides, in order to avoid the loop in the route, it
is sufficient that problem includes the following bonding
constraint:

Up = U+ 18- x5, < IS =1 Vi, jeSy, he H  (15)

where Uy, is the auxiliary variable to eliminate the
constraint of loop for hth vehicle.
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FIGURE 4: Heat map of bike-sharing.

In the process of problem solving, the recycling route
model belongs to 0-1 integer programming model. Consid-
ering the scale of the problem, it can be solved by CPLEX
solver with branch and bound approach for its advantages of
the direct and concise input and strong computation ability.

5. Case Study

In this section, a real-world bike-sharing from an area
of Beijing, China, was selected as a case study. The test
area is a square area that has a side length of 2.6 km and
Haidian Huang Zhuang subway station is selected as areal
maintenance station. We set the number of recycling vehicles
in a maintenance station as 4, and the capacity of each vehicle
is 30 bicycles. There are 1900 bicycles (Figure 4(a)) in this area,
and we randomly select 95 bicycles (5% of the total) as faulty
bike-sharing, which is shown in Figure 4(b). Red indicates
that faulty bicycles are dense, followed by orange, and blue
means fewer bicycles in heat map.

5.1. Result of Faulty Bike-Sharing Clustering. We set up 1to 14
groups clustering experiment. The times of iterations of each
clustering algorithm are not more than 20, which proves that
the computation is highly efficient. The SSE graph of K-means
is shown in Figure 5. We show different clustering points in
the x-axis and SSE of different clustering points in the y-axis.
From the chart, it can be seen that the SSE of the clustering is
stable when we select 12 clustering points, which is 17.531 km.
We first select 12 clustering points for experimental analysis.

Latitude and longitude coordinates of the clustering
centers are obtained by the K-means algorithm and their
locations on a map are shown in Figure 6. From the diagram,
it can be seen that the clustering points distribute relatively
equally in this area, due to the fact that faulty bikes are
distributed relatively evenly.

5.2. Recycling Route Analysis. Considering the result of faulty
bike-sharing clustering by K-means algorithm of 12 service
points, |S| = 12. Travel time t;; between every clustering
point is obtained by Google Maps (see Tables 4, 5, and 6),
which is calculated based on the shortest time of driving. The
coeflicient of load capacity ratio A is 0.7. The recycling vehicle

90
80

70
60—.

4\
i \
30-. ¥

S

10 =1 r % = ¥ = I = I T .. T

SSE (km)

Number of clustering points

FIGURE 5: The SSE graph of K-means.

operating costs C,, are 5.5 Renminbi (RMB) per minute, and
the faulty bicycles manual handling costs C,, are 0.5 RMB per
minute. The average velocity of handling each faulty bicycle v
is 60 m/min. The optimal results of the FBSR model are solved
with the CPLEX solver, as shown in Table 1.

In this example, we can see that the total costs are 677
RMB from the FBSR model. In Table 1, travel time is derived
from the recycling route model; carrying time is derived
from the clustering results for each service point. It can be
seen clearly that each route of total time is between 112 min
and 206 min, which demonstrates that the results of faulty
bike-sharing clustering and recycling route are reasonable. In
addition, the number of bicycles loaded is 24, 23, 25, and 23
for each vehicle; capacity ratio of each vehicle is more than
76.7%. According to the FBSR model, each vehicle achieves
an optimized recycling route of FBSR with the vehicle load
capacity constraint.

The comparison experiment for the coeflicient of load
capacity ratio was conducted. Figure 7 shows the number of
bicycles loaded for the different capacity ratio, and the higher
the coeflicient of load capacity ratio is, the more average
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TABLE 1: The optimal result of FBSP model.

. Capacity Travel Carrying Total Total
Vehicle ratio Route time/min time/min time/min costs/RMB
1 80% 0= 115’_4) g’ 2= 17 95 112 141
2 76.7% 0=5 _’09 -7 17 176 193 1815
3 83 ST 24 182 206 223
4 76.7% 0-6—-58—0 12 131 143 131.5

Total 70 584 654 677
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number of bicycles is loaded. It means that the load capacity
constraint has an impact on the result of the FBSR model.
In Table 2, we may observe travel time, carrying time, and
total cost in several coefficients of load capacity ratios, which
shows the optimal result of FBSP model for the different
capacity ratio. We can find that travel time and capacity ratio
have a positive correlation; that is, the lower the value of the

capacity ratio is, the lower the travel time is and the lower the
costs are. The lowest value of the capacity ratio is 0.4, which
responds to the lowest travel time, 67, and the lowest costs,
660.5. And the highest value of the capacity ratio is 0.7, which
responds to the highest travel time, 70, and the highest costs,
677. However, the value of capacity ratio will affect the fairness
of the recycling task and the utilization rate of the recycling
vehicles; as a result, decision-makers can consider adding the
maximum coeflicient as objective to FBSR model according
to the actual situation of recycling.

Table 3 shows that different clustering points are selected
for contrast experiments. According to the experimental
results, we can see that the total costs of 10-node clustering
points are always the highest with different load capacity
rates. Then the results show that the total costs of 12 nodes
are more than the total costs of 14 nodes when the coefficient
ofload capacity ratio is no more than 0.6, and the total costs of
14 nodes are more than those of 12 nodes when the coefficient
of load capacity ratio is equal to 0.7 When the number of
clustering points is less, the increase in manual operation
time will lead to high cost. In addition, the increase in service
points will result in an increase of the recycling distance and
the higher costs of recycling vehicles operating. Hence, the
appropriate recycling scheme should be selected according to
the costs changes of C,,, and C,,.
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TABLE 2: The optimal result of FBSP model for the different capacity ratio.
. Travel Carrying Total
A Vehicle route time/min time/min costs/RMB
1 0-11->2—-54—>51->0
0.4 2 0=5=12-3-0 67 584 660.5
3 0—-10—-9—-0
4 0->8—-6—->7—0
1 0->1-54—-52->0
0.5 2 0=5=29-10=0 68 584 666
3 0-8—-6—-7—0
4 0—-12—-3—-511—-0
1 0—-1—-4—-52->511-0
0.6 2 0=5=12-3-0 69 584 6715
3 0—-10—-7—-9—-0
4 0—-8—-6—0
1 0—-1—-4—-52—-510—-0
0.7 2 0=5-9-7-0 70 584 677
3 0—-11—-3—-12—-0
4 0—-8—-6—0
TaBLE 3: The effects of the number of clustering points.
Travel time Carrying time Total time Total costs
Network A /min /min /min /RMB
0.4 65 710 775 712.5
10-n0de 0.5 65 710 775 7125
0.6 65 710 775 712.5
0.7 65 710 775 712.5
0.4 67 584 651 660.5
12-node 0.5 68 584 652 666
0.6 69 584 653 671.5
0.7 70 584 654 677
0.4 69 546 615 652.5
14-node 0.5 71 546 617 663.5
0.6 72 546 618 669
0.7 74 546 620 680

6. Conclusions

This paper introduces the framework design and optimiza-
tion method to solve FBSR problem. In China, the number
of bike-sharing systems grows rapidly due to its flexibility
and convenience for the users. However, they face opera-
tional challenges such as FBSR problem. For this reason,
we presented a framework design of FBSR to solve the
problem of recycling faulty bike-sharing. Then, we propose
FBSR optimization model that is able to minimize the total
recycling costs through the K-means clustering method that
is used to divide the faulty bike-sharing into different service
points. It can provide bike-sharing company’s managers
with good insight into the design of a FBSR problem.
The comparison among different service points can help

decision-makers to choose the best solution. In addition, the
vehicle capacity restriction should be included in a FBSR
optimization model to improve the number of bicycles loaded
for each vehicle.

A typical example solved by CPLEX solver was created
to illustrate the proposed model. The results of a case
study show that the model works well. It is indicated that
the best route recycles the faulty bicycles according to the
clustering points. Compared with the values of capacity
ratio models in the FBRS model, we can find that travel
time and capacity ratio have positive correlation. And the
comparison experiment has shown that the number of
clustering points has a significant impact on total recycling
costs, which needs to be considered carefully in the FBSR
model.
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TABLE 4: 10-node travel time matrix for each point (unit: min).
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TABLE 5: 12-node travel time matrix for each point (unit: min).
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TABLE 6: 14-node travel time matrix for each point (unit: min).
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In the future, with bike-sharing systems growing in
China, we will present a solution model for dealing with
dynamic faulty bike-sharing recycling. In addition, random
searching for faulty bicycle without GPS should also be
considered by the researchers.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research is supported by the National Natural Science
Foundation of China (no. U1434207 and no. U1734204).

References

[1] E. Fishman, “Bikeshare: a Review of Recent Literature,” Trans-
port Reviews, vol. 36, no. 1, pp- 92-113, 2016.

[2] Y. Tang, H. Pan, and Q. Shen, “Bike-sharing systems in Beijing,
Shanghai and Hangzhou and their impact on travel behaviour,”
in Proceedings of the Transportation Research Board 90th Annual
Meeting, 2010.

[3] S. A. Shaheen, H. Zhang, E. Martin, and S. Guzman, “China’s
Hangzhou Public Bicycle: Understanding early adoption and
behavioral response to bikesharing,” Transportation Research
Record, no. 2247, pp. 33-41, 2011.

[4] Q. Chen and T. Sun, “A model for the layout of bike stations in
public bike-sharing systems,” Journal of Advanced Transporta-
tion, vol. 49, no. 8, pp. 884-900, 2015.

[5] P. Demaio, “Bike-sharing: history, impacts, models of provision,
and future;” Journal of Public Transportation, vol. 12, no. 4, pp.
41-56, 2009.

[6] P. J. Demaio, “Smart bikes: Public transportation for the 21st
century;, Transportation Quarterly, vol. 57, no. 1, pp. 9-11, 2003.

[7] S. A. Shaheen, S. H. Guzaman, and H. Zhang, “Bikesharing
in Europe, the Americas, and Asia past, present, and future,”
Transportation Research Record, vol. 2143, Article ID 1316350,
pp. 159-167, 2010.

[8] A.Audikana, E. Ravalet, V. Baranger, and V. Kaufmann, “Imple-
menting bikesharing systems in small cities: Evidence from the
Swiss experience,” Transport Policy, vol. 55, pp. 18-28, 2017.

[9] Y. T. Hsu, L. Kang, and Y. H. Wu, “user behavior of bikeshar-
ing systems under demand-supply imbalance,” Transportation
Research Record, vol. 2587, pp. 117-124, 2016.

[10] L. Aultman-Hall and M. G. Kaltenecker, “Toronto bicycle
commuter safety rates,” Accident Analysis & Prevention, vol. 31,
no. 6, pp. 675-686, 1999.

[11] E. Fishman, S. Washington, and N. Haworth, “Bike Share: a
synthesis of the literature,” Transport Reviews, vol. 33, no. 2, pp.
148-165, 2013.

[12] K. Martens, “Promoting bike-and-ride: The Dutch experience,’
Transportation Research Part A: Policy and Practice, vol. 41, no.
4, pp. 326-338, 2007.

Journal of Advanced Transportation

[13] H. Nakamura and N. Abe, “Evaluation of the hybrid model
of public bicycle-sharing operation and private bicycle parking
management,” Transport Policy, vol. 35, pp. 31-41, 2014.

[14] K. Martens, “The bicycle as a feedering mode: experiences
from three European countries,” Transportation Research Part
D: Transport and Environment, vol. 9, no. 4, pp- 281-294, 2004.

[15] A.Kaltenbrunner, R. Meza, J. Grivolla, J. Codina, and R. Banchs,
“Urban cycles and mobility patterns: Exploring and predicting
trends in a bicycle-based public transport system,” Pervasive
and Mobile Computing, vol. 6, no. 4, pp. 455-466, 2010.

[16] J. Pucher, R. Buehler, and M. Seinen, “Bicycling renaissance

in North America? An update and re-appraisal of cycling

trends and policies,” Transportation Research Part A: Policy and

Practice, vol. 45, no. 6, pp. 451-475, 2011.

S.Kaplan, F. Manca, T. A. S. Nielsen, and C. G. Prato, “Intentions

to use bike-sharing for holiday cycling: an application of the

theory of planned behavior,” Tourism Management, vol. 47, pp.

34-46, 2015.

[18] S.-Y. Chen, “Green helpfulness or fun? Influences of green
perceived value on the green loyalty of users and non-users of
public bikes,” Transport Policy, vol. 47, pp. 149-159, 2016.

[19] D. Chemla, F Meunier, and R. W. Calvo, “Bike sharing systems:
solving the static rebalancing problem,” Discrete Optimization,
vol. 10, no. 2, pp. 120-146, 2013.

[20] J. Schuijbroek, R. C. Hampshire, and W.-]. van Hoeve, “Inven-
tory rebalancing and vehicle routing in bike sharing systems,”
European Journal of Operational Research, vol. 257, no. 3, pp.
992-1004, 2017.

[21] S. Ghosh, P. Varakantham, Y. Adulyasak, and P. Jaillet,
“Dynamic repositioning to reduce lost demand in bike sharing
systems,” Journal of Artificial Intelligence Research, vol. 58, pp.
387-430, 2017.

[22] J. Pfrommer, J. Warrington, G. Schildbach, and M. Morari,
“Dynamic vehicle redistribution and online price incentives
in shared mobility systems,” IEEE Transactions on Intelligent
Transportation Systems, vol. 15, no. 4, pp- 1567-1578, 2014.

[23] S. Reiss and K. Bogenberger, “GPS-Data Analysis of Munich’s
Free-Floating Bike Sharing System and Application of an
Operator-based Relocation Strategy,” in Proceedings of the 18th
IEEE International Conference on Intelligent Transportation
Systems, pp. 584-589, September 2015.

[24] L. Caggiani, R. Camporeale, and M. Ottomanelli, “Planning

and design of equitable free-floating bike-sharing systems

implementing a road pricing strategy;, Journal of Advanced

Transportation, vol. 2017, Article ID 3182387, 18 pages, 2017.

A. Pal and Y. Zhang, “Free-floating bike sharing: Solving real-

life large-scale static rebalancing problems,” Transportation

Research Part C: Emerging Technologies, vol. 80, pp. 92-116, 2017.

[26] L. Caggiani, R. Camporeale, M. Ottomanelli, and W. Y. Szeto,
“A modeling framework for the dynamic management of free-
floating bike-sharing systems,” Transportation Research Part C:
Emerging Technologies, vol. 87, pp. 159-182, 2018.

(17

[25

[27] X. Cheng and Y. Gao, “The optimal monthly strategy pricing
of free-floating bike sharing platform,” Modern Economy, vol. 9,
no. 2, pp. 318-338, 2018.

R. Cervero, O. Lsarmiento, E. Jacoby, L. F. Gomez, A. Nei-Man,
and G. Xue, “Influences of built environments on walking and
cycling: lessons from Bogota,” Urban Transport of China, vol. 3,
no. 4, pp. 203-226, 2016.

(28



Hindawi

Journal of Advanced Transportation
Volume 2018, Article ID 2041503, 12 pages
https://doi.org/10.1155/2018/2041503

WILEY

Hindawi

Research Article

Hierarchical Matching of Traffic Information Services Using
Semantic Similarity

Zongtao Duan (), Lei Tang @, Zhiliang Kou @), and Yishui Zhu

School of Information Engineering, Changan University, Xian, Shaanxi, China
Correspondence should be addressed to Lei Tang; tanglei24@gmail.com
Received 13 April 2018; Accepted 14 May 2018; Published 7 June 2018
Academic Editor: Sara Moridpour

Copyright © 2018 Zongtao Duan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Service matching aims to find the information similar to a given query, which has numerous applications in web search. Although
existing methods yield promising results, they are not applicable for transportation. In this paper, we propose a multilevel matching
method based on semantic technology, towards efficiently searching the traffic information requested. Our approach is divided into
two stages: service clustering, which prunes candidate services that are not promising, and functional matching. The similarity at
function level between services is computed by grouping the connections between the services into inheritance and noninheritance
relationships. We also developed a three-layer framework with a semantic similarity measure that requires less time and space cost
than existing method since the scale of candidate services is significantly smaller than the whole transportation network. The
OWL_TC4 based service set was used to verify the proposed approach. The accuracy of offline service clustering reached 93.80%,
and it reduced the response time to 651 ms when the total number of candidate services was 1000. Moreover, given the different
thresholds for the semantic similarity measure, the proposed mixed matching model did better in terms of recall and precision (i.e.,
up to 72.7% and 80%, respectively, for more than 1000 services) compared to the compared models based on information theory
and taxonomic distance. These experimental results confirmed the effectiveness and validity of service matching for responding

quickly and accurately to user queries.

1. Introduction

For transportation systems to advance strongly in China,
greater financial investment in infrastructure, e.g., roads,
docks, and power stations, is important. In addition, we must
look beyond such measures to find new ways to expedite
transportation development. With the increased availability
of intelligent technology, urban areas (i.e., cities and their
surrounding areas) in China have considerably accelerated
their drive towards modernization, thereby bringing about
benefits to the transportation system of the entire coun-
try [1]. In particular, these advances have facilitated the
dissemination of traffic information and have helped to
promote compliance with its requirements. The rapid growth
of the Internet and mobile Internet of things (IoT) devices
relies on diversification, magnitude, and heterogeneity as
their dominant measures of quality for traffic services [2].
However, considering real-world scenarios, particularly in
China, different data formats, languages, and dialects will

produce diverse travel demands. The data generated by these
services often prove that the communication of diverse needs
is difficult. Such an understanding demands more than the
ability to share data and improve the maximum use of
the services. Clearly, a strategic key for the development of
transportation systems is the creation of traffic information
services (TIS) that meet the wide variety of needs and
preferences of travelers, providing them with prompt and
accurate access to a variety of services by merging multiple
distinct technologies. Service matching focuses on finding the
most similar information to a given query. For example, the
system can match the TISs which tell a user where a restaurant
is, what time the bus comes, etc.

To meet the unique needs of commuters, tourists, busi-
ness travelers, and others, the massive amounts of informa-
tion available on the traffic environment are organized into
a variety of TIS offerings that involve varying degrees of
complexity. These services provide drivers with information,
e.g., alerts about road conditions, unexpected incidents, or
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roadwork. To make public transit more acceptable, TIS may
also cover information about ticketing and current opera-
tions, as well as the availability of park-and-ride facilities [3].
Although a single search engine can intelligently categorize
and classify thousands of pieces of traffic information, service
matching for transportation has incomparable advantages.
First, service matching can provide an association between
two or more applications to provide information that goes
beyond anything that a single application can provide.
For example, a complete travel solution for an individual
using public transportation could cover ticketing, timetables,
and information about accommodations, as well as the
location, hours, and cost of particular attractions. Second,
many mobile devices, e.g., in-car systems, provide dynamic
value-added services, such as recommending only nearby
restaurants, that are different from the types of information
that web-based search engines offer. Therefore, faced with
abundant traffic services, accurate and rapid service matching
can provide robust solutions to meet a variety of require-
ments. Service matching can be improved by the addition of
semantic features, such as traffic information, behaviors, and
preferences of travelers [4, 5], that can be applied for a better
understanding of an individual’s travel goals.

Therefore, it is particularly important to maximize service
matching for TIS solutions and reduce their search space.
Moreover, it is absolutely critical that the behavior and
presentation of these services reflect how users consider
a travel in the real world as closely as possible. In our
research, we developed a hierarchical matching method with
a semantic similarity measure. This approach increased the
accuracy of service matching and reduced the response time.
The proposed search engine can serve as the basis for creating
a new TIS in order to better comply with travelers’ needs,
which can be taken by transport planners and operators.

Our contributions are as follows:

(1) To reduce the search space for matching, each TIS was
classified automatically by using K-means clustering and was
structured as an ontology tree.

(2) The semantic similarity between different TIS con-
cepts was calculated using the proposed model that included
aspects of information theory and taxonomic distance.

(3) The improved bipartite graph, with nodes that had
two types of attributes, was applied to calculate the semantic
similarity.

2. Related Work

Paolucci et al. [6] proposed a DAML-S-based service match-
ing method based on the relationships between the con-
cepts in a taxonomy tree. Their algorithm suggested only
four rough degrees of matching, an approach that needed
improvement to achieve fine-grained matching for a large
number of services. Nonetheless, their work took a step for-
ward towards matching characterized by semantic features.
The measure of the semantic similarity between services
is a key issue [7]. To establish a measure of similarity,
three major models have been followed [8]: one based
on taxonomic distance [9], another based on information
content (IC) [10], and the last based on the concepts’
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properties. Harispe et al. presented a framework for assessing
similarity [11]. They also suggested the criteria for associating
semantic similarity measures and provided a method for
optimizing the configuration parameters. The framework
proposed could facilitate applications in a biomedical context
by improving the understanding of semantic measures.

Sanchez et al. [I12] classified the existing approaches
to ontology-based semantic similarity in terms of preci-
sion, computational complexity, prior knowledge needed,
and adjustable parameters. They also defined the distance
between concepts as the length of the path connecting two
terms in a taxonomy and incorporated taxonomic distance
into a set of features for similarity assessment. Usually,
methods that utilize semantic matching on the basis of
the taxonomic distance attempt to quantify the similarity
between two services by considering a quantifiable structure
in which the similarity decreases with an increase in the
distance, and vice versa. However, service matching that uses
this approach is susceptible to factors such as the depth
and density of the domain ontology tree and the symmetry
of the relationship between the two ontology concepts.
Furthermore, IC, an indicator of the amount of information
provided by an ontology concept, enables the assessment of
the degree of semantic similarity of words referring to these
concepts [13]. In the work cited above [13], Sanchez et al.
developed some ontologies to improve the measure of IC-
based semantic similarity. They detailed two strategies that
considered the compared concepts as belonging to the same
or to two or more different ontologies, respectively. Their
results showed that the accuracy improved significantly when
multiple ontologies were included.

Meng et al. defined a concept’s topology and incorporated
it into the similarity assessment of WordNet [14]. Different
from the existing work, they introduced the depth and
structure of every given concept, along with the quantity
of their hyponyms, in an ontology tree as parameters in
their IC model. The good performance of their measure was
demonstrated by solving the problem caused by sparse data.
Similarly, considering WordNet, an approach was proposed
by Gao et al. for determining the semantic similarity asso-
ciated with edge-counting [15]. IC was also used to define
the shortest length of links treated as unequal distances
between adjacent concepts. Then, the similarity was given
by weighting various combinations of information sources
nonlinearly or linearly. However, this approach resulted in a
loss of useful information because it did not consider other
paths in the net (i.e., WordNet).

The above illustrates the significance of similarity mea-
sure in service matching and discusses the drawback of
existing methods, which motivates our research. Although
we have learned that an IC-based model is not sensitive
to the problem of varying link distance, the similarity does
not depend strongly on the ontology tree and is simply rec-
ognized using term frequency-inverse document frequency
(TE-IDF). Such textual statistical methods have caused prob-
lems such as data sparseness and ambiguous concepts that
affect the calculation of the frequency of concepts and
the assessment of further similarity, particularly for service
matching in a traffic environment.
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3. Service Matching for Transportation

Given a service request, the purpose of traffic information
service matching is to search the service library efficiently and
quickly for a candidate service subset. Currently, there are a
variety of ontology languages for describing sematic-based
TIS, such as OWL, WSMO, SWSO, and SAWSDL, each of
which has certain advantages. Because of the standards for the
Web Ontology Language for Services (OWL-S) [16], we used
it to describe the traffic information services in this study. The
basic framework of OWL-S [17] is made of three parts: the
service profile, service model, and service grounding. Thus,
any given service is represented using these three parts. The
“service profile” describes what the service does, the “service
model” states how it works, and the “service grounding”
describes how to interact with the service.

In our research, with the help of the OWL-S profile, the
problem of service matching amounted to finding a way to
measure the semantic similarity of the services functional
and nonfunctional attributes. In a traffic environment, TIS
applications are offered mainly to the traveling public. Real-
time dynamic information is sent to users through wireless
or wired communication technologies. Information comes in
the form of texts, pictures, videos, and other communications
that provide dynamic, real-time access to the best travel infor-
mation anytime and anywhere. Although the development
of web services matching began decades ago, these matching
processes have faced the following five challenges in a traffic
environment:

(1) Integration: when a traveler requests information,
frequently, various functional services must be integrated to
provide a complete answer to the query [18]. For example,
when traveling to another city, you might require the weather
forecast from a meteorological service, timetables from the
suburban transportation service, and road conditions from
the traffic services. To meet the user’s request fully, all of
these services must work together well to provide a complete
response.

(2) Dynamic heterogeneity: the information provided by
TIS must consider the possibility that the traveler may leave
the original geographic area after sending the request for
information. Therefore, the results might be returned, in
effect making the service unavailable. In addition, TIS data
can be delivered by various types of mobile devices or via the
Internet, as well as by roads or other means. This requirement
implies that TIS data need to be considerably different from
web-only data in terms of their structure [19]. Therefore,
service matching must support dynamic and homogeneous
access to heterogeneous services in traffic environments.

(3) Robustness: communication links between traffic facil-
ities, and connections to mobile devices, are not as reliable as
the web, so the issues inherent to mobile devices can cause
travel services to be unavailable temporarily. Therefore, pri-
ority should be given to the robustness of service matching.

(4) Real-time use: because of the rapid development of
mobile IoT, there has been a significant growth in the number
and variety of heterogeneous traffic information services in a
wide variety of formats [20], e.g., speech-based navigation,
visualization queries for traffic flows, and dissemination of

information about traffic incidents. For services to facilitate
travel, it is important to reduce the search space, making
matching more efficient and creating a better, safer travel
experience. Therefore, it is necessary to focus on the real-time
performance of matching TIS data.

(5) User-friendliness: TIS search results must be flexible
to meet the needs of a variety of audiences (e.g., drivers,
passengers, and traffic-controllers). Each type of user looks
at the same data in a different way. Therefore, service
matching is required to be highly user-friendly. Semantic-
based matching must have the ability to understand human
thinking and present findings in a manner that parallels
human reasoning.

With respect to traffic information, we found that service
matching faces the following challenges:

(1) A relatively large search space leads to inefficient
matching.

(2) The resources of various road infrastructures are
limited.

(3) Service matching must be acquired dynamically in
real time because vehicles are in motion.

To meet these challenges in transportation, it is vital to
construct an efficient, real-time, lightweight model for TIS
matching that can handle a large search space, heterogeneous
dynamic data, and limited resources.

4. Semantic-Based Matching Model of TISs

Because of the difficulty of characterizing domain-specific
knowledge using XML and WSDL, we used the OWL-S Edi-
tor to work with OWL-S to structure the traffic information
services and allow for semantic reasoning. Given the descrip-
tion of services, the service profile (one part of the OWL-S-
based services) was adopted as the base. In particular, three
terms were extracted from a service profile: the name, short-
text description, and functions of the TIS. In this study,
the first two were used to group services automatically; the
“function of the TIS” was used in input/output- (I0-) based
matching. Hereafter, for convenience, we have referred to
the service profile and defined the description-related set of
services provided and that of service requests.

First, we defined the profile of traffic information services
as follows.

Definition 1. Service = {Description, Input-Output}, where
these attributes are drawn from the service profile of the
OWL-S model, and the description consists of the name
and short-text description. Input = {input,, input,, ...} and
Output = {output,, output,, ...} are regarded as the input and
the output function sets of a service, respectively.

The description set (DS), a set of descriptions as described
above, is given as follows.

Definition 2. DS = {Description,, Description,, ...}. The ser-
vice request is defined as Req = {Rpescription> Rinpus-ouput}» Where
Rpescription denotes the description of services expected by a
requestor; Rlnput = {rinputl’ rinputZ’ N } and ROutput = {routputl’
Toutput2> - - -} are the separate input and output, respectively,
according to the individual’s needs.



The approach proposed in this paper involves the cluster-
ing and matching of the TISs in the library, which include the
following:

(1) Dividing the TISs in the library into different cate-
gories

(2) Measuring the semantic similarities between the
functions requested and those provided

(3) Returning the candidate TIS solutions to the individ-
ual traveler after ranking the calculated similarities

4.1. Grouping TIS Using K-Means. Because there are many
services for transportation, it was necessary to reduce the
search space before matching to significantly improve the
efficiency and the precision of the search results. Many pop-
ular text clustering methods use text modeling algorithms to
reduce the query space [21]. They usually assess the similarity
among the services and tag the optimal candidate category,
which is then iteratively refined as more detail is developed
to update the centers. Text clustering compresses the traffic
information service matching space quickly, thereby improv-
ing the accuracy of the matching algorithm and reducing the
time that the users must wait for a response [22]. Rajagopal
et al. [17] applied clustering techniques to group a massive
number of services. Services falling into the same category
belonged to the same cluster, and thus, the similarity among
these services was the highest. However, considering that
different services were assigned to different clusters, these
researchers did not further refine the process of service
matching in this situation.

To accelerate the search speed for web-service queries,
Wenjing et al. [23] restructured the services for clustering
them hierarchically in terms of their inputs, outputs, names,
and text-based descriptions. Similarly, considering the inter-
cluster distance, hierarchical agglomerative clustering was
performed by Surianarayanan et al., depending on both the
inputs and the outputs of services with prioritization. The
similarities were then identified as different degrees of match
for meeting disparate queries from clients [24]. Yisong et
al. [25] utilized nonfunctional descriptions to group services
and provided the service-to-service matches in terms of
semantic similarity.

Although OWL-S-based descriptions have been used to
automate text clustering and classification in searches for
the best services, the abovementioned methods failed for
traffic information services. The unknown number of centers
and the coarser-grained classification were identified as the
reasons for the low achievement of this approach for TIS
matching and the consequent failure of service delivery.
Moreover, the textual descriptions may be extended in the
form of long characters to further improve relevant cluster-
ing. However, by including only function and nonfunction,
we may get relatively few descriptions of functions and lose
good matches from such clusters because the importance of
functions is minimized for TIS matching. Therefore, in this
study, the texts used in the clustering were expanded by first
integrating the name and descriptions of each TIS and then
classifying each TIS using K-means.

The steps taken for TIS clustering were as follows:
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(1) The data preprocessing of the TIS in-service libraries
was performed using word segmentation. Keywords were
generated and traversed to create a customized dictionary.

(2) The vectorization of keywords was achieved using
the vector space model and TF-IDF within the area of
information retrieval. The description of a TIS is shown below
with the vector space model.

Description; = {d1j> dyjpdj .- dnj} M

where d;; denotes how frequently a word obtained from
the dictionary appears in a special description of the TIS;
d;; = 1 if the word appears and 0 otherwise. However, the
incompleteness of data could not be captured in this way
with the increasing number of TISs in the library, and
the contribution of each word was ignored. Consequently,
following the preprocessing operation, all of the words in the
Description; were weighted using the TF-IDF [26] as follows:

TF,; * log (N/n;)

ij =
\/Z?:l [TF,-J * log (N/n,-)]2

2)

where d; ; and TF;, ; denote the weight and the frequency of
the ith word in the jth description, respectively. N stands for
the total number of descriptions in the library in which the
number of descriptions containing the ith word is captured
by parameter n;; H determines the number of words in the jth
description; and the denominator conducts a normalization
on the weight. Thus, the improved description of a TIS was
expressed as a set of d; ;.

(3) The clustering of all of the TISs in the library by using
K-means was accomplished as follows:

)

k:lﬁ’
escription;€DS

(Descriptionj - uk>

3)

—

Z§:1 Description;
U, =

J

where K denotes the number of service categories in the
traffic environment and ] implies the number of services
belonging to the same categories. 1, denotes the cluster
center, which is a vector generated by an iterative means of
averaging a set of descriptions from the same category of
services. K was determined experimentally in this study, an
approach that facilitated more rigorous classification than
that found in other existing works [27, 28]. The clustering
process was used to classify a large number of TISs and
keep each center’s information separate. The iterative process
was continued until U in formula (3) for convergence was
met. When receiving a new request for a travel service,
the category of the request was determined by analyzing
the request’s taxonomic distance from the centers. This
method allowed the search space to be reduced quickly and
improved the efficiency and the precision of TIS matching.
The clustering (Algorithm 1) used in this study was as follows.
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Input:

Service: set of service profiles

Output:

k: number of centers of clusters

Begin

(1) textVect « processData(Service)

(2) cluster_Num « k, error[0] « INF

(3) randow WithServiceCategory(textVect)

(4) while error|i] < error[i—1] do

(5) Kmeans(textVect, cluster Num)

(6) error[i] « getError(textVect)

(7)  serviceCategory « getServiceCategory(textVect)
(8) cluster « getServiceCluster(serviceCategory, textVect)
(9) end while

End

ALcorITHM 1: TIS clustering based on K-means.

The pseudo code of the algorithm for TIS clustering is
given in Algorithm 1. In Algorithm 1, the first line conducts
data preprocessing, including segmenting words and con-
structing the vector space model. Lines (2)-(3) initialize the
number of cluster centers, the error value, and a category label
given to each service. Lines (4)-(8) explore the key steps for
clustering, and line (9) updates the centers and the category
labels.

4.2. Function-Level Semantic Matching. The classification
of TIS is considered to be merely low-precision service
matching. Although service matching helps make the search
more efficient, it is difficult for TIS matching to adjust
to the personal demands of travelers without an adequate
semantic comparison. We considered the input and the
output functions provided by a TIS as subjects of comparison
and defined them as nodes of a tree-structured ontology.
Further, we measured the semantic similarities between the
functions requested recently and the functions in the library
listed under each of the services in the ontology. The existing
research [25] made a semantic extension on the description
of a service only when the function and the nonfunction
were coordinated. Generating such a long-text description
without filtering nonuseful services limits its use for function-
level matching. Instead, we introduced multistage matching
to refine the TIS matching.

The function-level matching in our work was based on the
following four assumptions:

(1) All TISs are characterized on the basis of OWL-S.

(2) All TISs of the same category are defined in the same
domain ontology.

(3) Only the inheritance relationships between nodes in
the ontology tree are considered.

(4) Only the input and output functions are taken into
consideration for matching.

The proposed function-level matching was divided into
two stages. In the first stage, we calculated the similarity
between the nodes. In the second stage, we focused on the
similarity between sets of nodes. Thus, the match optimiza-
tion problem could be represented as a maximum-weight
bipartite matching problem.

If we were to limit our method to the use of a geometric
model where all of the weights of each edge were the same, the
result would be aloss of accuracy for TIS matching. Therefore,
to measure the similarity, we referred to Zhang et al’s work
[29] to present mixed matching by integrating a geometric
model and a model derived from information theory. We
observed that the similarity increased with a decrease in the
semantic distance between the nodes in the ontology tree. As
we went down into the deep layers of the tree, the similarity
increased as well, illustrating that two nodes were similar
even if they were irrelevant on inheritance. That is, it was
difficult to identify the services found as meeting the personal
demands of travelers without considering the relationships
between the nodes in the hierarchy during matching. For
example, given a tree-based library for traveling, “Hiking”
and “Surfing” would be considered two sibling nodes of the
parent node “Activity.” When a request delivered relates to
“Surfing,” the service matching could fail because unexpected
“Hiking” might be returned by the matching process if we
were to compute only the similarities without thinking about
the relationships of nodes, particularly inheritance.

Therefore, the calculation of similarity was revised, and
the relations were captured by parameter f, which was
expressed as 1 between a given node and its children (e.g.,
“Activity” and “Sports”) and between 1 and y for a given node
and its children’s descendant (e.g., “Activity” and “Swim-
ming”) otherwise. In addition, § was assigned the value
above p when two nodes were not connected on inheritance
(e.g., “sightseeing” and “Swimming”). y was experimentally
determined in this study. The following formula was used:

0-1

Dep ( funcj)

SemSim (funci,funcj) =1-1[p

where func; requested and func; provided are considered two
separate nodes in tree-structured ontologies. SemDist(func;,
func;) gives their semantic distance derived using information
theory. Dep(func;) is the depth of func; in a tree. « and f are
used to maximize the traffic service matches.

o Dep ( func;) + Dep ( func;)

x SemDist ( func; funcj) (4)

To determine the similarity between each set of functions,
a set of nodes related to the TIS was created using a bipartite
graph that consisted of two disjoint sets of vertices, a set
representing input functions that R;,,,, requested, and a set
representing input functions that input provided. An edge
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Input:

o: similarity threshold

(1) for i —1tom do

(2) forj—1ton do
(3)

Ryt = T inpust> Tinpuez» - - -} input function sets requested

Input == {input,, input,, ...}: input function set of a service provided.
Rouput = {Toutpurt> Toutpuez - - -} output function sets requested

Output = {output,, output,, ...}: output function set of a service

Ay, A, weights of input and output functions

Output:
Simy,,,.: similarity of function sets from travelers and providers
Begin
(1) sim e = Ay X SIM(R,, e, Input)

A5 X SIM(R e Input)
sim(func,,func,)//function
{

€ — SemSim(func,[i], func[j])

(4) ife; >0
(5) service_set «—service_set U e;;
(6) end if
(7)  end for
(8) end for
(9) return service_set
}
End

AvLGoriTHM 2: Functional matching.

between the functions requested and the functions provided
existed if the match was feasible, with a weight e;; that
represents their similarities computed using formula (5),
where I and ] are the number of functions requested and
provided, respectively.

e;; = SemSim (xi> }’j)

where x; € Ry, y; € Input

Thus, the matching process was transformed into a
problem to solve for maximizing the sum of weights. The
calculation of similarity is presented in this paper using
formula (6).

Sim (Rlnpm, Input) = (6)

However, in the case of the typical weighted bipartite
graph model, the number of vertices in two separate sets (e.g.,
input/output functions requested and provided, expressed as
“I = J7) into which all functions obtained from the tree
were divided must be the same. Such rigorous conditions
further restricted the use of a typical model in the real world.
Considering the failed matching associated with different
numbers (expressed as “I # J”), we improved the similarities
as shown in formula (7).

Sim (Rpyypue Input )

P [S7) ma ()] + 1 x [£/7) max(e;)] 7
21]

The calculation of similarity for a set of output functions
was similar to formula (7), as previously deduced. Therefore,
the semantic similarity for the function-level matching of
travel services is as follows:

Sim (Regq, Service) = A,Sim (Rinput, Input)
(8)
+A,Sim (ROutPut, Output)

where A, + A, = 1, and A, and A, imply whether travelers
find the input or output functions more or less attractive.

The function-level semantic matching is illustrated in
Algorithm 2. This algorithm determines the similarities using
formula (7) with a generated bipartite graph model and then
gives the final similarities using formula (8). It has a function
that calculates the similarity between two nodes according to
formula (4).

4.3. Hierarchical Matching-Based Process. 'The layered match-
ing process proposed in this study includes the following
steps.

(1) The TIS are divided into different categories using
clustering in the registration center. The requestor then iden-
tifies the categories associated with his/her query through the
text mining technology.
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Input:
Req ={R
0: similarity threshold
Output:

Begin
(1) service_set « null

(7) R

cate

serviceCategory)
(9) for S in Services do

(11)  if simg,, >0

(13)  endif
(14) end for

End

Description> Rlnput—Ouput}: service reqMESt

result_set: service sets with similar functions

(2) allServices « getServices()

(3) cluster « getServiceCluster(service_set)

(4) serviceCategory « getServiceCategory(service_set)

(5) Ryes < ServiceDescriptionExtraction(Req)

(6) Reyne < ServiceFunctionExtraction(Req)

«— ServiceClassfication(Req)

(8) Services « getServicesFromSpecifiedCategories(R ., cluster,

(10) simg,,. < sim(ServiceFunctionExtraction(S), Re,,c)

(12) result_set « result_set U S

(15) SortedBySimilarity(result_set)

ALGORITHM 3: Semantic matching using mixed model of TIS.

(2) A tree-structured ontology is created for function-
level matching based on an evaluation of the similarities
between the functions requested and provided. The candidate
sets that fit within the functional constraints are selected.

(3) Finally, the similarity values are ranked to provide
the requestor with the desired TIS solution. The pseudo code
of the algorithm is given in Algorithm 3. Line (3) applies
K-means clustering to group the TISs. Lines (4)-(8) extract
and process the function and textual contents of the service
requested. Lines (9)-(14) perform the layered matching. Line
(15) screens the services that meet the requirements, ranks
them, and returns them to the requestor.

5. Architecture for Semantic Matching of TISs

While a TIS placed on web servers tends to be available
consistently for reference, other TIS applications developed
for mobile use may be unavailable at various times as a
result of location issues. Because of the diverse conditions
encountered while traveling (e.g., while commuting or during
long journeys), the main issue for TIS matching is the
assignment of requirements that arise dynamically over time
at various locations relative to the service providers. First, we
illustrated the hierarchical framework and classified it as the
three-layer structure shown in Figure 1. Then, we described
the characteristics of some important functions and proposed
an architectural implementation.

(i) The user layer serves as an interface between users and
the matching module. Users include service providers who
present local information, such as news and weather, as well
as travelers querying the TIS. By interacting with a website,
a traveler submits a request indicating the desired functions

bounded by time and space. The textual descriptions of the
TIS can be registered and found in the data layer.

(ii) The matching agency layer operates the distributed
TIS matching module associated with the request integrated
by the user layer. The matching agency layer includes three
core parts of the proposed matching model: the feature
extraction module, the clustering module for the automatic
grouping of the TISs having similar functions and facilitating
fast service discovery, and the I/O-level functional matching
module. Figure 2 illustrates how the three modules work
together. The tasks of the last two modules are performed
sequentially, where a match fails if one of them does not work
under a certain reasonable threshold. Thus, we can provide
an automated process for picking up services that satisty a
traveler’s demands with a weighted sum of modules.

(iii) The data layer provides the underlying data support,
such as an in-built domain ontology library and a set of TIS
solutions semantically extended and registered. Because of
the data loss that can occur while using an integrated data
structure, the data in the registration center should be backed

up.

(a) Data Preprocessing. The descriptions of TISs in the library,
represented using OWL-S, should be used for further match-
ing with data preprocessing. This includes the following steps:

(1) The interfaces, i.e., OWLOntology and OWLKnowl-
edgeBase, are adopted to parse the OWL-S-based
description for the names and textual descriptions
of the TIS. For example, given a TIS for hiking, we
can give its name and textual description as “Hiking
Urban Area Service” and “this service returns the best
urban areas for a given hiking type.” Table 1 gives
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an example showing the keywords obtained from five
OWL-S-based TIS names.

(b) Service Classification. Using the proposed method, we
could find the desired TIS without searching the entire service
library by using the following steps to measure the similarity
between the keywords and to identify the center by clustering.
First, we applied the WordNet tool to extend the keywords
obtained. This action provided a better understanding of the
meaning of each of the words and allowed further vector-
ization, as discussed in Section 4.1. However, this approach
resulted in high-dimensional data that were so sparse that
they reduced the precision and recall of TIS matching.
Consequently, we introduced a latent semantic index (LSI)
[30] to reduce the dimensions of the keywords. Then, we used
K-means clustering as shown in Figure 3, where the number
of service categories was determined experimentally, and the
services were then labeled. Each cluster center was considered
an atomic service for each category. A query represented as
vectors from a traveler would be matched in terms of the
similarity with each atomic service. Then, the query would
be assigned to the most similar service category and treated
as the one requested by the user. Thus, this method facilitated
the reduction of the search space and maximized the number
of TIS matches by using clustering.

(¢) Functional Matching. There were four types of informa-
tion associated with the TIS input/output involved in this
matching. Because these functions were adequately described
by simple terms, it was difficult to extract matches by using
similarity measures when the functions were represented
in a natural language. Therefore, we generated an ontology
tree to allow for sematic matching and to improve the
precision. Figure 4 illustrates the functional matching where
the similarity between the nodes in the tree, and between
the sets of nodes, was sequentially identified offline. This
procedure also decreased the waiting time in the case of a
large number of concurrent requests.

6. Performance Analysis

The database of OWLS-TC [31] provides 1083 semantic
services from a wide variety of fields, such as education,
communication, and geography. We adopted OWLS-TC to
verify the model proposed in this paper.

6.1. Verification of Clustering. Three groups were selected
from the categories of tourism. The total number of TISs
in each group was 50, 100, and 150. To better reduce the
dimensions of the feature data used for further clustering,
we applied a 12-fold cross-validation test to the acquired
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TABLE 1: Some of the descriptions including the name and the keywords in the service library.

Name of TIS

Keywords

Car Price Service

Adventure Urban Area Service
Activity Town Service

Auto Bicycle Price service

purchase, price, wheel, model, etc
adventure, urban area, return, etc
activity town, name, provide, etc
auto bicycle, price, rent price, etc

feature set and determined the top ten features with the
most relatively high values using LSI. In addition, considering
that clustering varied each time the K-means algorithm was
used because the initial cluster center could be identified
randomly, we averaged the accuracy of clustering from three
experiments for each group. We measured the accuracy of the
classification results, i.e., the similarity of the classification
results to the ground truth results, and found that the
three groups achieved an accuracy of 87.85%, 90.67%, and
93.80%.

The experiment showed that the error rate of the TIS
classification decreased rapidly with an increase in the num-
ber of services. This could be attributed to the fact that it
was possible to obtain more features to distinguish one cat-
egory from another for clustering by increasing the number
of textual descriptions. Furthermore, the features and the
number identified using a cross-validation test contributed
positively to the LSI-based process and further improved the
classification.

TaBLE 2: Comparison results of response times.

Number of services Clustering Non-clustering
50 162 ms 356 ms
100 216 ms 425 ms
150 239 ms 495 ms
1000 651 ms 2361 ms

6.2. Verification of Response Time. The effect of service clus-
tering on the model’s response time was measured using four
groups of data from five categories when the number of ser-
vices was 50,100, 150, and 1000. Table 2 shows a comparison of
the response times needed in the matching model, including
clustering and nonclustering. The results indicated that there
would be an explosion in the response times without offline
clustering; therefore, it would be difficult to accelerate the
matching.

The experiment also revealed that calculating the simi-
larity between travel services represented as ontology-based
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concepts was very time-consuming. Therefore, in this study,
to improve the speed and accuracy of service matching, the
similarity could be measured offline and stored in a file. This
was useful when similar parts of concepts were found during
past matching, because we could create an index to find the
desired TIS without the same concepts being counted twice
while determining the similarities.

6.3. Recall and Precision Rate. We evaluated the performance
of three models: a model based on information theory,
another based on taxonomic distance, and the proposed
mixed matching model. In terms of the parameter settings
for formula (4), 0 was set to 2 and f3 was set to 1, 6, and
10, indicating the relationships of the nodes in the generated
ontology tree, i.e., direct inheritance, indirect inheritance,
and noninheritance, respectively. The similarity threshold
denoted by 0 in the range from 0 to 1 was experimentally
determined to be 0.7 and 0.8.

Figures 5 and 6 show the variation trends of the recall
and the precision rates of the three models when 6 had two
different values. Clearly, the three models worked well in
terms of precision when 0 was 0.8. We found that the model
based on information theory performed better in terms of
precision, but its recall rate was relatively low because a
service was likely to be matched incorrectly to other sibling
nodes. Furthermore, the model had good precision if and
only if there were very few sibling nodes in the ontology

Journal of Advanced Transportation

tree, and the similarity between concepts was relatively low.
We might lose other matches from the information theory-
based model because the similarities calculated could fall
below the threshold 6. The precision and the recall rate of
the model based on taxonomic distance ranged between the
performance of the other two models. When there was a
wide similarity threshold, this model’s performance was in
accordance with the results obtained by using the proposed
mixed matching model, whose precision decreased.

On the basis of the performance analysis, we concluded
that the recall rate of the mixed matching model was higher
than that of the other two models because the similarities
between the concepts increased as a result of the parameter
adjustment. The precision rate decreased mainly as a result of
the low accuracy of the matching performed using a bipartite
graph for multiple inputs or outputs. We also found that the
performance of the mixed matching model was better than
that of the other two models as a consequence of increasing
the similarity threshold i.e., when the threshold was 0.8 in the
experiments.

7. Conclusions

In this paper, we proposed a multilevel sematic matching
model for traffic information services. First, we used K-
means to classify the services automatically. Then, we applied
ontology knowledge and a bipartite graph to calculate the
semantic similarity between functions. We demonstrated
how the proposed model could be used to implement seman-
tic matching for TIS solutions. Our experiments revealed
the effectiveness and feasibility of the model for handling a
large search space, heterogeneous dynamic data, and limited
resources. We suggested that distributed TIS matching might
be the acceptable solution for user queries in parallel. How-
ever, there was still room for improvement in terms of the
response time. Further, our model was tested on the basis of
prior knowledge, i.e., by using a predetermined ontology tree.
While this approach allowed for offline clustering, similarity
measure, and making matching decisions quickly, this form
of knowledge limited the model’s ability to understand real-
world travel purposes. Going forward, we believe that it
would be useful to examine QoS-based matching as a basis for
understanding the needs of people who are making local or
longer journeys. In addition, we will focus on optimizing the
process of service matching considering the specific attributes
of traffic information, e.g., disconnection, geo-space issues,
and temporal aspects. It is therefore necessary to deal with
more than only domain heterogeneity.

Data Availability

Previously reported OWLS-TC data were used to support
this study and are available at [http://projects.semwebcentral
.org/projects/owls-tc/]. These prior studies (and datasets) are
cited at relevant places within the text as [31].
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We study transportation network design with stochastic demands and emergency vehicle (EV) lanes. Different from previous
studies, this paper considers two groups of users, auto and EV travelers, whose road access rights are differentiated in the
network, and addresses the value of incorporating inverse-direction lanes in network design. We formulate the problem as a bilevel
optimization model, where the upper-level model aims to determine the optimal design of EV lanes and the lower-level model uses
the user equilibrium principle to forecast the route choice of road users. A simulation-based genetic algorithm is proposed to solve
the model. With numerical experiments, we demonstrate the value of deploying inverse-direction EV lanes and the computational
efficiency of the proposed algorithm. We reach an intriguing finding that both regular and EV lane users can benefit from building

EV lanes.

1. Introduction

Emergency incidents, such as traffic accidents, mere spas-
modic diseases, and fire disasters, have often been observed
in metropolises with a high population density [1, 2],
which generates an increasing travel demand of emergency
vehicles (EVs) (e.g., ambulances and fire engines). Cur-
rently, transportation emergency evacuation and rescue have
attracted greater attention from transportation researchers
and practitioners than before. For example, So and Daganzo
[3] proposed an inner-first-out control strategy to manage
evacuation routes, and Daganzo and So [4] extended such a
nonanticipative and adaptive control strategy to manage traf-
fic networks in real-time emergency evacuations. Meanwhile,
with advances in intelligent transport techniques, fast devel-
opment in building various emergency evacuation systems is
witnessed, for example, the corridor-based and region-wide
emergency evacuation systems for Washington D.C. [5] and
Baltimore’s multimodal evacuation system [6]. In addition,
the Transportation Research Board [7] made a tentative
investigation to accommodate emergency evacuation into
transit service systems.

Effective strategic-level or tactical-level planning is one
of the important prerequisites to ensure the success of
operational-level emergency evacuation management [8].
For example, transportation authorities often reserve proper
emergency lanes on highway networks to promote travel
efficiency of emergency vehicles in accident rescues. As
a result, a few interesting questions arise. Can we design
similar emergency lanes in urban transportation networks?
Also, how can we achieve successful planning of emergency
lanes in urban transportation systems with limited road
infrastructure resources? Moreover, complex traffic condi-
tions in urban transportation networks, such as demand
uncertainties and complicated user behaviors, lead to new
challenges for the planning of emergency lanes [9, 10]. In this
study, we aim to present feasible answers from the perspective
of transportation network design. A running example is
presented as follows to illustrate the problem of designing
emergency vehicle (EV) lanes.

L1 Running Example. Figure 1(a) shows a small urban trans-
portation network with three nodes and five directed links.
Link 1 has two lanes and each of links 2-5 is deployed with
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(a) Original transportation net-
work

FIGURE 1: A three-node network for the running example.

TABLE 1: Results of three design schemes in the running example.

Equilibrium link flows

Design schemes TTT for auto users (mins)  TTT for EV users (mins)
Vi V2 V3 V4 Ve

Scheme 1 26600/17 8250/17 1060 8250/17 1060 - 60,367.06 2,374.38

Scheme 2 13000/11 9000/11 1060 9000/11 1060 50 68,356.36 2,008.20

Scheme 3 13300/11 9250/11 1000 9250/11 1000 60 68,181.82 1,740.55

a respective single lane. All lanes have an identical service
capacity of 1,000 vehicles/hour. Two origin-destination (OD)
pairs, &/ — ¥ and € — 4, are taken into account. There
exist two classes of users, auto commuters and EV travelers,
in the network. Both classes of network users are assumed
to follow Wardrop’s first equilibrium principle that each of
the road users expects to find her/his shortest path. The auto
travel demands for two OD pairs are, respectively, q;_ﬂg =

2,000 and q%_} « = 1,000. The EV travel demands for two
OD pairs are set as g5,_, = 50 and g¢,_, , = 60. To improve
the travel efficiency of EVs, the network authority attempts
to build an EV lane on Link 1. As shown in Figure 1(b), the
original Link 1 with two lanes would be then decomposed
into a new regular road with one lane (Link 1) and a new
EV road with one lane (Link 6). Let us define a link set A =
{1,2,...,6}. Alinear link travel time function is adopted here
to evaluate the network performance:

P, e

vty

ta(vg,v2)=t2+t2( “C “), acA, (1)
a

where tg is the flow-independent travel time of link a,a € A;
vP and v¢, respectively, represent link flows of auto users and
EV travelers; and the aggregate link flow v, = v£ +1¢. In this

example, we set tg = tg = 5mins, tg = tg

= 7 mins, and
t(l) = tg = 10 mins.

We consider and compare the following three EV lane
design schemes.

Scheme 1. Take no action of setting EV lanes.

Scheme 2. Build an EV lane to connect the nodes & and €
(Link 6 in Figure 1).

Scheme 3. Build an inverse-direction EV lane to access € —
o by reversing the direction of Link 6.

Table 1 gives the aggregate link flows at biclass user
equilibrium and total travel time (TTT) for auto and EV
users.

As shown in Table 1, Scheme 2 sets an EV link and saves
about 15.4% golden rescue time, although it makes auto trav-
elers suffer uncomfortable experiences in a more congested
network. Compared to Scheme 2, Scheme 3 not only remark-
ably improves the travel efficiency of EVs but also alleviates
the traffic congestion of auto commuters through flexibly
incorporating an inverse-direction EV lane. In this sense,
Scheme 3 better balances the two design objectives of TTTs
associated with auto and EV users. The results of network per-
formance improvements clearly demonstrate the significance
of building EV lanes and reveal the value of designing inverse-
direction EV lanes in EV network planning.

The running example clearly shows that the investigated
problem of setting EV lanes might fall into the category
of classical discrete transportation network design problems
(NDPs), which can be defined as a new link/lane addition
that maximizes network performance subject to a series
of side constraints (e.g., investment budget constraint and
equilibrium constraints of the traffic pattern that character-
izes travelers’ route choice behaviors). However, the NDP
that optimizes EV lane setting (EV-NDP) also exhibits a
few new features and disparities from traditional NDPs
(explained later in the next subsection). This study is devoted
to proposing an effective approach for the EV-NDP that
accounts for more complex and realistic traffic conditions,
including application of flexible inverse-direction EV lanes
and travel demand uncertainties.

1.2. Literature Review. The NDP typically aims to opti-
mize transportation network performance via link capacity
expansions (either current road maintenance/improvement
or new road addition), while taking into account travelers’
route choice behaviors and financial constraints. After the
seminal works of Leblanc [11] and Abdulaal and LeBlanc
[12], we have witnessed a blooming of NDPs on model
formulations, solution algorithms, and applications over the
past half century. Regarding early achievements made in the
last century, interested readers are referred to two surveys,
Magnanti and Wong [13] and Yang and Bell [14], for a
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comprehensive literature review and detailed discussions.
Meng and Wang [15] presented a structured overview of the
NDP literature from 1999 onward and summarized a series of
new developments and advances that consider complicated
traffic conditions, including uncertainty parameters, traffic
dynamics, and multiple optimization objectives. We briefly
review the recent achievements of the NDP literature in the
following four NDP categories.

(1) Stochastic NDPs. It is well recognized that network
uncertainties with respect to demand fluctuations and road
capacity degradation inevitably and inherently exist on
transportation networks. Recently, more researchers and
practitioners have pointed out that network uncertainty
would have significant impacts on network planning and
other transportation management decisions, and ignoring
this factor might result in suboptimal or even misleading
optimization schemes [8, 16, 17]. Chen et al. [18] provided a
comprehensive review of stochastic NDPs on various model
formulations (e.g., expected-value model, mean-variance
model, chance-constrained model, probability model, and
min-max model) and proposed an attractive simulation-
based genetic algorithm. To properly characterize the effect
of network stochasticity, simulation-based sampling (e.g.,
Monte-Carlo simulation) approximation technique is often
used to estimate probabilistic statistics, including expecta-
tion and variance, of various system performance measures
[8, 18-24]. Alternatively, probabilistic or reliability-based
user equilibriums are proposed to incorporate the effect of
network uncertainties into travelers’ route choice behaviors
in the lower-level traffic assignment problem and similar
bilevel stochastic NDP models are then developed [25, 26].
Some stochastic NDP models had also integrated other
traffic factors and/or optimization targets (e.g., sustainability,
traffic dynamics, and land use). For example, Waller and
Ziliaskopoulos [16] formulated a chance-constrained NDP
model that takes into account both uncertain demands and
dynamic traffic flows. Wang et al. [26] incorporated multiple
indices of sustainability, including traffic emission and social
equity, into a stochastic NDP.

(2) Dynamic and Multiperiod NDPs. Time dimension is
another important factor in transportation network design.
In general, three scales of time dimension are considered:
short-term/real-time (seconds), medium-term (days), and
long-term (years). Overall, short-term traffic dynamics are
attributed to the description of real-time parameter fluc-
tuation in a transportation system, and long-term network
decisions across multiple phases help to assess the value of a
network improvement plan over time. Specifically, dynamic
NDP models have been developed to properly describe real-
time traffic dynamics and/or other unsteady-state traffic con-
ditions (e.g., traffic shockwaves propagation, build-up pro-
cess of queues) [27]. For example, Waller and Ziliaskopoulos
[16] proposed a two-stage linear programming NDP model
where a system-optimal dynamic traffic assignment and cell
transmission loading technique were used to depict dynamic
traffic propagation on the network. Karoonsoontawong and
Waller [27] presented a robust dynamic NDP model with the

objective of minimizing the weighted sum of the expected
total travel time and expected risk. In detail, multiperiod
NDP formulations were proposed to optimize a design
scheme where construction and maintenance of transport
infrastructures took place over a long-term horizon. Lo
and Szeto [28] proposed the first multiperiod NDP model
to examine tradeoffs among several stakeholders: travelers,
private toll road operators, and the government. Ukkusuri
and Patil [29] made an extension to formulate a multiperiod
NDP considering demand uncertainty and demand elasticity,
and they found that a multiperiod optimization model could
generate more favorable decisions than the conventional
single-stage NDP formulation. A more comprehensive lit-
erature review and detailed discussions on dynamic and
multiperiod NDPs can be found in Meng and Wang [15].

(3) Multiobjective NDPs. As reported by Yang and Bell [14]
and Chen et al. [20], researchers often need to consider
multiple design objectives in the NDP, for instance, travel effi-
ciency, emission, social equity, user experience, construction
cost, and system reliability. There is a great deal of literature
on multiobjective NDPs. For example, Meng and Yang [30]
discussed a biobjective NDP regarding travel efficiency and
social equity, and Chen and Yang [23] made an extension
to analyze the NDP incorporating social equity issue in
stochastic networks and developed a chance-constrained
optimization model. Wang et al. [26] investigated a chance-
constrained multiobjective NDP considering social equity,
emission reduction, and network reserve capacity maximiza-
tion. In general, Pareto optimization method (e.g., [19-21, 31])
and weighted-sum approach (e.g., [8, 22]) are widely applied
for multiobjective NDP formulations. For more information
on deterministic multiobjective NDPs, refer to review reports
of Yang and Bell [14] and Farahani et al. [32], and more
literature on stochastic multiobjective NDPs can be found in
Chen et al. [18].

(4) Global Solution Methods. Solving a bilevel NDP model
has been seen as a challenge all the time. Global solution
algorithms have increasingly received attention in the last
decade. For example, based on the Multivariate Taylor Series,
Wang and Lo [33] transformed the classical NDP model
into equivalent mixed-integer linear programming (MILP),
in which a global-optimal solution can be guaranteed. In
spirit of the transformed MILP, Luathep et al. [34] made
an extension to solve a mixed NDP with both continuous
and discrete decision variables. Motivated by a similar idea,
Liu and Wang [35] developed an equivalent MILP model
for the NDP that took into account logit-based stochastic
user equilibrium. The above-mentioned MILP models were
all solved by the CPLEX solver. In addition, according to the
relationship between user equilibrium and system optimum,
Wang et al. [36] presented a system optimum-relaxation
based method to solve the discrete NDPs.

The EV-NDP in this study exhibits some new features and
differs from existing NDPs in the following aspects:

(1) The investigated EV-NDP involves two classes of
users: auto commuters and EV travelers. The above



literature review indicates that the issue of multi-
class users has received rather limited attention. The
only NDP work that considered multiclass users was
carried out by Dimitriou et al. [37]. Incorporating
multiclass users leads to challenges in two aspects,
especially when considering uncertain demands: (i)
the lower-level traffic assignment problem needs to
characterize route choice behaviors of multiple classes
of users and resultant equilibrium traffic patterns may
not be unique and (ii) the presence of multiclass
users probably gives rise to conflict design objectives.
It is indeed a challenge to manage tradeofts among
different design objectives associated with multiple
classes of users on stochastic networks.

(2) The EV-NDP has a different network reconstruc-
tion principle from traditional discrete NDPs. Tradi-
tional discrete NDP determines link/lane additions
to expand network capacities [14]. The investment
is directed to improve link capacity, while network
structure accessibility (i.e., topological structure)
might keep unchanged. However, in EV-NDP, the
total capacity remains unchanged, but certain capac-
ity is removed from original regular links to form
new EV links (hereafter, EV links are called derivative
links). Take the case in Figure 1 as an example. EV
Link 6 is a derivative of Link 1, and setting the EV
link results in a capacity reduction of the original
Link 1. This can be regarded as link decomposition
and capacity reassignment/redeployment. For an EV-
NDP scheme, the construction budget is invested to
build supporting infrastructures (e.g., pilot signals,
guide boards, and communication facilities) that con-
trol and manage various vehicles, rather than directly
expanding link capacities.

(3) Road access rights are differentiated for two classes
of users. As mentioned above, conventional NDPs
consider homogeneous commuters and every traveler
can freely utilize any link if accessible. This condition
is also satisfied in Dimitriou et al. [37], in which
multiclass users are taken into account. However,
the situation in EV-NDPs differs. EVs can freely use
all roads without any restraints, but private cars are
not allowed to run on EV lanes. Such differentiated
road access rights lead to a challenge in formulating
a biclass user equilibrium that describes different
travelers’ route choice behaviors.

(4) Inverse-direction EV lanes are introduced for EV-
NDPs to fulfill favorable decision schemes. Given the
fact that EV trips are independently and separably
regulated by the traffic control center during emer-
gency periods, we could have a chance to set inverse-
direction EV lanes. This interesting concept makes
network design scheme more flexible and attractive.

With the above stated disparities, we need to develop new
EV-NDP models and propose pertinent solution methods.
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1.3. Objective and Contributions. The objective of this paper
is to propose an effective approach for the EV-NDP with
demand uncertainty. To achieve this objective, we firstly
propose a network reconstruction method to build a new
unified network where both auto and EV users are properly
accommodated. We then develop a bilevel optimization
model for the EV-NDP on stochastic networks, where the
upper level aims to minimize the weighted sum of the
expected total travel time of two classes of users and the lower
level characterizes route choice behaviors of auto and EV
travelers under each demand realization.

This study makes the following substantial contributions
to the literature:

(1) Our work investigates a new NDP in urban trans-
portation networks that exhibit several disparities
from traditional NDPs. To the best of our knowledge,
this work addresses a new EV network planning
problem and is the first to formulate NDP with
multiclass users, which substantially bridges the gap
of the existing literature.

(2) We develop a bilevel optimization EV-NDP model
considering uncertain demands to find the tradeoff
between travel efficiencies for auto and EV travel-
ers. The proposed methods can help transportation
authorities make tangible EV network decisions.

(3) We introduce a new concept of inverse-direction EV
lane in the EV-NDP. Incorporating inverse-direction
EV lanes could promote more flexible and attractive
decisions.

(4) We propose a simulation-based genetic algorithm
(GA) to solve the developed EV-NDP model and
further evaluate the model and computational effi-
ciency of the solution algorithm through numerical
experiments. The evaluation results help us better
understand the importance of considering inverse-
direction EV lanes in EV network planning and the
value of simulation-based GA in solving a bilevel
stochastic programming model.

With all the above explanations, we shall devote Sec-
tion 2 to defining the problem and formulating it as a
bilevel optimization model. We then present in Section 3
a simulation-based genetic algorithm to solve the EV-NDP
model. Numerical examples are provided in Section 4. The
final section, Section 5, concludes the paper.

2. Problem Description and
Model Formulation

We first define in this section the EV-NDP. Then, we explain
the network reconstruction and formulate the network
design model of setting EV lanes (the EV-NDP model).

2.1. Problem Description. Consider an urban transportation
network G = (N, A), where N and A are the sets of nodes
and links, respectively. There exist two classes of users in the
network: auto travelers and EV users. To guarantee the travel
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efficiency of EVs, the network authority designs an EV-NDP
scheme that deploys exclusive EV lanes on the selected roads.
To better evaluate the network performance, we take into
account random travel demands for both auto and EV users.

The network planner not only aims to guarantee the travel
efficiency of EVs, but also makes an attempt to improve

the travel efficiency of auto travelers. The design objective
function is thus to minimize the weighted sum of the
expected total travel time of two classes of users on the
network. Let A denote the set of candidate links to be
deployed with EV lanes. The decision variables can be defined
as

1 if an EV lane in the same direction of link a is deployed

=)
I

0 otherwise

1 if an EV lane in the inverse direction of link a is deployed

=
Il

0 otherwise

2.2. Notations and Assumptions. The following notations are
used throughout the paper.

N: the set of nodes in a given urban transportation
network G;

A: the set of original links in the urban transportation
network G;

A: the set of candidate physical links considered in the
EV-NDP scheme, A C 4;

;4; the set of normal-direction EV links, A € A, |A| =
|Al;

:4; the set of inverse-direction EV links, A C A, |A| =
|Al;

A': the set of links in the reconstructed unified
network, A’ := AU A U A;

W: the set of OD pairs in the transportation network;

K: the set of user classes where K = {p,e}, where
p and e represent private car and emergency vehicle,
respectively;

Rﬁ: the set of travel paths associated with kth, k € K
users and OD pair w € W;

Q: the set of demand realizations;
@: a specific demand realization @ = (@f, ®°) € O

S: the set of scenarios to realize the random travel
demands;

v];"a: traffic flow of kth, kK € K users on link a under
demand realization @ € Q;

v?: the aggregate traffic flow on link a under demand
realization @ €
frku‘? traffic flow of kth, k € K users on travel route
r,r € RE for OD pair w, w € W under demand
realization @ €

tf(-): travel time on link @, a € A under demand
realization @ € Q;

t’;"v(-): the link travel time for the kth, k € K users
under demand realization @ € Q;

Va € A,
(2)

Va € A.

8’;’;": link-path incidence; ‘SE;U = 1 iflink a is on the
travel route 7, r € Rf) for the kth, k € K users’ trips of
OD pair w, w € W, and 0 otherwise;

qﬁ;w: travel demand associated with kth, k € K users
and OD pair w, w € W under demand realization
€ ()

Pr®: the probability that the demand @ € Q is
realized;

p: the weighted parameter for the expected total travel
time of auto travelers, p € [0, 1];

B: the total budget for the EV network design;

Cg: the unit lane capacity of physical link a, a € A;

L(;: the initial number of lanes of link a, a € A (before
setting EV lanes);

C,: the capacity of linka,a € AU AU 4;
t0: free-flow travel time of link a, a € A;
oy, B, two coeflicients in the travel time function;

b,(-): the construction cost function with respect to
decision variables X, and X, and the parameter y,.

To facilitate model formulation, we make three assump-
tions below.

Assumption 4. Link travel time function tf(vf) is a dif-
ferentiable strictly increasing function with respect to the
aggregate link flow v; that is, dt,(v,)/dv, > 0.

Assumption 5. The network design problem takes into
account uncertain peak-hour travel demands for both auto
and EV users. The random demands for the two classes of
users are assumed to follow known probability distributions.

Assumption 6. The EV lanes are assumed to open during the
peak-hour period and private cars are not allowed to use
any EV lanes. The network planner evaluates the network
performance with constantly open EV lanes.

Assumption 6 implies EVs can either make use of EV
lanes or move on regular lanes that eventually generate
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(a) The original network

(b) The reconstructed network

FIGURE 2: An illustrative example to reconstruct the network.

mixed traffic. We only study an extreme network state
with constantly open EV lanes. One may argue that some
individuals cannot tolerate building exclusive EV lanes to
compete against limited road resources, which may lead to
a more congested network. This concern could be greatly
alleviated under traffic control management. When the traffic
control center receives callings of EVs, private cars are not
allowed to use EV lanes; otherwise, the EV lanes are fully free
for use. Actually, an interesting extension could be made in
the future to simultaneously optimize the EV-NDP scheme
and working state setting of EV lanes. The working state
setting is to determine an optimal active time of EV lanes (i.e.,
an optimal proportion to the entire peak-hour period).

2.3. Network Reconstruction. Partitioning a regular road
generates two independent derivative products, an EV link
and a new regular link with reduced capacity (one may
have no capacity), and as a result, setting EV lanes changes
the networK’s topological structures for auto and EV users.
It is not surprising that the access rights of private cars
might be restricted due to the implementation of EV-NDP
schemes. On the one hand, private cars cannot use newly
added EV links. On the other hand, private cars that pass
new regular links with possibly reduced capacities would
face more congested traftic and take longer travel time. In
turn, EVs enjoy more road infrastructures and more flexible
routing choices due to the newly added EV links on the
network. In addition, incorporating inverse-direction EV
lanes would make vehicle accessibilities more complicated.

To properly address the distinct vehicle accessibilities,
we build a unified urban transportation network that can
better accommodate two classes of users. In detail, for each
candidate link a, a € A in the network, we add two dummy
EV links, one normal-direction EV link @ and one inverse-
direction EV link @, and map them together as a triplet
(a,a,a). As shown in Figure 2, let us build an EV lane on
the candidate Link 1. A corresponding triplet (1, 6, 7) is thus
constructed and A = {6} and A = {7}. We then can see that
auto drivers can use the roads in the subnetwork G = (N, A),
where A = {1,2,3,4,5}, and EVs commute on the network
G = (N, A"), where A" = AU {6,7}. Note that if an EV lane
is set, Link 1 drops one-lane capacity. Evidently, the unified
network is general enough to characterize the differentiated
vehicle accessibilities of two classes of users.

We next need to identify the association between deci-
sion variables and network parameters. We now focus on
determining link capacities. Define the EV-NDP scheme as
x = (X,X), where X := (X,,a € A)andX = (X,,ac¢ A). Under

a given EV-NDP scheme x, the capacities of links contained
in every triplet {(a,a, a) can be determined by

C,=Co(L)-%,-%;), acA,

Cy=Cl%,; acA, )
C-a- = Cgk’a, ﬁ € ~,

where LY is the number of original lanes of physical link a
before setting EV lanes. Here, the unit lane capacity is evenly
divided according to the lane number and total link capacity.
In practice, on each selected road, at most one EV lane
(either normal-direction or inverse-direction EV lane) could
be built. We thus have the following feasibility constraint:

<1, for each triplet (a,d,a). (4)

To distinguish the access rights of EV linksa € AU A
for two types of users, we need to redefine the link travel cost
functions for the two classes of users:

o tf (vf) , for EV users,a € AUA,

a

the for auto users,a € A, (5)

Il
-
SRS}

@ ~—
(+2) + %7,

P@
t(l

O @), == Y
t, (va) +X,7, for auto users,a € A,

where t5© and t£© are, respectively, the redefined link travel
cost functions of EV users and auto users under demand
realization @ € Q; 7 is a sufficiently large road access charge
to prohibit auto travelers from using EV links. The different
access rights on EV links of the two classes of users could be
easily verified in (5).

2.4. The EV-NDP Model. In this paper, we aim to investigate
an EV-NDP in the strategic planning level, which takes into
account long-term uncertainties of auto and EV demands.
In spirit of the classical NDP modeling framework, the EV-
NDP can be formulated as a bilevel programming model.
The upper-level problem aims to minimize the weighted
sum of the expected total travel time (ETTT) of auto and
EV travelers subject to a series of constraints, while the
lower-level problem is to characterize the travelers’ route
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choice behaviors under given demand realizations. We thus
formulate the upper-level problem as follows:

g (x) = min pz [PrQZV‘D ‘Dtpw( X, )}

Vo Ya

(6)
Fa-p Y [y (frm)]
Vo Ya
s.t. (4),
Zb xa’ Ya Zbﬂ (55“) Ya) <B, (7)
acA acA
Xz X7 € {0,1}, VacA, acA, (8)

where p € [0,1] is the weighted parameter. The auxiliary
variable v? is the aggregate link flow given that the demand
@ € Q is realized, which is further specified as
vf = VZ"D + 111/2’@, Va e A, 9)

where # is the coeflicient to convert the EV traffic volumes to
passenger car equivalent (PCU) traffic volumes (empirically,
n = 1.0).

The traffic flows v?® and v to the upper level are
obtained by solving a biclass user equilibrium in the following
lower-level model for each demand realization @ € Q:

Va
min ZJ t (w, X, X,) dw

e gr Jo

s.t. Zfr}f’f:q’;’@, weW, kekK, Yo,

reRrk
kfo kw (10)
wZWZR oo,
acA, keK, Vo,
>0, reRrl, keK weW, va,

and the linear constraints (9) of the aggregate link flows.

With the strictly increasing link travel time function
(Assumption 4), the biclass user equilibrium model in the
lower level is a strictly convex minimization problem. That
is, under given EV-NDP scheme x and demand realization @,
solving the user equilibrium generates a unique traffic flow
pattern (v0?,v%9).

As the EV travel demand for each OD pair is far less
than auto commuting demand, the magnitude of the ETTT
of auto travelers would be significantly greater than that of
EV users (see the third case of 68,181.82 versus 1,740.55 in
the illustrative example). The huge difference in magnitude
leads to difficulty in analyzing the impact of the weighted
parameter setting in designing desirable EV-NDP schemes.
To better examine the influence of the weighted parame-
ter on balancing the two network performance measures,
we introduce two performance benchmarks and redefine
a normalized design objective function. Let g”° and g°°,

respectively, represent the ETTTs of auto and EV travelers
without implementing any EV-NDP schemes, which can be
easily obtained by solving the lower-level user equilibrium
model (10). Based on the two performance benchmarks g”°
and g*°, we thus can rewrite the normalized design objective
function g(x) as

min { ZPr Zvﬁ’@tg’@ (vf, X, J?a)
7

Va

pép ozvea)ew( -z )}

Therefore, the EV-NDP model can be expressed by (11)
and is subject to the feasible solution space defined by
constraints (4) and (7)-(10).

We further give a brief remark on designing the two
aforementioned EV-NDP schemes: the scheme with pure
normal-direction EV lanes and the scheme with flexible
inverse-direction EV lanes. It is not difficult to find that the
former scheme is a special case of the latter one. Setting all
decision variables X = 0 of an inverse-direction EV-NDP
scheme generates a pure normal-direction EV-NDP scheme.

(1)

3. Solution Algorithms

As the proposed bilevel programming model is nonlinear
and nonconvex in nature, it would be rather difficult to solve
the EV-NDP model using conventional solution methods.
Moreover, the incorporation of demand uncertainties results
in a higher computational complexity, which makes the
model more intractable to be solved. At early stages, a
few greedy/descent search algorithms were developed to
solve the NDPs with deterministic demands, including the
Hooke-Jeeves algorithm [12], sequential quadratic program-
ming method [38], augmented Lagrangian algorithm [39],
and gradient/conjugate gradient/quasi-Newton projection
methods [40]. In the last decade, more and more researchers
have paid attention to global optimization methods, includ-
ing mixed-integer linear programming (MILP) method [33-
35], benders decomposition algorithm [41], and system
optimum-relaxation based method [36].

However, the above-mentioned solution algorithms are
inapplicable for solving the EV-NDP model. On the one hand,
we can hardly use descent search algorithms to solve the EV-
NDP model due to two reasons: first, the search space is
large and highly complex; second, it is intractable to obtain
effective descent gradients for a discrete bilevel optimization
model, especially in the presence of stochastic demands. On
the other hand, incorporating demand randomness requires
us to address a large number of demand realizations and
consequently makes it almost impossible to design a global
optimization method.

Fortunately, metaheuristic solution algorithms can pro-
vide us with alternative options. Previous studies clearly
indicated that the genetic algorithm (GA) is one of the
most prevailing and recommendable tools to solve NDP
models [18, 42]. For example, Chen and Yang [23] proposed
a simulation-based GA procedure to solve expected-value
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FIGURE 3: The simulation-based genetic algorithm for the EV-NDP model.

and chance-constraint NDP models that considered both
spatial equity and demand uncertainty. Chootinan et al. [24]
presented a bilevel capacity reliability-based network design
model, where the upper-level model was solved by Monte-
Carlo simulation-based GA and probit-based stochastic user
equilibrium in the lower level was solved by the method of
successive averages. Chen et al. [20] and Chen and Xu [19]
applied the GA to solve multiobjective NDPs with demand
uncertainties. Ukkusuri et al. [8] developed a GA to solve a
robust NDP, in which the design objective was to minimize
the weighted sum of the expected total travel time and
related standard variance. Sharma et al. [21, 22] applied the
GA to solve similar mean-variance form robust NDPs with
random demands. More information about the GA in solving
stochastic NDPs can be found in Chen et al. [18].

In this paper, we also design a simulation-based GA to
solve the proposed EV-NDP model. Figure 3 presents the
explicit framework of the proposed GA. It works with four
submodules: initialization module, simulation module, traffic
assignment module, and GA operation module. Each of them
is elaborated below:

(1) Initialization module: this module translates the deci-
sion variables to GA codes, sets input parameters
of experiments, and randomly generates an initial
population.

(2) Simulation module: it is used to produce a series
of demand realizations according to given demand
probability distributions. Next, combined with traffic
patterns obtained by solving the lower-level user
equilibrium under each demand realization, we use
Monte-Carlo simulation to estimate the design objec-
tive function using sample average approximation
(SAA). Interested readers can refer to Sharma et
al. [22] for other attractive sampling approximation

techniques, for example, randomized quasi-Monte-
Carlo sampling and single-point approximation.

(3) Traffic assignment module: it characterizes the users’
route choice behaviors associated with the given
demand realization and EV-NDP scheme. The widely
applied Frank-Wolfe algorithm is used to solve the
lower-level traffic assignment problem.

(4) GA operation module: this module aims to generate
the next trial solution via various genetic operations.
Applying a series of GA operations, including repro-
duction, crossover, and mutation, produces better
offspring. More details could be found in Ukkusuri et
al. [8].

Algorithm 1 presents the detailed procedure to solve the
developed EV-NDP model.

In solving the EV-NDP model, we take an improved
strategy of population initialization to filter out infeasible
populations that violate the feasibility constraint (4) and
budget constraint (7). Furthermore, a population updating
strategy (e.g., reinitializing population frequently) can be
used to avoid a local optimum as far as possible.

4. Numerical Examples

In this section, numerical examples are provided to evaluate
the developed EV-NDP model and the computation effi-
ciency of the proposed algorithm. The programming code is
compiled by VC++ and run on Windows 7 system with the
following attributes: Intel Core i5-2400 3.1 GHz x 2 and 4 GB
RAM.

As shown in Figure 4, a four-node urban transporta-
tion network with nine links is used for the numerical
experiments. Link parameter settings including the number
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Input: The EV-NDP model, network parameters, sample size Mg, population size Mp,
generation size Mg, crossover rate p., mutation rate p,,, construction budget B, and
etc.

Output: the optimal objective value (ETTT) and optimal solution x™.

(1)  Code variables and initialize the population;

(2) for every generation i =1 to i = M do

(3) for every population j =1 to j = M, do

(4) Decode the population and update link capacities;

(5) for every demand sample @ = 1 to @ = Mg do

(6) Generate random travel demands for two classes of users;

(7) Solve the bi-class user equilibrium traffic assignment with demand realization @

by Frank-Wolfe Algorithm and consequently obtain the link flow patterns;

(8) Compute the design objective function;

) Compute the fitness function;

(10) Generate better offspring by genetic operations, including reproduction, crossover and
mutation.

(11) End the algorithm and obtain the solution.

ArGoriTHM : Simulation-based genetic algorithm.

F1GURE 4: The used transportation network.

of lanes, unit lane capacity, and free-flow travel time are
provided in Table 2.

Six OD pairs are taken into account. For each OD pair,
the auto and EV travel demands are all assumed to follow
given normal distributions. Detailed parameters of respective
demand distributions are given in Table 3.

The link travel time function (BPR function) is given

below:
V(D *
tf(vf):tg(1+o.15<c—“) ) (12)

where v& = vP? 4 1,509,
A linear function is used to determine the construction
cost of setting an EV lane:

10.0 +10.0:°) %, ae€ A,
( )% (13)

=

(10.0+10060)%,, aeA

Other parameters used in the GA procedure are listed in
Table 4.

For both normal-direction and inverse-direction EV-
NDP schemes, we have tested the experiments by changing
the weighted parameter in the design objective function
(an equal increment of 0.1 is set). In addition to applying
the simulation-based GA, we solve the normal-direction
EV-NDP schemes by the enumeration method in order to
compare the solution quality and computational efficiency.

Solving the lower-level traffic assignment problem of the
normal-direction EV-NDP generates the benchmark mea-
sures where g”° = 113,779.42 and g*° = 3,395.93 (note that
solving the user equilibrium model of the inverse-direction
EV-NDP yields g = 113,777.49 and g*° = 3,395.63; the small
differences are partly due to computational accuracy and
partly resulted from two different feasible path sets between
the normal-direction and inverse-direction networks).

4.1. Computational Results. Table 5 shows the outcomes
(including the optimal solution—the “optimal solution”
obtained by the simulation-based GA may not be global-
optimal but only local-optimal —ETTTs for two classes of
users, the objective value, and computational time) of the
normal-direction EV-NDP schemes. Table 6 provides the
computed results of the inverse-direction EV-NDP schemes.
As shown in Table 5, for the normal-direction EV-NDPs,
the simulation-based GA and enumeration method generate
identical results except for the case with p = 0.1. In what
follows, we make further discussions on the computed results
and expect to gain some insightful findings.

4.2. The Value of Incorporating Inverse-Direction EV Lanes.
We first analyze the importance of incorporating inverse-
direction EV lanes. The objective values of the normal-
direction and inverse-direction EV-NDPs with different
weighted parameter settings are illustrated in Figure 5 for an
easy comparison. It is not surprising to realize that, with a
given weighted parameter, the scheme considering inverse-
direction EV lanes performs better than the corresponding
normal-direction EV-NDP in terms of the design objective
value since the latter scheme is a special case of the inverse-
direction EV-NDP. Take the experiment with p = 0.2 as an
example. We obtain a global-optimal objective value g* =
99.215% by solving the normal-direction EV-NDP scheme
with the enumeration method. Solving the inverse-direction
EV-NDP scheme by the simulation-based GA generates an
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TABLE 2: The detailed link parameter setting.

Link number 1 2 3 4 5 6 7 8 9
(o 1200 1000 1000 800 800 1200 1000 1000 1200
L 3 2 2 2 2 3 2 2 3
£ 10 8 8 4 4 6 5 5 12

a

TaBLE 3: Travel demand distributions for two classes of users.

OD pair 1—-2 1—4 2—1 2—4 4—-1 4—2
Demand for cars (1000, 100?) (2000, 100?) (1000, 100?) (2200, 100?) (1800, 100?) (2100, 100?)
Demand for EVs (50, 5%) (50, 5%) (50, 5%) (50, 5%) (50, 5%) (50,5%)

Note. Numerics (a, b*) are the mean and variance of a given normal distribution for each OD pair.

TABLE 4: Other parameters used in the numerical experiments.

M, = 10 for the normal-direction

lation si EV-NDP scheme
Population size M, = 30 for the inverse-direction
EV-NDP scheme
Mg = 50 for the normal-direction
L EV-NDP scheme
Generation size
M, = 80 for the inverse-direction
EV-NDP scheme
Probability of crossover 0.75
Total investment budget B =400
Probability of mutation 0.1
Sample size Mg = 500
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(simulation-based GA)

—g— Normal-direction EV-NDP schemes
(enumeration method)

FIGURE 5: Comparison between the normal-direction and inverse-
direction EV-NDPs.

optimal objective value g* = 88.379%. Although the solution
of the inverse-direction EV-NDP scheme leads to a local opti-
mum (the solution (X* = 0,X" = (1,0,0,0,0,1,0,0, 1)) yields
a better objective value of g* = 88.162%), it still remarkably

improves the travel efficiencies of both classes of users. It
can be seen from Tables 5 and 6 that both classes of users
benefit from incorporating inverse-direction EV lanes: the
ETTT of private cars drops from 119,101.05 to 116,230.05 and
that of EV's decreases from 3,322.89 to 2,884.32. In summary;,
incorporating inverse-direction EV lanes in the EV-NDP
offers a chance to design more attractive EV-NDP schemes.

4.3. The Impact of Weighted Parameter Setting. As shown in
Figure 5, for both EV-NDP schemes, the design objective
values climb steadily with an increasing weighted factor.
As stated in the Introduction, the nature of EV-NDP is to
reallocate the road capacity to each class of travelers and the
total capacity on each link is fixed. Consequently, allocating
part of the road capacity to EVs often makes private cars
suffer a more congested traffic condition unless a paradox
occurs (this indeed happens and will be discussed later). In
this sense, balancing two conflicting objectives of minimizing
ETTTs of private cars and EVs eventually creates, to a certain
extent, a zero-sum game. As shown in Table 5, the ETTT for
EVs falls monotonically when a higher priority is given to
enhance EVs’ travel efficiency. On the contrary, the ETTT for
private cars rises as the weighted parameter increases. A sim-
ilar trend can be found in the outcomes of inverse-direction
EV-NDP schemes, although it is not strictly monotone due
to local-optimal solutions attained by the simulation-based
GA. Overall, the developed weighted-sum EV-NDP model
is capable of finding an appropriate tradeoft between two
conflicting design objectives for two classes of users.

4.4. Solution Convergence, Quality, and Computational Effi-
ciency. We now turn to analyze the solution convergence,
quality, and computational efficiency of the proposed algo-
rithm. Figure 6 clearly displays the convergence of the
proposed simulation-based GA in solving both the normal-
direction and the inverse-direction EV-NDPs. With no
doubt, the simulation-based GA is able to obtain local-
optimal solutions.

Let us next examine the solution quality. The results of
normal-direction EV-NDPs solved by the simulation-based
GA and enumeration method are depicted in Figure 7 for
a straightforward comparison. It can be observed that the
outcomes from the simulation-based GA are identical to
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TABLE 5: The outcomes for the normal-direction EV-NDP schemes.

Weighting factor p Optimal solution X* ETTT forcars  ETTT for EVs  Objective value g*(x*) (%)  Computational time (s)

0.00 (0,0,1,0,1,1,1,0,1) 151,763.02 3,129.54 92.156 1,452.29
0.10 (0,0,1,0,1,0,1,1,1) 148,924.72 3,140.92 96.331 1,471.84

0,0,1,1,1,1,1,1,0) 146,643.41 3,146.02 96.265 1,579.12
0.20 (0,0,1,0,0,0,0,1,1) 119,101.05 3,322.89 99.215 1,522.38
0.30 (0,0,1,0,0,0,0,1,0) 117,732.08 3,333.16 99.748 1,526.89
0.40 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,467.46
0.50 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,481.86
0.60 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,567.94
0.70 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,542.40
0.80 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,521.61
0.90 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,508.46
1.00 (0,0,0,0,0,0,0,0,0) 113,779.42 3,395.93 100.00 1,529.05

Note. For the experiment with p = 0.1, the computed results solved by the enumeration method are underlined, while the results obtained by the simulation-
based GA are presented without underline.

TABLE 6: The outcomes for the inverse-direction EV-NDP schemes.

Weighting factor p Optimal solution x* = (x*,X") ETTT for cars ETTT for EVs Objective value g*(X*) (%) Computational time (s)

0.00 x"=0,x"=(1,0,0,1,0,1,0,0,1) 116,502.41 2,884.32 84.935 25,512.50
0.10 x"=0,%x"=(1,0,0,0,0,1,0,0,1)  114,996.07 2,884.32 86.548 25,836.17
0.20 x*=0,%x"=(1,1,0,0,0,1,0,0,1)  116,230.05 2,884.32 88.379 26,180.31
0.30 x"=0,x"=(1,0,0,0,0,1,0,0,1)  114,996.07 2,884.32 89.775 25,314.65
0.40 X" =0, =(1,0,0,0,0,1,0,0,1)  114,996.07 2,884.32 91.389 25,788.18
0.50 x*=0,"=(1,0,0,0,0,1,0,0,1)  114,996.07 2,884.32 93.002 25,779.22
0.60 x*=0,x"=(1,1,0,0,0,1,0,0,0) 114,740.04 2,922.68 94.932 25,747.76
0.70 x*=0,x"=(1,0,0,0,0,1,0,0,1)  114,996.07 2,884.32 96.229 25,739.35
0.80 x*=0,x"=(1,0,0,0,0,1,0,0,0)  113,764.05 2,970.79 97.485 25,749.86
0.90 x*=0,x"=(1,0,0,0,0,1,0,0,0)  113,764.05 2,970.79 98.736 26,324.82
1.00 x"=0,%x"=(1,0,0,0,0,0,0,0,0) 113,759.80 3,286.19 99.983 25,750.46
96.70 100.0 ~
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FIGURE 6: Examples to illustrate the convergence of the simulation-based GA.
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FIGURE 7: Comparison of the results of normal-direction EV-NDPs
solved by the simulation-based GA and enumeration method.

those from the enumeration method, except for the case with
p = 0.1. Actually, for the experiment with p = 0.1, the
optimal objective values solved by the two methods are very
close (96.331 versus 96.265). In general, the simulation-based
GA can generate satisfactory solutions, although the tested
experiments might be network-specific.

We then focus on the computational efficiency of the pro-
posed algorithm. It can be seen in Table 5 that it takes about
25 minutes to solve the normal-direction EV-NDP model by
the simulation-based GA (500 = 10 x 50 solutions are
examined). The enumeration method consumes a bit longer
computation time since all 512 = 2° combinatorial solutions
are computed and compared. A heavy computational burden
results from repeatedly solving the lower-level traffic assign-
ment problem until all demand scenarios are realized. The
larger the sample size is, the heavier the computational bur-
den is. For each given solution x, it approximately takes 10 sec-
onds to calculate the objective value for the inverse-direction
EV-NDP model. Recall that more than 262,144 = 2'® solutions
need to be evaluated. Although the number of feasible
solutions could be reduced according to the feasibility con-
straints (4) and (7), the enumeration searching space is still
unbelievably large. It is expected to take more than hundreds
of hours to solve the inverse-direction EV-NDP model by
the enumeration method. Therefore, it is almost intractable
to do that even for a small-scale network. Fortunately, the
simulation-based GA offers an alternative to find satisfactory
solutions for the inverse-direction EV-NDPs within 7.5 hours.

4.5. An Insightful Finding of the EV-NDP. Last but not least,
we obtain an interesting insight into the inverse-direction EV-
NDP with p = 1.0. Setting the weighted parameter p equal
to 1.0 implies that the network planner is only concerned
about the ETTT of private cars. To achieve such objective, it
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is always believed that the decision-maker needs to provide
infrastructure resources to private cars as much as possible.
Usually, building EV lanes diverts the resources away and
would make auto users suffer a loss. However, a paradox
occurs. As shown in Table 6, the optimal solution suggests
constructing an inverse-direction EV lane on Link 1. As a
result, both EVs and private cars benefit from this decision,
where the ETTT for EVs decreases from 3,395.63 to 3,286.19
and that for private cars goes down slightly from 113,777.49
to 113,759.80. An inherent reason is that adding an inverse-
direction EV lane makes Link 1 become more congested, and
thus some auto users (OD pair 2 — 1) choose to switch
to other travel paths/links. This consequently drives the user
equilibrium approaching system optimum. It is not difficult
to verify that the EV travelers of OD pair 1 — 2 benefit
significantly from the new added EV lane.

The lesson we have learned here is that the objectives
to maximize the travel efficiencies of both classes of users
are not always conflicting but could be reconcilable in some
cases. Meanwhile, the occurrence of the above paradox has
highlighted the value of incorporating inverse-direction EV
lanes once again (such a win-win case does not happen in
normal-direction EV-NDPs).

5. Concluding Remarks

In this paper, we studied a new network planning problem
to build exclusive EV lanes in an urban transportation
network, which falls into the category of discrete NDPs.
The investigated EV-NDP differs from the classical NDPs
in several aspects: it involves two classes of network users
and has a distinct network reconstruction principle; auto
and EV travelers have differentiated road access rights on
the network. To make more tangible and practical planning
decisions, random travel demands that follow known prob-
ability distributions are taken into account in the EV-NDP.
Moreover, inverse-direction EV lanes are incorporated to
promote flexible and attractive EV-NDP schemes.

A unified network framework is introduced to properly
describe the differentiated road access rights of private cars
and EVs. We then formulate a bilevel programming EV-
NDP model. In the upper level, the network planner intends
to minimize the weighted sum of the ETTTs of auto and
EV travelers by setting either normal-direction or inverse-
direction EV lanes on selected roads. In the lower level, a
biclass user equilibrium model is used to characterize travel-
ers’ route choice behaviors under given demand realizations.
To handle the stochasticity of travel demands, a simulation-
based GA is proposed to solve the developed EV-NDP model.
We further evaluate the developed EV-NDP model and the
proposed solution algorithm through numerical examples.

We arrive at a bunch of useful and interesting observa-
tions: incorporating inverse-direction EV lanes could help
to design more favorable EV-NDP schemes; the simulation-
based GA is capable of finding satisfactory solutions and
guaranteeing a high solution quality with an acceptable
computational burden; an interesting paradox is found where
building EV lanes might contribute to reduced traffic conges-
tion for both auto and EV travelers. This observation tells us
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that the intuitively conflicting objectives of the two classes of
users could be reconcilable in some cases.

This research makes an effort to fill in the gap in the
literature by developing a bilevel optimization model for the
EV-NDP. We can further make some interesting extensions.
Firstly, a joint optimization of the EV-NDP scheme and
working state setting of EV lanes can be considered so
that more reasonable planning decisions could be obtained.
Secondly, we analyze a static analytical framework of the EV-
NDP in this paper. Extension to a dynamic environment is a
more appealing research direction.
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