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Shiping Lu, China
Nazim I. Mahmudov, Turkey
Oluwole D. Makinde, South Africa
Francisco J. Marcellán, Spain
Guiomar Mart́ın-Herrán, Spain
Nicola Mastronardi, Italy
Michael McAleer, The Netherlands
Stephane Metens, France
Michael Meylan, Australia
Alain Miranville, France
Ram N. Mohapatra, USA
Jaime E. Munoz Rivera, Brazil
Javier Murillo, Spain
Roberto Natalini, Italy
Srinivasan Natesan, India
Jiri Nedoma, Czech Republic
Roger Ohayon, France
Javier Oliver, Spain
Donal O’Regan, Ireland
Martin Ostoja-Starzewski, USA
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This special issue covers a number of developing topics
in mathematical and numerical modeling of information
dissemination in mobile networks. The 15 research articles
included in this special issue present original research out-
comes and future evolutions of mathematics in mobility and
networking. From communication mechanisms to mobile
applications, the topics of this special issue are classified into
three categories, namely, complex models, techniques, and
applications.

The first group of papers addresses issues in the area
of information dissemination via mathematical modelling
approaches. In the paper of “Efficient periodic broadcasting
for mobile networks at small client receiving bandwidth and
buffering space,” H.-F. Yu et al. introduced a new Fibonacci-
broadcasting scheme (called FiB+) for video broadcasting
and achieved smaller client buffering space than that of
FiB under two-channel receiving bandwidth. In the paper
entitled “Single-channel data broadcasting under small waiting
latency,” H.-F. Yu proposes a single-channel broadcasting
scheme for video-on-demand services. By partitioning a
video into equal-sized segments, these classified segments
have been transferred over a single channel according
to a predefined arrangement to yield short waiting time
of data broadcasting. In the paper “A mutual-evaluation
genetic algorithm for numerical and routing optimization,”
C.-H. Lin and J.-D. He present a mutual-evaluation genetic
algorithm (MEGA) to find optimal flow-allocation strate-
gies for multipath-routing problems. In the paper enti-
tled “Minimum-cost QoS-constrained deployment and routing
policies for wireless relay networks,” F.-Y.-S. Lin et al. use

Lagrangian relaxation (LR)method tominimize the develop-
ment cost of wireless relay networks. In the paper entitled “A
rough penalty genetic algorithm for multicast routing in mobile
ad hoc networks,” C.-H. Lin and C.-C. Chuang formulated the
multicast routing problem in mobile ad hoc networks, where
the objective function is to minimize the total cost of the
multicast tree subject toQoS constraints.The aforementioned
constrained optimization problems are solved by a proposed
rough penalty genetic algorithm and achieve near-optimal
solutions for a variety of multicast routing problems.

The second group concerns networking techniques and
system design, such as optimal methods for the resource
management and localization estimation. In the paper enti-
tled “Interference control for cognitive network with high
mobility,” Y. Li et al. aim at maximizing the capacity of
the secondary system with the interference constraints via a
water-filling style method. The paper entitled “Modeling and
performance analysis of route-over and mesh-under routing
schemes in 6LoWPAN under error-prone channel condition”
by T.-H. Lee et al. develops a Markov chain model to analyze
the performance of two routing schemes in 6LoWPAN. In “A
multistage control mechanism for group-based machine-type
communications in an LTE system,” W.-C. Hung et al. used a
Markov chain with M/G/k/k to analyze machine-type com-
munications in an LTE network and proposed a multistage-
control (MSC) mechanism to allocate LTE bandwidth effec-
tively. In the paper entitled “Calculation of weighted geometric
dilution of precision,” C.-S. Chen et al. intelligently select
measurement units for improving location accuracy in the
proposed wireless positioning systems. In the paper entitled
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“Modeling of location estimation for object tracking in WSN,”
H.-C. Chu et al. use a range-free-positioning technology
as well as centralized data processing technology with data
aggregation to reduce the data processing of location estima-
tion for object tracking in large-scale WSNs.

The third group of the included papers concerns some
potential applications formobile networks.Thepaper entitled
“Characterizing pairwise social relationships quantitatively:
interest-oriented mobility modeling for human contacts in
delay tolerant networks” presents an interest-oriented human
contacts mobility model (IHC) to reproduce social rela-
tionships on a pairwise granularity for wireless mobile net-
works. The paper entitled “Recovery and resource allocation
strategies to maximize mobile network survivability by using
game theories and optimization techniques” exercises game
theory to find the optimal resource allocation for both cyber
attacker and mobile network defender. The paper entitled
“Effective proactive and reactive defense strategies against
malicious attacks in a virtualized honeynet” formulates the
attack-defense scenario as a mathematical model. In the
paper entitled “Multiagent consensus control under network-
induced constraints,” W. I. Kim et al. consider a mean
consensus problem for multi-agent systems by using a cone-
complementarity-linearization algorithm to exchange infor-
mation effectively. In the paper entitled “Application schedul-
ing in mobile cloud computing with load balancing,” X. Wei
et al. presented an appropriate architecture of mobile cloud
computing and proposed a dedicated scheduling algorithm
to improve the quality of service by efficiently exploiting the
mobile devices’ idle computing, storage, and sensing capacity.
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Human mobility modeling has increasingly drawn the attention of researchers working on wireless mobile networks such as delay
tolerant networks (DTNs) in the last few years. So far, a number of human mobility models have been proposed to reproduce
people’s social relationships, which strongly affect people’s daily life movement behaviors. However, most of them are based on the
granularity of community.This paper presents interest-oriented human contacts (IHC)mobilitymodel, which can reproduce social
relationships on a pairwise granularity. As well, IHC provides two methods to generate input parameters (interest vectors) based
on the social interaction matrix of target scenarios. By comparing synthetic data generated by IHC with three different real traces,
we validate our model as a good approximation for human mobility. Exhaustive experiments are also conducted to show that IHC
can predict well the performance of routing protocols.

1. Introduction

Wireless portable devices (e.g., laptop, PDA, and cell phone)
are often held by humans in a delay tolerant network-
ing (DTN) scenario. Understanding human mobility and
accordingly designing better routing protocols have drawn
the attention of researchers working on DTNs. Using real
trace to evaluate routing protocol performance does not
allow enough flexibility to change the mobility settings in
order to perform the analysis for a slightly different scenario
[1]. Human mobility models, however, can depict real-life
human mobility characteristics and can be used to obtain
meaningful routing protocol performance results in simu-
lations [2]. So far, a number of real-life experiments have
been conducted to observe and summarize human mobility
characteristics, including individual (e.g., spatio/temporal
preferences), encounter-based (e.g., inter-contact time and
contact duration), and social (e.g., group, community) met-
rics [3]. Although current human mobility models are good
at reproducing individual and encounter-basedmetrics, their
strategies of generating social metrics still need further

exploiting. For example, most existing models are able to
reproduce the inherent social interactions but on a rather
coarse granularity of community. Thus, the intercommunity
nodes’ social relationships and the social relationships of
nodes that do not belong to any community are ignored.
This ignorance leads to a considerable deviation of social
relationships between the synthetic scenario and the real-
life scenario. In addition, it will be unable to utilize the
intercommunity nodes’ social relationships to assist data dis-
semination when those mobility models are used to evaluate
routing protocols.

This paper will focus on the granularity issue and propose
a new mobility model that takes social relationships between
each pair of nodes into account. We call this model interest-
oriented human contacts (IHC) mobility model. The design
principle is based on two intuitionistic and empirical obser-
vations. First, people always visit several spots periodically,
and visit the more interesting spots at a higher probability.
Second, the available contacts between a pair of people are
always detected when the two people are relatively static.
By implementing these two rules rationally, IHC is able to
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reproduce social behavior among people, and characterize
pairwise social relationships quantitatively. Our model is
verified with three real traces on the metrics of inter-
contact time, contact duration and meaningful pair-wise
social relationships. Evaluation results show that the synthetic
data IHC generates match the three real traces very well. In
brief, we make the following contributions.

(i) We propose IHC, which is the first human mobility
model dedicated to node interest to the best of our
knowledge. We not only take node interest vectors as
the exclusive social relationship input but also make a
similarity analysis of node interest.

(ii) We design two methods to generate input parameters
(interest vectors) based on the social interaction
matrix of target scenarios. By using any of the two
methods, IHC is able to reproduce social relationships
on a pair-wise granularity.That is, IHC can character-
ize pair-wise social relationships quantitatively. As far
as we know, IHC is the first such model.

(iii) We show that IHC can generate synthetic datamatch-
ing very well the three real traces on the statisti-
cal properties of inter-contact time complementary
cumulative distribution function (CCDF), contact
duration CCDF, and meaningful pairwise social rela-
tionships, which undoubtedly leads to awell-matched
social community structure.

(iv) We build cases to use the model by comparing the
performance of three forwarding protocols working
on real traces and synthetic traces generated by IHC.
Simulation results indicate that IHC can predict well
the performance of the forwarding protocols.

The rest of the paper is organized as follows. Section 2
introduces current research on the field of human mobility
modeling. In Section 3, we describe IHC in detail, including
the human mobility patterns which inspire our work, the
model itself, a similarity analysis, and two methods to gen-
erate input parameters (interest vectors) based on the social
interaction matrix of target scenarios. We validate our model
by comparing synthetic data traces with three different real
traces in Section 4. The comparison shows a good matching
between IHC-generated and real traces. Section 5 shows that
IHC can predict well the performance of routing protocols
by comparing the performance of three DTN protocols with
IHC-generated and real traces. Section 6 summarizes our
conclusions and describes future work.

2. Related Work

Up to now a number of research articles on human mobility
modeling are published. Some of them are dedicated to
explore exhaustive humanmobility itself such as [1, 4]; others
are designed for assisting accurate performance evaluation of
DTN forwarding protocols in simulations, such as [2, 5]. Our
work belongs to the latter. To provide a good understanding
of mobility model framework as well as the relationships
among humanmobility characteristics, mobility models, and
routing protocols in a DTN, we draw Figure 1.

In Figure 1, each entity represents a human mobility
characteristic: a rectangular entity represents an individual
metric; an elliptical entity represents an encounter-based
metric, and a circular entity represents a social metric. A
bold line transversely divides Figure 1 into two portions. The
entities above the bold line are taken as input parameters
of mobility models, and the entities below the bold line are
considered as output metrics. On the other hand, two erect
dashed lines divided Figure 1 into three portions, namely
individual metrics module, encounter-based metrics module
and social metrics module, respectively (on order of left-to-
right). These three modules are demarcated based on the
attributes of the metrics, no matter where they are, above
or below the bold line. Based the on extensive study of
the existing work, we say that the most significant metrics
that lead to human-like “inter-contact time” and “contact
duration” distributions are the “pause time” and “location
preference and periodic re-appearance” (two individual met-
rics). Therefore, individual metrics that do not affect the
two encounter-based metrics are classified into individual
metrics module and denoted by “. . .” in Figure 1. As a work
for a model designed for assisting accurate performance
evaluation of forwarding protocols in simulations, this paper
is oblivious to such individual metrics.

Humanmobility is driven by social relationships. Figure 1
indicates this intuition by exhibiting the social metrics
module.The “inherent social interaction” in the input portion
works togetherwith several individualmetrics, such as “pause
time” and “location preference and periodic reappearance”
to generate “social metrics” in the output portion. However,
early human mobility models (such as [6, 7]) only have
the individual metrics module and encounter-based metrics
module. As far as we know, CMM [8] is the first model
that takes social relationships into consideration. Models
after CMM always include the social metrics module, with
different social based representations such as interaction
matrix [8, 9], communities [5, 8, 9], home-points distribution
[5], overlapping communities [10], and centrality [10].

Due to the lack of end-to-end paths in DTNs, routing
protocols have to utilize nodes’ each chance of contact to
forward packets (see Figure 1, “encounter-based protocol-
dependent metrics”). The nodes’ chances of contact are
unstable and hard to hold. However, in DTNs, nodes’ social
relationships are steady and reliable. Hence, social-aware
routing protocols utilize some social metrics, such as node
community [11], node centrality [12], and node interest [13]
to help with routing decisions. Among these metrics, the
community is an important conception in social network the-
ory.Therefore, most existing models reproduce the “inherent
social interactions” on the granularity of (and are limited
to) the community. Our model breaks this limitation and
reproduces social relationships on a pair-wise granularity.

We argue that a good human mobility model should,
first, be simple, second, have the ability of reproducing
crucial human mobility metrics (both encounter-based and
social), and third, predict well the performance of forwarding
protocols on real DTNs.

TLW [7] generates movement traces using amodel which
is similar to Levy Walks, except that the flight lengths and
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Figure 1: Mobility model framework.

the pause times have power-law distributions. TLWgenerates
the inter-contact time similar to real traces. However, as each
node moves independently, TLW does not capture the nodes’
social behaviors. As a subsequent work to TLW, SLAW [14]
correlates the walks of different nodes based on TLW, and
takes heterogeneously bounded mobility areas and fractal
waypoints into consideration. SLAW generates the inter-
contact time and fight lengths distribution similar to real
movements. However, there is no clear explanation about
how to characterize nodes’ social relationships. SMOOTH
[15] is a mobility model with similar principle and perfor-
mance to SLAW.

As the first mobility model that utilizes social network
theory, CMM [8] is not concerned about individual human
mobility characteristics. Besides, CMM has been proved
defective: specifically, in the majority of configurations, all
users collapse into a single location, this practically over-
throws the initial setting of the system [9]. To erase this
defect, Boldrini and Passarella [9] improve CMM by adding
the following two individual human mobility characteristics:
people tend to visit just a few locations, where they spend
the majority of their time (the same meaning as the “location
preference and periodic reappearance” in Figure 1), and
people prefer shorter paths to longer ones.They validate their
synthetic data with real traces and show a good matching of
inter-contact time and flight lengths.

HHW [10] concerns heterogeneous human popularity.
The model’s input characteristics are “location preferential”
(individual) and “overlapping communities” (social). Its

output metrics “inter-contact time” (encounter based) and
“centrality” (social) also have a good matching with real
traces.

The intuition that inspires SWIM [5] is as follows: people
go more often to places not very far from their homes and
where they can meet a lot of other people. This feature
is actually the same as “location preference and periodic
reappearance” in Figure 1, with a clear location preference
weight decided by the location’s distance and popularity.
SWIM uses a bounded power-law-distributed “pause time.”
The authors validate their synthetic data with real traces
and show that SWIM has a good matching of inter-contact
time, contact duration, number of contacts and community
structure.

Maiti et al. [1] collect numbers of humanmobility patterns
and explore dependencies between them. A framework is
also proposed to reproduce these humanmobility patterns in
the model. Thakur and Helmy [3] propose a framework for
mobilitymodel analyzing.Themodel generated by the frame-
work is validated with real traces on both encounter-based
metrics and social metrics. STEPS [16] is designed based
on a Markov chain modeling method. The human mobility
pattern it depends on is also “location preference andperiodic
reappearance.” A good matching of both encounter-based
and social metrics with real traces is shown in the literature.
SAGA [17] is dedicated to the geographic diversity of the
region of interest, which is different from all of the above-
mentioned models. As a result, SAGA is validated with real
traces on different metrics as well.
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IHC also relies on “location preference and periodic re-
appearance” but with a different modeling method from
existing models. IHC is very simple to implement and able
to reproduce statistical human mobility properties, such as
inter-contact time, contact duration, and accurate mean-
ingful social relationships on the granularity of pairwise.
It also can predict well the protocol performance on real
DTNs. Based on the analysis of human mobility patterns
and the statistical data of real traces, IHC chooses to ignore
the spatial human mobility characteristics which are non-
correlative to human contacts.The inherent social interaction
in the IHC input parameters is node interest, such that node
interest analyzing will be more facile in an IHC simulation
environment.

3. Interest-Oriented Human Contacts
Mobility Model

In this section, we propose interest-oriented human contacts
mobility model.We introduce the humanmobility character-
istics that inspire our work and describe the model in detail,
followed with a similarity analysis of node interest based on
IHC and twomethods to generate input parameters based on
the social interaction matrix of target scenarios.

3.1. Design Principle. We observe that people prefer to visit a
few locations and spend plenty of time staying at such loca-
tions. In other words, a few locations bring more attractions
to people. In this paper, such locations are called hotspots.
In real-life scenarios, hotspots are the locations related to
people’s interests, for example, the locations where we work,
study, have meals or do sports. Usually, people spend a lot of
time at some of the hotspots (such as work or study) and less
time at others (such as having lunch or doing sports).

As people spend the majority of their time at hotspots,
they spend little time on the journey. Besides, the vehicle peo-
ple choose to accomplish the journey is strongly dependent
on the distance of the next destination. For example, people
prefer to walk to an adjacent destination, ride to a farther one
and drive to a much farther one.

Further, we observe that an available contact (an available
contact is considered as a contact when one person meets
the other, their wireless devices can detect each other and
accordingly forward messages) between a pair of people
usually happens when the two people are relatively static.
Suppose that, in a college, two students with active wireless
devices are walking past each other. Due to the transmission
range of wireless devices and relative speed of the two
students, the actual contact duration is too short for wireless
devices to detect each other. Only when the two students
appear at the same spot and stay for a while, such as having
dinner in the cafeteria or reading in the library, their wireless
devices have enough time to detect each other and then
forward messages.

Now that an available contact occurs only if the two
people are relatively static, the geographical position where
the contact happens is not significant anymore if we do
not take the case of the synchronized motion (e.g., the two

people walk along with each other) of the two people into
consideration (because synchronized motion involves very
specific social relationships, e.g., a colleague relationship
and a particular schedule, which is hard to hold for a
mobilitymodel). Since temporary passing-bys (non-available
contacts) from one spot to another spot are negligible, the
specific geographical position of these two spots and distance
between themmake no sense. Under these circumstances, the
factors that impact the contactmetrics of the two people (e.g.,
A and B) in a period of time are as follows: when A arrives
at this spot; how long A will stay for (when A will leave this
spot); when B arrives at this spot, how long B will stay for. If
we extend this period of time to the overall runtime of the
social network that A and B belong to, then the encounter
based metrics of A and B (inter-contact time and contact
duration) depend on the probability that A and B visit this
spot and how long will A and B stay at this spot.

Consequently, theoretically, by rationally setting numbers
of hotspots, the probability of visiting each hotspot, and
the pause time after each arrival, it is quite promising to
generate good matching statistical characteristics and social
relationships with real traces.

3.2. Detailed Model. As an interest-oriented mobility model,
IHC builds an environment where node interests are man-
ifested as hotspots. In general, one interest stands for one
hotspot and vice versa.

Like the most existing mobility models, in IHC, the
mobility of a specific node is composed of a set of movement
epochs throughout the simulation time. At the beginning
of a movement epoch, the node chooses a destination and
moves towards it at a speed. After arrival, the node stays at
the destination spot for a time period which is known as
pause time. Till the end of the pause time, the node begins to
choose a new destination and start the nextmovement epoch.
Contacts occur when one node is within the transmission
range of another node. However, in IHC, only available
contacts are under consideration; that is, a contact is recorded
if and only if two nodes are staying at the same hotspot
simultaneously. In addition, nodes spend the majority of
their time at hotspots. That is, the destination of each epoch
can only be chosen from hotspots. Therefore, the contact
metrics of a pair of nodes in IHC are determined by their
probability to visit the same hotspot and the pause time
they stay there. In such a case, the network area, the node
transmission range and the positions of hotspots make little
sense to contact metrics in IHC, and we choose to omit
them. However, in order to ensure that the node interests are
mutually independent, the distance between any twohotspots
(although IHCdoes not care about their specific geographical
positions) needs to be larger than the node transmission
range so that nodes visiting different hotspots will not meet
each other.

Since a node has different preferences to different inter-
ests, it visits the corresponding hotspots at different prob-
abilities. Suppose that there are 𝑛 hotspots corresponding
to 𝑛 interests in the network area. These 𝑛 node interests
compose an 𝑛-dimensional interest space. Each node has an
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Figure 2: An IHC scenario containing three hotspots and two
nodes.

𝑛-dimensional vector, corresponding to a point in the interest
space. The interest vector of nodex (𝑥

1
, 𝑥

2
, . . . , 𝑥

𝑛
) means

nodex visits hotspot 𝑖 at probability 𝑥

𝑖
(𝑥

𝑖
≥ 0), 𝑖 ∈ [1, 𝑛];

then ∑

𝑛

𝑖=1
𝑥

𝑖
= 1.

Figure 2 maps a network area containing three hotspots
(i.e., playground, library, and laboratory) and two nodes
(A and B) who determine each movement epoch following
IHC. Initially, each node, for example, node A, can be
anywhere in the network area. Node A’s first epoch soon
begins: it chooses its destination from all hotspots according
to its interest vector. In Figure 2, node A chooses to visit
playground (hotspot

1
), library (hotspot

2
), and laboratory

(hotspot
3
) at probabilities 𝑎

1
, 𝑎
2
, and 𝑎

3
, respectively, such

that 𝑎
1
+ 𝑎

2
+ 𝑎

3
= 1. Once the destination has been chosen,

for example, the library (hotspot
2
), node A starts moving

straightly towards it with a constant time𝑓𝑡. A constant flight
time actually indicates that the speed is proportional to the
flight length (distance between the starting point and the
destination) in IHC.This proportional relation is based on the
observation that in real-life scenarios people spend little time
on the journey by choosing different vehicles for different
distances of destinations. After reaching the destination, the
pause timewill be determined by a variable whose probability
density function (PDF) 𝑝𝑡() obeys a bounded power-law
distribution as in [5]. Now node A is reading in the library
and will stay for a time duration (pause time). Note that node
B has also been accomplishing its movement epochs. If it is
staying at the library coincidently, both node A and node
B will be able to detect this contact until one of them runs
out of the pause time and begins the next epoch. Later, the
other node will leave the library as well for the next epoch.
Both A and B keep this kind of movements till the end of the
simulation time.

It can be seen that IHC gives a clear expression on node
interest and ignores specific geographical information. Such
treatments lead to amuchmore convenient tuning up of node

interest parameters. Other models do not provide a direct
node interest tuning. For example, in SWIM, the probability
that a node visits a spot depends on not only the spot’s
popularity but also the distance between the spot and the
node’s home. Although such settings make the preference of
each node to each interest (corresponding to a spot) self-
controlled, it is not easy to change the probability that a
node visits a spot at will. Therefore, by ignoring specific
geographical information, IHC replaces the probability of
visiting a spot influenced by popularity and distance in SWIM
with a single interest value. In this way, IHC gets rid of
the inconvenience of altering a spot’s visiting probability
influenced by a home’s position. In addition, IHC keeps all
temporal metrics on contact and ignores the information
of “the geographical position of contact,” which not only
needs complicated settings but also lacks corresponding
information in real traces anddoes not affect the performance
of forwarding protocols as well. In IHC, the specific geo-
graphical position of each hotspot has no influence on either
contactmetrics or forwarding protocols’ performance as long
as the distance between any two hotspots exceeds the node
transmission range. As a conclusion, Table 1 summarizes all
parameters and their meanings in IHC.

3.3. Similarity Analysis. Thakur et al. [18] demonstrate that
people with similar behavioral principle tie together, which
means that user-location coupling can be used to identify
similarity patterns in mobile users. They make similarity
analysis for several mobility models and show that many
mobilitymodels do not explicitly capture similarity and result
in homogeneous users that are all similar to each other.Their
similarity analysis is based on spatiotemporal preferences,
preferential attachment to locations, and the frequency and
duration of visiting these locations, which are actually the
first-hand design principle of IHC.Therefore, IHC is suitable
for similarity analysis inherently.

Mei et al. [13] try to utilize the cosine similarity of node
interest profile to assist data forwarding in social-aware rout-
ing protocols because they believe that similar node interest
profiles lead to close social interactions. However, as we
have mentioned above, the mobility model they use, SWIM,
cannot be used to measure node interest either accurately
or conveniently. Additionally, whether cosine similarity of
node interest profile can represent people’s social interactions
accurately is still unclear, while for IHC, node interest is
taken as input parameters, thus making similarity analysis so
natural that we may hopefully get meaningful conclusions.

It is generally believed that a large contact duration
represents a close relationship between nodes, so social
relationships are always denoted simply by contact durations
[8, 12]. We also use this denotation in this paper.

Intuitively, in IHC, the social relationship between two
nodes ought to be related to the interests shared by the
two nodes, as only their common interests result in the
two nodes’ meeting at the corresponding hotspots. Based on
this intuition, we conduct extensive simulations to observe
what the relation between the common interests and contact
durations of the two nodes is.
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Table 1: IHC parameters.

Parameter Meaning
num The amount of nodes
st Simulation time, measured in seconds
ft Flight time, measured in seconds
pt() The PDF of pause time which is measured in seconds
n The amount of node interests
𝐻

𝑖
(𝑥, 𝑦) The coordinate of hotspot𝐻

𝑖
corresponding to interest 𝑖, 𝑖 ∈ [1, 𝑛]

𝑋

𝑗
= (𝑥

1
, 𝑥

2
, . . . , 𝑥

𝑛
) The interest vector of node 𝑗, 𝑗 ∈ [1, num], ∑𝑛

𝑖=1
𝑥

𝑖
= 1
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Figure 3: Proportional relation between a node interest metric and
a social relationship metric.

In our simulations, there are only two nodes, namely,
A and B, in the network area. Without specific input social
interaction, pair-wise contacts are mutually independent.
Thus, multiple nodes do not bring new insights. Each node
has and only has 4 interests, such that node A’s interest vector
𝑉

𝐴
= (𝐴

1
, 𝐴

2
, 𝐴

3
, 𝐴

4
), 𝐴

1
+𝐴

2
+𝐴

3
+𝐴

4
= 1 and node B’s

interest vector 𝑉
𝐵
= (𝐵

1
, 𝐵

2
, 𝐵

3
, 𝐵

4
), 𝐵

1
+ 𝐵

2
+ 𝐵

3
+ 𝐵

4
= 1.

Let 𝑐
𝑖
be the amount of A and B’s common interests, with

value of 1, 2, 3,4, respectively, and set different values of 𝑉
𝐴

and 𝑉

𝐵
, such as (0.25, 0.25, 0.25, 0.25), (0.3, 0.3, 0.3, 0.1),

(0.1, 0.2, 0.3, 0.4), or (0.05, 0.05, 0.05, 0.85). Note that even
for two specific vectors, different common interests should
be assigned in each simulation. The simulation time is set as
three days, that is, 259200 seconds. To get the expected value,
for each scenario, we average the results of contact duration
over 10000 runs using different seeds.

Excitedly, we find that there is specific relation between
“the dot product of 𝑉

𝐴
and 𝑉

𝐵
” and “the expected value of

A and B’s contact durations,” and we show the results in
Figure 3. Each black point in Figure 3 represents a simulation
scenario. The 𝑥-axis shows the dot product of 𝑉

𝐴
and 𝑉

𝐵

(𝑉
𝐴
⋅𝑉

𝐵
) and the𝑦-axis indicates the expected value of contact

duration averaged over 10000 runs. The maximum of 𝑉
𝐴
⋅ 𝑉

𝐵

is 1 when both nodes have only one, and the same interest.
Corresponding to this specific scenario, the two nodes stay

forever at the same hotspot. Thus, their contact duration is
the simulation time, 259200 s.

Figure 3 shows a proportional relation between “the dot
product of 𝑉

𝐴
and 𝑉

𝐵
” (𝑥-axis) and “the expected value of

A and B’s contact durations” (𝑦-axis). The dot product of
𝑉

𝐴
and 𝑉

𝐵
is a metric derivative from A and B’s interests

and the expected value of A and B’s contact durations is a
metric, which can represent the social relationship between
A and B. Figure 3 reveals a promising feature of IHC.That is,
IHCmay have the ability of accurately reproducing a specific
contact duration matrix, which is always regarded as a social
interaction map. IHC can generate a specific expected value
of contact duration accurately by setting appropriate values
to node interest vectors. Note that the 𝑦-axis in Figure 3
only shows the expected value of contact durations. As a
complement, the distributions of the contact durations for
different expected values are shown in Figure 4.

Figure 4 is graphed to assist understanding what distri-
bution the contact durations obey for one expected value
in Figure 3. Figure 4 is composed of eight subfigures. The
expected value of contact duration in each subfigure is
denoted by Exp. We choose Exp for eight scales to show
in Figure 4, namely, 2500, 5000, 7500, 10000, 15000, 20000,
50000, and finally a very large one, 180000. As we can see
in Figures 4(a)–4(d), for a small Exp (no larger than 10000),
the distributions are far from the Gaussian Distribution, such
that the expected value shows a considerable deviation from
a randomly chosen value. In such a case, maybe IHC cannot
reproduce a small contact duration accurately by tuning
node interest vectors. Fortunately, a small contact duration
makes nearly no sense in social network analysis. When
Exp becomes larger, for example, in Figures 4(e)–4(h), the
distributions look like a Gaussian Distribution, such that it
will be more accurate by representing contact durations with
the expected value.

3.4. Interest Vectors Generator. As shown in Table 1, we take
node interest vectors as the exclusive social relationship input
of IHC. The corresponding parameters, namely, 𝑛, 𝐻

𝑖
(𝑥, 𝑦),

and𝑋
𝑗
, can be derived based on the conclusion in Section 3.3.

That is, the expected value of A and B’s contact durations is
proportional to 𝑉

𝐴
⋅ 𝑉

𝐵
. Consider an extreme case: when two

nodes both have only one interest and their interest is the
same as follows their dot production of interest vector is 1,
and their contact duration is exactly the simulation time st
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(see Figure 2) such that the coefficient of proportionality is
1/𝑠𝑡.

Suppose the 𝑛𝑢𝑚 nodes are node1, node2, . . ., nodenum,
and their interest vectors are 𝑋

1
, 𝑋

2
, . . . , 𝑋

𝑛𝑢𝑚
, respectively.

Denote the sum of elements of vector 𝑋 by 𝑠𝑢𝑚(𝑋). Denote
the contact duration matrix of the scenario which we want to
reproduce by 𝐷, such that 𝐷 is a 𝑛𝑢𝑚 × 𝑛𝑢𝑚 matrix. Then
the contact duration between nodei and nodej is 𝐷

𝑖𝑗
. The

following equation set holds:

𝑠𝑢𝑚 (𝑋

𝑖
) = 1, 𝑖 ∈ [1, 𝑛𝑢𝑚] ;

𝑋

𝑖
⋅ 𝑋

𝑗
=

𝐷

𝑖𝑗

𝑠𝑡

, 𝑖, 𝑗 ∈ [1, 𝑛𝑢𝑚] , 𝑖 ̸= 𝑗.

(1)

The equation set has 𝑛 × 𝑛𝑢𝑚 variables, (𝑛𝑢𝑚 × (𝑛𝑢𝑚 −

1)/2 + 𝑛𝑢𝑚) equations. Obviously a properly selected 𝑛 can
make this equation set have solutions. Approximate solutions
can be derived with the LevenbergMarquardt algorithm.The
solutions include the parameter settings of 𝑛 and𝑋

𝑗
.𝐻
𝑖
(𝑥,𝑦)

can be anywhere in the network area as long as the distance
between any two hotspots is larger than 𝑟.

However, the above method of choosing amount of
interests and nodes’ interest vectors, named as method-1,
may not generate accurately small contact durations when
the simulation time is not long enough. The reason can be
deduced in Figure 3. For a small contact duration expected
value, the smaller the sample size (amount of contacts
between a pair of nodes) is, the harder the control of contact
duration value (because the distribution is far from the
Gaussian Distribution) is. To tackle this problem, we provide
another method of choosing amount of interests and nodes’
interest vectors, namely, method-2.

The detailed method-2 is as follows.

(1) Let 𝑛 = 𝑛𝑢𝑚. To simulate the small contact durations
in scenarios with a short simulation time, we assume
that the amount of node interests equals the number
of nodes. In other words, it can be regarded that each
node has a home spot which the node visits at a high
probability. Under this circumstance, a node’s interest
vector (𝑥

1
,𝑥
2
,. . .,𝑥
𝑛
) means that this node visit node1’s

home at probability 𝑥

1
, node2’s home at probability

𝑥

2
, and noden’s home at probability 𝑥

𝑛
. Therefore,

if two nodes have a large contact duration value,
one node will certainly visit the other node’s home
at high probability, and the value of the probability
is determined by the contact duration of these two
nodes in the corresponding scenario.

(2) Designate a public spot.Weuse a spot that is visited by
all nodes at a specific probability to generate all small
contact durations in the contact duration matrix of
the scenario. Now, the value of 𝑛 is actually 𝑛𝑢𝑚 + 1.
A node’s interest vector becomes (𝑝, 𝑥

1
, 𝑥

2
, . . . , 𝑥

𝑛
),

where 𝑝 presents the probability at which the node
visits the public spot. Generally, 𝑝 holds the same
value for all nodes.

(3) Assign an initial interest vector value to each node.
Initially, we assign nodei’s interest value as (𝑝, 0,. . .,

Table 2: The three experimental data sets.

Dataset
name

Infocom 06
Trace-1

Infocom 05
Trace-2

Cambridge
Trace-3

Device iMote iMote iMote
Network type Bluetooth Bluetooth Bluetooth
Duration (days) 3 3 11
Granularity (sec) 120 120 600
Devices number 98 (78 mobile) 41 54 (36 mobile)

𝑥

𝑖
=1 − 𝑝,. . ., 0), 1 ≤ 𝑖 ≤ 𝑛. That is, initially, each node

only visits two hotspots: the public spot and its own
home.

(4) Set a threshold to the target scenario’s contact dura-
tion matrix. For the contact duration matrix, we set
a threshold 𝑇th and select all the values that are no
less than 𝑇th to reproduce in IHC. The value of 𝑇th
is chosen intuitively and empirically, assuring that
contact duration larger than 𝑇th is considerable and
meaningful to represent a close social relationship.

(5) Tune up all nodes’ interest vector value based on the
values exceeding 𝑇th in the target scenario’s contact
duration matrix. Since all contact duration values no
larger than 𝑇th are generated by the visiting of the
public spot, the remaining contact duration values
(exceeding 𝑇th) can be generated by tuning up the
probability of home spots in nodes’ interest vector
values. Generally, we deal with the nodes one by one
on the order of node ID from 1 to 𝑛𝑢𝑚. That is, for
node1, the interest value is (𝑝, 𝑥

1
= 1 − 𝑝, 0, . . ., 0).

Then, we search the node1’s list in contact duration
matrix; if nodea and node1’s contact duration 𝐶𝐷

1a
exceeds𝑇th, nodea’s interest vector will be updated as
(𝑝, 𝑥

1
= 𝐶𝐷

1a/(𝑠𝑡(1 − 𝑝)), 0, . . ., 𝑥
𝑎
=1 − 𝑝 − 𝑥

1
, . . ., 0)

and so on. Different treatments can also be conducted
as long as the contact duration values exceeding 𝑇th
are all held and for each node’s interest vector (𝑝, 𝑥

1
,

𝑥

2
, . . ., 𝑥

𝑛
), 𝑝 + ∑

𝑛

𝑖=1
𝑥

𝑖
= 1 is assured.

We can derive the interest vectors by using method-1 or
method-2 if we want to reproduce a real-life scenario using
IHC. However, in general, there are totally two cases when
we need to determine the interest vectors of IHC. In the
other case, if we want to set up just a simulation scenario, the
interest vectors can be set as we need, for example, random
values.

4. Model Verification

In order to show the accuracy of IHC in simulating real-
life scenarios, we compare IHC with three real traces whose
data is gathered from experiments done with wireless devices
carried by people. These three traces are known as Infocom
06 trace (trace-1) [19], Infocom 05 trace (trace-2) [20], and
Cambridge trace (trace-3) [21]. More details of the three real
traces are shown in Table 2.
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Figure 4: Distributions of contact durations under different expected values.

4.1. Trace Data. We illuminate how we use the trace data as
follows.

First, we only care for the data generated by mobile and
homogeneous nodes. For example, in trace-1, there are totally
98 iMotes in the experiment, but 20 of them are long range
(around 100meters) and static (deployed throughout the area
or placed in lift of the hotel). The remaining 78 iMotes are
carried by participants of the Infocom student workshop,
with transmission range around 30meters. Hence, these
78 iMotes are our research objects in this experiment. In
order to find neighbor iMotes, each iMote performs periodic
desynchronized scanning. The scanning takes approximately
5 to 10 seconds with time granularity between two consecu-
tive scanning 120 seconds. An iMote cannot respond to any

request when it is active such that the synchronization needs
to be avoided. In this experiment, a contact is defined as a
period of time where all successive scanning by one iMote
receive a positive answer by another. That is, a contact can
only be confirmed after at least two scanning. Given that
the scanning granularity is 120 s, the speed of a pedestrian
is around 1m/s, and the transmission range is around 30m,
it indicates that a moving iMote can hardly detect a contact
such that the rationality of the feature “ignoring the contacts
of moving nodes” in IHC is supported.

Second, symmetrize the contact duration matrix. In
the three experiments, due to the interference and other
limitations, non-mutual sightings are always created. As a
result, the inter-contact time and contact duration are not
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Figure 5: Reproduce Infocom 06 trace using IHC.
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Figure 6: Reproduce Infocom 05 trace using IHC.

symmetrical. We keep all inter-contact times detected by the
mobile iMotes. However, for the contact duration between a
pair of iMotes, we take the maximum of their detected results
as the value. That is, if iMote A has detected that its contact
duration with B is 𝐶𝐷

𝐴−𝐵
, while iMote B detected the value

as 𝐶𝐷
𝐵−𝐴

, we will take max(𝐶𝐷
𝐴−𝐵

, 𝐶𝐷
𝐵−𝐴

) as the contact
duration value between iMotes A and B.

Note that these two treatments are conducted for all the
three real traces.

4.2. Simulation Environment and Parameter Settings. IHC
takes parameters listed in Table 1 as input. To compare IHC
with real traces, we make the output text files containing

records on contact metrics and social relationships, includ-
ing:

(i) inter-contact time.txt: recording all inter-contact
times between any two nodes;

(ii) contact duration.txt: recording all contact durations
between any two nodes;

(iii) interactionmatrix.txt: recording all contact durations
between any two nodes in a matrix.

As we build a discrete even simulator of IHC with
VC++6.0, we are able to change the output of the simulator to
observe each event, such as a node starting moving or finish
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Figure 7: Reproduce Cambridge trace using IHC.

moving and two nodes meeting each other or departing from
each other.

Parameters of IHC are chosen and tuned up based on the
scenarioswhichwewant to simulate, for example, Infocom06
trace (trace-1). For the parameters of 𝑛𝑢𝑚 and 𝑠𝑡, we assign
them exactly the same values as trace-1, that is, 78 and 3
days (259200 seconds). 𝑓𝑡 is set to be 10 seconds based on
the intuition that people spend few time on the journey. The
pause time, which makes the best output (e.g., inter-contact
time) matching with the real traces, is a bounded power
law over the range of [120s, 4800s] with slope 6, denoted by
(slope, lower bound, upper bound) in Table 3. Among them,
the lower bound affects the head of the inter-contact time
CCDF, the upper bound affects the tail of the inter-contact
time CCDF, and the slope weakly affects the slope of inter-
contact time CCDF in a very small range.The lower bound is
determined by scanning granularity because it is the scanning
granularity that strongly affects the head of inter-contact
time CCDF of the real traces. The values of slope and the
upper bound are determined by matching between real trace
inter-contact time CCDF and simulation results.

Table 3 summarizes all parameter settings of the three
scenarios. 𝐻

𝑖
(𝑥, 𝑦) and 𝑋

𝑗
are too expatiatory to show in

Table 3 and thus omitted, since we have indicated the specific
method to get them in detail in Section 3.4.

4.3. Simulation Results. We show the simulation results of
inter-contact time and contact duration of Infocom 06 trace,
Infocom 05 trace, and Cambridge trace in Figure 5, Figure 6,
and Figure 7, respectively. Figures 5–7 validate that IHC can
generate statistical metrics that approximate real traces. For
a quantitative comparison, we calculate the Jensen-Shannon
divergence between the distributions of the real traces and
IHC traces in Table 4, as well as the corresponding results of
SWIM traces whose data can be found in [5], since SWIM is

a very outstanding work on human mobility modeling. The
results shown in Table 4 indicate that our model outperforms
SWIM in the accuracy of reproducing inter-contact time and
contact duration.

We draw meaningful social relationships in real and IHC
traces in Figures 8, 9, and 10, which are weighted undirected
graphs. A vertex in the graph (Figures 8, 9, and 10) represents
the node with the same ID in the networks. The edge
between two vertices indicates that the social relationship
(contact duration) between these two nodes exceeds a certain
threshold. For Infocom 06 trace, 𝑇th is assigned as 20000
seconds because only the top 1.665% (50 out of 3003) largest
contact durations are larger than 20000. For Infocom05 trace,
𝑇th is set to be 10000 seconds because only the top 3.9% (32
out of 820) largest contact durations are larger than 10000.
The threshold for Cambridge trace is chosen with similar
principle with the value of 50000. The weights of the edges
are calculated as the ratio of contact duration between the two
nodes to the network simulation time, retaining two decimal
places.

Figures 8, 9, and 10 visually show the social relation-
ship similarity between real traces and corresponding IHC-
generated ones. For a quantitative view, we conduct Man-
tel Test on the real and IHC-generated social interaction
matrices where the raw data Figures 8, 9, and 10 comes
from. Mantel Test measures the correlativity between two
matrices. Since Figures 5(b)–7(b) have shown a very similar
scale of social interaction matrices between real traces and
corresponding IHC-generated ones, a high correlativity can
complementarily prove that the IHC-generated social inter-
action matrices are very similar to the real ones. The Mantel
Test results are shown in Table 5.

Figures 5(b)–7(b) and Table 5 prove that IHC can accu-
rately reproduce the overall social relationships in real-
life scenarios. Further, Figures 8, 9, and 10 indicate that
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Figure 8: Comparisons between Infocom 06 trace and IHC: meaningful social relationships.
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Figure 9: Comparisons between Infocom 05 trace and IHC: meaningful social relationships.

IHC is also able to characterize pairwise social relationships
quantitatively. For example, there exist some close social rela-
tionships that cannot be detected by a community detection
algorithm (e.g., 𝑘-clique [22], 𝑘 > 2), such as the relationship
between 13 and 16 and 18 and 25 in Figure 8(a). This kind
of relationship is defined as “friendship” in [12]. IHC has the
ability of reproducing the “friendship” in the target scenario.
Further, the inter/intra-community social relationships and
pairwise social relationships belonging to no communities
that IHC generates all match real traces very well. As far as
we know, no model has such a feature. Note here that we
only compare and show pair-wise social relationships of real
traces and IHC traces, since other mobility models cannot
reproduce the social relationships on the basis of pair-wise.

5. Building Cases to Use IHC

In this section, we build cases to use our model. We compare
the performances of forwarding protocols running with real
traces and our simulated scenarios to validate that IHC can be
used to predict protocols’ performance. We use the three real
traces (Infocom 06 trace, Infocom 05 traces and Cambridge
trace) and the three corresponding synthetic traces generated
by IHC as the network environments. Our goal is to validate
that IHC is able to predict the performance of forwarding
protocols rather than evaluating which forwarding protocol
performs better. Therefore, the protocols we choose, that is,
Epidemic Forwarding [23] and Spray and Wait [24], which
are very mature and get extensively utilized in DTNs and
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Table 3: Parameter settings.

Scenario Infocom 06 Infocom 05 Cambridge
num 78 41 36
st 259200 259200 950400
ft 10 10 10
pt: (slope, lower bound, upper bound) (6, 120, 4800) (6, 120, 7200) (2.45, 600, 14400)
Interest vectors generator Method-2 Method-2 Method-1
𝑛 79 42 36
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Figure 10: Comparisons between Cambridge trace and IHC: meaningful social relationships.

Table 4: Jensen-Shannon divergence between distributions of the
real and IHC traces, comparing with the corresponding results of
SWIM traces.

Trace Infocom 06 Infocom 05 Cambridge
Intercontact time (IHC) 0.048 0.037 0.043
Intercontact time (SWIM) 0.049 0.062 0.058
Contact duration (IHC) 0.022 0.004 0.014
Contact duration (SWIM) 0.18 0.21 0.15

Table 5: Mantel Test results on the real and IHC-generated social
interaction matrices.

Scenario Infocom 06 Infocom 05 Cambridge
Correlativity 0.9496 0.9407 0.9256

BUBBLE [12], which is a sophisticated social-aware protocol
are appropriate for our goal.

As in [5, 25], we choose twometrics to evaluate the perfor-
mance of forwarding protocols. They are delivery cost (cost)
and packet delivery ratio (pdr).The former indicates the price
of forwarding a data packet successfully and accounts for the
efficiency of the protocol. The delivery cost is calculated by
the ratio of “the amount of received control packets plus the
amount of data packets’ replicas” to “the amount of received
data packets”. The packet delivery ratio, instead, is actually
the successful rate of forwarding data packets and accounts
for the effectiveness of the protocol. Packet delivery ratio is

calculated as the ratio of “amount of received data packets” to
“amount of generated data packets”.

The following settings are validated for each scenario: a
set of messages is generated with sources and destinations
chosen uniformly at random with interval of 20 minutes, as
we simulated the overall periods, that is, 3 days or 11 days,
which is significantly different from that of [5] where each
simulation runs only for 3 hours (choosing 3 hours out of 3
days or 11 days incurs too many uncertainties). However, the
interest vector setting in Section 4.2 is based on the overall
experiments duration (i.e., 3 days and 11 days). In IHC, all
movement epochs are consecutive, but the actual movement
epochs differ greatly in daytime and nighttime.Therefore, for
amoremeaningful simulation and formaking statistical anal-
ysis in separate scenario, we divide the experiment duration
into fragments equally. Concretely, the scale of the fragment is
chosen as 12 hours to capture daytime and nighttimemotions,
respectively. That is, Infocom 06 and Infocom 05 scenarios
are divided into 6 fragments and the Cambridge scenario is
divided into 22 fragments. More importantly, interest vectors
are dynamic and the values are derived using “InterestVectors
Generator” based on the current experiment fragment. To
avoid end-effects, no messages are generated in the last hour;
the time-to-live of messages is set as 1 hour.The accumulated
forwarding protocols’ results are shown in Figure 11. That is,
in each simulation in Figure 11, the statistical metrics (cost
and pdr) are continuously calculated except that interest
vectors change with the alternate fragments. Table 6 shows
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Figure 11: Performance of forwarding protocols (interest vectors change with the alternate fragments).
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Table 6: The average error percentage of all fragments in each
separate scenario.

Scenario Infocom 06 Infocom 05 Cambridge

cost (Epidemic) −0.14 −0.08 −0.08

cost (Spray &Wait) −0.11 −0.07 −0.06

cost (BUBBLE) −0.14 −0.12 −0.13

pdr (Epidemic) 0.10 0.21 0.24

pdr (Spray &Wait) 0.15 0.17 0.25

pdr (BUBBLE) 0.23 0.09 0.22

the average error percentage of all fragments in each separate
scenario. In our simulations, IHC-generated traces always
lead to lower cost and higher pdr than the corresponding
real ones.Thus in Table 6 the average error percentage of cost
are all negative and those of pdr are all positive. However,
the error percentage results in Table 6 have small absolute
value, showing that each of the three forwarding protocols
has similar performance in both real and synthetic traces
generated by IHC.

Figure 11 is composed of six subfigures, namely Figures
11(a)–11(f). Figures 11(a)-11(b), 11(c)-11(d), and 11(e)-11(f)
depict the performance of forwarding protocols in Infocom
06 trace, Infocom05 trace, andCambridge trace, respectively.
In each subfigure, we draw six pillars representing consec-
utively the performance (corresponding to the subfigure,
such as cost or pdr) of Epidemic Routing in the real trace
and synthetic trace, Spray and Wait in the real trace and
synthetic trace and BUBBLE. Figure 11 shows that the trend
of the protocols in the real traces is the same as that of the
corresponding synthetic ones. That is, the ones that perform
better in the real world do the same things in the IHC-
generated one. Figure 11 and Table 6 both indicate that IHC
can predict well the performance of all the three protocols.
As a result, IHC is a good model for protocol validation;
the performance of protocols in the real life scenarios can
be accurately predicted by running the protocols on the
synthetic traces generated by IHC.

6. Conclusions

In this paper, we propose amobility model, IHC. IHCmerges
a few human mobility characteristics and is very simple to
implement. IHC takes node interest as input to reproduce
nodes’ social relationships. Correspondingly, we explore 2
methods to generate node interest vectors based on a contact
duration matrix. Through the comparisons with real-life
human mobility metrics of inter-contact time and contact
duration, we validate that IHC can generate synthetic traces
that approximate real traces. Being different from any existing
mobility models, IHC has the ability of characterizing pair-
wise social relationships quantitatively. Further simulations
have been conducted to show that IHC can predict the
performance of forwarding protocols well.
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Mobile cloud computing (MCC) enables the mobile devices to offload their applications to the cloud and thus greatly enriches
the types of applications on mobile devices and enhances the quality of service of the applications. Under various circumstances,
researchers have put forward several MCC architectures. However, how to reduce the response latency while efficiently utilizing the
idle service capacities of the mobile devices still remains a challenge. In this paper, we firstly give a definition of MCC and divide
the recently proposed architectures into four categories. Secondly, we present a Hybrid Local Mobile Cloud Model (HLMCM)
by extending the Cloudlet architecture. Then, after formulating the application scheduling problems in HLMCM and bringing
forward the Hybrid Ant Colony algorithm based Application Scheduling (HACAS) algorithm, we finally validate the efficiency of
the HACAS algorithm by simulation experiments.

1. Introduction

Recent years have witnessed the rapid development of mobile
devices, such as PDAs and smartphones. The tremendous
improvement of hardware and software enables them to
make calls and send short messages and emails, but it also
gives them the ability to sense the environment and make
social contacts, health care, and mobile learning. Moreover,
the inherent mobility of the mobile devices enables the
users to interact with the devices, environment, and social
community without time and space restriction. Thus the
mobile devices are able to integrate the capabilities of com-
munication, work, medical treatment, and mobile learning,
and they become important components of people’s daily
life. According to the International Data Corporation (IDC)
Worldwide Quarterly Mobile Phone Tracker, it is estimated
that 982 million smartphones will be shipped worldwide in
2015 [1]. However, mobile devices also have some inherent
defects, such as their limited battery energy, low CPU speed,
insufficient storage space, and inadequate sensing capacities
[2]. These limitations have brought for mobile applications
many challenges in mobility management, quality of service
(QoS) insurance, energy management, and security issues.

On the other hand, the lack of resources also motivates
the researchers in mobile computing area to search for the
infrastructure which can provide the needed resources for
the mobile devices [3]. Consequently, cloud computing was
introduced to fulfill this gap since it can theoretically provide
nearly inexhaustible resources for mobile computing. The
combination of cloud computing and mobile computing
has stimulated the emergence of mobile cloud computing
(MCC).

MCC brings rich resources of the cloud computing for
mobile devices and applications, as well as inheriting the
cloud’s advantages, such as low cost, high scalability, and
robustness. Therefore, it greatly improves the potential of
mobile computing. InMCC environment,mobile devices can
offload full or part of their mobile applications to the data
centers of the cloud in order to relieve their own burden
in CPU load and energy consumption. This enables them
to support more sophisticated and richer applications and
services, such as mobile game [4], mobile locating [5], voice,
key words and picture searching [6–8], and mobile sensing
[9]. In order to support these applications, researchers have
proposed various architectures forMCC, such asMobiCloud,
MAUI, CloneCloud, Cloudlet, and Hyrax. These proposals
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attempt to utilize the cloud infrastructure as well as the
mobile devices’ idle CPUs or sensing capacities to achieve
highQoS.However, offloading to remote cloud infrastructure
will introduce long response latency. Hence, to reduce the
response latency, the offloaded applications should be han-
dled by local cloud infrastructure, which usually has fewer
resources than those of the remote ones. Therefore, how to
efficiently schedule the limited resources while fulfilling the
requirements of a large number of offloaded applications is a
critical problem for MCC to address.

In this paper, we first give the definition of MCC and
divide the recently proposed architectures into four ca-
tegories. Secondly, Hybrid Local Mobile Cloud Model
(HLMCM) is put forward after combining the advantages of
current proposals, such as Cloudlet and Hyrax. Thirdly, we
formulate the application scheduling problems in HLMCM
and bring forward the Hybrid Ant Colony algorithm based
Application Scheduling (HACAS) algorithm. Finally, the
effectiveness of HACAS algorithm is validated by simulation
experiments.

The rest of the paper is organized as follows. Section 2
summarizes related work. Section 3 gives the definition of
MCC and introduces the HLMCM. Section 4 formulates
the application scheduling problem and proposes HACAS
algorithm. Simulation experiments and results are shown in
Section 5. Finally, we conclude our main work and present
further research directions in Section 6.

2. Related Work

Application scheduling in cloud infrastructure has attracted
much attention in recent years. In fact, the application
scheduling and load balancing inMCC are burgeoning areas.
Liu et al. have established a macroscopic scheduling model
with cognition and decision components for the cloud com-
puting, which considers both the requirements of different
jobs and the circumstances of computing infrastructure.They
have also put forward a job scheduling algorithm based
on Multiobjective Genetic Algorithm (MO-GA), taking into
account the energy consumption and the profits of the service
providers [10]. In order to reduce the operator cost and to
increase the reliability of the cloud service provider, Feller
et al. have modeled the workload placement problem as
an instance of the multidimensional bin-packing (MDBP)
problem and have designed a novel, nature-inspired algo-
rithm based on the Ant Colony Optimization (ACO) meta-
heuristics to compute the placement dynamically, according
to the current load [11]. Goudarzi and Pedram have consid-
ered a multitier cloud computing environment, in which the
clients have Service Level Agreements (SLAs) and the total
profit in the system depends on how the system can meet
these SLAs.They have proposed an algorithm based on force-
directed search to allocate the resources, such as processing,
memory requirement, and communication resources [12].

In the shared data center environment, Nagendram et al.
have depicted the resource scheduling problem to a bounded
multidimensional knapsack problem, taking into account the
requirement dependency amongmultidimensional resources

including memory, storage, CPU, and network bandwidth.
Then, they have presented a Multidimensional resource
integrated scheduling (MRIS), an inquisitive algorithm to
obtain the approximate optimal solution [13]. To schedule
the tasks and achieve load balance, Tayal has put forward an
optimized algorithm based on the Fuzzy-GA optimization
which makes a scheduling decision by evaluating the entire
group of tasks in the job queue [14]. In the private cloud
environment constructed for e-learning, Morariu et al. have
presented a workload scheduling algorithm based on genetic
algorithm [15]. For the load balancing problem of the VM
scheduling in the cloud computing, Gu et al. have proposed
a scheduling strategy on load balancing of VM resources
based on genetic algorithm [16]. Yamauchi et al. proposed
a distributed parallel scheduling methodology for MCC and
developed a simulator to analyze the bottleneck of MCC [17].

Ant Colony Optimization (ACO) has also been used to
balance the load in cloud environment. In [18], Mishra et al.
have proposed amethod to utilize theACO for load balancing
in cloud environment. The routing packets in this environ-
ment are treated as the ants in the network. Moreover, they
replaced the routing tables in the network nodes by tables of
probabilities. These tables are also called “pheromone tables”
since the pheromone strengths used in ACO are represented
by these probabilities. Every node has a pheromone table for
every possible destination in the network, and each table has
an entry for every neighbor. The entries in the tables are the
probabilities which influence the ants’ selection of the next
node on the way to their destination node. Consequently, at
each node, the ant should choose the next node toward its
final destination node according to the probabilities. After
arriving at a node, the ants update the probabilities of that
node’s pheromone table entries corresponding to their source
node; that is, ants lay the kind of pheromone associated
with the node they were launched from. They alter the table
to increase the probability pointing to their previous node.
Besides, in order to distribute the load among many paths
from the source node to the destination node, the ants from
one colony will consult the routing tables of other colonies
so as to avoid routing packets to those paths that are highly
preferred by the other groups.Through thismethod, the loads
are separated among many possible paths in the network.

Zhu et al. considered the task scheduling in cloud
environment from the perspectives of QoS fulfillment and
shortest path [19]. Nishant et al. have proposed an algorithm
for load distribution of workloads among nodes of a cloud by
the use of ACO. Moreover, they have presented another load
balancing algorithm which ensures that there is no conflict
of interests based on relocating the tasks among nodes [20].
In these works, they do not take each task’s profit into
consideration and cannot maximize the profit of the system,
which is an import target of the scheduling algorithm for the
commercial mobile cloud environment. In grid computing,
an ACO algorithm is proposed by Suryadevera et al. for
load balancing which will determine the best resource to be
allocated to the jobs, based on resource capacity, and at the
same time balance the load of entire resources on grid. The
main objective of this algorithm is to achieve high throughput
and thus increases the performance in grid environment
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[21]. A review on the load balancing studies for the cloud
environment is presented in [22].

Different from the scheduling algorithm in cloud envi-
ronment, the scheduling algorithms forMCC should take the
energy consumption into consideration. To make the system
last longer, the scheduling algorithms should balance the load
of the mobile devices to avoid some heavy-loaded nodes
leaving the system too early. Therefore, these scheduling
algorithms for cloud computing cannot be applied to the
MCC environment directly. In order to bridge this gap,
we propose an architecture for MCC and then present a
scheduling algorithm for MCC which can maximize the
profit and balance the load of the mobile devices.

3. Definition and Architecture

3.1. The Definition of MCC and Current Proposed Architec-
tures. The Mobile Cloud Computing Forum defines MCC
as follows [23]: “Mobile cloud computing, at its simplest,
refers to an infrastructure where both the data storage and
the data processing happen outside of the mobile device.
Mobile cloud applications move the computing power and
data storage away from mobile phones and into the cloud,
bringing applications and mobile computing to not just
smartphone users but a much broader range of mobile
subscribers.” Aepona describes MCC as a new paradigm
for mobile applications whereby the data processing and
storage are moved from the mobile device to powerful and
centralized computing platforms located in clouds [24].These
centralized applications are then accessed over the wireless
connection based on a thin native client or web browser
on the mobile devices. In [25, 26], MCC is described as a
combination of mobile web and cloud computing, which is
the most popular tool for mobile users to access applications
and services on the Internet. Dinh et al. defined MCC as an
entity that providesmobile users with the data processing and
storage services in clouds [27].

These definitions are mostly descriptive. This paper gives
the following definition: MCC is a mobile application-
oriented computing paradigm in mobile and dynamic envi-
ronment, which makes use of the resources provided by
clouds, mobile devices, and network facilities to fulfill users’
requirements on QoS, quality of experience (QoE), security
and privacy, with some particular cost, energy, and program-
ming model and context information.

In order to efficiently utilize the available resources,
researchers have brought forward severalMCC architectures.
In this paper, we divide them into four categories. In the
proposals of the first category, mobile devices first offload
applications to the remote large data centers of the clouds,
from which the results will be returned; the typical proposals
include MAUI [28] and CloneCloud [29]. In the second
category, Satyanarayanan et al. introduced the Cloudlet entity
to the system, which is a local service infrastructure logically
implemented at the access point of mobile devices, and
the mobile devices only have to offload applications to the
Cloudlet rather than remote data centers [27, 30]. It should
be noted that Cloudlet can reduce the server response latency

since the offloading happens locally most of the time. In the
proposals of the third category, mobile devices collaborate
with each other to run applications without the need to rely
on any cloud infrastructure.This sounds like themobile Peer-
to-Peer systemandmobile grid computing, but different from
these computing paradigms, the typical schemes (such as
Hyrax [31] Misco [32], and the virtual cloud [33]) of this
category adopt the unique characteristics of MCC such as
fault tolerant and application partition. The typical schemes
of the fourth category move the cloud infrastructure close
to the users to improve the timeliness of the service, such as
MobiCloud [34–36].

Figure 1 illustrates the traditional architecture which uses
remote cloud infrastructure via the backbone network. As
shown in Figure 1, the latency of this architecture consists
of the time spent on the access network, the backbone
network, and the time spent inside the cloud infrastructure.
In the Cloudlet architecture, as shown in Figure 2, most
of the time, the application will not deliver to the remote
cloud infrastructure, and thus the latency is composed of
the one-hop time spent on the access network, which is
much lower than those using architecture of Figure 1 [30, 37].
Under some special conditions, Cloudlet cannot handle the
offloaded applications locally, and it needs the remote cloud
infrastructure’s help for processing them. The latency under
these conditions approximates the traditional architecture
which directly uses the remote cloud infrastructure.

3.2. Hybrid Local Mobile Cloud Model. In order to provide
high QoS for mobile applications, the MCC architecture
should have low response latency. Moreover, the mobile
devices’ participation for providing their idle computing and
sensing capabilities is also very critical for the promotion
of the users’ QoE (quality of experience). This is due to the
fact that one single mobile device’s sensing result can be
easily influenced by its local environment and hence is error-
prone, while aggregating a fewmobile devices’ sensing results
about the area can provide more correct context information.
Therefore, we have modified the Cloudlet architecture to
make the mobile devices contribute their computing and
sensing capabilities like they do in Hyrax [31] and Misco
models [32]. This new mobile cloud computing model is
called the Hybrid Local Mobile CloudModel (HLMCM) and
is illustrated in Figure 3.

From Figure 3, we can see that HLMCM consists of a
Cloudlet and a set of mobile devices. The mobile devices are
connected to the Cloudlet via wireless links, such asWiFi and
WiMAX. Similar to the original Cloudlet architecture, the
Cloudlet in HLMCM is logically attached to the access point
of themobile devices to achieve low response latency, and the
mobile devices can offload their mobile applications to the
Cloudlet. However, different from Satyanarayanan’s scheme
[30], in HLMCM, the mobile devices collaborate with the
Cloudlet to provide service. This designation is based on the
following considerations.

(1) Mobile devices’ computing, storage, and sensing ca-
pabilities are increasingly becoming powerful. How-
ever, the utilization ratio of these resources is low
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Figure 1: The architecture that uses the remote cloud infrastructure.
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Figure 2: The Cloudlet architecture.
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Figure 3: The architecture of the hybrid local mobile cloud model.

at most times, which means that the mobile devices
usually have idle resources for sharing.

(2) The Cloudlet usually only contains a few servers
and is much less powerful than the data center of
the typical large-scale cloud. Therefore, the mobile
devices’ participation can promote the scalability of
HLMCM.

Cloudlet

Mobile devices

(1) (2)

(2)
(2)

(4)

(3)
(3)

(3)
Client

(1)

(1)

(4)

(4)

Client

Client

·
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Figure 4: The general working process of HLMCM.

(3) The involvement of the mobile devices can help
improve theQoS provided byHLMCM, especially the
sensing capabilities.

The general working process of HLMCM is shown in
Figure 4, and it mainly contains the following four steps.

(1) The clients offload part or full of their applications to
the Cloudlet. Note that the clients are mobile devices
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as well, and they can provide service for other devices’
mobile applications.

(2) The Cloudlet executes the application scheduling
algorithm to offload the applications to a few mobile
devices that are willing to provide resources.

(3) The mobile devices handle the applications received
and send their results to the Cloudlet.

(4) The Cloudlet sends the results of the applications
from the mobile devices to the clients.

Note that there may be a large number of mobile devices
requesting for offloading applications to the HLMCMwhose
sensibility, computing, and storage capabilities are usually
much less than those of the large cloud infrastructure.There-
fore, efficient application scheduling algorithm is critical for
HLMCM to provide high QoS. Moreover, the application
scheduling algorithm should consider the profits of the
HLMCM as well as balancing the load of the mobile devices
to make the whole system last longer.

4. Model and Algorithm

4.1.Model andProblemStatement. InHLMCMenvironment,
the scheduling algorithm is in charge of allocating the
offloaded applications from the mobile devices to the service
providers, including the Cloudlet and𝑚−1 mobile devices in
the system. For ease of description, the service provider will
be referred to as provider in the following analysis.

Assume the dimension of the resources is 𝑑 and each
provider’s resources can be expressed as a vector ⃗𝑐

𝑖
=

(𝑐

1

𝑖
, . . . , 𝑐

𝑑

𝑖
), in which 𝑐

𝑘

𝑖
is the 𝑘th dimensional resource that

the provider 𝑖 has. Assume that the set of applications that
arrives at some particular time slot is 𝐼 = {1, 2, . . . , 𝑛}, and
the value of the application 𝑗 is 𝑝

𝑗
, 𝑗 = 1, 2, . . . , 𝑛.

The resources consumed by application 𝑗 when executed
on provider 𝑖 are a vector ⃗𝑟

𝑖𝑗
= (𝑟

1

𝑖𝑗
, . . . 𝑟

𝑑

𝑖𝑗
), 𝑖 = 1, 2, . . . , 𝑚.

Assume that each application can only be executed on one
provider and cannot be further partitioned. Once an appli-
cation is executed successfully on some provider, HLMCM
will receive the value of this application as its profit. Here,
the scheduling target is to maximize the total profits of
HLMCM with the constraint of resource capacity of each
service provider. Therefore, the scheduling problem can be
formulated as follows.

Maximize
𝑛

∑

𝑗=1

𝑝

𝑗

𝑚

∑

𝑖=1

𝑥

𝑖𝑗

subject to
𝑛

∑

𝑗=1

⃗𝑟

𝑖𝑗
𝑥

𝑖𝑗
≤ ⃗𝑐

𝑖
, 𝑖 = 1, 2, . . . , 𝑚

𝑚

∑

𝑖=1

𝑥

𝑖𝑗
≤ 1, 𝑗 = 1, 2, . . . , 𝑛

𝑥

𝑖𝑗
∈ {0, 1} , 𝑗 = 1, 2, . . . , 𝑛.

(1)

From (1), we can see that this can be seen as a multidi-
mensional 0-1 knapsack problem and is NP-hard.

Besides, in order to make HLMCM last longer, the
applications should be uniformly executed on the mobile
devices. This will make the devices consume their energy
evenly to avoid the phenomenon that some mobile devices
with heavy load consume their energy too early and have to
leave the system.

For some particular provider 𝑖, the load of its 𝑘th
dimensional resource is defined as.

𝐿

𝑖𝑘
=
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𝑛

𝑗=1
𝑟

𝑘

𝑖𝑗
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𝑐

𝑘

𝑖

.
(2)

𝑖

󸀠s load𝐿
𝑖
is defined as themean value of all its 𝑑-dimensional

resources’ loads; that is,

𝐿

𝑖
=

∑

𝑑

𝑘=1
𝐿

𝑖𝑘

𝑑

.

(3)

4.2. HACAS Algorithm. In order to solve this problem,
this paper proposes a scheduling algorithm based on the
hybrid ant colony algorithm which has been widely used
to solve complex combinatorial optimization problems [38].
The following part of this section presentsHACAS algorithm,
which contains the pheromone value and its update model,
local heuristic value, application scheduling probability, tabu
list and the bulletin board, and provider selection scheme.

4.2.1. Pheromone Value and Its Update Model. The appli-
cation scheduling problem in this paper belongs to the
subset problem [39]; that is, given a set 𝑆 which contains
𝑛 applications for scheduling and the evaluation function
𝑓( ), the target is to select the best subset of 𝑆 to maximize
or minimize 𝑓( ). There may be more than one evaluation
functions while this section focuses on the case where there
is only one evaluation function. In this situation, the order of
the selected applications is not important, and the pheromone
value is placed on the application rather than the connection
among the applications, which means that applications with
a higher pheromone value can better satisfy the requirements
of the evaluation function. When the specific condition is
met, such as a partial solution with some particular length
is obtained, the pheromone value needs to be updated. The
update process includes two parts. Firstly, the pheromone
value of each application is reduced by a certain percentage to
emulate the real-life behavior of evaporation of pheromone
count over time; Secondly, the pheromone value increment
laid by the new partial solutions of the ants will be added.
Assume that the pheromone value on application 𝑖 at time 𝑡 is
𝜏

𝑖
(𝑡); then at the next update time 𝑡󸀠, the value is updated to

𝜏

𝑖
(𝑡

󸀠
):

𝜏

𝑖
(𝑡

󸀠
) = (1 − 𝜌) 𝜏

𝑖
(𝑡) + Δ𝜏

𝑖
(𝑡, 𝑡

󸀠
) , (4)

where 0 < 𝜌 ≤ 1 is a coefficient which represents pheromone
evaporation, Δ𝜏

𝑖
(𝑡, 𝑡

󸀠
) is the pheromone value increment

obtained from all the ants’ partial solutions; that is,

Δ𝜏

𝑖
(𝑡, 𝑡

󸀠
) =

𝑞

∑

𝑗=1

Δ𝜏

𝑗

𝑖
(𝑡, 𝑡

󸀠
) , (5)
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where 𝑞 is the number of the ants and Δ𝜏

𝑗

𝑖
(𝑡, 𝑡

󸀠
) is the

pheromone value laid on application 𝑖 by ant 𝑗’s partial
solution at time 𝑡󸀠 and is defined as

Δ𝜏

𝑗

𝑖
(𝑡, 𝑡

󸀠
)

= {

𝐺 (𝑓 (

̃

𝑆

𝑗
(𝑡

󸀠
))) , if 𝑗th ant incoporates application 𝑖

0, otherwise,
(6)

where ̃

𝑆

𝑗
(𝑡

󸀠
) is the partial solution of ant 𝑗 at time 𝑡

󸀠 and
𝑓(

̃

𝑆

𝑗
(𝑡

󸀠
)) is the value of the evaluation function of this

solution. To maximize the profit, the evaluation is defined as

𝑓 (

̃
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𝑗
(𝑡

󸀠
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)

𝑝

𝑘
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that is, the total value of the applications belongs to ̃

𝑆

𝑗
(𝑡

󸀠
).

The function 𝐺 in (4) depends on the problem; in this paper,
it is defined as 𝐺(𝑓(̃𝑆

𝑗
(𝑡

󸀠
))) = 𝑄𝑓(

̃

𝑆

𝑗
(𝑡

󸀠
)), in which 𝑄 is a

parameter of the method.

4.2.2. Local Heuristic Value. The positive feedback of the ant
colony algorithm is usually combinedwith some local heuris-
tic schemes to accelerate the search process. In HLMCM, the
local heuristic scheme needs to consider the profits of the
applications as well as the resources they consume.

Let ⃗𝜇

𝑘
(𝑗, 𝑡) = ∑

𝑙∈𝑆𝑗(𝑡)
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𝑘𝑙
be the resources consumed

on provider 𝑘 by the partial solution ̃

𝑆

𝑗
(𝑡) constructed by

ant 𝑗. Then, the remaining resources on provider 𝑘 are
⃗𝛾
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(𝑗, 𝑡)), in which 𝛾𝑖
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is the remaining amount of the 𝑖th dimensional resource.
The tightness of application ℎ on provider 𝑘 on the 𝑖th
dimensional resource is defined as
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In (9), the tightness of the 𝑑-dimensional resources is
converted into a single value which comprehensively consid-
ers all dimensions of the resources.

The average tightness on all providers in case of applica-
tion ℎ being chosen to be included in ̃

𝑆

𝑗
(𝑡) is

𝛿
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In order to consider the application ℎ’s profit as well as
its resource requirement, the local heuristic value 𝜂

ℎ
(
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defined as
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4.2.3. Application Scheduling Probability. After obtaining the
pheromone value and local heuristic value on each appli-
cation, the probability that ℎ has to be selected as the next
scheduling application of ̃𝑆

𝑗
(𝑡) is
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0, otherwise,
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where allowed
𝑗
(𝑡) ⊆ 𝑆 −

̃

𝑆

𝑗
(𝑡), is the set of the remaining

schedulable applications. From (12), we can see that the more
pheromone value and local heuristic value an application has,
the higher the probability will be scheduled.

4.2.4. Tabu List and the Bulletin Board. A data structure,
called a tabu list, is associated to each ant in order to avoid
that ant from scheduling an application more than once.This
list tabu

𝑗
(𝑡) maintains a set of scheduled applications up to

time 𝑡 by ant 𝑗. Let the applications that can be executed on
at least one of the providers be 𝐹; then we have allowed

𝑗
(𝑡) =

𝐹 ∩ {ℎ | ℎ ∉ tabu
𝑗
(𝑡)}.

In addition, we set a bulletin board to record the best
solution up to time 𝑡, with which each ant can compare its
own solution. If its solution is better than the best one, it will
update the best one with its solution.

4.2.5. Provider Selection Scheme. After deciding the sched-
uled application, there is usually more than one provider
who have sufficient resources to execute the application.
Note that traditional hybrid algorithm only focuses on the
application scheduling probability. In order to balance the
load of the providers, we take the provider selection scheme
into consideration in this section.

For some particular feasible provider 𝑖, the load of its
𝑘th dimensional resource is 𝐿

𝑖𝑘
as defined in (2). After

adding application ℎ, the expected load of its 𝑘th dimensional
resource is

𝐿

󸀠

𝑖𝑘
= 𝐿

𝑖𝑘
+

𝑟

𝑘

𝑖ℎ

𝑐

𝑘

𝑖

. (13)

The expected load of provider 𝑖 is defined as

𝐿

󸀠

𝑖
=

∑

𝑑

𝑘=1
𝐿

󸀠

𝑖𝑘

𝑑

.

(14)

This means that if is ℎ executed on provider 𝑖, 𝑖’s expected
load will be 𝐿󸀠

𝑖
.

In order to balance the load of all the providers, the
provider with the lowest expected load will be selected to
execute application ℎ.

4.2.6. Algorithm. The HACAS algorithm is illustrated in
Algorithm 1. The parameters needed to be settled include 𝐶,
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(1) Initialize ⃗𝑟

𝑖𝑗
, ⃗𝑐

𝑖
, 𝑝
𝑗
, 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛, 𝑞 = 𝑛, number

of cycles 𝐶, 𝜏
𝑗
(0) = 1/𝑞, 1 ≤ 𝑗 ≤ 𝑞, tabu list = [],

best solution = 0, application provider, 𝛼 = 𝛽 = 1, 𝜌 = 0.3, 𝑄 = 1

(2) for (𝑡 = 1: 𝑡 <= 𝐶; t++)
(3) for (𝑗 = 1; 𝑗 < 𝑞; j++)
(4) random first = 0
(5) while 𝑎𝑙𝑙𝑜𝑤𝑒𝑑

𝑗
(𝑡) ̸=0

(6) if random first == 0
(7) Select the first scheduled application randomly
(8) random first = 1
(9) else
(10) Select the scheduled application ℎ according to (12)
(11) end if
(12) Calculate the expected loads of all feasible providers according to (14)
(13) Rank the feasible providers according to their expected loads in an increasing order
(14) The provider with the lowest expected load is selected for ℎ
(15) Add ℎ to ̃

𝑆

𝑗
(𝑡) and the tabu list

(16) end while
(17) Calculate 𝑓(̃𝑆

𝑗
(𝑡)), which is the object function of the generated solution of ant 𝑗

(18) if 𝑓(

̃

𝑆

𝑗
(𝑡)) > best solution

(19) best solution = 𝑓(

̃

𝑆

𝑗
(𝑡))

(20) Save ant j’s solution in application provider
(21) end if
(22) end for
(23) Calculate the incremental pheromone on each application according to (5)
(24) Clear the tabu list for each ant
(25) end for
(26) print best solution
(27) print application provider

Algorithm 1: The HACAS algorithm.

𝛼, 𝛽, 𝜌, 𝑞, 𝑄, ⃗𝑟

𝑖𝑗
, ⃗𝑐

𝑖
, and 𝑝

𝑗
. The initial pheromone trail value

on each application is set to be 1/𝑞.
Step 1 initiates the parameters. Step 4 introduces a variable

random first to enable each ant to randomly select its first
scheduling application. Steps 5 to 16 present the solution-
searching process of an ant. Firstly, Steps 6 to 11 select the next
scheduled application, that is, randomly selecting the first
one and then scheduling other applications according to the
probabilities calculated in (12). Secondly, Step 12 calculates
the expected loads of all feasible providers according to
(14), Step 13 ranks the feasible providers according to their
expected loads in an increasing order, Step 14 selects the
provider with the lowest expected load for ℎ, and finally, Step
15 adds the newly scheduled application to the partial solution
as well as the tabu list. At the end of Step 16, each ant has
found its solution ̃

𝑆

𝑗
(𝑡); Step 17 calculates 𝑓(̃𝑆

𝑗
(𝑡)). If 𝑓(̃𝑆

𝑗
(𝑡))

is larger than the best solution in the bulletin board, then Step
19 will assign𝑓(

̃

𝑆

𝑗
(𝑡)) to best solution and save the scheduling

results into application provider. After Step 22, all the ants
have finished searching for the solutions, and one cycle is
finished. Step 23 calculates the pheromone value increment
according to (5). Step 24 clears the tabu lists of the ants. Steps
26 to 27 print the best solution found at the 𝐶th cycle and the
scheduling results.

5. Simulation, Results, and Discussion

5.1. Experimental Settings

5.1.1. Experimental Environment. To evaluate the perfor-
mance of the algorithms proposed in this paper, we have
conducted many simulation experiments, whose parameters
are listed in Table 1.

In this simulation, the dimension of the resources is 2.
Both the first and the second dimensional resources pos-
sessed by each provider obey uniform distribution in the
interval [𝑎

1
, 𝑎
2
]. There are 𝑚 providers and 𝑛 applications

in the system. At time 𝑡, these applications arrive simultane-
ously.The applications’ resource consumption of the first and
the second dimensional resources on some provider obeys
uniform distribution in the intervals [𝑎

3
, 𝑎
4
] and [𝑎

5
, 𝑎
6
],

respectively. Moreover, the applications’ profits obey uniform
distribution in the interval [𝑎

7
, 𝑎
8
].The number of cycles (i.e.,

𝐶) is set to be 10. The default parameters are listed in Table 1.
Based on these parameters, a series of simulation exper-

iments has been conducted. The experiments contain 10
cycles. In each cycle, each ant searches for its own scheduling
result based on the method presented in the scheduling
algorithm in the above section. At the end of each cycle,
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Table 1: Simulation parameters.

Parameter Default Value
𝑛 100
𝑎

1
31

𝑎

2
100

𝑎

3
10

𝑎

4
30

𝑎

5
10

𝐶 10
𝛽 1
𝑄 1
𝑚 20
𝑎

6
30

𝑎

7
5

𝑎

8
30

𝛼 1
𝜌 0.3
𝜃 1
𝜆 1

the pheromone value on the applications will be updated and
the bulletin board is used to record the best scheduling result.

5.1.2. Comparison Benchmark and Metrics. We evaluate
HACAS algorithm from two different angles. Firstly, in order
to validate the effectiveness of HACAS algorithm, we com-
pare it with the First-Come-First-Served (FCFS) algorithm.
In FCFS, the applications are scheduled according to their
arrival order, and the providers are selected randomly from
those who can execute the application. The profit of the
scheduling algorithm, which is defined as the total profits of
all the applications scheduled by the algorithm, is chosen as
the metrics to compare them.

Secondly, in order to evaluate the provider selection
scheme of HACAS algorithm, a scheduling algorithm with
random provider selection is adopted as the comparison
benchmark, in which steps 12–14 in Algorithm 1 are replaced
with the following step.

(12) Randomly select the service provider for ℎ from those
feasible providers.

The scheduling algorithm with this modification is called
theHybridAntColony algorithmbasedApplication Schedul-
ing with Random Provider Selection (HACASRPS) algo-
rithm.

For the solution of ant 𝑗 at the 𝑘th cycle, let provider 𝑖’s
load be 𝐿𝑗𝑘

𝑖
. The mean value (𝜇𝑗

𝑘
) and the standard deviation

(𝜎𝑗
𝑘
) of all the 𝑚 providers’ loads at the 𝑘th cycle of ant 𝑗’s

solution are defined as

𝜇

𝑗

𝑘
=

∑

𝑚

𝑖=1
𝐿

𝑗𝑘

𝑖

𝑚

,

𝜎

𝑗

𝑘
= √

1

𝑚

𝑚

∑

𝑖=1

(𝐿

𝑗𝑘

𝑖
− 𝜇

𝑗

𝑘
)

2

.

(15)

𝜎

𝑗

𝑘
reflects the deviation of all the providers’ loads of ant 𝑗’s

solution at the 𝑘th cycle. Then, at the end of the 𝑘th cycle,
the mean value of the standard deviation of all the providers’
loads of all the 𝑞 ants’ solution is defined as

𝜇

𝑘

𝜎
=

∑

𝑞

𝑗=1
𝜎

𝑗

𝑘

𝑞

.

(16)

In order to simplify the expression, 𝜇𝑘
𝜎
will be referred

to as the load variation of the scheduling algorithm at the
𝑘th cycle. Then, the average load variation of the scheduling
algorithm of all the simulation cycles can be defined as

𝜇

𝜎
=

∑

𝐶

𝑘=1
𝜇

𝑘

𝜎

𝐶

.

(17)

We define the average load of a scheduling algorithm in
𝑘th cycle by

𝜇

𝑘

𝜇
=

∑

𝑞

𝑗=1
𝜇

𝑗

𝑘

𝑞

.

(18)

Then the average load of a scheduling algorithm is defined
by

𝜇

𝜇
=

∑

𝐶

𝑘=1
𝜇

𝑘

𝜇

𝐶

.

(19)

𝜎

𝑗

𝑘
, 𝜇
𝜇
, and 𝜇

𝑘

𝜎
are selected as the metrics to evaluate the

effectiveness of the provider selection scheme of the HACAS
algorithm.

5.2. Experimental Results

5.2.1. The Profits. With the parameters in Table 1, the profit
of FCFS algorithm is 1324. The profits of HACASRPS and
HACAS algorithms are shown in Figure 5.

From Figure 5, we can see that as cycle increases, the
profits of both HACASRPS and HACAS algorithms increase.
This is due to the fact that as cycle increases, both the
HACASRPS and HACAS algorithms will find more prof-
itable scheduling results which will bring more profits. At
the end of the 10th cycle, the profits of HACASRPS and
HACAS algorithms are 1747 and 1794, respectively, which
are more than 30% higher than that of FCFS algorithm.
This phenomenon can be attributed to the local heuristic
value adopted by both algorithms, which enables them to
schedule those applications which consume less resources
while bringing more profits with preference.

5.2.2. Load Balancing. Balancing the load of all the providers
to make the system last longer is an important target of
HACAS algorithm’s provider selection scheme. This section
investigates the effectiveness of this selection scheme and
compares it with random provider selection method adopted
in HACASRPS algorithm.

With the parameters in Table 1, the average loads of
HACAS and HACASRPS algorithms are 0.800 and 0.779,
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Figure 5: The profits of HACASRPS and HACAS algorithms. The
horizontal axis represents the simulation cycle; the longitudinal axis
represents the profit of the algorithm.
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Figure 6: The average load of HACAS and HACASRPS algorithms
in different simulation cycles; 𝑘 is the simulation cycle, and 𝜇
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𝜇
is the

average load of the algorithm in the 𝑘th cycle.

respectively. The former is slightly higher than the latter,
which is due to the fact that HACAS schedules more appli-
cations than HACASRPS algorithm as shown in Figure 5.
The average load of HACAS and HACASRPS algorithms in
different simulation cycles (as defined in (18)) are shown in
Figure 6. From Figure 6, we can see that the average load of
both algorithms stays stable as cycle increases.

Figure 6 tells us that the average loads of HACAS and
HACASRPS algorithms are 0.8 and 0.78, respectively. We
further investigate the load variations of both algorithms

1 2 3 4 5 6 7 8 9 10
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𝜇
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Figure 7: The load variations of HACAS and HACASRPS algo-
rithms in different simulation cycles; 𝑘 is the simulation cycle, and
𝜇

𝑘

𝜎
is the load variation of the algorithm in the 𝑘th cycle.

in different simulation cycles, and the results are shown in
Figure 7.

From Figure 7, we can see that the load variations of these
two algorithms maintain stable as simulation cycle increases.
Moreover, the load variation of HACAS algorithm is much
lower than that of HACASRPS algorithm. In some particular
cycle, HACAS algorithm’s load variation is about 13% lower
than that of the HACASRPS algorithm. This is because the
provider selection scheme adopted in HACAS algorithm
takes the providers’ load into account when choosing the
provider for the scheduled applications. This means that
the provider selection scheme in HACAS algorithm can
effectively balance the load of the providers more effectively.

5.2.3. Parameters’ Influence. In the above experiments, the
number of the applications for scheduling is large and the
load of the providers is high. This section shows the results
when the number of the applications for scheduling is
relatively small. Concretely speaking, we set 𝑚 = 20 with
𝑛 = 30 in this experiment.

Firstly, we investigate the load of all the providers of the
10th ant’s solution at the 5th cycle, and the results are shown
in Figure 8.

From Figure 8, we can see that the load of the providers
in HACASRPS algorithm fluctuates in a much wider range
than that of HACAS algorithm. In HACASRPS algorithm,
the load of the 7th provider is almost 0.8, while the loads
of the 16th and the 18th provider are 0. In contrast, the load
of the providers in HACAS algorithm is mostly between 0.3
and 0.6.The notable differences of the resource consumption
among different applications (from 10 to 30) have led to the
differences among the loads of the providers.

Then we show the standard deviation of all the providers’
loads of the ant’s solution in the 5th cycle in Figure 10. Note
that there are 30 ants in the algorithm since 𝑞 = 𝑛.
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Figure 8: The load of all the providers of the 10th ant’s solution at
the 5th cycle.
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Figure 9: The standard deviation of all the providers’ loads of the
ant’s solution in the 5th cycle.

Figure 9 reveals that the standard deviations of all the
providers’ loads of the ant’s solution of HACAS algorithm are
much lower than those of the HACASRPS algorithm.

Similar to Figure 7, Figure 10 further reveals the load
variations of HACAS andHACASRPS algorithms in different
simulation cycles when 𝑛 = 30, from which we can
derive similar observations with those drawn from Figure 7.
Moreover, in some particular cycle in Figure 10, HACAS
algorithm’s load variation is about 60% lower than that of the
HACASRPS algorithm. Therefore, after combining Figures
7 and 10, we know that the effectiveness of the provider
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Figure 10: The load variations of HACAS and HACASRPS algo-
rithms in different simulation cycles; 𝑘 is the simulation cycle, and
𝜇

𝑘

𝜎
is the load variation of the algorithm in the 𝑘th cycle.

selection scheme of the HACAS algorithm becomes more
prominent when the load of the system is low.

5.3. Discussion and Application Scenario

5.3.1. Discussion. As shown in Section 5.2, the performance
of HACAS algorithm is better than that of FCFS and
HACASRPS algorithms. This phenomenon can be attributed
to HACAS algorithm’s pheromone value and its update
model, application scheduling model, and provider selec-
tion scheme. Concretely speaking, pheromone value and its
updatemodel makeHACAS learn from its historical decision
to raise the profit of the system. Moreover, application
scheduling model takes the pheromone value as well as
application’s resource consumption into consideration and
can help HACAS algorithm choose those applications with
the highest profit and the lowest resource consumption. Last
but not the least, the provider selection scheme can balance
the load of the mobile devices, which is very important to
make the system last longer.

In addition, the following section shows the reason why
we propose HLMCM and choose simulation parameters.

5.3.2. The Rationale behind Proposing HLMCM. We put for-
wardHLMCMsincewe cannot fulfill users’ QoE requirement
through simply extending the cloud infrastructure or the
Cloudlet entity’s computing or storage capacity. For instance,
in a cooperation sensing environment, the accurate sensing
result can only be drawn through jointly using many mobile
devices’ diverse sensing results (such as location, orientation,
and temperature) [3]. Besides, in some circumstances, com-
munication using backbone links may not be always present
in some isolated areas, during rescue missions, uprisings,
and disaster scenarios [37, 40]. Under these circumstance,
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themobile devices can only search for the local infrastructure
such as the Cloudlet entity which is easy to implement.

5.3.3. Rationale for Choosing the Simulation Parameters Pre-
sented in Table 1. In the simulation part, a mobile device is
assumed to have at least enough resources to run an offloaded
application.This is also the basic assumption in the knapsack
problem that the maximum volume of the objects (in this
paper, 30) is smaller than the minimum capacity of the knap-
sacks (in this paper, 31). Moreover, we notice that in Table 1,
the resources possessed by each provider obey uniformdistri-
bution in the interval [𝑎

1
, 𝑎
2
], while 𝑎

1
= 31 and 𝑎

2
= 100.This

setting is attributed to following observation. The resources
in mobile devices mainly contain CPU, storage, and sensors,
and so forth. The process frequency of mainstream smart-
phones’ CPU ranges from 800MHz to 2GHz. Moreover, the
storage capacity of the mainstream smartphones ranges from
16GB to 64GB. The number of sensors (including proximity
sensor, Global Positioning System, accelerometer, compass,
and gyros) on each smartphones ranges from 2 to 6. If we
treat these devices as general resources, then we know that
the volume difference of the resource possessed by the devices
is about 3 times. Therefore, in Table 1, the volume difference
of the resource processed by the devices is also set to be
around 3. Based on this consideration, the maximum and the
minimum resources possessed by each device in Table 1 are
set to be in the interval (31, 100). The profit and the energy
consumption difference of the applications are based on the
observations and current studies [41] on the mainstream
applications (such as game, web browser, etc.) in the app store
(such as the iPhone App store).The other parameters, such as
𝛼, 𝛽, 𝜌, and 𝑄, are decided by the default parameters used by
the hybrid ant colony algorithm.

In this paper, the parameters used in Table 1 can validate
that HACAS algorithm is effective under heavy load envi-
ronment (i.e., the applications’ total resource requirements
exceed the resources possessed by the system). Moreover,
in the section “Parameters’ influence,” 𝑛 is set to be 20
to evaluate the effectiveness of HACAS under light load
environment. Notice that these parameters can be adjusted
as the simulation needs and the proposed HACAS algorithm
can adapt to various circumstances.

5.3.4. Application Scenario. The case for mobile cloud com-
puting can be argued by considering the unique advantages
of empoweredmobile computing, and a wide range of poten-
tial mobile cloud applications have been recognized in the
literature. These applications fall into different areas such as
image processing, natural language processing, sharing GPS,
sharing Internet access, sensor data applications, querying,
crowd computing, and multimedia search. A survey of the
possible applications can be referred to [42].

Here, we show an application scenario that applies
MCC for disaster rescue. In a disaster-stricken environment
(such as hurricane, tsunamim, and earthquake), the com-
munication infrastructure can be seriously damaged, if not
completely destroyed. Moreover, many roads could also get
blocked. These damages make it difficult for the rescuers to

find the location of wounded people or even to get a global
view of the disaster area. Under such circumstances, the
rescuers can deploy some emergency communication facili-
ties (such as communication vehicles) with Cloudlet entities.
Then, the mobile devices (especially the smartphones) near
the vehicles can communicate with each other, report the
location of the wounded people, and upload the pictures or
videos around themselves for processing to help the rescue
process. Moreover, the devices also need the Cloudlet to
provide them with the needed information (such as the
latest map in the area) and to process their images captured.
Among these requests, searching for wounded or missing
persons is one of the most critical yet excruciating tasks
(applications). Therefore, the HLMCM, which is composed
by the Cloudlet and the mobile devices, can run HACAS
algorithm to effectively schedule these applications.

6. Conclusion and Future Work

Efficiently exploiting the mobile devices’ idle computing,
storage, and sensing capacity can greatly improve the quality
of service provided by mobile cloud computing (MCC). To
achieve this goal, an appropriate architecture of MCC and
a dedicated scheduling algorithm are considered important.
To address these issues, this paper contributes in several
ways by providing suitable definitions of critical aspects and
proposing efficient algorithms and approaches.

Our simulation results have revealed that when the load
of the system is heavy, HACAS algorithm can select those
applications with maximum profit and minimum energy
consumption. With the parameters setting in the simulation,
the profit of HACAS algorithm is about 30% higher than
that of FCFS algorithm. Besides, when the load of the system
is light, the provider selection scheme adopted in HACAS
can effectively balance the load of the devices in the system.
Concretely speaking, HACAS algorithm’s load variation is
about 60% better than that of the random provider selection
scheme. Moreover, in the discussion part of the paper, we
have presented the rationale for devising HLMCM and
for selecting those simulation parameters. In simple terms,
HLMCM can effectively use mobile devices’ diverse sensing
results which cannot be realized by extending the cloud
infrastructure or the Cloudlet entity’s service capability.
Moreover, the simulation parameters are chosen based on
the observation of mainstream smartphones. The discussion
section also gives an application scenario where HACAS
algorithm is used for disaster rescue.

In the future, we will further extend the scheduling
algorithm by considering the dynamic resource requirement
of the applications.
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With the continued evolution of wireless communication technology, relaying is one of the features proposed for the 4G LTE
Advanced (LTE-A) system.The aim of relaying is to enhance both coverage and capacity. The idea of relays is not new, but relaying
is being considered to ensure that the optimum performance is achieved to enable the expectations or good quality of service
(QoS) of the users to be met while still keeping capital expenditure (CAPEX) within the budgeted bounds of operators. In this
paper, we try to stand for an operator to propose a solution that determines where and how many relays should be deployed in the
planning stages to minimize the development cost. In the planning stages, we not only derive a multicast tree routing algorithm
to both determine and fulfill the QoS requirements to enhance throughput, but we also utilize the Lagrangian relaxation (LR)
method in conjunction with optimization-based heuristics and conduct computational experiments to evaluate the performance.
Our contribution is utilizing the LR method to propose an optimal solution to minimize the CAPEX of operators to build up a
relay network with more efficiency and effectiveness and the QoS can be guaranteed by service level agreement.

1. Introduction

Providing a guaranteed service and good performance with
budgets constraint is always an optimization problem of
operators and vendors. During the last decade, this prob-
lem has however become much more difficult, because the
traffic has grown significantly and demand for broadband
data services is expected to increase tremendously [1]. The
business challenges of operators would be that increasing
revenues will have to come from nonvoice services which
means they have to increase total communication market
shares with extending service coverage and offering good
service by capacity expansion as well as increased bandwidth
and improved quality of services (QoSs) [2]. But building
out of the macronetworks significantly will require huge
investments, especially where access would otherwise be
limited or unavailable without the need for expensive cellular

towers. So, the operators may plan to compensate with new
revenues and cost reduction at the same time.The aim of this
paper is related to the relays should be deployed strategies
to investigate how the relays are suitable for providing good
services by minimize operator capital expenditure (CAPEX)
significantly [3].

In the ongoing standardization technology development
by third-Generation Partnership Project (3GPP), relaying is
one of the features proposed for the LTE Advanced (LTE-A)
system [4–8]. The aim of LTE-A relaying is to enhance both
coverage and capacity. However, this idea of relays is not new,
but the LTE-A relaying is being considered to ensure that the
optimum performance is achieved to enable the expectations
of the users to be met while still keeping CAPEX within
the budgeted bounds. As cell edge performance is becoming
more critical, with some of the technologies being pushed
towards their limits, it is necessary to look at solutions that
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will enhance performance at the cell edge for a comparatively
low cost. One solution that is being investigated and proposed
is that of the use of relays [9–11].

In order for the cellular telecommunications technology
to be able to keep pace with technologies that may compete,
it is necessary to ensure that new cellular technologies are
being formulated and developed. But there are many realistic
conditions influencing operators including the tough eco-
nomic environment, declining budgets, limited resources,
time pressures, and high user expectations.

This paper proposes a solution approach for relay network
planning of where to build relays, and how to configure
each relay, how the routing algorithm of relays and mobile
stations is worked properly. This research can be divided
into two parts. First, we constructed the relay network archi-
tecture with multicast tree routing concepts. Secondly, we
proposed a precise mathematical expression to model this
network and developed algorithms based on Lagrangian
Relaxation Method to solve this problem. These model
approaches might nevertheless be regarded as useful engi-
neering guidelines for operators to build up a goodnetwork to
extend services and reduce CAPEX efficiently and effectively.

This paper is organized as follows. Section 2 is Literature
Survey, and then we introduce a mathematical formulation
for the wireless relay networks design problem in Section 3.
In Section 4, we present the solution approach by using
Lagrangian Relaxation, in which heuristics for calculating
a good primal feasible solution are developed, and conduct
computational experiments. In Section 5, we conclude and
discuss the direction of future research.

2. Literature Survey

Multihop Wireless Networking has been widely studied
and implemented throughout ad hoc networks and mesh
networks to exploit the user diversity concept and improve
overall performance. The original concept of general relay-
ing problems was defined in [12, 13] and was inspired by
the development of the ALOHA system at the University
of Hawaii. Based on this concept, a relay network can
be designed as a tree-based topology with one end of the path
being the base station (BS) relaying multiple connections to
provide services and improve the coverage.

Relay stations (RSs) have some characteristics or cost
efficiency for the following reasons.

(1) The transmission range is much less than a BS, mean-
ing that the transmit power is also less than that of
a BS. Relays are generally cheaper than BS, meaning
reduced costs without site survey and easy to con-
struct relays in the place which is not suitable to build
a base station tower.

(2) Relays do not have a wired connection to the back-
haul. Instead, they receive signals from the BS and
retransmit to destination users wirelessly and vice
versa. The leases of wired broadband backhauls can
be saved.

(3) Relaying techniques have the dual advantages of
performance improvement and coverage extension at

the cell edge. These could feasibly be a deployment
solution for the high-frequency band in which propa-
gation is significantly more vulnerable to nonline-of-
sight (NLOS) conditions to overcome shadowing [14].

Coordinated multipoint (CoMP) is a relatively new class
of spatial diversity techniques that are enabled by relaying
[15, 16] and cooperative communications which is shown in
Figure 1 [17, 18]. This concept has been the focus of many
studies by 3GPP for LTE-A as well as the IEEE for the
WiMAX, 802.16 standards. But still no conclusion about
CoMP has been reached regarding the full implementation,
because CoMP has not been included in Rel.10 of the
3GPP standards. As the work is ongoing, CoMP is likely to
reach a greater level of consensus; when this occurs, it will
be included in future releases of the standards.

CoMP is a complex set of techniques which are dis-
tributed radios that jointly transmit information in wireless
environments. The main purpose may be improved for the
reliability of communications in terms of coverage extension,
reduced outage probability, symbol-error, or bit-error prob-
ability for a given transmission rate [19–21]. It brings many
advantages to the user as well as the network operator as
follows.

(1) It makes better utilization of network: by providing
connections to several BSs or RSs at once, using
CoMP, data can be passed through least loaded BS or
RS for better resource utilization.

(2) It provides enhanced reception performance: using
several sources cooperative BSs or RSs for each con-
nectionmeans that overall receptionwill be improved
and the number of dropped calls should be reduced.

(3) Multiple site reception increases received power: the
joint reception frommultiple BSs or RSs using CoMP
techniques enables the overall received power at the
handset to be increased.

When building a relay wireless network in a metropolis,
various factors influence the design such as QoS require-
ments, throughput requirements, and total cost.The objective
of our research is “to minimize the total building costs
subject to QoS and throughput requirements.” Nonetheless,
this objective is obviously a tradeoff because total building
costs will increase if the QoS and throughput requirements
increase. Based on this conventional tradeoff, we take multi-
path routing algorithms into consideration to solve the criti-
cal problem [22, 23].

The purpose of this research is different from that of
conventional network design problems. The assumptions are
that multiple source nodes jointly transmit one single source
of information if the signal strength is not robust enough
in the link between one source node to the destination. The
routing policy is no longer a single path but a more complex
and interesting multipath algorithms.

3. Problem Formulation

3.1. ProblemDescription. Asequence of thewireless relay net-
work design may be described as fellows. First, the location
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𝜌 = 𝜌1 + 𝜌2 + 𝜌3

Figure 1: Coordinated multipoint.

of each BS could be determined by site survey and howmany
BSs can cover the service area. Second, the set of BSs roughly
divide the entire network into several subnetworks, each of
which is rooted by one BS connected to the core network
which is shown in Figure 2. Meanwhile, there are many
candidate locations suitable for the deployment of relays.The
decision of deploying a relay at a specific location depends on
the users surrounding the location; once a location is selected,
the relay must associate with one of the BSs mentioned
previously. So that total costs will depend on where relays are
developed and how many relays should be developed of the
network. But there is another important factor that should
be considered by how to provide a good QoS of users at the
stage of the network design. This problem may be solved by
designing a mechanism or routing algorithm through which
users can reach the suitable relays or BSs which can serve
users well. In our work, we introduce themulticast tree-based
routing algorithm (MTBR) to apply themultipath concept, as
represented later.

Figure 2 illustrates the entire network design: the trian-
gles represent the BSs; the cell phones represent the mobile
stations (MSs); the circles with solid line represent the relay
stations being built on the selected locations; and the circles
with dotted line represent the locations not selected to build
RSs. The whole area is divided into several subnetworks and
rooted at associated BSs. If a subnetwork is concerned that
eachODpair, like the BS-to-MS, can be expressed in Figure 3,
transmits through the routingmulticast tree to the associated
BS. In DL transmission, data is multicasted from BS to the
RSs selected by the MS, and cooperatively relayed to the
destination MS to achieve the spatial diversity gains through
CoMP techniques. The same routing multicast tree in UL is
represented in Figure 4, in which the aggregation of traffic
from the MS can overcome the weak signal strength when
theMS is far from the BS or RSs. Because the channels, band-
width, and even transmission power are different betweenDL
andUL, the DL tree andUL tree of anMSmay be different. In
this paper, we derive a near optimal RSs development policy
to minimize total development costs; we also maintain both
DL and UL spanning trees and use the MTBR to ensure that
BER and data rate requirements of each MS are satisfied.

3.2. Mathematical Modeling
Assumption

(i) The relaying protocol in this model is Decode-and-
Forward.

r

r

r

r

BS

BS

BS

MS

MS

RS

RS

Figure 2: Network separations with several BSs.

r

r

r

BS

MS

Figure 3: One OD pair routing multicast tree in DL transmission.

(ii) Once a location is selected to build an RS, it must
home to one BS.

(iii) Each MS must home to either a BS or RS(s).
(iv) The RSs selected by an MS must associate with the

same BS.
(v) The routing path of each OD pair in DL (UL) is a

multicast tree.
(vi) The capacity of a link 𝑢V is decided by adaptive

modulation with respect to the signal-to-noise ratio
(SNR) received at node V.

(vii) The spatial diversity gains are represented by the
aggregate SNR with CoMP techniques.

(viii) The bit error rate (BER) of a transmission is measured
by the receiving SNR value

(ix) The aggregate BER of the destination is the summa-
tion of BERof each node on the routingmulticast tree.

(x) The numbers of links of each path adopted by each
MS are assumed to be equal to ensure that the CoMP
can be achieved within limited delay.

(xi) Error corrections and retransmissions are not consid-
ered in this problem.
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r
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BS
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Figure 4: One OD pair routing multicast tree in UL transmission.

Given

(i) The set of BSs, candidate locations and configurations
of RSs, MSs,

(ii) required data rate of an MS in DL and UL,
(iii) fixed and configured cost of an RS,
(iv) the set of all spanning trees, paths,
(v) distance of each link,
(vi) attenuation factor,
(vii) thermal noise function,
(viii) transmit power of BS, RS, and MS,
(ix) sNR function,
(x) the minimum SNR requirement for an MS in DL and

UL to home to a BS or an RS,
(xi) the maximum BER threshold of a OD pair transmis-

sion in DL and UL,
(xii) nodal and link capacity functions,
(xiii) the maximum spatial diversity of an MS in DL and

UL.

Objective.Tominimize the total cost of wireless relay network
deployment.

Subject to

(i) RS selection constraints,
(ii) nodal capacity constraints,
(iii) cooperative relaying constraints in DL and UL,
(iv) routing constraints in DL and UL,
(v) link capacity constraints in DL and UL.

To Determine

(i) Whether or not a location should be selected to build
an RS,

(ii) the cooperative RSs of each MS,
(iii) the routing paths of an OD pair (a BS to an MS or

contrary), which form a multicast tree from the BS to
the cooperative RSs selected by each MS.

Objective Function

min∑
𝑟∈𝑅
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(21)

Routing Constraints

𝜅

dir
𝑛𝑟
≤ ℎ

dir
𝑟𝑏

∀𝑛 ∈ 𝑁,

𝑟 ∈ 𝑅, 𝑏 ∈ 𝐵, dir ∈ DIR,
(22)

ℎ

dir
𝑟𝑏
≤ ∑

𝑝∈𝑃𝑏𝑟

𝑥

dir
𝑛𝑟𝑝

∀𝑛 ∈ 𝑁,

𝑏 ∈ 𝐵, dir ∈ DIR,
(23)

∑

𝑏∈𝐵

∑

𝑝∈𝑃𝑏𝑟

𝑥

dir
𝑛𝑟𝑝
≤ 1 ∀𝑛 ∈ 𝑁,

𝑟 ∈ 𝑅, dir ∈ DIR,
(24)

∑

𝑝∈𝑃𝑏𝑖

∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

𝑥

dir
𝑛𝑖𝑝
𝛿

𝑝𝑢V

≤ ∑

𝑝∈𝑃𝑏𝑗

∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

𝑥

dir
𝑛𝑗𝑝
𝛿

𝑝𝑢V + (1 − 𝜅
dir
𝑛𝑗
)𝑀

∀𝑛 ∈ 𝑁, 𝑖, 𝑗 ∈ 𝑅, 𝑏 ∈ 𝐵, dir ∈ DIR,

(25)

𝑦

1

𝑛𝑢V ≤ ∑

𝑘∈𝐾

𝜂V𝑘 ∀𝑛 ∈ 𝑁,

𝑢 ∈ {𝑅 ∪ 𝐵} , V ∈ 𝑅,

(26)

𝑦

2

𝑛𝑢V ≤ ∑

𝑘∈𝐾

𝜂

𝑢𝑘
∀𝑛 ∈ 𝑁,

𝑢 ∈ 𝑅, V ∈ {𝑅 ∪ 𝐵} ,

(27)

∑

𝑏∈𝐵

∑

𝑝∈𝑃𝑏𝑟

𝑥

dir
𝑛𝑟𝑝
𝛿

𝑝𝑢V ≤ 𝑦
dir
𝑛𝑢V ∀𝑛 ∈ 𝑁,

𝑟 ∈ 𝑅, 𝑢, V ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR.
(28)

Link Capacity Constraints

∑

𝑛∈𝑁

𝑦

dir
𝑛𝑢V𝜃

dir
𝑛
≤ 𝐶

𝑢V (𝜙
dir
𝑢V ) ,

∀𝑢, V ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR
(29)

Integer Constraints

𝜂

𝑟𝑘
= 0 or 1 ∀𝑟 ∈ 𝑅, 𝑘 ∈ 𝐾,

ℎ

dir
𝑟𝑏
= 0 or 1 ∀𝑟 ∈ 𝑅,

𝑏 ∈ 𝐵, dir ∈ DIR,

𝜅

dir
𝑛𝑠
= 0 or 1 ∀𝑛 ∈ 𝑁,

𝑠 ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR,

𝑥

dir
𝑛𝑟𝑝
= 0 or 1 ∀𝑛 ∈ 𝑁, 𝑟 ∈ 𝑅,

𝑝 ∈ 𝑃

𝑏𝑟
, 𝑏 ∈ 𝐵, dir ∈ DIR,

𝑦

dir
𝑛𝑢V = 0 or 1 ∀𝑛 ∈ 𝑁,

𝑢, V ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR.

(30)

Explanation of Objective Function.The objective function (IP)
is to minimize the total cost of RSs deployment: (1) Fix costs
of RS such as land acquisition and hardware purchases; (2)
The configured costs of each RS.The detail parameters in the
formulation are noted and shown in Tables 1 and 2.

Explanation of Constraint

(1) Relay Assignment Constraints. Constraint (1) requires that
each location is selected to install an RS with exactly only one
configuration or none.

Constraint (2) requires that each RS can associate with
one BS or none in direction dir.

Constraint (3) indicates that once an RS 𝑟 associates with
a BS, 𝑟must be built.

(2) Nodal Capacity Constraints. Constraint (4) requires that
each RS’s total amount of traffic in DL and UL cannot be
greater than its nodal capacity.

Constraint (5) requires that each BS’s total amount of
traffic in DL andUL cannot be greater than its nodal capacity.

(3) Cooperative Relay Constraints. Each MC will select an RS
𝑟 in direction dir only if 𝑟 is installed in (6).

AnMCmust select either one BS or RS(s) in direction dir
in (7).
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Table 1: Notations of given parameters.

Given parameters
Notation Description
General

DIR The set of transmission direction, where
dir ∈ DIR, DIR = {1 (downlink), 2 (uplink)}

𝐵 The set of BSs, where 𝑏 ∈ 𝐵
𝑅 The set of RS candidate locations, where 𝑟 ∈ 𝑅
𝐾 The set of RS configurations, where 𝑘 ∈ 𝐾
𝑁 The set of MCs, where 𝑛 ∈ 𝑁

𝜃

dir
𝑛

The data rate required to be transmitted of MC
𝑛 in direction dir in (packets/sec)

𝜓

𝑟 The fix cost of building an RS on location 𝑟

Φ

𝑟
(𝑘)

The configured cost of building RS 𝑟, which is a
function of configuration 𝑘

𝑀 An arbitrarily large number
Routing

𝑃

𝑏𝑟

The set of paths from BS 𝑏 to RS 𝑟, where
𝑝 ∈ 𝑃

𝑏𝑟

𝛿

𝑝𝑢V
The indicator function which is 1 if link 𝑢V is
on path 𝑝 and 0 otherwise

SNR and attenuation
𝐷

𝑢V The distance of link 𝑢V
𝜏 Attenuation factor

𝜌

dir
𝑟
(𝑘)

Transmit power of RS 𝑟 in direction dir, which
is a function of configuration 𝑘

𝑃

𝑁
(𝑠)

Thermal noise strength function in dBm/Hz,
where 𝑠 ∈ {𝑁, 𝑅, 𝐵} represents receiving node
type.

𝜌

𝐵

𝑏 Transmit power of BS 𝑏
𝜌

𝑁

𝑛 Transmit power of MC 𝑛

𝑃 (𝜌

dir
𝑢
(𝑘), 𝐷

𝑢V, 𝜏)
Signal strength received by node V in dBm,
which is a function of 𝜌dir

𝑟
(𝑘),𝐷

𝑢V and 𝜏

𝑃

𝑁

min
Theminimum SNR requirement for a MC to
receive from a RS in DL

𝑃

𝑅

min
Theminimum SNR requirement for a RS to
receive from a MC in UL

𝜙V
Themaximum SNR can be received by node V
in link 𝑢V, where 𝑢, V ∈ {𝑅 ∪ 𝐵}

𝜋V

Themaximum SNR can be received by node V
in link 𝑢V, where 𝑢 ∈ {𝑅 ∪ 𝐵}, V ∈ 𝑁 in DL; and
𝑢 ∈ 𝑁, V ∈ {𝑅 ∪ 𝐵} in UL

BER

BERdir
The BER requirement for the transmission
received by a destination in direction dir where
the destination in DL is MC and in UL is BS

BER(SNR
𝑠
)

The BER value of each node 𝑠, which is a
function of the receiving SNR, where
𝑠 ∈ {𝑅 ∪ 𝐵 ∪ 𝑁}

Table 1: Continued.

Given parameters
Notation Description
Capacity
𝐶

𝑏 The nodal capacity of BS 𝑏 in (packets/sec)

𝐶

𝑟
(𝑘)

The nodal capacity of RS 𝑟 in (packets/sec),
which is a function of configuration 𝑘

𝐶

𝑢V(SNR)
The capacity of link 𝑢V in (packets/sec), which
is a function of the receiving SNR of node V,
where 𝑢, V ∈ {𝑅 ∪ 𝐵}

Relaying

SDdir The maximum spatial diversity of a MC in
direction dir

Table 2: Notations of decision variables.

Notation Description
Decision variables

𝜂

𝑟𝑘

1 if candidate location 𝑟 is selected to build a RS
with configuration 𝑘 and 0 otherwise

ℎ

dir
𝑟𝑏

1 if RS 𝑟 associates with BS 𝑏 in direction dir and 0
otherwise

𝜅

dir
𝑛𝑠

1 if node 𝑠 is selected to cooperatively relay the
transmission of MC 𝑛 in direction dir and 0
otherwise, where 𝑠 ∈ {𝑅 ∪ 𝐵}

𝑦

dir
𝑛𝑢V

1 if link 𝑢V is on the multicast tree adopted by MC
𝑛 in direction dir and 0 otherwise

𝑥

dir
𝑛𝑟𝑝

1 if path 𝑝 is selected for MC 𝑛 to cooperative RS 𝑟
in direction dir and 0 otherwise, where 𝑝 ∈ 𝑃

𝑏𝑟

Auxiliary variables

𝜙

dir
𝑢V

The SNR received by node V in link 𝑢V, where
𝑢, V ∈ {𝑅 ∪ 𝐵}

𝜋

dir
𝑢V

The SNR received by node V in link 𝑢V, where
𝑢 ∈ {𝑅 ∪ 𝐵}, V ∈ 𝑁 in DL; and 𝑢 ∈ 𝑁, V ∈ {𝑅 ∪ 𝐵}
in UL

𝜔

𝑛 The summation of SNR received by MC 𝑛 in DL

𝜀

𝑛𝑠

The summation of SNR received by node 𝑠 in UL
oriented by MC 𝑛, where 𝑠 ∈ {𝑅 ∪ 𝐵}

Constraints (8) and (9) represent the boundaries of the
number of cooperative RSs an MC can select.

TheminimumSNR constraints for anMC to receive from
a BS or an RS in DL, and for an MC to transmit to a BS or an
RS in UL, are expressed in (10) and (11), respectively.

Constraint (12) requires that the SNR value received by an
MC 𝑛 in DL cannot exceed the summation of the SNR values
𝑛 receives from the cooperative RSs selected by 𝑛.

Constraint (13) represents the boundaries of decision
variable 𝜋dir

𝑢V .
Once MC 𝑛 selects RS (or BS) 𝑠 to be its cooperative RS,

the SNR value on link 𝑛𝑠 cannot exceed the SNR transmitted
from source node to destination node in DL and UL in
constraints (14) and (15).

The minimum SNR constraint for a link 𝑢V selected by
MC 𝑛 is expressed in (16), while 𝑢, V ∈ {𝑅 ∪ 𝐵}.
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Constraint (17) requires that the SNR value received by an
RS (or BS) V in UL cannot exceed the summation of the SNR
values on the link 𝑢V selected by MC 𝑛.

Constraint (18) represents the boundaries of decision
variable 𝜙dir

𝑢V .
Once MC 𝑛 selects a link 𝑢V in direction dir, the SNR

value on 𝑢V cannot exceed the SNR transmitted from 𝑢 to V
in (19).

The aggregative BERs constraints for DL in MC and UL
in BS are expressed in (20) and (21), respectively.

(4) Routing Constraints. Constraint (22) requires that once
RS 𝑟 is selected by MC 𝑛, 𝑟 must associate with one BS in
direction dir.

Constraint (23) requires that once RS 𝑟 associates with BS
𝑏 in direction dir, the paths from 𝑏 to 𝑟 must be selected by
one or more than one MC.

Constraint (24) requires that there is exactly one path to
be selected by an MC from the associated BS to RS 𝑟 only if
the MC selects RS 𝑟 in direction dir.

There are two constructions in (24): first, every two RSs
selected by an MC must associate with the same BS; second,
the numbers of links of every two paths selected by an MC
must be the same.

For each MC, every receiving RS V on a link 𝑢V in DL is
installed in (26) and every transmitting RS 𝑢 on a link 𝑢V in
UL is installed in (27).

Constraint (28) requires that, if link 𝑢V is on the path 𝑝
adopted by the MC 𝑛 to reach RS 𝑟 in direction dir, then 𝑦dir

𝑛𝑢V
must be 1.

(5) Link Capacity Constraints.The aggregate flow of link 𝑢V in
direction dir is restricted in (29).

(6) Integer Constraint. Constraints (30) are integer properties
of the decision variables.

4. Solution Approach and
Computational Experiments

4.1. Lagrangian Relaxation Techniques. By applying the
Lagrangian Relaxation (LR) Method and the Subgradient
Method to solve the complex problem, based on the problem
formulationmentioned previously, the first stepwould be that
the constraints of the primal problem are relaxed by using the
LR Method [26]. In this step, we can not only determine a
theoretical lower bound of the primal problem, but, can also
glean some hints of feasible solutions captured by the primal
problems. After iterations, the end result of the Lagrangian
Relaxation Problem is guaranteed to a feasible solution by
a feasible step which is satisfied with all constraints of the
primal problem, if not, we have to make some modifications.

4.2. Getting Primal Feasible Heuristics. To obtain the primal
feasible solutions for (IP 1), the first step is considered the
solutions to the Lagrangian Relaxation. Two major deci-
sion variables, 𝜅dir

𝑛𝑠
and 𝑦dir

𝑛𝑢V are taken into consideration.
According to 𝜅dir

𝑛𝑠
, the RS(s) (or BS) can be obtained to serve

MS 𝑛 selected in dir direction, and 𝑦dir
𝑛𝑢V represents the link

𝑢V which 𝑛 selected on the routing multicast tree in dir
direction. In addition to 𝜅dir

𝑛𝑠
and 𝑦dir

𝑛𝑢V, for the complexity of
this problem including five 0-1 integer decision variables, we
still need other clues to help solving this problem in good
quality. Thus, the coefficient 𝜇4

𝑛𝑠1
+ ∑

𝑏∈𝐵
𝜇

15

𝑛𝑠𝑏1
+ 𝑃

𝑁

min𝜇
5

𝑛𝑠
+

𝑀∑

𝑖∈𝑅
∑

𝑏∈𝐵
𝜇

16

𝑛𝑖𝑠𝑏1
− 𝜋

1

𝑠𝑛
(𝜇

5

𝑛𝑠
+ 𝜇

7

𝑛
− 𝜇

8

𝑛𝑠
) of 𝜅1
𝑛𝑠
in DL, namely,

𝐶

1

𝜅
; 𝜇4
𝑛𝑟2
+∑

𝑏∈𝐵
𝜇

15

𝑛𝑟𝑏2
+𝑃

𝑅

min𝜇
6

𝑛𝑟
+𝑀∑

𝑖∈𝑅
∑

𝑏∈𝐵
𝜇

16

𝑛𝑖𝑟𝑏2
−𝜋

2

𝑛𝑟
(𝜇

6

𝑛𝑟
−

𝜇

9

𝑛𝑟
) + 𝜇

14

𝑛
BEP(𝜋2

𝑛𝑟
) of 𝜅2
𝑛𝑠
in UL, namely, 𝐶2

𝜅
is introduced in

our solution to sort 𝜅dir
𝑛𝑠

for further calculations.
The main purpose of determining the primal feasible

heuristic is, in both DL and UL directions, and for each
MS sorted by the distance to BS, to fully utilize the RSs
built already to meet the BER requirement, and if not, to
at least minimize the number of RSs necessary to reach the
previous goal. The detailed procedure that decomposites the
Lagrangian Relaxation Problem into several subproblems is
described in the appendix.

4.3. Experiments Environment. In this session, we conduct
several computational experiments to justify the proposed
algorithms. Due to limitation of available experiment sce-
narios and parameters, we focus on IEEE 802.16j instead of
LTE-A; it is easier to build the network based on realistic
and operable environment parameters. In order to effectively
analyze the physical operations of an 802.16j network, Table 3
lists all system parameters utilized in this research with
reference to “Mobile WiMAX” published by WiMAX forum.
Adaptive Modulation and Coding (AMS) applied in 802.16j
is illustrated specifically in Table 4 with the same reference to
“Mobile WiMAX.”

In the meantime, and for the purpose of evaluating our
solution of quality, two simple algorithms, minimum BER
algorithm (MBA) and density-based algorithm (DBA), are
implemented for comparison. The purpose of each MBA is,
for each MS 𝑛, always to find the best paths that can generate
the smallest BER value 𝑛 receives in DL and BS 𝑏 receives in
UL. This algorithm will provide every transmission the min-
imum BER. The other one is DBA, the main concept would
be the building of an RS with the first priority of the highest
density area which is not served at the edges of coverage.

Path Loss Function [27]

𝑃𝐿 (𝑑) (dB) = 32.45 + 10 × 𝑛 log𝑓
𝑐
(MHz)

+ 10 × 𝑛 log 𝑑 (km) ,
(31)

where 𝑛 is attenuation factor, 𝑓
𝑐
is operation frequency, 𝑑 is

distance.

Thermal Noise Function

𝑁 = 𝐾𝑇

0
𝐵𝐹, transfer into (dB):

𝑁 = −174 (dBm) + 10 log
10
𝐵 + 𝐹 (dB) ,

(32)

where 𝐵 is channel bandwidth, 𝐹 is noise figure.
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Table 3: System parameters [24, 25].

Parameters Value
Operation frequency 2500MHz
Channel bandwidth 10MHz
BS antenna gain 15 dBi
RS basic antenna gain 5 dBi
MS antenna gain −1 dBi
BS noise figure 4 dB
RS noise figure 5 dB
MS noise figure 7 dB
BS transmit power 43 dBm
RS basic transmit power 33 dBm
MS transmit power 23 dBm
RS config, set 3
Attenuation factor 3.2
Thermal noise figure −174 dB
Min. RS to RS SNR 7.9515 dB
Min. SNR received by MS 2.6505 dB
BER threshold 0.0001
Max. spatial diversity 3
Traffic required by MS (DL) 1Mbps
Traffic required by MS (UL) 0.5Mbps
BS capacity 100Mbps
RS basic capacity 15Mbps
RS fix cost 1M dollars
RS config. cost 0.2M dollars

In this research, the SNR function we apply is listed as
follows:

SNR (dBm) = 𝑃
𝑡
+ 𝐺

𝑡
+ 𝐺

𝑟
− 𝑃𝐿 (𝑑) − 𝑁,

(33)

where 𝑃
𝑡
is transmit power, 𝐺

𝑡
is transmit gain, 𝐺

𝑟
is receive

gain,𝑃𝐿(𝑑) is path loss function,𝑁 is thermal noise function.
The BER evaluation functions we apply have been mod-

erated with various modulation schemes [28, 29] are demon-
strated the theoretical and simulated results of BER value in
four different modulation schemes.

4.4. Experiment Scenarios. For the unique characteristics of
this network deployment problem, the given circumstances
are BS and MS locations, but RSs would be candidate loca-
tions. There is no RS built at the beginning. The word “topol-
ogy” introduced in the following refers to the geographic
distribution (the position) of locations where an RS could
be built. Two types of topologies, grid and random, are
proposed with different numbers of RS and MS in one BS
environment to analyze the impact on deployment cost. We
then apply different numbers of RS and MS with two BSs in
a random topology to analyze the deployment in multiple
BSs environment. Table 5 lists the experiment scenarios;
Figures 5 and 6 show the graphic examples of grid and
random networks. For each scenario, all MSs are guaranteed
to have transmission paths and each scenario can be solved
in our experiments. In these scenarios, BSs are at the center

3200

2400

1600

800

Grid 1BS 8RS 20MS

0
3200240016008000

BS
RS
MS

Figure 5: Grid topology example.

of the network, RSs are in Grid/Random topology, and MSs
are in random topology.

4.5. Experiment Results. In Lagrangian relaxation approach,
an upper bound (UB) of the problem, is the best primal
feasible solution, while the solution to the Lagrangian dual
problem guarantees the lower bound (LB) of the problem. By
solving the Lagrangian dual problem iteratively and getting
a primal feasible solution, we derive the LB and the UB,
respectively.Thus, the gap between the UB and LB, computed
by (UB − LB)/LB × 100%, illustrates the quality (optimality)
of the problem solution.

Figure 7 and Table 6 show the total deployment cost
calculated by different algorithms within 1 BS and grid RS
topology configuration with different numbers of RS and
MS are deployed, respectively. It is obvious that LR-based
algorithm results in superior solution in comparison with
MBA and DBA, especially when the RS number is large.
Additionally, DBA has lower costs than MBA.This illustrates
that the LR algorithm has a trend of choosing RS with large
MS density instead of RS, which results in minimum BER.

InRS grid topology, for a givennetwork scale, the distance
of RS is the farthest locations from BS to receive signals
under BER threshold should be included mandatorily. This
phenomenon can be observed in Figures 8 and 9. The RS
locations in grid topologies of RS = 24 exclude the RS
locations in the same topologies of RS = 8 where the about
farthest locations BS can reach an RS. The costs in the
scenarios of RS = 24 are all higher than in the scenarios of
RS = 8 except MBA. We infer that this is because some MSs
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Table 4: Modulation and code rate [24, 25].

Modulation Code rate SNR DL rate (Mbps) UL rate (Mbps)
QPSK 1/2 CTC SNR ≤ 9.4 6.34 4.70
QPSK 3/4 CTC 9.4 < SNR ≤ 11.2 9.50 7.06
16 QAM 1/2 CTC 11.2 < SNR ≤ 16.4 12.67 9.41
16 QAM 3/4 CTC 16.4 < SNR ≤ 18.2 19.01 14.11
64 QAM 2/3 CTC 18.2 < SNR ≤ 22.7 25.34 18.82
64 QAM 3/4 CTC 22.7 < SNR 28.51 21.17

Random 1BS 8RS 20MS

BS
RS
MS
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Figure 6: Random topology example.
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Figure 7: Deployment cost with different number of RS and MS
(1 BS, grid, 3.2 km).

Table 5: Experiment scenarios.

Topology Network
scale No. of BS No. of RS No. of MS

Grid 3.2 km 1 8, 24, 48 20, 30, 40, 50
Grid 6.4 km 1 24, 48 20, 30, 40, 50
Grid 9.6 km 1 80 20
Random 3.2 km 1 8, 24, 48 20, 30, 40, 50
Random 6.4 km 2 16, 48 40, 60, 80
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Figure 8: Deployment cost with different number of RS (1 BS, grid,
3.2 km).

in RS = 24 need more hops than RS = 8 to reach the BS, thus
inducing costs.

From Figures 10 and 11, we can come to the conclusion
that with a fixed number of MSs, total deployment costs are
reducedwith an increasing number of RSs.Meanwhile, with a
fixed number of RSs, total deployment costs are reduced with
an increase in the number of MSs.

Figure 10 and Table 7 show total deployment costs as
calculated by different algorithms through 1 BS with different
numbers of RS and MS in a random topology. Again, it
is obvious that the Lagrangian Relaxation-based algorithm
receives better solution of quality in comparison with MBA
and DBA (bold font), particularly so with a large number of
RSs.

Figures 11 and 12 indicate the same conclusion in grid
topology.With a fixed number ofMSs, total deployment costs
are reduced with an increase in the number of RSs. At the
same time, with a fixed number of RSs, total deployment costs
are reduced with an increase in the number of MSs.
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Table 6: Algorithm comparison (1 BS, grid, 3.2 km).

No. of RS No. of MC LB UB GAP (%) MBA Imp. ratio of MBA (%) DBA Imp. ratio of DBA (%)
8 20 901.7678 920 1.98176 960 4.347826 960 4.347826
8 30 1020.242 1060 3.750792 1280 20.75472 1120 5.660377
8 40 1258.947 1280 1.644797 1280 0 1280 0
8 50 1260.484 1280 1.524727 1280 0 1280 0
24 20 1156.286 1280 9.665148 1600 25 1440 12.5
24 30 1164.774 1280 9.002031 1920 50 1600 25
24 40 1208.743 1320 8.428545 2080 57.57576 1920 45.45455
24 50 1269.846 1440 11.81623 2400 66.66667 2080 44.44444
48 20 860.6118 880 2.203205 1760 100 1120 27.27273
48 30 921.4716 960 4.013375 2240 133.3333 1220 27.08333
48 40 1082.548 1220 11.2666 2240 83.60656 1480 21.31148
48 50 1098.812 1260 12.79272 2560 103.1746 1640 30.15873

Table 7: Algorithm comparison (1 BS, random, 3.2 km).

No. of RS No. of MC LB UB GAP (%) MBA Imp. ratio of MBA (%) DBA Imp. ratio of DBA (%)
8 20 867.3459 900 3.628233 960 6.666667 960 6.666667
8 30 850.3321 900 5.518652 960 6.666667 960 6.666667
8 40 846.2536 900 5.971822 1120 24.44444 960 6.666667
8 50 909.7847 980 7.164823 1280 30.61224 1020 4.081633
24 20 811.1707 860 5.67783 1600 86.04651 960 11.62791
24 30 798.1251 860 7.19476 1920 123.2558 1020 18.60465
24 40 805.3412 900 10.51765 2080 131.1111 1020 13.33333
24 50 860.9539 980 12.14756 2400 144.898 1340 36.73469
48 20 734.8455 820 10.3847 1760 114.6341 1020 24.39024
48 30 766.4685 860 10.87563 1820 111.6279 1080 25.58142
48 40 744.6947 880 15.3756 2260 156.8182 1140 29.54545
48 50 768.6480 920 16.4513 2420 163.0435 1260 36.95652
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Figure 9: Deployment cost with different number of MS (1 BS, grid,
3.2 km).

In random topology, it is difficult to generate a network
capable of satisfying every MS’s transmission when a few RSs
(ex. RS = 8) are deployed. In general, RSs are not distributed
uniformly enough to fully cover all MSs. Figure 13 and
Table 8 show total deployment costs calculated by different
algorithms under 2 BS and random topology, with different
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Figure 10: Deployment cost with different number of RS and MS
(1 BS, random, 3.2 km).

number of RS and MS. We come to the same conclusion:
the Lagrangian Relaxation-based algorithm still gets better
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Table 8: Algorithm comparison (2 BSs, random, 6.4 km).

No. of RS No. of MC LB UB GAP (%) MBA Imp. ratio of MBA (%) DBA Imp. ratio of DBA (%)
16 40 1542.505 1620 4.78362 1760 8.641975 1680 3.703704
16 60 1726.22 1840 6.18371 2240 21.73913 1840 0
16 80 1737.373 1920 9.5118 2400 25 2020 5.208333
48 40 1409.38 1540 8.48179 3040 97.4026 1760 14.28571
48 60 1533.7687 1720 10.8274 3360 95.34884 1940 12.7907
48 80 1550.1775 1820 14.82541 3840 110.989 2280 25.27473

Table 9: Experiment results (1 BS, grid, 6.4 km).

No. of RS No. of MC LB UB GAP (%) MBA Imp. ratio of MBA (%) DBA Imp. ratio of DBA (%)
8 20 N/A N/A N/A N/A N/A N/A N/A
8 30 N/A N/A N/A N/A N/A N/A N/A
8 40 N/A N/A N/A N/A N/A N/A N/A
8 50 N/A N/A N/A N/A N/A N/A N/A
24 20 2155.106 2340 7.901457 2720 16.23932 2420 3.418803
24 30 2212.838 2480 10.77267 3520 41.93548 2840 14.51613
24 40 2469.994 2820 12.41156 4800 70.21277 3360 19.14894
24 50 2699.765 3440 21.51847 5440 58.13953 4480 30.23256
48 20 1537.11 1700 9.581763 2880 69.41176 1960 15.29412
48 30 2059.57 2320 11.22543 4480 93.10345 2640 13.7931
48 40 2309.617 2720 15.08761 5600 105.8824 3480 27.94118
48 50 2445.661 3280 25.43715 6240 90.2439 4880 48.78049
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Figure 11: Deployment cost with different number of RS (1 BS,
random, 3.2 km).

solution of quality in comparison with MBA and DBA, more
so with a large number of RSs.

If these scenarios experimented previously are double the
size of those in which BS = 1, how the result is. With random
topology in BS = 1, it is also difficult to get a feasible network
when RS number is small (ex. RS = 16 here). Figure 13
illustrates total deployment costs in random topologies with
BS = 1 and BS = 2. Since the RS locations are different in
both conditions, it would be fruitless to compare their costs.
However, it is still obvious that the gaps are all larger in every
scenarios in BS = 2 than in BS = 1 for network complexity.

Figure 14 and Table 9 show the scenario of 1 BS, with
different number of RS and MS in a grid topology with a
6.4 km network scale. Since the network (6.4 km) is larger
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Figure 12: Deployment cost with different number of MS (1 BS,
random, 3.2 km).

than that of previous experiments (3.2 km), 8 RSs is no longer
sufficient to fulfill all transmissions. Therefore, 24 RSs (two
layers from the BS) becomes the smallest size of this network
scale.

Figure 15 demonstrates the deployment costs of 20 MSs
with various numbers of RS among three kinds of network
scale, 3.2 km with 8 RSs (1 layer from the BS), 6.4 km with
24 RSs, and 9.6 km with 80 RSs (4 layers from the BS). As
explained previously, in the 6.4 km network scale the smallest
grid size is 24 RSs (2 layers from the BS). One can see the same
situation in 9.6 km, with the smallest grid size being 80 RSs (3
layers from the BS).
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topology.
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Figure 14: Deployment cost with different number of RS and MS
(1 BS, gird, 6.4 km).

5. Conclusions and Future Work

With 3G technology established, it was obvious that the traffic
is increased significantly, but the average revenue per user
(ARPU) is decreased very fast. The business challenges of
operators would be that increasing revenues by finding other
solutions more efficiency and effectiveness. But the network
development of a new 4G system started to be investigated
and made huge investments of macro base station deploy-
ments. In one early investigation which took relays would be
able to speed up extend services and expanded market share
at this stage economically. So, the operators can make new
revenues and cost reduction balance.

Although our experiments do not cover large network
scales with large number of RSs and MSs for the restrictions
of computational capabilities, these model approaches can
nevertheless be regarded as useful engineering guidelines for
future LTE-A relay network development.

In this paper, we stand for an operator to propose a
solution that determines where and how many relays should
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Figure 15: Deployment cost and lower bound (LB) values in differ-
ent network scales (1 BS, grid, 20MSs).

be deployed in the planning stages to minimize the devel-
opment cost. In the planning stages, we not only derive a
Multicast Tree routing algorithm to both determine and fulfill
the QoS requirements and also enhance throughput on both
down-link and up-link communications, but we also utilize
the Lagrangian Relaxation Method in conjunction with
optimization-based heuristics and conduct computational
experiments to evaluate the performance of the proposed
algorithms.

Our contributions in this research can be divided into
three parts. First, we have constructed the network archi-
tecture with multicast tree routing concepts. Secondly, we
proposed a precise mathematical expression to model the
network architecture problem.This is not an intuitive mathe-
matical model for considering the solvability of this problem.
We have designed the entiremodel not only to be solvable but
also to not violate the physical meanings. Finally, we provide
the lagrangian relaxation and optimization-Based algorithms
to solve this problem;we prove it to have superior quality after
verification with other simple algorithms and lower bound
value. This optimal solution is a good strategic method to
minimize the CAPEX of operators to build up a relay network
with more efficiency and effectiveness and the QoS can be
guaranteed.

Appendix

Solution Approach.The wireless relay deployment problem is
emulated as amixed integer and linear programming (MILP)
problem. To solve this problem, the optimal development cost
for network planning is minimized to relay selection con-
straints, nodal, and link capacity constraints, cooperatively
relaying constraints, and routing constraints for both UL and
DL transmissions.The Lagrangian Relaxationmethod is pro-
posed in conjunction with the optimization-based heuristics
to solve the problem. The primal problem (IP 1) is trans-
formed into the following Lagrangian Relaxation Problem,
where constraints (3), (4), (5), (6), (10), (11), (12), (14), (15),
(16), (17), (19), (20), (21), (22), (23), (25), (26), (27), (28), and
(29) are relaxed by introducing Lagrangian multiplier vector
𝜇

1
∼ 𝜇

22
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𝑟 ∈ 𝑅, 𝑛 ∈ 𝑁,

𝑦

dir
𝑛𝑢V = 0 or 1 ∀𝑛 ∈ 𝑁,

𝑢, V ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR.

(A.2)

Subproblem 1 (related to decision variable 𝜂
𝑟𝑘
). One has

𝑍sub3.1 (𝜇1, 𝜇2, 𝜇4, 𝜇8, 𝜇9, 𝜇12, 𝜇17, 𝜇18)

= min{∑
𝑟∈𝑅

∑

𝑘∈𝐾

[𝜓

𝑟
+ Φ

𝑟
(𝑘) − ∑

dir∈DIR
𝜇

1

𝑟dir − 𝜇
2

𝑟
𝐶

𝑟
(𝑘)

+ ∑

𝑛∈𝑁

[− ∑

dir∈DIR
𝜇

4

𝑛𝑟dir

− 𝜇

8

𝑛𝑟
(𝑃 (𝜌

1

𝑟
(𝑘) , 𝐷

𝑟𝑛
, 𝜏)−𝑃

𝑁
(𝑛))

− 𝜇

9

𝑛𝑟
(𝑃 (𝜌

𝑁

𝑛
, 𝐷

𝑛𝑟
, 𝜏) − 𝑃

𝑁
(𝑟))

− ∑

𝑢∈{𝑅∪𝐵}

(𝜇

17

𝑛𝑢𝑟
+ 𝜇

18

𝑛𝑟𝑢
)

− ∑

V∈{𝑅∪𝐵}

∑

dir∈DIR
𝜇

12

𝑛𝑟Vdir

× (𝑃 (𝜌

dir
𝑟
(𝑘) , 𝐷

𝑟V, 𝜏)

−𝑃

𝑁
(V) ) ]] 𝜂

𝑟𝑘

− ∑

𝑟∈𝐵

∑

𝑘∈𝐾

[∑

𝑛∈𝑁

[𝜇

8

𝑛𝑟
(𝑃 (𝜌

1

𝑟
(𝑘) , 𝐷

𝑟𝑛
, 𝜏)−𝑃

𝑁
(𝑛))

+𝜇

9

𝑛𝑟
(𝑃 (𝜌

𝑁

𝑛
, 𝐷

𝑛𝑟
, 𝜏)−𝑃

𝑁
(𝑟))]

+ ∑

V∈{𝑅∪𝐵}

∑

dir∈DIR
𝜇

12

𝑛𝑟Vdir

× (𝑃 (𝜌

dir
𝑟
(𝑘) , 𝐷

𝑟V, 𝜏)

−𝑃

𝑁
(V) ) ] 𝜂

𝑟𝑘
} ,

(Sub 3.1)

subject to

∑

𝑘∈𝐾

𝜂

𝑟𝑘
≤ 1 ∀𝑟 ∈ 𝑅, (A.3a)

𝜂

𝑟𝑘
= 0 or 1 ∀𝑟 ∈ 𝑅, 𝑘 ∈ 𝐾. (A.3b)

Because the configuration of BS is constant, (Sub 3.1) can
be further decomposed into |𝑅| independent subproblems.
For each candidate location 𝑟:

min{∑
𝑘∈𝐾

[𝜓

𝑟
+ Φ

𝑟
(𝑘) − ∑

dir∈DIR
𝜇

1

𝑟dir − 𝜇
2

𝑟
𝐶

𝑟
(𝑘)

+ ∑

𝑛∈𝑁

[− ∑

dir∈DIR
𝜇

4

𝑛𝑟dir

− 𝜇

8

𝑛𝑟
(𝑃 (𝜌

1

𝑟
(𝑘) , 𝐷

𝑟𝑛
, 𝜏) − 𝑃

𝑁
(𝑛))

− 𝜇

9

𝑛𝑟
(𝑃 (𝜌

𝑁

𝑛
, 𝐷

𝑛𝑟
, 𝜏) − 𝑃

𝑁
(𝑟))

− ∑

𝑢∈{𝑅∪𝐵}

(𝜇

17

𝑛𝑢𝑟
+ 𝜇

18

𝑛𝑟𝑢
)

− ∑

V∈{𝑅∪𝐵}

∑

dir∈DIR
𝜇

12

𝑛𝑟Vdir

× (𝑃 (𝜌

dir
𝑟
(𝑘) , 𝐷

𝑟V, 𝜏)

−𝑃

𝑁
(V) ) ]] 𝜂

𝑟𝑘
}

(Sub 3.1.1)

subject to (A.3a) and (A.3b).
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For each (Sub 3.1.1), find the configuration 𝑘 correspond-
ing to the smallest coefficient value of 𝜂

𝑟𝑘
. If the coefficient is

negative, then set 𝜂
𝑟𝑘
to be 1 and 0 otherwise.

Subproblem 2 (related to decision variables ℎdir
𝑟𝑏
). One has

𝑍sub3.2 (𝜇1, 𝜇15, 𝜇22)

=min{∑
𝑟∈𝑅

∑

𝑏∈𝐵

∑

dir∈DIR
ℎ

dir
𝑟𝑏
[𝜇

1

𝑟dir + ∑
𝑛∈𝑁

(𝜇

22

𝑛𝑟𝑏dir − 𝜇
15

𝑛𝑟𝑏dir)]},

(Sub 3.2)

subject to

∑

𝑏∈𝐵

ℎ

dir
𝑟𝑏
≤ 1 ∀𝑟 ∈ 𝑅, dir ∈ DIR, (A.4a)

ℎ

dir
𝑟𝑏
= 0 or 1 ∀𝑟 ∈ 𝑅,

𝑏 ∈ 𝐵, dir ∈ DIR .
(A.4b)

Equation (Sub 3.2) can be further decomposed into |𝑅| ×
|DIR| subproblems. For each RS 𝑟 and direction dir,

min{∑
𝑏∈𝐵

ℎ

dir
𝑟𝑏
[𝜇

1

𝑟dir + ∑
𝑛∈𝑁

(𝜇

22

𝑛𝑟𝑏dir − 𝜇
15

𝑛𝑟𝑏dir)]} (Sub 3.2.1)

Subject to (A.4a) and (A.4b).
For each (Sub 3.2.1), find the BS 𝑏which can result in the

smallest coefficient 𝜇1
𝑟dir +∑𝑛∈𝑁(𝜇

22

𝑛𝑟𝑏dir − 𝜇
15

𝑛𝑟𝑏dir) of ℎ
dir
𝑟𝑏
; if the

coefficient is negative, then set ℎdir
𝑟𝑏

to be 1 and 0 otherwise.

Subproblem 3 (related to decision variables 𝜅dir
𝑛𝑠
, 𝜋dir
𝑠𝑛
). One has

𝑍sub3.2 (𝜇3, 𝜇4, 𝜇5, 𝜇6, 𝜇7, 𝜇8, 𝜇9, 𝜇14, 𝜇15, 𝜇16)

= min ∑
𝑛∈𝑁

{∑

𝑠∈𝐵

[ ∑

dir∈DIR
𝜇

3

𝑠
𝜅

dir
𝑛𝑠
𝜃

dir
𝑛

+ 𝜇

5

𝑛𝑠
(𝜅

1

𝑛𝑠
(𝑃

𝑁

min − 𝜋
1

𝑠𝑛
))

+ 𝜇

6

𝑛𝑠
(𝜅

2

𝑛𝑠
(𝑃

𝑅

min − 𝜋
2

𝑛𝑠
))

+ (𝜇

8

𝑛𝑠
𝜋

1

𝑠𝑛
+ 𝜇

9

𝑛𝑠
𝜋

2

𝑛𝑠
) ]

+ ∑

𝑠∈𝑅

[ ∑

dir∈DIR
(𝜇

4

𝑛𝑠dir𝜅
dir
𝑛𝑠
− 𝜇

15

𝑛𝑠dir𝜅
dir
𝑛𝑠

+∑

𝑖∈𝑅

∑

𝑏∈𝐵

𝜇

16

𝑛𝑖𝑠𝑏dir𝜅
dir
𝑛𝑠
𝑀)

+ 𝜇

5

𝑛𝑠
(𝜅

1

𝑛𝑠
(𝑀 − 𝜋

1

𝑠𝑛
))

+ 𝜇

6

𝑛𝑠
(𝜅

2

𝑛𝑠
(𝑀 − 𝜋

2

𝑛𝑠
))

+ (𝜅

1

𝑛𝑠
𝜇

8

𝑛𝑠
𝜋

1

𝑠𝑛
+ 𝜅

2

𝑛𝑠
𝜇

9

𝑛𝑠
𝜋

2

𝑛𝑠
) ]

+ ∑

𝑠∈{𝑅∪𝐵}

[𝜇

7

𝑛
𝜅

1

𝑛𝑠
(𝜋

1

𝑠𝑛
)

+𝜇

14

𝑛
𝜅

2

𝑛𝑠
BEP (𝜋2

𝑛𝑠
)]} ,

(Sub 3.3)

subject to

∑

𝑏∈𝐵

𝜅

dir
𝑛𝑏
+ 𝜅

dir
𝑛𝑟
≤ 1 ∀𝑛 ∈ 𝑁,

𝑟 ∈ 𝑅, dir ∈ DIR,
(A.5a)

1 ≤ ∑

𝑠∈{𝑅∪𝐵}

𝜅

dir
𝑛𝑠

∀𝑛 ∈ 𝑁, dir ∈ DIR, (A.5b)

∑

𝑟∈𝑅

𝜅

dir
𝑛𝑟
≤ SDdir

∀𝑛 ∈ 𝑁, dir ∈ DIR, (A.5c)

0 ≤ 𝜋

dir
𝑠𝑛
≤ 𝜋 ∀𝑛 ∈ 𝑁,

𝑠 ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR,
(A.5d)

𝜅

dir
𝑛𝑠
= 0 or 1 ∀𝑛 ∈ 𝑁,

𝑠 ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR.
(A.5e)

Equation (Sub 3.3) can be further decomposed into |𝑁|
independent subproblems. For each MC 𝑛,

min{∑
𝑠∈𝐵

[ ∑

dir∈DIR
𝜇

3

𝑠
𝜅

dir
𝑛𝑠
𝜃

dir
𝑛

+ 𝜇

5

𝑛𝑠
(𝜅

1

𝑛𝑠
(𝑃

𝑁

min − 𝜋
1

𝑠𝑛
))

+ 𝜇

6

𝑛𝑠
(𝜅

2

𝑛𝑠
(𝑃

𝑅

min − 𝜋
2

𝑛𝑠
))

+ (𝜇

8

𝑛𝑠
𝜋

1

𝑠𝑛
+ 𝜇

9

𝑛𝑠
𝜋

2

𝑛𝑠
) ]

+ ∑

𝑠∈𝑅

[ ∑

dir∈DIR
(𝜇

4

𝑛𝑠dir𝜅
dir
𝑛𝑠
− 𝜇

15

𝑛𝑠dir𝜅
dir
𝑛𝑠

+∑

𝑖∈𝑅

∑

𝑏∈𝐵

𝜇

16

𝑛𝑖𝑠𝑏dir𝜅
dir
𝑛𝑠
𝑀)

+ 𝜇

5

𝑛𝑠
(𝜅

1

𝑛𝑠
(𝑀 − 𝜋

1

𝑠𝑛
))

+ 𝜇

6

𝑛𝑠
(𝜅

2

𝑛𝑠
(𝑀 − 𝜋

2

𝑛𝑠
))

+ (𝜅

1

𝑛𝑠
𝜇

8

𝑛𝑠
𝜋

1

𝑠𝑛
+ 𝜅

2

𝑛𝑠
𝜇

9

𝑛𝑠
𝜋

2

𝑛𝑠
) ]
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+ ∑

𝑛∈𝑁

∑

𝑠∈{𝑅∪𝐵}

[𝜇

7

𝑛
𝜅

1

𝑛𝑠
(𝜋

1

𝑠𝑛
)

+𝜇

14

𝑛
𝜅

2

𝑛𝑠
BEP (𝜋2

𝑛𝑠
)]}

(Sub 3.3.1)

subject to (A.5a), (A.5b), (A.5c), (A.5d), and (A.5e).
The two directions of DL and UL are independent;

(Sub 3.3.1) can be decomposed intoDL andUL subproblems.
Constraint (A.5a) illustrates that once an MC homes to
exactly a BS, it cannot home to RS anymore, and vice versa,
so (Sub 3.3.1) can be rewritten into following forms. In both
directions, while MC 𝑛 homes to a BS 𝑏, the decision variable
𝜅

dir
𝑛𝑏
= 1. For each MC 𝑛

(min{∑
𝑏∈𝐵

[𝜇

3

𝑏
𝜃

1

𝑛
+ 𝑃

𝑁

min𝜇
5

𝑛𝑏

−𝜋

1

𝑏𝑛
(𝜇

5

𝑛𝑏
+ 𝜇

7

𝑛
− 𝜇

8

𝑛𝑠
)] 𝜅

1

𝑛𝑏
,

∑

𝑟∈𝑅

[𝜇

4

𝑛𝑟1
+ ∑

𝑏∈𝐵

𝜇

15

𝑛𝑟𝑏1

+ 𝑃

𝑁

min𝜇
5

𝑛𝑟
+𝑀∑

𝑖∈𝑅

∑

𝑏∈𝐵

𝜇

16

𝑛𝑖𝑟𝑏1

−𝜋

1

𝑟𝑛
(𝜇

5

𝑛𝑟
+ 𝜇

7

𝑛
− 𝜇

8

𝑛𝑟
) ]

×𝜅

1

𝑛𝑟
}) (for DL)

+ (min{∑
𝑏∈𝐵

[𝜇

3

𝑏
𝜃

2

𝑛
+ 𝑃

𝑅

min𝜇
6

𝑛𝑏

− 𝜋

2

𝑛𝑏
(𝜇

6

𝑛𝑏
− 𝜇

9

𝑛𝑠
)

+𝜇

14

𝑛
BEP (𝜋2

𝑛𝑏
)] 𝜅

2

𝑛𝑏
,

∑

𝑟∈𝑅

[𝜇

4

𝑛𝑟2
+ ∑

𝑏∈𝐵

𝜇

15

𝑛𝑟𝑏2

+ 𝑃

𝑅

min𝜇
6

𝑛𝑟
+𝑀∑

𝑖∈𝑅

∑

𝑏∈𝐵

𝜇

16

𝑛𝑖𝑟𝑏2

− 𝜋

2

𝑛𝑟
(𝜇

6

𝑛𝑟
− 𝜇

9

𝑛𝑟
)

+𝜇

14

𝑛
BEP (𝜋2

𝑛𝑟
) ] 𝜅

2

𝑛𝑟
}) (for UL)

(Sub 3.3.2)

subject to (A.5a), (A.5b), (A.5c), (A.5d), and (A.5e).
The algorithm to optimally solve (Sub 3.3.2) is illustrated

in the following.

For DL

Step 1. Use SNR function to calculate the SNR value 𝜋1
𝑏𝑛
from

every BS to MC 𝑛.

Step 2. Find the BS 𝑏 which can result in the smallest
coefficient 𝜇3

𝑏
𝜃

1

𝑛
+ 𝑃

𝑁

min𝜇
5

𝑛𝑏
− 𝜋

1

𝑏𝑛
(𝜇

5

𝑛𝑏
+ 𝜇

7

𝑛
− 𝜇

8

𝑛𝑠
) of 𝜅1
𝑛𝑏
.

Step 3. Examining all sets of configuration for each RS in the
SNR function to determine the SNR value 𝜋1

𝑟𝑛
; meanwhile,

to find the RSs which can result in the first SD1 smallest
coefficient 𝜇4

𝑛𝑠1
+ ∑

𝑏∈𝐵
𝜇

15

𝑛𝑠𝑏1
+ 𝑃

𝑁

min𝜇
5

𝑛𝑠
+𝑀∑

𝑖∈𝑅
∑

𝑏∈𝐵
𝜇

16

𝑛𝑖𝑠𝑏1
−

𝜋

1

𝑠𝑛
(𝜇

5

𝑛𝑠
+𝜇

7

𝑛
−𝜇

8

𝑛𝑠
) of 𝜅1
𝑛𝑟
.The summation of these SD1 amount

of coefficients can be taken into consideration excluding
positive ones bigger than the smallest coefficient for the
further calculations. That is, we at least had the smallest
coefficient for further steps, whether it is negative or not.

Step 4. If the coefficient of 𝜅1
𝑛𝑏

in Step 2 is smaller than the
summation of coefficient of SD1 smallest coefficient of 𝜅1

𝑛𝑟
in

Step 3, then set 𝜅1
𝑛𝑏
to be 1; otherwise, set these SD1 of 𝜅1

𝑛𝑟
to

be 1.

For UL. Repeat Step 1 to Step 4 to determine 𝜅2
𝑛𝑠
and 𝜋2

𝑠𝑛
with

spatial diversity number SD2.

Subproblem 4 (related to decision variable 𝑥dir
𝑛𝑟𝑝

). One has

𝑍sub (𝜇16, 𝜇19, 𝜇22)

= min
{

{

{

∑

𝑛∈𝑁

∑

𝑟∈𝑅

∑

dir∈DIR
∑

𝑏∈𝐵

∑

𝑝∈𝑃𝑏𝑟

[

[

∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

𝛿

𝑝𝑢V(𝜇
19

𝑛𝑟𝑢Vdir + ∑
𝑗∈𝑅

𝜇

16

𝑛𝑟𝑗𝑏dir − ∑
𝑖∈𝑅

𝜇

16

𝑛𝑖𝑟𝑏dir) − 𝜇
22

𝑛𝑟𝑏dir
]

]

𝑥

dir
𝑛𝑟𝑝

}

}

}

(Sub 3.4)

subject to

∑

𝑏∈𝐵

∑

𝑝∈𝑃𝑏𝑟

𝑥

dir
𝑛𝑟𝑝
≤ 1 ∀𝑛 ∈ 𝑁,

𝑟 ∈ 𝑅, dir ∈ DIR,
(A.6a)

𝑥

dir
𝑛𝑟𝑝
= 0 or 1 ∀𝑛 ∈ 𝑁, 𝑟 ∈ 𝑅,

𝑝 ∈ 𝑃

𝑏𝑟
, 𝑏 ∈ 𝐵, dir ∈ DIR.

(A.6b)

Equation (Sub 3.4) can be further decomposed into |𝑁|×
|𝑅| × |DIR| independent shortest path problems with arc
weight 𝜇19

𝑛𝑟𝑢Vdir +∑𝑗∈𝑅 𝜇
16

𝑛𝑟𝑗𝑏dir −∑𝑖∈𝑅 𝜇
16

𝑛𝑖𝑟𝑏dir. For each shortest
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path problem, it can be effectively solved by Bellman Ford’s
minimum cost shortest path algorithm. For each RS 𝑛, RS 𝑟,
DIR dir, if the total cost of the shortest path is smaller than
𝜇

22

𝑛𝑟𝑏dir, then set 𝑥dir
𝑛𝑟𝑝

to be 1 and 0 otherwise.

Subproblem 5 (related to decision variables 𝑦dir
𝑛𝑢V, 𝜙

dir
𝑢V ). One

has

𝑍sub (𝜇2, 𝜇3, 𝜇10, 𝜇11, 𝜇12, 𝜇13, 𝜇17, 𝜇18, 𝜇19, 𝜇21)

= min{∑
𝑛∈𝑁

[ ∑

𝑢∈{𝑅∪𝐵}

∑

V∈𝑅

𝜇

2

V + ∑

𝑢∈𝐵

∑

V∈𝑅

𝜇

3

𝑢
]𝑦

1

𝑛𝑢V𝜃
1

𝑛

+ ∑

𝑛∈𝑁

[∑

𝑢∈𝑅

∑

V∈{𝑅∪𝐵}

𝜇

2

𝑢
+ ∑

𝑢∈𝑅

∑

V∈𝐵

𝜇

3

V]𝑦
2

𝑛𝑢V𝜃
2

𝑛

− ∑

𝑛∈𝑁

∑

V∈{𝑅∪𝐵}

∑

𝑢∈{𝑅∪𝐵}

𝜇

11

𝑛V𝑦
2

𝑛𝑢V𝜙
2

𝑢V

+ ∑

𝑛∈𝑁

∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

𝜇

13

𝑛
𝑦

1

𝑛𝑢VBEP (𝜙
1

𝑢V)

+ ∑

𝑛∈𝑁

∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

[𝜇

17

𝑛𝑢V𝑦
1

𝑛𝑢V + 𝜇
18

𝑛𝑢V𝑦
2

𝑛𝑢V]

+ ∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

∑

dir∈DIR
[∑

𝑛∈𝑁

(𝜇

10

𝑛𝑢Vdir (𝑀 − 𝜙

dir
𝑢V )

+ 𝜇

21

𝑢Vdir𝜃
dir
𝑛

−∑

𝑟∈𝑅

𝜇

19

𝑛𝑟𝑢Vdir) 𝑦
dir
𝑛𝑢V]

+ ∑

𝑛∈𝑁

∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

∑

dir∈DIR
[𝜇

12

𝑛𝑢Vdir𝜙
dir
𝑢V +𝑀]𝑦

dir
𝑛𝑢V

− ∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

∑

dir∈DIR
𝜇

21

𝑢Vdir𝐶𝑢V (𝜙
dir
𝑢V )} ,

(Sub 3.5)

subject to

0 ≤ 𝜙

dir
𝑢V ≤ 𝜙 ∀𝑢, V ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR, (A.7a)

𝑦

dir
𝑛𝑢V = 0 or 1 ∀𝑛 ∈ 𝑁,

𝑢, V ∈ {𝑅 ∪ 𝐵} , dir ∈ DIR.
(A.7b)

Similar to (Sub 3.3), Since DL and UL are two indepen-
dent transmission directions, we can rewrite (Sub 3.5) into
DL and UL subproblems:

min{ ∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

[∑

𝑛∈𝑁

[𝜇

10

𝑛𝑢V1𝑃
𝑅

min

+ (𝜇

12

𝑢V1 − 𝜇
10

𝑛𝑢V1) 𝜙
1

𝑢V𝜃
1

𝑛

+ 𝜇

17

𝑛𝑢V − ∑

𝑟∈𝑅

𝜇

19

𝑛𝑟𝑢V1

+ (𝜇

2

V + 𝜇
3

𝑢
+ 𝜇

21

𝑢V1)

+𝜇

13

𝑛
BEP (𝜙1

𝑢V)] 𝑦
1

𝑛𝑢V

−𝜇

21

𝑢V1𝐶𝑢V (𝜙
1

𝑢V) ]} (for DL)

+min{ ∑

𝑢∈{𝑅∪𝐵}

∑

V∈{𝑅∪𝐵}

[∑

𝑛∈𝑁

[𝜇

10

𝑛𝑢V2𝑃
𝑅

min

+ (𝜇

12

𝑢V2 − 𝜇
10

𝑛𝑢V2) 𝜙
2

𝑢V

+ 𝜇

18

𝑛𝑢V − ∑

𝑟∈𝑅

𝜇

19

𝑛𝑟𝑢V2

+ (𝜇

2

𝑢
+ 𝜇

3

V + 𝜇
21

𝑢V2) 𝜃
2

𝑛

−𝜇

11

𝑛
𝜙

2

𝑢V] 𝑦
2

𝑛𝑢V

−𝜇

21

𝑢V2𝐶𝑢V (𝜙
2

𝑢V) ]} (for DL) ,

(Sub 3.5.1)

subject to (A.7a) and (A.7b).
Equation (Sub 3.5.1) can then be decomposed into |𝑅 ∪

𝐵| × |𝑅 ∪ 𝐵| independent subproblems. For each link 𝑢V,

min{∑
𝑛∈𝑁

[𝜇

10

𝑛𝑢V1𝑃
𝑅

min + (𝜇
12

𝑢V1 − 𝜇
10

𝑛𝑢V1) 𝜙
1

𝑢V

+ 𝜇

17

𝑛𝑢V − ∑

𝑟∈𝑅

𝜇

19

𝑛𝑟𝑢V1

+ (𝜇

2

V + 𝜇
3

𝑢
+ 𝜇

21

𝑢V1) 𝜃
1

𝑛

+𝜇

13

𝑛
BEP (𝜙1

𝑢V) ] 𝑦
1

𝑛𝑢V

−𝜇

21

𝑢V1𝐶𝑢V (𝜙
1

𝑢V)} (for DL)

+min{∑
𝑛∈𝑁

[𝜇

10

𝑛𝑢V2𝑃
𝑅

min

+ (𝜇

12

𝑢V2 − 𝜇
10

𝑛𝑢V2) 𝜙
2

𝑢V

+ 𝜇

18

𝑛𝑢V − ∑

𝑟∈𝑅

𝜇

19

𝑛𝑟𝑢V2

+ (𝜇

2

𝑢
+ 𝜇

3

V + 𝜇
21

𝑢V2) 𝜃
2

𝑛

−𝜇

11

𝑛
𝜙

2

𝑢V] 𝑦
2

𝑛𝑢V

−𝜇

21

𝑢V2𝐶𝑢V (𝜙
2

𝑢V)} (for DL) ,

(Sub 3.5.2)

subject to (A.7a) and (A.7b).
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The algorithm to optimally solve (Sub 3.5.2) is illustrated
in the following.

For DL

Step 1. Examining all sets of configuration for each source
node 𝑢 in the SNR function to determine the SNR value 𝜙1

𝑢V
which can result in the smallest summation of coefficient
∑

𝑛∈𝑁
[𝜇

10

𝑛𝑢V1𝑃
𝑅

min +(𝜇
12

𝑢V1 −𝜇
10

𝑛𝑢V1)𝜙
1

𝑢V +𝜇
17

𝑛𝑢V −∑𝑟∈𝑅 𝜇
19

𝑛𝑟𝑢V1 +(𝜇
2

V +

𝜇

3

𝑢
+𝜇

21

𝑢V1)𝜃
1

𝑛
+𝜇

13

𝑛
BEP(𝜙1

𝑢V)] of𝑦
1

𝑛𝑢V. If all individual coefficients
are positive, then set 𝜙1

𝑢V and all 𝑦1
𝑛𝑢V to be 0.

Step 2. For each MC 𝑛, if the coefficient 𝜇10
𝑛𝑢V1𝑃
𝑅

min + (𝜇
12

𝑢V1 −

𝜇

10

𝑛𝑢V1)𝜙
1

𝑢V+𝜇
17

𝑛𝑢V−∑𝑟∈𝑅 𝜇
19

𝑛𝑟𝑢V1+(𝜇
2

V+𝜇
3

𝑢
+𝜇

21

𝑢V1)𝜃
1

𝑛
+𝜇

13

𝑛
BEP(𝜙1

𝑢V)

is negative, then set 𝑦1
𝑛𝑢V to be 1 and 0 otherwise.

For UL. Repeat Steps 1 and 2 to determine 𝜙2
𝑢V and 𝑦

2

𝑛𝑢V.

Subproblem 6 (related to decision variable 𝜔
𝑛
). One has

𝑍sub (𝜇7, 𝜇13)

= min{∑
𝑛∈𝑁

[𝜇

13

𝑛
BER (𝜔

𝑛
) + 𝜇

7

𝑛
𝜔

𝑛
]} ,

(Sub 3.6)

subject to

𝜔

min
𝑛
≤ 𝜔

𝑛
≤ 𝜔

max
𝑛

∀𝑛 ∈ 𝑁, (A.8a)

𝜔

𝑛
∈ Ω

𝑛
= {0, Δ, 2Δ, 3Δ, 4Δ, . . .} ∀𝑛 ∈ 𝑁. (A.8b)

For (Sub 3.6) can be solvable, we introduced constraint
(A.8b) into this subproblem to transform𝜔

𝑛
from continuous

to discrete. Then, (Sub 3.6) can be further decomposed into
|𝑁| independent subproblems. For each MC 𝑛,

min {𝜇13
𝑛
BER (𝜔

𝑛
) + 𝜇

7

𝑛
𝜔

𝑛
} , (Sub 3.6.1)

subject to (A.8a) and (A.8b).
We can calculate the value of (Sub 3.6.1) by examining

every𝜔
𝑛
exhaustively. Set𝜔

𝑛
while it can result in the smallest

value of (Sub 3.6.1). Here, we applied the intervalΔ to be 0.01.

Subproblem 7 (related to decision variable 𝜀
𝑛V). One has

𝑍sub (𝜇11, 𝜇14)

= min{∑
𝑛∈𝑁

∑

V∈{𝑅∪𝐵}

[𝜇

14

𝑛
BER (𝜀

𝑛V) + 𝜇
11

𝑛V𝜀𝑛V]} ,

(Sub 3.7)

subject to

𝜀

min
𝑛V ≤ 𝜀

𝑛V ≤ 𝜀
max
𝑛V ∀𝑛 ∈ 𝑁, V ∈ {𝑅 ∪ 𝐵} , (A.9a)

𝜀

𝑛V ∈ 𝐸𝑛V = {0, Δ, 2Δ, 3Δ, 4Δ, . . .} ∀𝑛 ∈ 𝑁, V ∈ {𝑅 ∪ 𝐵} .
(A.9b)

In the same situation like Subproblem 7, we introduced
constraint (A.9b) into subproblem 7 to transform 𝜀

𝑛V from

continuous to discrete. Equation (Sub 3.7) can be further
decomposed into |𝑁|×|𝑅∪𝐵| independent subproblems. For
each MC 𝑛, RS (or BS) V,

min {𝜇14
𝑛
BER (𝜀

𝑛V) + 𝜇
11

𝑛V𝜀𝑛V} , (Sub 3.7.1)

subject to (A.9a), and (A.9b).
Similar to (Sub 3.6.1), (Sub 3.7.1) can be solved by

exhaustively examining 𝜀
𝑛V to find out the smallest value of

this problem; then set 𝜀
𝑛V. Here, we applied the interval Δ to

be 0.01.

The Dual Problem and the Subgradient Method. Accord-
ing to the algorithms proposed previously, the Lagrangian
relaxation problem can be solved effectively and optimally.
Based on the weak Lagrangian duality theorem, the objective
value of 𝑍

𝐷
(𝜇

1
, 𝜇

2
, 𝜇

3
, 𝜇

4
, 𝜇

5
, 𝜇

6
, 𝜇

7
, 𝜇

8
, 𝜇

9
, 𝜇

10
, 𝜇

11
, 𝜇

12
, 𝜇

13
,

𝜇

14
, 𝜇

15
, 𝜇

16
, 𝜇

17
, 𝜇

18
, 𝜇

19
, 𝜇

20
, 𝜇

21
, 𝜇

22
) is a lower bound of

𝑍

𝐼𝑃
. The following dual problem is constructed to calculate

the tightest lower bound and solved the dual problem by
using the subgradient method.

Dual Problem (D). One has

𝑍

𝐷
= max 𝑍

𝐷
(𝜇

1
, 𝜇

2
, 𝜇

3
, 𝜇

4
, 𝜇

5
, 𝜇

6
,

𝜇

7
, 𝜇

8
, 𝜇

9
, 𝜇

10
, 𝜇

11
,

𝜇

12
, 𝜇

13
, 𝜇

14
, 𝜇

15
, 𝜇

16
,

𝜇

17
, 𝜇

18
, 𝜇

19
, 𝜇

20
, 𝜇

21
, 𝜇

22
) ,

(A.10)

subject to

𝜇

1
, 𝜇

2
, 𝜇

3
, 𝜇

4
, 𝜇

5
, 𝜇

6
, 𝜇

7
, 𝜇

8
, 𝜇

9
,

𝜇

10
, 𝜇

11
, 𝜇

12
, 𝜇

13
, 𝜇

14
, 𝜇

15
,

𝜇

16
, 𝜇

17
, 𝜇

18
, 𝜇

19
, 𝜇

20
, 𝜇

21
, 𝜇

22
≥ 0.

(A.11)

Let the vector 𝑆 be a subgradient of 𝑍

𝐷
=

max 𝑍
𝐷
(𝜇

1
, 𝜇

2
, 𝜇

3
, 𝜇

4
, 𝜇

5
, 𝜇

6
, 𝜇

7
, 𝜇

8
, 𝜇

9
, 𝜇

10
, 𝜇

11
, 𝜇

12
, 𝜇

13
, 𝜇

14
,

𝜇

15
, 𝜇

16
, 𝜇

17
, 𝜇

18
, 𝜇

19
, 𝜇

20
, 𝜇

21
, 𝜇

22
). Then, in iteration 𝑘 of

the subgradient procedure, the multiplier vector 𝑚𝑘 =

(𝜇

𝑘

1
, 𝜇

𝑘

2
, 𝜇

𝑘

3
, 𝜇

𝑘

4
, 𝜇

𝑘

5
, 𝜇

𝑘

6
, 𝜇

𝑘

7
, 𝜇

𝑘

8
, 𝜇

𝑘

9
, 𝜇

𝑘

10
, 𝜇

𝑘

11
, 𝜇

𝑘

12
, 𝜇

𝑘

13
, 𝜇

𝑘

14
, 𝜇

𝑘

15
, 𝜇

𝑘

16
,

𝜇

𝑘

17
, 𝜇

𝑘

18
, 𝜇

𝑘

19
, 𝜇

𝑘

20
, 𝜇

𝑘

21
, 𝜇

𝑘

22
) is updated by𝑚𝑘+1 = 𝑚𝑘+𝑡𝑘𝑆𝑘.The

step size 𝑡𝑘 is determined by 𝑡𝑘 = 𝜆((𝑍∗
𝐼𝑃
− 𝑍

𝐷
(𝑚

𝑘
))/‖𝑆

𝑘
‖

2

).
𝑍

∗

𝐼𝑃
is the best primal objective function value found by

iteration 𝑘. 𝜆 is a constant where 0 ≤ 𝜆 ≤ 2.
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6LoWPAN technology has attracted extensive attention recently. It is because 6LoWPAN is one of Internet of Things standard
and it adapts to IPv6 protocol stack over low-rate wireless personal area network, such as IEEE 802.15.4. One view is that IP
architecture is not suitable for low-rate wireless personal area network. It is a challenge to implement the IPv6 protocol stack
into IEEE 802.15.4 devices due to that the size of IPv6 packet is much larger than the maximum packet size of IEEE 802.15.4 in
data link layer. In order to solve this problem, 6LoWPAN provides header compression to reduce the transmission overhead for IP
packets. In addition, two selected routing schemes, mesh-under and route-over routing schemes, are also proposed in 6LoWPAN
to forward IP fragmentations under IEEE 802.15.4 radio link. The distinction is based on which layer of the 6LoWPAN protocol
stack is in charge of routing decisions. In route-over routing scheme, the routing distinction is taken at the network layer and,
in mesh-under, is taken by the adaptation layer. Thus, the goal of this research is to understand the performance of two routing
schemes in 6LoWPAN under error-prone channel condition.

1. Introduction

6LoWPAN [1, 2] is an IETF standardized IPv6 adaptation
layer that allows IP over low-power, lossy networks. Extend-
ing IP to LoWPANs (low-power, wireless personal area
networks) faces different challenges than traditional network.
The microcontrollers typically embedded with LoWPAN
radios have limited memory and compute power. Thus, the
technique for transmitting IPv6 packets over Low-power
Wireless Personal Area Networks is called 6LoWPAN. How-
ever, 6LoWPAN is difficult to implement because the size
of IPv6 packet is much larger than the packet size of IEEE
802.15.4 data link layer. In order to make it possible, the
IETF 6LoWPAN working group introduces the adaptation
layer between network and data link layers. It provides header

compression to reduce transmission overhead, fragmenta-
tion, and reassembly of IPv6 packet. It can also be involved in
routing decisions, and the routing scheme in 6LoWPAN can
be divided into two categories. In the mesh-under method,
the routing decision is taken in adaptation layer. On the other
hand, the route-over method makes the routing decision in
network layer.

Mesh-under and route-over routing schemes can be con-
sidered as end-to-end and hop-by-hop transmission, respec-
tively. Hop-by-hop fragmentation and reassembly generate
more delay but achieve better fragment arrival ratio.Whereas
end-to-end scheme has less latency, but fragment loss has
high probability. Therefore, the goal of this research is to
understand the performance of two routing schemes in
6LoWPAN under error-prone channel condition.
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In 6LoWPAN protocol stack, the last two layers are
based on IEEE 802.15.4 physical and data-link layers. A
two-dimensional discrete-time Markov chain for unslotted
CSMA/CA mechanism in 6LoWPAN is used to analyze the
performance in unsaturated 6LoWPAN for rout-over and
mesh-under routing schemes. Based on this Markov chain,
the packet successful transmission probability for route-over
andmesh-under routing schemes is evaluated under different
numbers of competing nodes andwireless channel condition.
To the best of our knowledge, this study is not yet reported
in the literature. Finally, we attempt to compare route-over
against mesh-under routing schemes in 6LowPAN in terms
of goodput for IP end-to-end communication.

The rest of the paper is organized as follows. Next
section describes related researchworks. Section 3 introduces
the 6LoWPAN unslotted CSMA/CA mechanism. Section 4
describes the mesh-under and the route-over routing
schemes in 6LoWPAN. Section 5 describes the proposed two-
dimensional discrete-timeMarkov chain tomodel 6LowPAN
unslotted CSMA/CA mechanism and analyzes the goodput
for 6LowPAN routing schemes under error-prone channel
condition. Section 6 shows the analysis results for probability
of IP packet successful transmission in both route-over and
mesh-under routing schemes. Finally, Section 7 presents our
conclusions.

2. Related Work

In the case of the WLAN, Bianchi [3] presented an analytical
model to compute the saturation throughput performance
evaluation of both RTC/CTS access mechanisms.

In WSN, [4] presented a similar analytical model to
predict energy consumption as well as the throughput of
saturated and unsaturated 802.15.4 networks, based on which
some design guidelines can be derived. In order to address
system goodput and energy efficiency enhancement, [5]
studies packet size optimization for IEEE 802.15.4 networks.
Taking into account the CSMA-CA contention, protocol
overhead, and channel condition, analytical models are pro-
posed to calculate the goodput and the energy consumption.
In [6], the authors try to analyze the complete CSMA/CA in
IEEE 802.15.4. First, to analyse the performance of the slotted
CSMA/CA of IEEE 802.15.4 by integrating the discrete-time
Markov chain models of the node states and the channel
states and then extend themodels by adopting amodification
to the CAP. The extended models could be used to analyze
the performance of the unslotted and slotted CSMA/CA
strategy. In nonbeacon-enabled mode [7], build a process
chain to model unslotted CSMA/CA mechanism. However,
the backoff procedure is not only a Markov chain but also the
backoff time counter is an accumulationwhich value depends
on how many times the node has tried to access the channel
without success. According to the proposed process chain
and mathematical model, the distribution of traffic changes
has been estimated when different loads are offered to the
network. Moreover, the proposed model can evaluate the
proper packet size to improve the success probability.

In [8], an analytical comparison between route-over
and mesh-under schemes based on 6LoWPAN experimen-
tal research which tries to analyze the fragment arrival
probability, the total number of transmissions and the total
delay from source and destination. However, the authors
analyze the arrival probability for single fragment inmultihop
environment. Furthermore, they assume that the fragment
arrival probability for one hop distance is fixed, which means
that the number of competing nodes in each hop has not
been concerned. In our research, the probability of successful
transmission for each fragment is different depending on the
contention window in MAC layer for IEEE 802.15.4. And we
analyze the complete IP packet arrival probability including
all IP fragments for route-over and mesh-under.

3. Overview of CSMA/CA
Mechanism in 6LowPAN

6LoWPAN protocol stack adopts IEEE 802.15.4 standard
PHY and MAC layers which are specified in [1, 2]. Figure 1
[9] illustrates the steps of unslotted CSMA/CA algorithm
of 6LoWPAN. 𝑁𝐵 is the number of times the CSMA/CA
algorithm was required to back off while attempting the
current transmission (the value will be initialized to 0). In the
first-time backoff, the range of random contention window
(CW) is from [0, 2

macMinBE
− 1]. Here macMinBE is the

minimum value of the backoff exponent (BE) that has the
default value which is 3. When backoff counter reaches 0, the
node performs channel sensing immediately.

The random backoff mechanism is used to decrease
the probability of collisionsand ensure that the channel is
clear for a node to access it. The channel clear assessment
in unslotted CSMA/CA is one backoff period (in slotted
CSMA/CA, which performs two channel clear assessments
before transmission). If the channel is detected to be busy,
BE is increased by 1, and the new backoff stage begins
before channel sensing. This process is repeated until BE
equals upperbounded macMaxBE (maximum value of BE,
the default is 5), and then the BE is frozen at macMaxBE.
When the number of backoff stage is equal to macMaxCS-
MABackoffs (the default value is 4), the node access channel
is failure.

4. Routing Scheme in 6LoWPAN

To enable the transmission of large IPv6 packets over size
constrained link layer payload size (102 bytes of payload)
in IEEE 802.15.4, the 6LoWPAN adaptation layer provides
IP packet fragmentation mechanism [1]. All fragments are
transmitted into multiple link-layer frames for reassembling
them at the other end under the mesh-under or route-over
routing scheme in 6LoWAN.

Asmentioned in the previous section, 6LoWPAN divides
routing schemes into mesh-under and route-over [2, 8]
schemes. The distinction is based on which layer of the
6LoWPAN protocol stack is in charge of routing decisions;
in route over they are taken at the network layer, and in mesh
under at the adaptation layer. Figure 2 shows routing decision
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Figure 1: 6LoWPAN unslotted CSMA/CA algorithm [9].

layer for both mesh-under and route-over routing schemes
[1].

4.1. Mesh-Under Routing Scheme. In the mesh-under routing
scheme, the routing functions are placed at the link layer
based on IEEE 802.15.4 frame structure and the 6LoWPAN
header [2, 8]. All fragments will be sent to the next hop by
mesh routing and finally reach to the destination. Different
fragments of one IP packet might reach the destination via
different route-paths. If all fragments are received at the
destination successfully, the destination’s adaptation layer
reassembles all fragments into an IP packet. The adapta-
tion layer of destination node starts reconstruction process.
However, any fragment is missing in forwarding process; all
fragments of this IP packet are retransmitted from the source
to the destination.

4.2. Route-Over Routing Scheme. In route-over scheme, each
sensor node inside the route path acts as an IP router.
The IP packet is forwarded hop by hop from the source
node to the destination node [2, 8]. The IP packet’s payload
is encapsulated with IPv6 header. After that, IP packet is
fragmented by the adaptation layer and all IP fragments will
be sent to the next hop based on routing table. The next hop
has to reassemble them in order to reconstruct the original

IP packet in adaptation layer when all fragments are received
successfully. The reconstruction process starts only when the
last fragment arrives. Once reconstructed, the IP packet will
be sent to the network layer. Finally, the IP packet will be
fragmented again and these fragments will be delivered to the
nexthop. However, the retransmission executes only in one-
hop distance if there is any fragment lost in this forwarding
process.

5. Numerical Analytical Model for
6LoWPAN Routing Schemes in
Error-Prone Channel Condition

In this section, we propose mathematical models to analyze
the IP packet successful transmission probability for route-
over and mesh-under, respectively. In addition, we present
the goodput analysis to compare the performance of these
two routing schemes under error-prone channel condition.

5.1. Markov Chain Model for Unslotted CSMA/CA Mecha-
nism in Error-Prone Channel Condition. In Figure 3, a two-
dimensional discrete-time Markov chain model has been
used to analyze the unslotted CSMA/CA mechanism in
6LoWPAN under error-prone channel condition. Define the
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Figure 3: The Discrete-time Markov chain model for unslotted CSMA/CA mechanism in 6LoWPAN under error-prone channel condition.

state as {𝑛𝑏(𝑡), 𝑏𝑐(𝑡)}; 𝑛𝑏(𝑡), 𝑏𝑐(𝑡) as the stochastic process
representing the number of backoff times and the backoff
counter at time slot 𝑡, respectively. When 𝑛𝑏(𝑡) ∈ [0,𝑚],
𝑚 is the maximum number of backoff stage which is equal
to macMaxCSMABackoffs (the default value is 4); 𝑏𝑐(𝑡) ∈

[0 , 𝑊

𝑖
− 1]. Note that when 𝑏𝑐(𝑡) = 0, the node enters CCA

state immediately. Thus, 𝑏𝑐(𝑡) = 0 is replaced by 𝑏𝑐(𝑡) = −1

which represents the successful CCA attempt. In addition,
{0, −1} ∼ {𝑚, −1} represents the successful CCA state for
backoff stage from 0 to the maximum backoff number 𝑚.

According to the protocol, the duration of the backoff counter
is

𝑊

𝑖
= 2

macMinBE
2

min{macMaxBE−macMinBE,𝑖}
, 𝑖 ∈ [0,𝑚]

(1)

𝛼 is the probability that the channel is busy at the CCA
detection. When (𝑡) = −1, it represents the successful
transmission attempt. The range of 𝑛𝑏(𝑡) is from {−1, 𝐿} to
{−1, 0}, where 𝐿 is the number of time slots when a packet
is under the transmission duration. Hence, the length of a
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transmission period must equal the length of packet. We
propose an interference model in the transmission process
based on this Markov chain, it occurs when the transmission
process. We let 𝜆 be defined as frame error rate (FER). Bit
error rate (BER) is used to indicate the wireless channel
condition. Thus, the given certain BER value, 𝜆, can be
calculated by

𝜆 = 1 − (1 − BER)

𝑙 (2)

𝑙 = 𝐿 ⋅ 𝑇Slot ⋅ 𝑅, (3)

where 𝑇Slot is a aUnit Backoff Period and 𝑅 is a physical
layer bit rate. Equation (2) is shown that the different channel
conditions and the length of packet transmission will impact
the FER. While the value of 𝜆 is too high, the packet
transmission error, a node, will back to the idle state {−1, 0}.
And 𝑞 is defined as the probability that the user is still in the
idle state in the next time slot.

Let the stationary probabilities of the Markov chain be
𝑏

𝑛,𝑏
= 𝑃{(𝑛𝑏(𝑡), 𝑏𝑐(𝑡)) = (𝑛, 𝑏)}. Note that backoff counter

reaches 0 and the node enters CCA state immediately. Hence,
𝑏

𝑛,0
has a same value as 𝑏

𝑛,−1
. We obtain that

𝑏

𝑛,−1
= 𝛼

𝑛
𝑏

0,−1
, 𝑛 ∈ [1,𝑚] ,

𝑏

−1,𝐿
= (1 − 𝛼

𝑚+1
) 𝑏

0,−1
,

𝑏

−1,0
=

𝑏

0,−1

1 − 𝑞

.

(4)

The sum of probabilities of all the states should be equal
to 1, and we have

𝑏

−1,0
+

𝐿

∑

𝑙=1

𝑏

−1,𝑙
+

𝑚

∑

𝑛=1

𝑏

𝑛,−1

+ 𝑏

0,−1
+

𝑚

∑

𝑛=0

𝑊𝑛−1

∑

𝑏=1

𝑏

𝑛,𝑏
= 1,

(5)

where 𝜏 is the probability that a node attempts carrier sensing;
we get

𝜏 =

𝑚

∑

𝑛=0

𝑏

𝑛,−1
. (6)

Assume that the system has 𝑁 nodes. From [4], the
probability that the channel is busy in CCA is

𝛼 = [1 −

1

1 (1 + 1/ (1 − (1 − 𝜏)

𝑁
))

] (1 − (1 − 𝜏)

𝑁−1
)

=

1 − (1 − 𝜏)

𝑁−1

2 − (1 − 𝜏)

𝑁
.

(7)

According to the proposed Markov chain model, we can
get the probability to enter transmission stage which is

𝑃tr = 𝜏 ⋅ (1 − 𝛼) . (8)

While a node access channel is successful, it will transmit
data, and the transmission task is completed in data link layer.
But this transmission cannot ensure that the packet arrival to
receiver is correctly. It is possible occurring interference in air
propagation. Hence, a successful transmission will not have
any FER from sender to receiver. We can get

𝑃suc = 𝑃tr ⋅ (1 − 𝜆) . (9)

5.2. IP Packet Successful Transmission Probability for Route-
Over and Mesh-Under. Consider

𝑃

mu
suc =

{

{

{

[

𝑘

∑

𝑖=0

(𝑃suc) (1 − 𝑃suc)
𝑖
]

𝑓

}

}

}

ℎ

.
(10)

Let 𝑘 represent macMaxFrameRetries which has default
value which is 3, and 𝑓 is the number of fragments with
hop counts ℎ. In mesh-under scheme, all fragments must
aggregate at destination. Each fragment is sent from source
to the destination in ℎ hops. Thus, the IP packet successful
transmission probability decreases gradually after𝑓number
of fragments through ℎ hops transmission route-path:

𝑃

ro
suc = [

𝑘

∑

𝑖=0

(𝑃suc) (1 − 𝑃suc)
𝑖

]

𝑓

.

(11)

Equation (11) is the IP packet successful probability of
6LoWPAN route-over routing scheme. The major feature
of route-over is hop-by hop fragmentation and reassembly.
In each hop, all fragments will recover to a completed
IPv6 packet. Moreover, in the modeling assumption, each
hop contents ideal channel condition. Consequently, we
can consider route-over scheme as hop-by-hop forwarding
from source to destination. Although this scheme consumes
more energy and delay time, but it brings the robust packet
transmission rate.

5.3. Goodput Analysis for 6LoWPAN Routing Schemes. To
evaluate the goodput, we consider that a cycle of transmission
includes idle, contention, and transmission states. These
states define as the duration, and each one is normalized
which contains probability. The equations are shown as
follows.

𝐸 [idle] = (1 − 𝑃tr)
𝑁

⋅ 𝜎,
(12)

where 𝜎 is defined as the duration of an empty slot time
and 𝑁 is number of competing nodes. Equation (12) is the
expectation of node’s idle duration. If any competing node
generates frame to transmit, it will transit to contention state.
The expectation of a node in contention state is

𝐸 [wait] = 𝑃tr ⋅ (7 × 𝑇Slot + 𝑇CCA)

+ 𝑃tr ⋅ (1 − 𝑃tr) ⋅ (23 × 𝑇Slot + 𝑇CCA)

+𝑃tr ⋅ (1 − 𝑃tr)
2

⋅ (55 × 𝑇Slot + 𝑇CCA)

+𝑃tr ⋅ (1 − 𝑃tr)
3

⋅ (87 × 𝑇Slot + 𝑇CCA)

+ 𝑃tr ⋅ (1 − 𝑃tr)
4

⋅ (119 × 𝑇Slot + 𝑇CCA) .

(13)
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Figure 4: The procedure of data transmission in 6LoWPAN using the acknowledged and unacknowledged transmission.
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Figure 5: The successful IP packet transmission probability with 3 competing nodes for mesh-under and route-over routing schemes in
6LowPAN under error-prone channel condition.

In (13), a timeslot and CCA durations are 320 𝜇s and 128𝜇s,
respectively. In the first backoff stage, the maximum number
of slots for backoff counter is 8 (from 0 to 7). If access
channel is failure in first stage, it will enter to next stage and
backoff again. Since the main difference between route-over
and mesh-under schemes is hop-by-hop fragmentation and
reassembly, itmeans that the transmission delay in route-over
scheme is higher than mesh-under scheme. Thus, we define
𝛿 is the delay time for the IP packet assembly and reassembly
for route-over scheme. The expectation of transmission state
for these two schemes is different. Moreover, we also consider
the transmission can be with and without retransmission,
respectively. From [9], the duration of transmission state for
two types is shown in Figure 4.

Figure 4 illustrates the procedure of data transmission in
6LoWPAN using the acknowledged and unacknowlwdged
transmission, respectively. The length of the IFS depends
on the size of the frame that has been transmitted. The
packet length greater than 18 bytes will be followed by a
long IFS (LIFS is 40 symbols) and short frames by a short
IFS (SIFS is 12 symbols). Thus, a mathematical analysis

on transmission performance for the 6LoWPAN can be
expressed in Acknowledged and Unacknowledged types.

5.3.1. Goodput Analysis for Unacknowledged Transmission.
The goodput analysis model for unacknowledged transmis-
sion in both route-over and mesh-under routing schemes
is presented in this section. We first obtain the expected
transmission time for route-over and mesh-under routing
schemes.

Consider

𝐸

ro
noack [tx] = 𝑃suc ⋅ (𝑇data + 𝑇LIFS + 𝛿) ,

𝐸

mu
noack [tx] = 𝑃suc ⋅ (𝑇data + 𝑇LIFS) .

(14)

Equations (14) present the expected transmission time for
route-over and mesh-under routing schemes, respectively.
𝑇data represents the transmission time for one IP fragment.
𝑇LIFS is LIFS period which is 640 𝜇s. SIFS is used when the
MPDU is smaller than or equal to 18 bytes. In addition, 𝛿 is
the process delay for IP packet fragmentation and reassembly
IP packet. We assume that the 𝛿 is around 2ms.
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Figure 6: The successful IP packet transmission probability with 5 competing nodes for mesh-under and route-over routing schemes in
6LowPAN under error-prone channel condition.
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Figure 7: The successful IP packet transmission probability with 7 competing nodes for mesh-under and route-over routing schemes in
6LowPAN under error-prone channel condition.

Thus, the transmission goodput of route-over and mesh-
under routing schemes can be obtained from (15):

𝑆

ro
noack =

𝑃

ro
suc ⋅ IPpayload

(𝐸 [idle] + 𝐸 [wait] + 𝐸

ro
noack [tx]) ⋅ 𝑓 ⋅ ℎ

,

𝑆

mu
noack =

𝑃

mu
suc ⋅ IPpayload

(𝐸 [idle] + 𝐸 [wait] + 𝐸

mu
noack [tx]) ⋅ 𝑓 ⋅ ℎ

,

(15)

where 𝑃

ro
suc and 𝑃

mu
suc are the successful transmission prob-

ability for route-over and mesh-under routing schemes.
𝑓and ℎ are the number of fragmentations and hop count
from source to destination, respectively. 𝐸[idle], 𝐸[wait], and
𝐸[tx] represent the expected idle time, competing time, and
transmission time, respectively.

5.3.2. Goodput Analysis for Acknowlwdged Transmission. In
this section, we first obtain the expected transmission time
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Figure 8: Goodput for mesh-under and route-over routing schemes in 6LowPAN under error-prone channel condition.

for route-over andmesh-under routing schemes for acknowl-
edged transmission:

𝐸

ro
ack [tx] = 𝑃suc ⋅ (𝑇data + 𝑇turn around + 𝑇ack + 𝑇LIFS + 𝛿) ,

𝐸

mu
ack [tx] = 𝑃suc ⋅ (𝑇data + 𝑇turn around + 𝑇ack + 𝑇LIFS) .

(16)

𝑇ack and 𝑇turn around are the acknowledgement transmission
time (352 𝜇s), and turnaround time (192 𝜇s), respectively.
If there is no acknowledgement, then turnaround time
𝑇turn around and 𝑇ack is equal to zero. Finally, the goodput of
acknowledged transmission for route-over and mesh-under
routing schemes in error-prone wireless environment can be
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Table 1: Numerical evaluation parameters.

IPv6 packet size 1280 bytes
Number of fragments 14
Number of competing nodes 3, 5, and 7
Hop counts From 1 to 7
BER From 0 to 1E-3

computed as follows:

𝑆

ro
ack = 𝑃

ro
suc ⋅ IPpayload

× ([

𝑘

∑

𝑖=0

(1 − 𝑃suc)
𝑖

⋅ (𝐸 [idle] + 𝐸 [wait]

+𝐸

ro
[tx]) ] ⋅ 𝑓 ⋅ ℎ)

−1

,

𝑆

mu
ack = 𝑃

mu
suc ⋅ IPpayload

× ([

𝑘

∑

𝑖=0

(1 − 𝑃suc)
𝑖

⋅ (𝐸 [idle] + 𝐸 [wait]

+𝐸

mu
[tx]) ] ⋅ 𝑓 ⋅ ℎ)

−1

,

(17)

where macMaxFrameRetriesis 3, 𝑓, and ℎ are the number of
fragmentations and hop count from source to destination,
respectively.

6. Performance Emulation Results for
6LoWPAN Routing Schemes in Error-Prone
Channel Condition

In this section, we present the numerical analysis results for
6LoWPAN routing schemes in error-prone channel condi-
tion. Our probabilistic model was emulated by PRISM [10].
Let the IPv6 packet size be minimumMTU (1280 bytes), and
it will be fragmented into 14 maximum IEEE 802.15.4 frames
(133 bytes), so called fragments. Assume 𝑓 fragments were
sent from source to destination through ℎ hop counts. The
evaluation parameters are shown in Table 1.

From results in figures 5, 6, and 7, we observed that
the number of competing nodes increases, the probability
of successful transmission for two routing schemes are
decreases due to the busy channel condition.The result shows
that the rout-over routing is beneficial compared to themesh-
under routing scheme since it reduces the probability of
collisions from competing nodes and hop count. It is because
that the transmission probability would resume to 1 due to
that the route-over scheme reassembled all fragments for
each hop. Therefore, the IP packet transmission successful
probability would not decrease after multihops routing path.
However, route-over consumes more delay time from hop-
by-hop fragments assembly and reassembly.

In Figure 8, as we can observe from both route-over and
mesh-under routing schemes, the critical influence on the
goodput in both schemes is the channel condition.

7. Conclusions

In this paper, we investigate the 6LoWPAN transmission
performance by using the proposed mathematical model in
6LowPAN under varying number of competing nodes and
error-prone channel condition. Analysis results show that
route-over scheme has higher transmission probability than
mesh-under.
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To achieve high accuracy in wireless positioning systems, both accurate measurements and good geometric relationship between
the mobile device and the measurement units are required. Geometric dilution of precision (GDOP) is widely used as a criterion
for selecting measurement units, since it represents the geometric effect on the relationship between measurement error and
positioning determination error. In the calculation of GDOP value, the maximum volume method does not necessarily guarantee
the selection of the optimal four measurement units with minimum GDOP.The conventional matrix inversion method for GDOP
calculation demands a large amount of operation and causes high power consumption. To select the subset of the most appropriate
location measurement units which give the minimum positioning error, we need to consider not only the GDOP effect but also the
error statistics property. In this paper, we employ the weighted GDOP (WGDOP), instead of GDOP, to select measurement units so
as to improve the accuracy of location. The handheld global positioning system (GPS) devices and mobile phones with GPS chips
can merely provide limited calculation ability and power capacity. Therefore, it is very imperative to obtain WGDOP accurately
and efficiently. This paper proposed two formations of WGDOP with less computation when four measurements are available for
location purposes. The proposed formulae can reduce the computational complexity required for computing the matrix inversion.
The simplerWGDOP formulae for both the 2D and the 3D location estimation, without inverting a matrix, can be applied not only
to GPS but also to wireless sensor networks (WSN) and cellular communication systems. Furthermore, the proposed formulae are
able to provide precise solution of WGDOP calculation without incurring any approximation error.

1. Introduction

In positioning the location estimates are determined through
the received signals transmitted by the mobile devices at a set
of base stations (BSs), satellites, or other sensors. First, the
length or direction of the radio path is determined through
signal measurements. Secondly, the MS position is derived
from radio location algorithms and known geometric rela-
tionships. Mobile positioning systems have received signifi-
cant attention, and various location technologies have been
proposed in the past few years. Among the techniques for
mobile positioning there are two major categories—handset-
based and network-based schemes. Both approaches have
their advantages and limitations. Global positioning system

(GPS) is a positioning system that can provide position,
velocity, and time information to a user. Handset-based solu-
tions generally require a handset modification to calculate
its own position when they are fully or partially equipped
with a GPS receiver. The advantages of using handset-
based methods are that they have global coverage and
usually provide much more accurate location measurements.
The drawbacks of the handset-based methods include cost,
redundant hardware, and economical integrated technology.
The reliability of GPS measurements is greatly compromised
in a building or shadowed environments, where direct line-
of-sight (LOS) propagation is not available. Without the aid
of satellite systems, network-based positioning schemes use
time and angle measurements to determine the MS location
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or to assist the process of MS location determination. Instead
of using all seven BSs, four BSs with better geometry are good
enough to provide sufficient measurements for positioning
in cellular communication networks. The network-based
location schemes are relatively less complex on hardware
when compared with the handset-based methods. They can
be employed in many situations where GPS signal cannot,
for example, indoor environment and urban canyon areas,
or when GPS-embedded handsets are not available. For
many applications in wireless sensor networks (WSN), like
environmental sensing and activities measuring, it is crucial
to know the locations of the sensor nodes in network-based
positioning; this is known as a “localization problem” [1]. An
ideal location technology should be able to provide a robust
estimate of location in all environments.

This paper considers both the network-based method
and the handset-based method, employing the concept of
geometric dilution of precision (GDOP), which was initially
developed as a criterion for selecting the optimal 3D geo-
metric configuration of satellites in GPS. The general object
of the GPS satellite selection algorithm is to minimize the
GDOP to improve the position accuracy. The smaller value
of GDOP is calculated, the better geometric configuration
we will have. The redundant measurements will bring large
amount of computation and may not provide significantly
improved location accuracy. When enough measurements
are available, the optimal measurements selected with the
minimum GDOP can prevent the poor geometry effects and
have the potential of obtaining greater location accuracy.

There have been extensive researches trying to obtain an
approximate GDOP value without executing matrix inver-
sion in the past few years. Simon and El-Sherief [2, 3] pro-
posed the employment of back-propagation neural network
(BPNN) [4] to obtain an approximation for the GDOP func-
tion.TheBPNN is employed to learn the relationship between
the entries of a measurement matrix and the eigenvalues
of its inverse. Three other input-output relationships were
proposed in [5]. We present the resilient back-propagation
(Rprop) architectures to obtain the approximate GDOP
[6]. The matrix inversion method for GDOP calculation
is born with significant computational burden. GDOP is
approximately inversely proportional to the volume of the
tetrahedron formed by the tips of four unit vectors directed
to the selected satellites in GPS [7]. The four satellites evenly
distribute with the maximum volume which brings the more
accurate location estimation. The maximum volume method
requires low computing time in selecting a subset with
the largest tetrahedron as the optimum [8]. However, it is
not suitable to use this method because it may not select
the desired satellites with the minimum GDOP. The main
disadvantage of these methods is to incur approximation
errors. To avoid these disadvantages, a simple closed-form
formula for GDOP calculation is proposed in [9].

Traditionally, the GDOP computation assumes that the
pseudorange errors are independent and identical [10].
Several methods based on GDOP have been proposed to
improve the GPS positioning accuracy [7, 9, 11]. In fact,
measurements usually have different error variances [12].
Ranging error of GPS is caused by many sources, such as

the effect of ionosphere delay, tropospheric delay, carrier-
to-noise ratio, and multipath. GDOP and the effect of these
errors can be considered simultaneously; the extension of
GDOP criteria is used for satellite selection in [13]. The
satellite signal is also approximated by combining the user
range accuracy value, carrier-to-noise ratio, elevation angle,
and the date of ephemeris. The weighted GDOP (WGDOP)
which takes these errors into account was proposed in [14].
The elevation of each satellite and signal-to-noise-ratio (SNR)
are introduced as fuzzy subset to weight GDOP and provide
the positioning solution [15]. When baro-altitude measure-
ments or a priori terrain elevation information is used, the
conventional GDOP formula cannot be applied and must be
modified [16] in order to reduce the influence of satellites
with a large error and evaluates the influence of each satellite
on the arrangement of satellites. The GDOP was focused
as a factor to determine the weight matrix and improve
precision in GPS measurements [17]. The combinations of
the GPS and Galileo satellite constellations will provide more
visible satellites with better geometric distribution, and the
availability of satellites will be significantly improved. A novel
algorithm, namely, the WGDOP minimum algorithm, was
proposed in [18] for the combined GPS-Galileo navigation
receiver. In addition to the aforementioned, several papers
which focus on WGDOP concepts have been proposed to
improve the GPS positioning accuracy [19–21]. Taking the
different variances of the satellites into account, researchers
have proposed various WGDOP measures [13–21]. Much of
the research literature needs matrix inversion to calculate
WGDOP. Though they can guarantee to achieve the optimal
subset, the computational complexity is usually too expensive
to be practical.

High accuracy in wireless positioning system requires
both the accurate measurement and a good effect of GDOP.
When the measurements have different error variances or
come from integrated positioning systems, WGDOP mini-
mum criterion is appropriate to select the appropriate mea-
surement units to diminish the positioning error.The optimal
measurements selected with theminimumWGDOP can help
reduce the adverse geometry effects. Increasing the number of
satellites will always reduce theWGDOP value, since the best
WGDOP can be obtained by computing all satellites in view.
If the number of visible satellites is not large, the all-in-view
method is a good choice to provide high accuracy positioning
[15]. In order to further improve the positioning accuracy,
the combined use of multiconstellation can be employed.
Therewill be 70∼90 navigation satellites operating at the same
timewhenGlonass andGalileo reach full operation capability
[22]. In any moment, there are more than 30 satellites in
view in the multiconstellation navigation systems. To employ
all-in-view method for positioning is very difficult for us in
the future. Due to limited resources associated with many
mobile devices and because the number of visible satellites is
very large [18], measurement unit selection techniques can be
used. If we select 4 out of 30 satellites, the number of possible
subset is 27405. The calculation of WGDOP is a time and
power consuming process, and fast calculation of WGDOP
is most anticipated.WGDOP is computed for all subsets, and
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the subset which gives the smallest WGDOP is selected for
location estimation.

The growth ofGPS embedded into currentmobile phones
continues to grow rapidly, as many mobile phones now are
already equipped with GPS inside. Despite their performance
increases, these devices still possess limited resources, such
as the number of channels, battery capacities, and process-
ing capability. Satellite selection can reduce the number of
satellites used to position and as a result reducing the amount
of calculation greatly. The number of measurements can be
restricted and the resulting saving in load on the processor
can be used to offer more spare processing time which can be
used for other user specific requirements. On the other hand,
reducing the signal-processing time of the receiver dedicated
to satellite selection implies both increasing the processing
capabilities available for other purposes and saving battery.
The conventional method for calculating WGDOP is to use
matrix inversion, which requires enormous amount of com-
putation. This can present challenges to real-time practical
applications. Therefore, it is very critical to select a subset
with the most appropriate measurement units rapidly and
reasonably before positioning.

To calculate WGDOP in the form of 2D and 3D formula-
tions effectively, the closed-form solutions for two WGDOP
formations are proposed for the case of each measurement
with a unique variance and one of the measurements with
higher location precision. The computation load of the pro-
posed formulae is greatly less than that of thematrix inversion
method. When exactly four measurements are used, the
proposed formulae provide the best computational efficiency.
The proposed formulae can also provide the exact solution to
theWGDOP calculation and do not incur any approximation
errors. The relatively simple closed-form WGDOP formulae
can be implemented in the aforementioned papers [13–
21]. The calculations of WGDOP for fast evaluation can be
applied in GPS, WSN, and cellular communication systems.
In practice, the measurement units of GPS, WSN, and
cellular communication systems are satellites, sensors, and
BSs, respectively.

The author of this paper proposed two novel architectures
and presented four original architectures based on Rprop
neural network to approximate WGDOP [23]. The disad-
vantage of Rprop-based WGDOP algorithm is the need of a
training phase with several input-output patterns. We collect
the elements of relatedmatrix and the desiredWGDOP value
to train the neural network prior to the practicaluse. After
the training, the elements of geometry matrix and weighted
matrix as input data can not only pass through the trained
Rprop but also predict the better appropriate WGDOP. From
simulation results, the proposed WGDOP formulae always
provide much better accuracy than Rprop-based WGDOP
approximation [23]. But the proposed efficient formulae for
WGDOP have been developed when there are exactly four
measurement units used.

The remainder of this paper is organized as follows:
Section 2 describes the concepts of GDOP and WGDOP.
Section 3 reviews an efficient solution for the calculation of
GDOP. The closed-form formulae for WGDOP calculations
in the case of four measurements with unequal variances

are proposed in Section 4. In Section 5, we examine the
performance of the proposed formulae through simulation
experiments. Conclusion is given in Section 6.

2. GDOP and WGDOP

GDOP is a task of choosing the appropriate measurement
units, which results in a better geometric configuration and
a more accurate position estimate. In order to achieve better
positioning accuracy, it is desirable to select the combination
ofmeasurements with GDOP as small as possible. Using a 3D
Cartesian coordinate system, the distances between satellite 𝑖
and the user can be expressed as

𝑟
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is pseudorange measurements noise.

Equation (1) is linearized through the use of a Taylor series
expansion around the approximate user position (𝑥, 𝑦, �̂�) and
the first two terms are retained. Defining 𝑟
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), 𝑖 = 1, 2, . . . , 𝑛, denote the line-of-sight (LOS)

vector from the satellites to the user.
The linearized pseudorange measurement equations take

the form

𝑧 = 𝐻𝛿 + V, (4)

where 𝑧 =
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is the geometry matrix.

According to the least square algorithm (LS), the solution
to (4) is given by
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Assume that the pseudorange errors are uncorrelated with
equal variances 𝜎

2, the error covariance matrix can be
expressed as
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The variances are functions of the diagonal elements of
(𝐻

𝑇
𝐻)

−1.TheGDOP is ameasure of accuracy for positioning
systems and depends solely on the geometry matrix𝐻

GDOP =

√tr (𝐻𝑇𝐻)

−1

.

(7)

In fact, each measurement error does not have the same
variance, especially for the combination of different systems.
The covariance matrix represents the uncertainty in the
pseudorange measurements and has the following form:
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𝑊 is a diagonal matrix and defined as a weighted matrix
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where 𝜎2
𝑖
= 1/𝑘

𝑖
, 𝑖 = 1, 2, . . . , 𝑛 are the variances of the meas-

urement errors.
With the weighting matrix defined above, the solution to

the weighted least square (WLS) can be expressed as
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(10)

Taking into account that all measurement units contain
different variances, the positioning algorithm using WLS
estimation provides higher location accuracy than the LS esti-
mation. Having considered both the geometric configuration
and the priori knowledge of error models simultaneously,
we choose WGDOP, instead of GDOP, for measurements
selection to achieve effective performance improvement.The
optimal subset is the one with the minimumWGDOP, which
is given by the trace of the inverse of the𝐻𝑇𝑊𝐻matrix

WGDOP =

√tr (𝐻𝑇𝑊𝐻)

−1

.

(11)

We can compute the WGDOP value of each subset, and
then the subsets with minimum WGDOP are the selected
measurement units. The conventional method for calcu-
lating WGDOP is to use matrix inversion for all subsets.
The method can guarantee the optimal subset; however, it
presents a heavy computational burden.

3. Calculation of GDOP for
Four Measurements

In the time of arrival (TOA) positioning methods, which
is applied to GPS, the TOA circle becomes the sphere in
space and the fourth measurement is required to solve the

receiver-clock bias for a 3D solution. The bias is the clock
synchronization error between the receiver and the satellite.
In practice, the time of user is significantly more inaccurate
than that of an atomic clock on the satellite. In order to
correct the clock bias errors present at the receiver of the users
end, the measurement from the fourth satellite is employed.
Getting information from the fourth measurement makes
it possible to solve for this fourth unknown. Even though
there are more than four satellites in view, a subset with four
satellites is sufficient providing the sufficient measurements
for navigation solution even though more than four satellites
are in view, which is called the optimum four GPS satellites
positioning [15]. The selection of four visible satellites to
provide the suitable GPS positioning accuracy is presented
in several papers [13–17]. Thus, we propose to take only four
BSs with better geometry out of seven to estimate the MS
location in cellular communication networks. For practical
real-time applications, the number of selected measurement
units should not be large. The efficient closed-form solution
with simpler calculation for a four-satellite case is proposed
in [9].

By using of the following properties:

(𝑈𝑉)

−1
= 𝑉

−1
𝑈

−1
,

tr (𝑈𝑉) = tr (𝑉𝑈) ,

(12)

we have tr (𝑈𝑉)

−1
= tr (𝑉𝑈)

−1.
From (7), the GDOP can be written as

GDOP =

√tr (𝐻𝑇𝐻)

−1

=

√tr (𝐻𝐻

𝑇
)

−1

.

(13)

By defining the variable
𝐵

𝑖𝑗
= 𝑒

𝑖1
𝑒

𝑗1
+ 𝑒

𝑖2
𝑒

𝑗2
+ 𝑒

𝑖3
𝑒

𝑗3
+ 1, 1 ≤ 𝑖 < 𝑗 ≤ 4, (14)

and using the following relation that

𝑒

2

𝑖1
+ 𝑒

2

𝑖2
+ 𝑒

2

𝑖3
= 1, 𝑖 = 1, 2, 3, 4, (15)

we have

𝐻𝐻

𝑇
=

[

[

[

[

2 𝐵

12
𝐵

13
𝐵

14

𝐵

12
2 𝐵

23
𝐵

24

𝐵

13
𝐵

23
2 𝐵

34

𝐵

14
𝐵

24
𝐵

34
2

]

]

]

]

. (16)

Defining the following variables:

𝑎 = (𝐵

12
𝐵

34
+ 𝐵

13
𝐵

24
− 𝐵

14
𝐵

23
)

2

− 4𝐵

12
𝐵

34
𝐵

13
𝐵

24
,

(17a)

𝑏 = 16 − 4 (𝐵

2

12
+ 𝐵

2

13
+ 𝐵

2

14
+ 𝐵

2

23
+ 𝐵

2

24
+ 𝐵

2

34
) , (17b)

𝑐 = 2 [𝐵

12
(𝐵

13
𝐵

23
+ 𝐵

14
𝐵

24
) + 𝐵

34
(𝐵

13
𝐵

14
+ 𝐵

23
𝐵

24
)] ,

(17c)

the GDOP can be written as [9]

GDOP =

√

16 + 𝑏 + 𝑐

𝑎 + 𝑏 + 2𝑐

.

(18)

Note that both 𝐵

12
𝐵

34
and 𝐵

13
𝐵

24
appear twice in the

expression of 𝑎, and two multiplications can be eliminated.
The closed-form equation needs only 39 multiplications, 34
additions, 1 division, and 1 square root.
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4. Calculation of WGDOP for
Four Measurements

To further reduce the computational overhead and improve
the location performance, the selection of the optimal mea-
surement units is necessary. Since the statistics of different
location measurement units are, in general, not equal to each
other, WGDOP is appropriate to an index for the precision
of location in different networks, such as GPS, WSN, and
cellular communication systems.The steps for positioning are
listed as follows.

(1) We will first select four measurements among 𝑛

measurement units to generate the subsets; thus, the 𝑛
measurement units are classified into 𝐶(𝑛, 4) possible
subsets.

(2) WGDOP is computed for all possible subsets of four
measurement units.

(3) The subset which gives the smallest WGDOP is
selected as the optimal subset.

(4) Finally, the four measurements of this subset can be
used to find out the location solution.

The calculation of WGDOP takes considerable computing
time; it is very imperative to accelerate the computation
of WGDOP in real-time application. In this paper, we
propose the efficient closed-form solution of two WGDOP
formations, which includes the effect of GDOP and error
statistics properties simultaneously.These solutions, with the
simplified form for WGDOP calculation, can apply to all
possible subsets in 3Dand 2D scenarios and requiremuch less
computation compared to the conventional matrix inversion
method.

4.1. Type 1: FourMeasurements Have Different Error Variances

4.1.1. 3𝐷 Case. From (11) and by using the properties of the
basic algebra theory,WGDOPcan be alternatively recognized
as

WGDOP =

√tr (𝐻𝑇𝑊𝐻)

−1

=

√tr (𝐻𝐻

𝑇
𝑊)

−1

.

(19)

By using (14) and (15), we have

𝐻𝐻

𝑇
𝑊 =

[

[

[

[

𝑒

11
𝑒

12
𝑒

13
1

𝑒

21
𝑒

22
𝑒

23
1

𝑒

31
𝑒

32
𝑒

33
1

𝑒

41
𝑒

42
𝑒

43
1

]

]

]

]

[

[

[

[

𝑒

11
𝑒

21
𝑒

31
𝑒

41

𝑒

12
𝑒

22
𝑒

32
𝑒

42

𝑒

13
𝑒

23
𝑒

33
𝑒

43

1 1 1 1

]

]

]

]

×

[

[

[

[

𝑘

1
0 0 0

0 𝑘

2
0 0

0 0 𝑘

3
0

0 0 0 𝑘

4

]

]

]

]

,

(20)

thus

𝐻𝐻

𝑇
𝑊 =

[

[

[

[

2𝑘

1
𝑘

2
𝐵

12
𝑘

3
𝐵

13
𝑘

4
𝐵

14

𝑘

1
𝐵

12
2𝑘

2
𝑘

3
𝐵

23
𝑘

4
𝐵

24

𝑘

1
𝐵

13
𝑘

2
𝐵

23
2𝑘

3
𝑘

4
𝐵

34

𝑘

1
𝐵

14
𝑘

2
𝐵

24
𝑘

3
𝐵

34
2𝑘

4

]

]

]

]

. (21)

The WGDOP parameter is the square root of the sum of
diagonal terms of the matrix (𝐻𝐻

𝑇
𝑊)

−1

WGDOP

=

√tr (𝐻𝐻

𝑇
𝑊)

−1

=
√
(𝐻𝐻

𝑇
𝑊)

−1

1,1
+ (𝐻𝐻

𝑇
𝑊)

−1

2,2
+ (𝐻𝐻

𝑇
𝑊)

−1

3,3
+ (𝐻𝐻

𝑇
𝑊)

−1

4,4
.

(22)

(𝐻𝐻

𝑇
𝑊)

−1

𝑖,𝑖
is defined as the 𝑖th element on the diagonal of

matrix (𝐻𝐻

𝑇
𝑊)

−1

tr (𝐻𝐻

𝑇
𝑊)

−1

=

4

∑

𝑖=1

(𝐻𝐻

𝑇
𝑊)

−1

𝑖,𝑖

=

tr [adj (𝐻𝐻

𝑇
𝑊)]

det (𝐻𝐻

𝑇
𝑊)

=

4

∑

𝑖=1

cof
𝑖,𝑖
(𝐻𝐻

𝑇
𝑊)

det (𝐻𝐻

𝑇
𝑊)

.

(23)

The term adj(𝐻𝐻

𝑇
𝑊) is the adjoint of𝐻𝐻

𝑇
𝑊 and the cofac-

tor, and cof
𝑖,𝑖
(𝐻𝐻

𝑇
𝑊) is the determinant of the submatrix

of 𝐻𝐻

𝑇
𝑊 by deleting the 𝑖th row and the 𝑖th column. The

cofactors can be obtained as

cof
1,1

(𝐻𝐻

𝑇
𝑊)

= 𝑘

2
𝑘

3
𝑘

4
[8 + 2 (𝐵

23
𝐵

24
𝐵

34
− (𝐵

2

23
+ 𝐵

2

24
+ 𝐵

2

34
))] ,

(24a)

cof
2,2

(𝐻𝐻

𝑇
𝑊)

= 𝑘

1
𝑘

3
𝑘

4
[8 + 2 (𝐵

13
𝐵

14
𝐵

34
− (𝐵

2

13
+ 𝐵

2

14
+ 𝐵

2

34
))] ,

(24b)

cof
3,3

(𝐻𝐻

𝑇
𝑊)

= 𝑘

1
𝑘

2
𝑘

4
[8 + 2 (𝐵

12
𝐵

14
𝐵

24
− (𝐵

2

12
+ 𝐵

2

14
+ 𝐵

2

24
))] ,

(24c)

cof
4,4

(𝐻𝐻

𝑇
𝑊)

= 𝑘

1
𝑘

2
𝑘

3
[8 + 2 (𝐵

12
𝐵

13
𝐵

23
− (𝐵

2

12
+ 𝐵

2

13
+ 𝐵

2

23
))] .

(24d)

After some algebraicmanipulation, the determinant ofmatrix
𝐻𝐻

𝑇
𝑊 can be written as

det (𝐻𝐻

𝑇
𝑊) = 𝑘

1
𝑘

2
𝑘

3
𝑘

4

× {16 + 2 [𝐵

23
𝐵

24
𝐵

34
− (𝐵

2

23
+ 𝐵

2

24
+ 𝐵

2

34
)]

+ 2 [𝐵

13
𝐵

14
𝐵

34
− (𝐵

2

13
+ 𝐵

2

14
+ 𝐵

2

34
)]
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+ 2 [𝐵

12
𝐵

14
𝐵

24
− (𝐵

2

12
+ 𝐵

2

14
+ 𝐵

2

24
)]

+ 2 [𝐵

12
𝐵

13
𝐵

23
− (𝐵

2

12
+ 𝐵

2

13
+ 𝐵

2

23
)]

+ (𝐵

12
𝐵

34
+ 𝐵

13
𝐵

24
− 𝐵

14
𝐵

23
)

2

− 4𝐵

12
𝐵

34
𝐵

13
𝐵

24

+ 2 [𝐵

12
(𝐵

13
𝐵

23
+ 𝐵

14
𝐵

24
)

+𝐵

34
(𝐵

13
𝐵

14
+ 𝐵

23
𝐵

24
)] } . (25)

Defining the following variables:

𝑝 = [𝐵

23
𝐵

24
𝐵

34
− (𝐵

2

23
+ 𝐵

2

24
+ 𝐵

2

34
)] , (26a)

𝑞 = [𝐵

13
𝐵

14
𝐵

34
− (𝐵

2

13
+ 𝐵

2

14
+ 𝐵

2

34
)] , (26b)

𝑚 = [𝐵

12
𝐵

14
𝐵

24
− (𝐵

2

12
+ 𝐵

2

14
+ 𝐵

2

24
)] , (26c)

𝑛 = [𝐵

12
𝐵

13
𝐵

23
− (𝐵

2

12
+ 𝐵

2

13
+ 𝐵

2

23
)] , (26d)

then we have

WGDOP =
√

2 ⋅ [(1/𝑘

1
) ⋅ (4 + 𝑝) + (1/𝑘

2
) ⋅ (4 + 𝑞) + (1/𝑘

3
) ⋅ (4 + 𝑚) + (1/𝑘

4
) ⋅ (4 + 𝑛)]

𝑎 + 𝑐 − 16 + 2 ⋅ [(4 + 𝑝) + (4 + 𝑞) + (4 + 𝑚) + (4 + 𝑛)]

.
(27)

When four measurements have different error variances, the
closed-form solution for WGDOP is given by

WGDOP

=

√

2 ⋅ ((1/𝑘

1
) ⋅ 𝑃 + (1/𝑘

2
) ⋅ 𝑄 + (1/𝑘

3
) ⋅ 𝑀 + (1/𝑘

4
) ⋅ 𝑁)

𝑎 + 𝑐 − 16 + 2 ⋅ (𝑃 + 𝑄 + 𝑀 + 𝑁)

,

(28)

where 𝑃 = 4 + 𝑝, 𝑄 = 4 + 𝑞,𝑀 = 4 + 𝑚,𝑁 = 4 + 𝑛.
Note that 𝐵

12
𝐵

34
, 𝐵

13
𝐵

24
, 𝐵

12
𝐵

13
𝐵

23
, 𝐵

12
𝐵

14
𝐵

24
,

𝐵

13
𝐵

14
𝐵

34
, 𝐵
23
𝐵

24
𝐵

34
, 𝐵2
12
, 𝐵2
13
, 𝐵2
14
, 𝐵2
23
, 𝐵2
24
, 𝐵2
34
, (4 + 𝑝),

(4 + 𝑞), (4 +𝑚), and (4 + 𝑛) all appear twice in the express for
WGDOP; thus sixteenmultiplications and four additions can
be eliminated. The values of 1/𝑘

𝑖
, 𝑖 = 1, 2, 3, 4, are assumed

to be already known before the calculation of (28); thus they
can be treated as constants. From Table 1, the closed-form
equation needs only 42 multiplications (including the
constant multiplications by 4, 2, 2, and 2), 48 additions, 1
division, and 1 square root. Due to many parameters in the
numerator and the denominator of (27) simultaneously, the
computational complexity of the proposed criteria can be
reduced.

4.1.2. 2DCase. Fromalgebra theory, we know that solving the
four unknowns requires at least four independent equations.
When three measurements are utilized to determine the user
location, a 2D position solution is obtained. This means
that at least three measurements are required to determine
the 2D position of the users. The complexity of computing
the inverse of a 3 × 3 square matrix is very low. When
four measurements are available for the 2D scenarios, we
propose the simple closed-form formulae of the WGDOP
calculations.The geometry matrix which is composed of four
location measurement units in 2D environments is

𝐻 =

[

[

[

[

𝑒

11
𝑒

12
1

𝑒

21
𝑒

22
1

𝑒

31
𝑒

32
1

𝑒

41
𝑒

42
1

]

]

]

]

, (29)

where 𝑒

𝑖1
= (𝑥 − 𝑋

𝑖
)/𝑟

𝑖
, 𝑒

𝑖2
= (𝑦 − 𝑌

𝑖
)/𝑟

𝑖
, and 𝑟

𝑖
=

√
(𝑥 − 𝑋

𝑖
)

2
+ (𝑦 − 𝑌

𝑖
)

2, 𝑖 = 1, 2, 3, 4.
Denoting

𝐵

𝑖𝑗
= 𝑒

𝑖1
𝑒

𝑗1
+ 𝑒

𝑖2
𝑒

𝑗2
+ 1, 1 ≤ 𝑖 < 𝑗 ≤ 4, (30)

and using the fact that

𝑒

2

𝑖1
+ 𝑒

2

𝑖2
= 1, (31)

WGDOP in the 2D case can be expressed as (28). The
difference between the 2D and 3D scenarios of WGDOP
calculation is in the calculation of 𝐵

𝑖𝑗
, 1 ≤ 𝑖 < 𝑗 ≤ 4. The

computational complexity in the 2D case is 6 multiplications
and 6 additions fewer than that in the 3D case. Therefore,
the closed-form equation needs only 36 multiplications
(including the constant multiplications by 4, 2, 2, and 2), 42
additions, 1 division, and 1 square root.

4.2. Type 2: Four Measurements Have Two Types of Error Var-
iances

4.2.1. 3D Case. In the case of one measurement gives bet-
ter accuracy than the others, the closed-form solution for
WGDOP formulation is proposed here. The situation may
occur in some positioning systems. For example, the BS serv-
ing a particular MS is called the serving BS, which provides
the more accurate measurements in cellular communication
systems [24]. Assume that the measurement variances of the
serving BS and nonserving BSs are 𝜎

2

1
and 𝜎

2

2
, respectively.

Regarding the two types of the error variances, the weight
matrix should be modified as follows:

𝑊 =

[

[

[

[

1/𝜎

2

1
0 0 0

0 1/𝜎

2

2
0 0

0 0 1/𝜎

2

2
0

0 0 0 1/𝜎

2

2

]

]

]

]

=

[

[

[

[

𝜔 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

]

]

]

]

, (32)

where𝜔 is the ratio of the nonserving BS error variance to the
serving BS error variance:

𝜔 =

𝜎

2

2

𝜎

2

1

. (33)
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Table 1: The complexity of WGDOP calculation when the four
measurements have different error variances.

Multiplications Additions Division Square
root

𝐵

12
3 3 0 0

𝐵

13
3 3 0 0

𝐵

14
3 3 0 0

𝐵

23
3 3 0 0

𝐵

24
3 3 0 0

𝐵

34
3 3 0 0

𝑎
6 3 0 0

𝑐
7 3 0 0

𝑝
3 3 0 0

𝑞
2 3 0 0

𝑚
1 3 0 0

𝑛
0 3 0 0

WGDOP
(numerator) 5 7 0 0

WGDOP
(denominator) 0 5 0 0

WGDOP 0 0 1 1
Total 42 48 1 1

Table 2: The complexity of WGDOP calculation when the four
measurements have two types of error variances.

Multiplications Additions Division Square
root

𝐵

12
3 3 0 0

𝐵

13
3 3 0 0

𝐵

14
3 3 0 0

𝐵

23
3 3 0 0

𝐵

24
3 3 0 0

𝐵

34
3 3 0 0

𝑎
6 3 0 0

𝑐
7 3 0 0

𝑝
3 3 0 0

𝑞
2 3 0 0

𝑚
1 3 0 0

𝑛
0 3 0 0

WGDOP
(numerator) 2 5 0 0

WGDOP
(denominator) 0 3 0 0

WGDOP 0 0 1 1
Total 39 44 1 1

In this case, we have

𝐻𝐻

𝑇
𝑊 =

[

[

[

[

2𝜔 𝐵

12
𝐵

13
𝐵

14

𝜔𝐵

12
2 𝐵

23
𝐵

24

𝜔𝐵

13
𝐵

23
2 𝐵

34

𝜔𝐵

14
𝐵

24
𝐵

34
2

]

]

]

]

, (34)

and the cofactors can be obtained to be

cof
1,1

(𝐻𝐻

𝑇
𝑊)

= [8 + 2 (𝐵

23
𝐵

24
𝐵

34
− (𝐵

2

23
+ 𝐵

2

24
+ 𝐵

2

34
))] ,

(35a)

cof
2,2

(𝐻𝐻

𝑇
𝑊)

= 𝜔 [8 + 2 (𝐵

13
𝐵

14
𝐵

34
− (𝐵

2

13
+ 𝐵

2

14
+ 𝐵

2

34
))] ,

(35b)

cof
3,3

(𝐻𝐻

𝑇
𝑊)

= 𝜔 [8 + 2 (𝐵

12
𝐵

14
𝐵

24
− (𝐵

2

12
+ 𝐵

2

14
+ 𝐵

2

24
))] ,

(35c)

cof
4,4

(𝐻𝐻

𝑇
𝑊)

= 𝜔 [8 + 2 (𝐵

12
𝐵

13
𝐵

23
− (𝐵

2

12
+ 𝐵

2

13
+ 𝐵

2

23
))] .

(35d)

The determinants of matrix𝐻𝐻

𝑇
𝑊 are found to be

det (𝐻𝐻

𝑇
𝑊) = 𝜔 {16 + 2 [𝐵

23
𝐵

24
𝐵

34
− (𝐵

2

23
+ 𝐵

2

24
+ 𝐵

2

34
)]

+ 2 [𝐵

13
𝐵

14
𝐵

34
− (𝐵

2

13
+ 𝐵

2

14
+ 𝐵

2

34
)]

+ 2 [𝐵

12
𝐵

14
𝐵

24
− (𝐵

2

12
+ 𝐵

2

14
+ 𝐵

2

24
)]

+ 2 [𝐵

12
𝐵

13
𝐵

23
− (𝐵

2

12
+ 𝐵

2

13
+ 𝐵

2

23
)]

+ (𝐵

12
𝐵

34
+ 𝐵

13
𝐵

24
− 𝐵

14
𝐵

23
)

2

− 4𝐵

12
𝐵

34
𝐵

13
𝐵

24

+ 2 [𝐵

12
(𝐵

13
𝐵

23
+ 𝐵

14
𝐵

24
)

+𝐵

34
(𝐵

13
𝐵

14
+ 𝐵

23
𝐵

24
)]} ,

(36)

and we have

WGDOP

=
√

2 ⋅ [(1/𝜔) ⋅ (4 + 𝑝) + (4 + 𝑞) + (4 + 𝑚) + (4 + 𝑛)]

𝑎 + 𝑐 − 16 + 2 ⋅ [(4 + 𝑝) + (4 + 𝑞) + (4 + 𝑚) + (4 + 𝑛)]

.

(37)

The closed-form WGDOP for the case of exactly four mea-
surements can be expressed as

WGDOP =
√

2 ⋅ [(1/𝜔) ⋅ (4 + 𝑝) + (12 + 𝑞 + 𝑚 + 𝑛)]

𝑎 + 𝑐 − 16 + 2 ⋅ [(4 + 𝑝) + (12 + 𝑞 + 𝑚 + 𝑛)]

=
√

2 ⋅ ((1/𝜔) ⋅ 𝑃 + 𝐺)

(𝑎 + 𝑐 − 16 + 2 ⋅ (𝑃 + 𝐺))

,

(38)

where 𝐺 = 𝑄 + 𝑀 + 𝑁 = 12 + 𝑞 + 𝑚 + 𝑛.
Notice that 𝐵

12
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, 𝐵
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24
, 𝐵
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𝐵
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23
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,
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, 𝐵
23
𝐵

24
𝐵

34
, 𝐵2
12
, 𝐵2
13
, 𝐵2
14
, 𝐵2
23
, 𝐵2
24
, 𝐵2
34
, (4 + 𝑝),

and (12 + 𝑞 + 𝑚 + 𝑛) all appear twice in the WGDOP
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Table 3: Comparison of average WGDOP residual for the proposed formulae and Rprop-based algorithm.

Proposed WGDOP formulae Rprop-based algorithm
Average WGDOP residual for Type 1 3.7101 ∗ 10

−11 0.2385
Average WGDOP residual for Type 2 3.7062 ∗ 10

−11 0.2311
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Figure 1: CDFs of the location error for various methods when four
measurements have different error variances (Type 1).

express; thus sixteen multiplications and four additions
can be eliminated. The value 𝜔 is also treated as a constant
in the WGDOP calculation. From Table 2, this closed-
form solution only needs 39 multiplications (including the
constant multiplication by 4, 2, 2, and 2), 44 additions, 1
division, and 1 square root.

4.2.2. 2D Case. The WGDOP in the 2D case is expressed
as (38). The WGDOP calculation in the 2D case requires 6
multiplications and 6 additions fewer than that in the 3D
case.The closed-form equation needs only 33 multiplications
(including the constant multiplications by 4, 2, 2, and 2), 38
additions, 1 division, and 1 square root. An alternative closed-
form solution of theWGDOP calculation has been presented
in this paper, in which one measurement provides superior
location precision over the others.

5. Simulation Results

Time of arrival (TOA) is major time based method and
usually used in calculating themobile station (MS) location in
cellular communication systems. It is consisting of seven base
stations (BSs) in cellular communication system.The serving
BS and its six neighboring BSs are separated by 5 km, and the
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Figure 2: Comparison of CDFs of location error for various
methods when fourmeasurements have two types of error variances
(Type 2).

MS is randomly placed among the BSs [25]. The non-line-of-
sight (NLOS) propagation model is based on the uniformly
distributed noise model [24], in which the TOANLOS errors
from all the BSs are different and assumed to be uniformly
distributed over (0, 𝑈

𝑖
), for 𝑖 = 1, 2, . . . , 7 where 𝑈

𝑖
is the

upper bound. For Type 1, the variables are chosen as follows:
𝑈

1
= 200m, 𝑈

2
= 400m, 𝑈

3
= 350m, 𝑈

4
= 700m,

𝑈

5
= 300m, 𝑈

6
= 500m, and 𝑈

7
= 350m. For Type 2, the

variables are given as follows: 𝑈
1
= 200m and 𝑈

𝑖
= 500, for

𝑖 = 2, 3, . . . , 7. The diagonal elements of the weighted matrix
𝑊 are utilized with the reciprocal of the square root of an
upper bound of the NLOS errors.

In order to verify the superior properties of the proposed
formulae, we compare the results of WGDOP calculation
accuracy for the proposed formulae and matrix inversion
method. The WGDOP residual is defined as the differ-
ence between the proposed formulae and matrix inversion
method. Table 3 shows average WGDOP residual for the
proposed formulae and Rprop-based algorithm. For Type 1
and 2, the proposed formulae always provide much better
WGDOP residual than Rprop-based algorithm [23].

We can evaluate the positioning accuracy with minimum
WGDOP algorithm; MS location can be estimated by the
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Figure 3: Comparison of location error CDFs using the subset
with proposed minimum WGDOP approximation and the subset
selected four BSs randomly (Type 1).

linear lines of position algorithm (LOP) [26], distance-
weighted method, and threshold method which we have
proposed in [27]. When four measurements have different
error variances (Type 1) or fourmeasurements have two types
of error variances (Type 2), the proposed WGDOP formulae
andmatrix inversionmethod provide the nearly identical MS
location estimation, as shown in Figures 1 and 2.

For Type 1, Figure 3 shows the CDFs of the average loca-
tion error of these methods with different subset. Four ran-
domly selected BSs with poor geometry perform extremely
worse location estimation, and the location accuracy can be
strongly affected by the relative geometry between BSs and
MS. The proposed Type 2 of efficient WGDOP formulae can
give better location estimation than the subsets with four BSs
taken from seven BSs randomly regardless of the different
methods, as shown in Figure 4. The positioning accuracy
would be seriously affected by the geometric configuration of
BSs and MS. In order to eliminate the poor geometry influ-
ence and improve the positioning accuracy, the selection of
BSs withminimumWGDOP approximation can be used and
optimal geometric configuration with four BSs is obtained.

6. Conclusion

To reduce the computational overhead and improve location
performance, the selection of optimal measurement units is
necessary. The concept of GDOP is commonly used to deter-
mine the geometric effect of GPS satellite configurations.
The conventional matrix inversion method is rather time
consuming and requires a great deal of computational effort.
The four measurement units selected from the maximum
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Figure 4: CDFs of location error of the subset with proposed
minimum WGDOP formulae, and the subset selected four BSs
randomly (Type 2).

volumemethodmay not be the optimal selection. Taking into
account that the variance of each measurement variance is
not equal, we choose the WGDOP instead of GDOP as the
criteria to select the optimal measurement units. Due to the
limited power and computation capability of many mobile
devices and the great number of visible satellites, to obtain
WGDOP efficiently from rangemeasurements is very critical.
To further reduce the complexity, novel closed-form solutions
are proposed in this paper to compute WGDOP when there
are exactly four measurements available for location estima-
tion. The efficient closed-form formulae of two formations
WGDOP calculations with less effort have been proposed,
in which the priori error information of each measurement
is not the same. If exactly four measurements are used,
the proposed formulae can provide the best computational
efficiency. The proposed formulae are applicable not only
to GPS but also for the WSN and cellular communication
systems. The WGDOP calculations for fast evaluation are
able to reduce the computational load and eliminate the
poor geometry influence. The proposed efficient formulae
can provide very precise solution of WGDOP calculation
without incurring any approximation error.
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With more and more mobile device users, an increasingly important and critical issue is how to efficiently evaluate mobile network
survivability. In this paper, a novel metric called Average Degree of Disconnectivity (Average DOD) is proposed, in which the
concept of probability is calculated by the contest success function. The DOD metric is used to evaluate the damage degree of the
network, where the larger the value of the Average DOD, themore the damage degree of the network. Amultiround network attack-
defense scenario as a mathematical model is used to support network operators to predict all the strategies both cyber attacker and
network defender would likely take. In addition, the Average DOD would be used to evaluate the damage degree of the network.
In each round, the attacker could use the attack resources to launch attacks on the nodes of the target network. Meanwhile, the
network defender could reallocate its existing resources to recover compromised nodes and allocate defense resources to protect
the survival nodes of the network. In the approach to solving this problem, the “gradient method” and “game theory” are adopted
to find the optimal resource allocation strategies for both the cyber attacker and mobile network defender.

1. Introduction

Network security problems are often challenging given that
the growing complexity and interconnected nature of IT sys-
tems lead to a limited capability of observation and control.
This is especially the case for mobile networks, in which the
cycle time of decision making is reduced from enterprise
having access to real-time data. As the enterprise systems are
widely relayed onmobile networks, the services are disrupted
whenever the network suffers a disruption, such as from
physical damage or malicious attacks. Compared to wired
network system, mobile network systems are much more
vulnerable to security problems [1]. For example, insofar as
there is not a precisely defined physical boundary of the
mobile network, as soon as an adversary comes in the radio
range of a node, he can communicate with that node and
thus launch a malicious attack on it [2]; these attacks include
eavesdropping, phishing, war driving, and denial of service

(DoS) attack [3]. As a result, there is a pressing need to design
countermeasures for network attacks. Moreover, it is critical
for an enterprise to evaluate and allocate its resources to
protect it assets, as well as to be able to continuously provide
service.

In the past, the security state of systems or infrastructures
was classified in terms of two states: safe or compromised
[4]. However, networks often face many situations, such as
natural disasters, malicious attacks, and random error con-
ditions, which can lead to different outcomes. Network
security professionals must also ensure the availability and
continuity of services. For these reasons, the binary concept
of safe/compromised is insufficient to describe a system’s
state, with an increasing number of researchers focusing on
the issue of network survivability.

There are many quantitative analyses of network sur-
vivability, such as connectivity. In [5], the definition of
network connectivity is the minimum number of links or
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Table 1: The summary of different DOD metrics.

No. Name Concept Original

1 Degree of disconnectivity
(DOD)

The DOD value can be explained as measuring the average numbers of the broken nodes
in any O-D pair of the network. [7]

2 Longest damaged path
(LDP-DOD)

The LDP-DOD used to measure the damage degree of the network finds the most damaged
O-D pair among all the O-D pairs of the network. [7]

3 Minimal recovery node
(MRN-DOD)

The MRN-DOD discovers the minimal numbers of broken nodes that are needed to repair
and reconnect all the O-D pairs of the network. [7]

4 Partial DOD
(P-DOD)

Since the important degree of the different network areas is usually unequal, the network
defender could assign different DOD requirements to different areas of the network, that
is, the P-DOD.

[8]

5 Weight DOD
(W-DOD)

Since the significance degree of each O-D pair can be diversified, the network defender can
assign different weights to each O-D pair, that is, the W-DOD. [8]

nodes that must be recovered from a given O-D (original-
destination) pair. In general, the greater the number of links
or nodes to be recovered to disconnect an O-D pair, the
higher the survivability of the network. Thus, there are many
studies adopting the concept of network connectivity to do
quantitative analyses of network survivability. In [6], the
researchers proposed using the network connectivity to mea-
sure the network survivability under intentional attacks and
random disasters. Furthermore, the authors in [7] employing
network connectivity for a quantitative analysis of network
survivability proposed a survivabilitymetric called the degree
of disconnectivity (DOD) to estimate the residual network
survivability after a malicious attack or any network crash
incident.

To date, there have been several proposed degree of dis-
connectivity (DOD) metrics to evaluate network survivabil-
ity. In [7], two other metrics called longest damaged path
(LDP-DOD) and minimal recovery node (MRN-DOD) were
proposed. Unlike the DOD metric, the LDP-DOD is used to
measure the damage degree of the network by finding the
most damaged O-D pairs among all the O-D pairs of the
network. Therefore, the larger value of the LDP-DOD could
be used to represent the most damage that a network could
endure. On the other hand, the MRN-DOD discovers the
minimal number of broken nodes that is necessary to be
recovered in order to reconnect all the O-D pairs of the
network.

In [8], the partial DOD (P-DOD) and weight DOD (W-
DOD) metrics were adopted to evaluate network survivabil-
ity. Because the important degree of the different network
areas is usually unequal, the network defender could assign
different DOD requirements according to its area, which is
defined as the P-DOD. The network defender could then
use the P-DOD value to determine the order to recover
compromised nodes. Moreover, the significant degree of
each O-D pair could be determined by diversity, where the
network defender could assign different weights to each O-
D pair, that is, the W-DOD. If the more significant O-D pair
is cut to increase the degree of damage to the network, the
W-DOD will clearly increase. The above DOD metrics are
summarized in Table 1.

The DOD metric proposed in [7] assumed that the
cyber attacker would launch the attack either successfully or

unsuccessfully. However, this assumption is limited since the
attack might not be perfectly successful or even completely
unsuccessful. Motivated by previous works, the Average
Degree of Disconnectivity (Average DOD) is developed to
carry out a quantitative analysis of network survivability,
combining the concept of probability as calculated by the
contest success function [9] with the DOD metric, thus
becoming the Average DOD. When the number of the
Average DOD value is large, the damage to the network will
be greater.

According to the allocated resources on each node from
both cyber attacker and network defender, the contest success
function is adopted to calculate the attack success probability
of each node. The attack success probability of each node is
calculated based on the concept of contest success function,
where 𝑆

𝑖
represents the attack success probability of node 𝑖:

𝑆

𝑖
(𝑇

𝑖
, 𝑡

𝑖
) =

𝑇

𝑖

𝑇

𝑖
+ 𝑡

𝑖

=

1

1 + 𝑡

𝑖
/𝑇

𝑖

. (1)

In [7], the DOD metric is used to measure the damage
degree of the network, such that the larger the DOD value,
the more the damage degree of the network. The definition
of the DOD value (𝐷) is as function (2). In this metric, 𝑊
is the index set of all given critical O-D pairs, while 𝑡

𝑤𝑖
is

the shortest path of O-D pairs 𝑤, where 𝑤 ∈ 𝑊; |𝑊| is the
O-D pair number of 𝑊. The total shortest path cost of each
O-D is calculated first. Here, 𝑐

𝑖
represents the transmission

cost of a node 𝑖, where a large number 𝑀 represents the link
disconnection:

𝐷 =

∑

𝑤∈𝑊
∑

𝑖∈𝑉
𝑡

𝑤𝑖
𝑐

𝑖

|𝑊|𝑀

. (2)

The calculated DOD value could be explained as measur-
ing the average numbers of broken nodes in any O-D pair of
the network.

Theoreticalmodels at the system level play an increasingly
important role in network security and provide a scien-
tific basis for high-level security-related decision making.
To enhance or reduce network survivability, both network
defender and cyber attacker usually need to invest a limited
number of resources in the network. In these models, the
decision makers in network security problems play the role
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Table 2: Given parameters.

Given parameter
Notation Description
𝑆

𝑖
(𝑇

𝑖
, 𝑡

𝑖
) The attack successful probability on node 𝑖

𝑇

𝑖
The attack resource allocated on node 𝑖

𝑡

𝑖
The defensive resource allocated on node 𝑖

of either the attacker or the defender. They often have con-
flicting goals, in that a cyber attacker attempts to breach the
security of the system to disrupt or cause damage to network
services, whereas a defender takes appropriate measures or
strategies to enhance the system security design or response.
Traditionally, although the attack-defense resource allocation
problem is usually discussed for only one round [7, 10–
12], the interaction frequency between cyber attacker and
network defender is usuallymore than one time in real world.
For this reason, several researchers are beginning to discuss
multiround attack-defense resource allocation issues [8, 13,
14]. However, most of the existing solutions to multiround
attack-defense resource allocation are still not suitable to
the field of the network security, because they almost solely
focus on the attack-defense problem of the parallel systems
[13, 14] and serial systems [15]. In reality, the topology of
the network is usually more complicated than the topology
of the parallel, serial, or even serial-parallel systems. Thus, a
new multiround attack-defense model to solve the resource
allocation problem for both cyber attackers and network
defenders is needed and developed in this study.

2. Problem Formulation

2.1. The Average DOD. The DOD metric proposed in [12]
assumed that the cyber attacker launches the attack either
successfully or unsuccessfully, but this binary assumption
is limited in its inability to describe attack results that
are neither perfectly successful nor unsuccessful. Therefore,
the concept of the probability calculated by contest success
function combined with the DODmetric was forwarded as a
new survivability metric called the Average DOD. According
to the allocated resources on each node of both cyber attacker
and network defender, the contest success function would
be adopted to calculate the attack success probability of each
node. The attack success probability of each node is demon-
strated, where 𝑆

𝑖
represents the attack success probability

of node 𝑖. After each attack-defense interaction, there are
2

V configurations of a given network, where 𝑉 means the
total number of network nodes, and 𝑗 is the configuration
index. For example, in Table 2, the total number of possible
configurations of a network is 29, and the configuration index
𝑗 is 1, 2, . . . , 512.

In addition, each possible network configuration has a
probability 𝑃

𝑗
, which is related to the safe or compromised

state of the configuration. This probability is determined by
the attack success probability 𝑆

𝑖
of each node. For example,

if a 9-node network is completely compromised by the
attacker, the probability of this network configuration would

be ∏

9

𝑖=1
𝑆

𝑖
(where 𝑆

𝑖
means the attack success probability of

the node 𝑖). However, if all the nodes of the network are
still functional, the probability of this network configuration
would be∏9

𝑖=1
(1 − 𝑆

𝑖
).

Furthermore, each kind of network configuration would
lead to a different damage degree of the network. The degree
of disconnectivity (DOD) having been introduced in the
preceding part can be adopted to measure the damage degree
of network. For example, if all the nodes of the network are
still functional, the DOD value would be 0. The probability
and DOD value of each kind of network configuration
are calculated with the concept of expectation value. The
predicted mean value of the result of a statistical experiment
would be adopted to evaluate the damage degree of the whole
network. The calculated expectation value is defined as the
Average DOD𝐷 here, which is shown in (3):

𝐷 =

𝑗∈𝐽

∑

𝑗=1

𝐷

𝑗
𝑃

𝑗
. (3)

The Average DOD value is influenced by the attack
success probability calculated by the resource allocation of
both the cyber attacker and network defender. Therefore,
the Average DOD value could be induced from the damage
degree of the network. The calculation of an Average DOD
9-node-network example is demonstrated in Table 3. In this
example, probability 𝑃

1
of configuration 1 is ∏

9

𝑖=1
(1 − 𝑆

𝑖
),

since all nodes of this configuration are functional. In (2), the
DOD value is the recovered nodes in any given compromised
O-D pair; there is no compromised node in configuration 1.
Therefore, the DOD value𝐷

1
here is 0.

2.2. Problem Description. In this attack-defense problem,
both cyber attacker and network defender employ certain
strategies to attain their goals. From the perspective of the
network defender, the defender usually aims to minimize
the damage degree of the target mobile network. On the
other hand, the cyber attacker hopes tomaximize the damage
degree of the network. However, given that both cyber
attacker and network defender are always limited by the
invested resources, how to make the decision to efficiently
allocate resources to each node is an extremely significant
issue for both cyber attacker and network defender. Mean-
while, in the real world, it is impossible that there will only
be a one-time interaction between the cyber attacker and
network defender, and as such, a multiround attack-defense
problem in this mathematical model needs to be considered.
A mathematical model to support both cyber attacker and
network defender in making the optimal decision is thus
developed to solve this problem.

In this model, the damage degree of the mobile network
can be evaluated by the Average DOD value. The cyber
attacker needs to determine how to allocate resources to
attack the targeted network, since the strategies of both cyber
attackers and network defenders are usually constrained by
the allocated resources in each round. On the other hand,
the network defender can choose to reallocate the existing
resources in the mobile network, but the problem regarding
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Table 3: Calculation of an example of the Average DOD value.

Configuration 𝑗 Network configuration∗ Probability 𝑃

𝑗
of

configuration 𝑗

DOD value𝐷
𝑗
on

configuration 𝑗

Probability 𝑃

𝑗
× DOD

value𝐷
𝑗

1 1, 2, 3, 4, 5, 6, 7, 8, 9 ∏

𝑛

𝑖=1
(1 − 𝑆

𝑖
) 𝐷

1
0

2 1, 2, 3, 4, 5, 6, 7, 8, 9 𝑆

1
∏

𝑛

𝑖=2
(1 − 𝑆

𝑖
) 𝐷

2
𝐷

2
𝑆

1
∏

V
𝑖=2

(1 − 𝑆

𝑖
)

3 1, 2, 3, 4, 5, 6, 7, 8, 9 (1 − 𝑆

1
) 𝑆

2
∏

𝑛

𝑖=3
(1 − 𝑆

𝑖
) 𝐷

3
𝐷

3
(1 − 𝑆

1
) 𝑆

2
∏

V
𝑖=3

(1 − 𝑆

𝑖
)

...
...

...
...

...
512 1, 2, 3, 4, 5, 6, 7, 8, 9 ∏

𝑛

𝑖=1
𝑆

𝑖
𝐷

4
𝐷

4
∏

𝑛

𝑖=1
𝑆

𝑖

∗
𝑖means the node 𝑖 is compromised in configuration 𝑗.

the discount factor of those reallocated resources also needs
to be considered here. As a result, the total number of
resources that the defender could use would be the newly
allocated and reallocated resources in each round, and those
resources could be used to recover the compromised nodes
and to protect the mobile network survival nodes.

In the following, the notations of given parameter and
decision variable in this model are listed in Tables 4 and 5.

Using the above notations of the given parameter and
decision variable, the problem is formulated as follows:

Objective Function

min
󳨀⇀
𝑏𝑟

max
󳨀⇀
𝑎𝑟

∑

𝑟∈𝑅

𝑤

𝑟
𝐷(

󳨀⇀

𝑎

𝑟
,

󳨀⇀

𝑏

𝑟
)

(IP 1)

subject to ∑

𝑖∈𝑉

𝑏

𝑟𝑖
+ ∑

𝑖∈𝑉

𝑒

𝑟𝑖
𝑧

𝑟𝑖
≤ 𝐵

𝑟
+ ∑

𝑖∈𝑉

𝜃

𝑖
𝑑

𝑟𝑖
𝑟 ∈ 𝑅,

(IP 1.1)

∑

𝑖∈𝑉

𝑎

𝑟𝑖
≤ 𝐴

𝑟
𝑟 ∈ 𝑅,

(IP 1.2)

∑

𝑟∈𝑅

𝐴

𝑟
≤

̂

𝐴,

(IP 1.3)

∑

𝑟∈𝑅

𝐵

𝑟
≤

̂

𝐵.

(IP 1.4)

Explanation of the Objective Function

(IP 1) The purpose of the objective function is to
minimize both the maximum sum of the product of
the Average DOD and the different weight in each
round.

Explanation of the Constraint Function

(IP 1.1) The sum of the allocated defense budgets in
each node and repaired cost of the compromised
nodes should not exceed the sum of the new allocated
and reallocated budgets in that round.
(IP 1.2) The sum of the allocated attack budgets in
eachnode should not exceed the attack budgets in that
round.
(IP 1.3) The sum of the allocated defense budgets in
each round should not exceed the total budget of the
defender.

Table 4: Given parameter.

Notation Description
𝑉 Index set of nodes
𝑅 Index set of rounds in the attack and defense actions
̂

𝐴 Total budget of attacker
̂

𝐵 Total budget of defender

𝑤

𝑟

The weight of the Average DOD in round 𝑟, where
𝑟 ∈ 𝑅

𝜃

𝑖

Existing defense resources allocated on node 𝑖, where
𝑖 ∈ 𝑉

𝑒

𝑟𝑖

Repair cost of defender when node 𝑖 is dysfunctional
in round 𝑟, where 𝑖 ∈ 𝑉 and 𝑟 ∈ 𝑅

𝑑

𝑟𝑖

The discount rate of defender reallocate resources on
node 𝑖 in round r, where 𝑖 ∈ 𝑉 and 𝑟 ∈ 𝑅

Table 5: Decision variable.

Notation Description

󳨀⇀

𝑎

𝑟

Attacker’s budget allocation, which is a vector of
attack cost 𝑎

𝑟1
, 𝑎
𝑟2
to 𝑎

𝑟𝑖
in round 𝑟, where 𝑖 ∈ 𝑉 and

𝑟 ∈ 𝑅

󳨀⇀

𝑏

𝑟

Defender’s budget allocation, which is a vector of
defense cost 𝑏

𝑟1
, 𝑏
𝑟2
to 𝑏

𝑟𝑖
in round 𝑟, where 𝑖 ∈ 𝑉

and 𝑟 ∈ 𝑅

𝑎

𝑟𝑖

Attacker’s budget allocation on node 𝑖 in round 𝑟,
where 𝑖 ∈ 𝑉 and 𝑟 ∈ 𝑅

𝑏

𝑟𝑖

Defender’s budget allocation on node 𝑖 in round 𝑟,
where 𝑖 ∈ 𝑉 and 𝑟 ∈ 𝑅

󳨀⇀

𝑧

𝑟𝑖

Defender’s node recovery status, which is a vector of
repaired status 𝑧

𝑟1
, 𝑧
𝑟2
to 𝑧

𝑟𝑖
in round 𝑟, where 𝑖 ∈ 𝑉

and 𝑟 ∈ 𝑅

𝑧

𝑟𝑖

1 if node 𝑖 is repaired by defender in round 𝑟, 0
otherwise, where 𝑖 ∈ 𝑉 and 𝑟 ∈ 𝑅

𝐴

𝑟
Attacker’s attack budget in round 𝑟, where 𝑟 ∈ 𝑅

𝐵

𝑟
Defender’s defense budget in round 𝑟, where 𝑟 ∈ 𝑅

𝐷(

󳨀⇀

𝑎

𝑟
,

󳨀⇀

𝑏

𝑟
)

The Average DOD among 𝑟 rounds, considering
that it is under the attacker’s and defender’s budget
allocations, is 󳨀⇀𝑎

𝑟
and

󳨀⇀

𝑏

𝑟
in round 𝑟, where 𝑟 ∈ 𝑅

(IP 1.4) The sum of the allocated attack budgets in
each round should not exceed the total budget of the
attacker.
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3. Solution Approach

Combining game theory with the gradient method is our
proposal to solve the optimal resource allocation strategy for
both cyber attackers and network defenders. The gradient
method is used to calculate the Average DOD value and to
find the optimal resource allocation strategy in each node for
both cyber attacker and network defender. Game theory is
adopted to find the optimal percentage resource allocation
in each round for both cyber attacker and network defender.
Further details are presented in the following sections.

3.1. Game Theory. Game theory provides the mathematical
tools and models for investigating multi-player strategic
decision making, where the rational players compete for
restricted resources [9]. This demonstrates the modeling
situations of conflict and predicts the behavior of the different
players. Security games and their solutions are used not
only as a basis for formal decision making and algorithm
development but also for predicting attacker and defense
behavior [16]. The weakness of traditional network security
solutions is that they lack a quantitative decision framework
[17]. As a result, researchers are starting to advocate the
utilization of game theory approaches. According to the
surveys in [18, 19], several game theory approaches have
in recent years been proposed to address network security
issues. In these frameworks, a network administrator and an
attacker can be viewed as two competing players participating
in a game, with the added benefit that game theory has the
capability of examining hundreds of thousands of possible
scenarios before taking the best action.

The primary components of the game theory are player,
strategy, payoff, and information. In this model, there are the
two players: cyber attacker and network defender; strategy
means the possible moves that the players would take; the
payoff value means the positive or negative reward to the
player from a specific strategy; finally, the information can
be categorized into two types, one is complete information,
and the other one is perfect information, with the former
meaning that every player knows both the strategies and
payoff values of all players in the game, and the lattermeaning
that each player is aware of the moves of all players that have
already taken place. The nominal definitions of game theory
are summarized in Table 6.

According to themove order, the game can be categorized
into simultaneous games (i.e., static games) and sequential
games (i.e., dynamic games). If the all the players move
simultaneously, this game is called a simultaneous game, in
contrast to a sequential game in which players move in a
sequence. And depending on whether the game repeats or
not, it will be categorized as either a one-shot or repeat
game: the former is a game played only one time, whereas
the latter is a game that repeats. The game can be further
categorized into zero-sum or nonzero sum game, based on
whether the gain or loss of one equals the gain or loss
of the other. Finally, according to the definition of the
complete and perfect information, game theory is categorized
into four types: complete and perfect information games,
incomplete and perfect information games, complete and

Table 6: The nominal definition of the game theory.

Noun Definition

Player A basic entity in a game with making choices for
actions

Strategy The possible motion that the players take

Payoff The positive or negative reward to the player on the
specific strategy

Complete
information

Every player knows both the strategies and payoffs
of all players in the game

Perfect
information

Each player is aware of the moves/strategies of all
other players that have already taken place

imperfect information games, and incomplete and imperfect
information games.

In this paper, since both cyber attacker and network
defender need to determine how to efficiently allocate
resources simultaneously in each node in each round before
the attack-defense game, this problem can be viewed as
a simultaneous or imperfect information game. Moreover,
insofar as both cyber attacker and network defender have
complete information about the strategies and payoff values
(the Average DOD value) of each other, this problem is
regarded as a complete information game. Therefore, a two-
player (cyber attacker and network defender), zero-sum,
complete, and imperfect information game is used to solve
this problem.

3.2. Gradient Method. The gradient method is a general
framework used to resolve the optimization problems of
how to maximize or minimize functions of continuous
parameters. The proposed model in this paper is a min-max
formulation, and both cyber attacker and network defender
are assumed to be able to allocate continuous resources to
each node. Here, the gradient method is adopted to solve
this problem.The gradientmethod can usually be categorized
into two types: one is gradient descent and the other one
is gradient ascent [14]. The gradient descent method can
be used to solve the optimal minimization problem. To
find a local minimum of a function using gradient descent,
one takes steps proportional to the negative of the gradient
(or of the approximate gradient) of the function at the
current point. On the other hand, if instead one takes steps
proportional to the positive of the gradient, one approaches
a local maximum of that function; the procedure is then
known as gradient ascent. The concepts of gradient descent
and gradient ascent are extremely similar.

3.3. The Proposed Heuristic. We here describe the detailed
process of combining game theory with the gradient method
[20] is adopted to find the optimal resource allocation
strategy in each node in each round for both cyber attacker
and network defender. The gradient method is used to
calculate the Average DOD value and to find the optimal
resource allocation strategy in each node. Given that how to
allocate resources in each round is another issue, game theory
is adopted to determine the optimal percentage resource
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Figure 1: The proposed heuristic.

Step 1. an initial point
Step 2. Determine a positive or negative direction
Step 3. Determine a step size
Step 4. Do {

Find the most impact of all dimensions
Move a step of the most of all dimensions
Update an initial point
}While (a Given Stop Criterion)

Algorithm 1: The algorithm of the gradient method.

allocation in each round.The proposed heuristic, with its two
major steps, is illustrated in Figure 1.

First, the gradient method is adopted to find an optimal
strategy for each node in the given configuration. Initially,
it is assumed that the cyber attacker and network defender
would evenly allocate their limited resources on each survival
node.The cyber attacker has limited resources in each round,
and as a result, the cyber attacker would choose the gradient
ascent method to maximize damage degree of the network.
At the same time, the defense resources are also limited
in each round, leading the network defender to use the
gradient descent method to find the minimization solution.
The detailed process flow of the gradient method is described
in Algorithm 1. The selection criterion of the start point is
critical, because it influences the quality of the computational
efficiency. Moreover, a positive or negative direction results
from the maximization or minimization problem. If the

Table 7: The game matrix.

Strategy Player 1
𝑆

11
𝑆

12
𝑆

13
𝑆

14
𝑆

15

Player 2

𝑆

21
𝑈

11
𝑈

12
𝑈

13
𝑈

14
𝑈

15

𝑆

22
𝑈

21
𝑈

22
𝑈

23
𝑈

24
𝑈

25

𝑆

23
𝑈

31
𝑈

32
𝑈

33
𝑈

34
𝑈

35

𝑆

24
𝑈

41
𝑈

42
𝑈

43
𝑈

44
𝑈

45

𝑆

25
𝑈

51
𝑈

52
𝑈

53
𝑈

54
𝑈

55

maximization problem is to be solved, the positive direction
must be chosen. The gradient method adopts a step-by-step
method to find the optimization result.

Here, the derivative method is adopted in Step 4 in Algo-
rithm 1, which is designed to find themost important node in
the given configuration. The derivative of the Average DOD
value is ̂

𝐷

𝑖
, shown in (4), which represents the importance

of the node 𝑖; 𝑟

𝑖
represents the resources on node 𝑖. The

player would move more resources from the less important
to the most important nodes.The procedure is stopped when
the resource movement is not significant to the Average
DOD. After this, the optimal resource allocation strategy for
both cyber attacker and network defender in each node is
obtained:

̂

𝐷

𝑖
= lim
ℎ→0

𝐷(𝑟

𝑖
+ ℎ) − 𝐷 (𝑟

𝑖
)

ℎ

.

(4)

The second part of the proposed heuristic involves game
theory, which is adopted to efficiently allocate resources in
each round for both cyber attacker and network defender. For
two players, the strategy of one is represented in a column,
whereas the strategy of the other is represented in a row
of a matrix. For example, in Table 7, both players have
five different strategies (𝑆

11
to 𝑆

15
and 𝑆

21
to 𝑆

25
), with the

combination of the two players’ different strategies resulting
in 25 (𝑈

11
to 𝑈

55
) values (the Average DOD values).

In this paper, the cyber attacker and network defender
strategies involve different percentages of resource allocation
in each round and can be formulated in a matrix. The payoff
of all the resource allocation strategies of each participant is
calculated by the Average DOD.The analysis of the complete
and imperfect information game is conducted via heuristics.
The solution procedure of the complete and imperfect infor-
mation game [18] is shown in the following steps.

Step 1. Dominant strategy elimination, which means that no
matter what kind of strategy the opponent takes, it is better
than the other strategies.

Step 2. If only one strategy is left for each participant, it is the
optimal strategy. Otherwise, go to Step 3.

Step 3. Use the min-max strategy to find the optimal strategy
of each participant. If the min-max strategy still cannot find
the optimal strategy, go to Step 4.

Step 4. Use the mixed strategy (linear programming) to find
the optimal strategy for each participant.
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Figure 2: Mobile network topology.

Table 8: Experiment parameters settings.

Parameters Value

Network topology
(1) Grid, in Figure 2(a)
(2) Random, in Figure 2(b)
(3) Scale-free, in Figure 2(c)

The number of rounds 2
The number of nodes 9
The number of links 24∼36
The total resources of both players 20

4. Computational Experiments

Theproposed solution approach is implemented on a PCwith
AMD Athlon X3 440 CPU 3.00GHz, 2GB RAM, and on the
OS of MSWindows 7.

The parameters used in the experiments are shown in
Table 8.

Because of the complexity of this problem, the number of
mobile network nodes considered in the experiments is only
9, and the number of attacker-defender interactions covers
only two rounds. Considering the variety of the distributions
of mobile nodes, three types of mobile network topologies
have been selected to act as attack-defense nodes: the grid
network (GD), the scale-free network (SF), and the random
network (RD). These three topologies are shown in Figure 2.

Both cyber attacker and network defender would attach a
different level of importance to each round, so the different
weight of each round would be considered. In this model,
given that the weight in the two rounds is (𝑎, 𝑏), the first
round weight is 𝑎, while the second round weight is 𝑏. In this
paper, we maintain that the importance of these two rounds
is equally important, from which we induce the weight to be
0.5.

In this model, three kinds of node recovery policies
are proposed. First, in NR1, the defender would choose to

recover all the compromised nodes when the resources are
sufficient. If the resources are insufficient, they would be used
to protect the survival nodes. The second recovery policy is
the defender choosing not to recover any compromised node
(NR2). Finally, because the defense resources are limited, the
third policy determines the order to recover compromised
nodes by 𝜏

𝑖
in (5) (NR3). Given that 𝑒

𝑟𝑖
is the repair cost of

the defender when node 𝑖 is dysfunctional in round 𝑟, where
𝑖 ∈ 𝑉 and 𝑟 ∈ 𝑅, |𝑊

𝑖
| is the number of node 𝑖 on O-D pair 𝑤,

where 𝑤 ∈ 𝑊:

𝜏

𝑖
=

󵄨

󵄨

󵄨

󵄨

𝑊

𝑖

󵄨

󵄨

󵄨

󵄨

𝑒

𝑟𝑖

(5)

(once the unit cost recovers a larger number of the O-D pairs,
this means that this node is more important. For this reason,
the above formulation could be used to determine the order
to recover compromised nodes).

4.1. The Experiments. There are several different kinds of
strategies that the attacker and defender could implement,
which result in various possible attack-defense situations.
However, insofar as the defense resources are usually limited
with resources usually being used to not only protect survival
nodes but also recover compromised nodes, three kinds of
different node recovery policies, that is, NR1, NR2, and NR3,
are proposed in this paper and will be the subject of the
following section.

4.2. Experiment Results. The purpose of this experiment
is to compare the results from different kinds of node
recovery policies (NR). To compare the three different kinds
of node recovery policies, it is assumed that in the resource
reallocation policy of the defender, the defense resources of
each round would not be accumulated (RR1). Further, the
weight of two rounds would be (0.5, 0.5). The total resources
of players, that is, the attacker and defender, are held to
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Figure 3: The different node recovery policies in the different
network topologies.

Table 9: The experiment results in different kinds of node recovery
policy.

Network topology NR1 NR2 NR3
Grid 1.8626 1.8729 1.8496
Random 1.8592 1.873 1.8525
Scale-free 1.8180 1.8733 1.8151

be equal. The experiment results are listed in Table 9. The
different results of the different node recovery policy for
the three kinds of network topology are also compared in
Figure 3.

4.3. Discussion of Results. The experiment results of the
different node recovery policies of the defender have been
described. In the following, the results are further discussed.

(i) The recovery policy is advantageous insofar as it
improves the Average DOD of the defender. The
experiment shows that when the defender has the
ability to recover compromised nodes (NR1 and
NR3), the Average DOD value is less than when
the defender cannot recover any compromised nodes
(NR2). Once the defender implements node recovery
policies to recover compromised nodes, this decreases
the value of the Average DOD. Therefore, when
the defender takes node recovery policies to recover
certain compromised nodes (NR1 and NR3), the
Average DOD value is less than when the defender
cannot recover any compromised nodes (NR2).

(ii) Among the three node recovery policies, NR3 is better
than the other policies for the grid, random, and
scale-free network topologies. NR3 is a strategy for
recovering nodes according to their importance. In
many experimental cases, the resources are limited
and insufficient, thus making it impossible to recover
the entire set of compromised nodes. If the resources

are restricted, the defender under the NRI policy
would use resources to protect survival nodes instead
of recovering nodes. However, the node recovery
policy is better than the node protection one in
improving the network survivability. Hence, the node
recovery policy of the NR3 would be better than the
NR1 from the view of the defender.

5. Conclusion and Future Works

In this paper, two issues are considered. First, in order to
evaluate mobile network survivability, a new survivability
metric called Average DOD (degree of disconnectivity) was
proposed. In addition, the problem of how to efficiently
allocate resources in each node in each round for both cyber
attacker and network defender is solved.

This work offers twomain contributions.The first was the
introduction of the Average DOD metric, which combines
the concept of the probability calculated by the contest
success function with the DOD metric and which can be
a new evaluation tool to demonstrate network survivability.
Secondly, a new min-max mathematical formulation was
proposed to describe the conflict behavior of a network
scenario. Both cyber attacker and network defender could
adopt several different policies.The resource reallocation and
node recovery problem is considered for the mobile network
defender in this paper. As game theory deals with problems in
whichmultiple playerswith contradictory objectives compete
with each other, we developed a combined approach using
the gradient method and game theory to resolve the optimal
resource allocation for both cyber attacker and network
defender in each node in each round. The gradient method
can be used to find the optimal resource allocation in each
node. Meanwhile, game theory is employed to find the
optimal percentage resource allocation in each round. The
proposed model provides a mathematical framework for
analysing and modeling the posed mobile network security
problems.

Although this paper has discussed a two round attack-
defense game, it is still difficult to solve themultiround attack-
defense scenario because of the complexity of mathematical
problem. A possible solution involves the introduction of a
threshold for computing or an advanced technology, such
as parallel processing systems, in order to improve the
efficiency of this model. Furthermore, from the experiment
results, compared with the node protection strategy, the
node recovery policy is better for defenders to ensure better
network survivability. On the other hand, in the multiround
attack-defense scenario, the attacker usually gains experience
from his previous attack, and as such, the accumulated
experience of the attacker should be taken into account in
this model. Another consideration is that the resourcesmight
have multiple purposes, such as network defenders possibly
deploying counterattack strategies to attack the attacker and
the cyber attacker possibly using defense strategies to protect
his critical information. As a result, since the purpose of
resources may not be limited to only one usage for both
cyber attacker and network defender, the concept of the
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multipurpose resources will be further investigated in future
research.
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Mean consensus problem is studied using a class of discrete time multiagent systems in which information exchange is subjected
to some network-induced constraints.These constraints include package dropout, time delay, and package disorder. Using Markov
jump system method, the necessary and sufficient condition of mean square consensus is obtained and a design procedure is
presented such that multiagent systems reach mean square consensus.

1. Introduction

Cooperative control of networked multiagent systems by
information exchange has received extensive attention
presently, because of their extensive applications in flocking,
swarming, distributed sensor fusion, attitude alignment,
and so forth (see [1, 2] for surveys). An important problem
for cooperative control is to design an appropriate control
law such that a multiagent system reaches consensus in
the presence of insecure information exchange. Distributed
cooperative control of networked multiagent systems has
been investigated in various perspectives [3–7]. In [3], the
leaderless consensus problem is studied. The problem of
consensus with leader node was researched in [4–7]. For
networked multiagent systems of linear dynamics, consensus
using state feedback or output feedback was analysed in
[8, 9].

Unmodelled time delay during the design phase is
an important factor that may affect the performance of
dynamical systems. It can even, in some situation, cause
instability of a system. In these years, consensus in networked
multiagent systemswith time delaywas discussed using linear
matrix inequality (LMI) method [10–12]. In [10], the average-
consensus problem for continuous-time multiagents with

switching topology and time delay was studied. The work of
[11] investigated the average consensus problem in undirected
networks with fixed and switching topologies under time-
varying communication delays. The consensus problem was
solved in [12] on directed graphs of the multiagent system
with model uncertainty and time delay.

In the information exchange of network, there are not
only time-delay but also other network-induced constraints.
The other network-induced constraints, which include pack-
age dropout and package disorder, also affect the consen-
sus of networked multiagent systems. However, not many
works have studied multiagent systems with these network-
induced constraints. Based on Markov jump system method
[13–15], this paper considers mean square consensus of
multiagent systems of first-order integrator under network-
induced constraints such as package dropout, time delay, and
package disorder. By system transformation, the necessary
and sufficient condition of mean square consensus problem
is provided and a corresponding design algorithm is given.

The remainder of the paper is organized as follows.
Section 2 contains the formulation of the problem and
terminology. The main results are presented in Section 3.
Section 4 provides the numerical simulation and Section 5
draws conclusions.
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2. Problem Formulation and Preliminaries

In this paper, Z+ is used to denote the set of all nonnegative
integers.The 𝑛×𝑛 identitymatrix is denoted by 𝐼

𝑛
.The 𝑖th row

of 𝐼

𝑛
is denoted by 𝑒(𝑖, 𝑛). If a matrix 𝑃 is positive (negative)

definite, it is denoted by 𝑃 > 0(< 0). The notation # within
a matrix represents the symmetric term of the matrix. The
expected value is represented by 𝐸[∙].

Here a discrete-time system is considered that it consists
of 2 agents. Each agent is a first-order integrator, which,

𝑥

1
(𝑘 + 1) = 𝑥

1
(𝑘) + 𝑏𝑢

1
(𝑘) ,

𝑥

2
(𝑘 + 1) = 𝑥

2
(𝑘) + 𝑏𝑢

2
(𝑘) 𝑘 ∈ 𝑍

+
,

(1)

where 𝑥

1
(𝑘) ∈ 𝑅 and 𝑥

2
(𝑘) ∈ 𝑅 are the state at time step

𝑘,𝑢
1
(𝑘) ∈ 𝑅 and 𝑢

2
(𝑘) ∈ 𝑅 are the control at time step

𝑘, and 𝑏 ∈ 𝑅 is constant. The two agents exchange their
state through two communication channels: channel no. 1 and
channel no. 2. At each 𝑘, agent 1 transmits 𝑥

1
(𝑘) to agent 2

through channel no. 1. Agent 2 utilizes 𝑧(𝑘) as the information
obtained from channel no. 1 at 𝑘. Due to random package
dropout, time delay, and package disorder in communication,
the receiving scenarios in the side of agent 2 at 𝑘 are various.
Agent 2 may receive one package 𝑥

1
(𝑘 − 𝑡) from channel

no. 1 at 𝑘. The package 𝑥

1
(𝑘 − 𝑡) is sent by agent 1 at 𝑘 − 𝑡

no later than 𝑘. After received, 𝑥

1
(𝑘 − 𝑡) is examined to see

whether it is of disorder (i.e., whether agent 2 has received any
packages sent later than 𝑘 − 𝑡). If 𝑥

1
(𝑘 − 𝑡) is not of disorder,

𝑧(𝑘) ← 𝑥

1
(𝑘−𝑡). If𝑥

1
(𝑘−𝑡) is of disorder,𝑥

1
(𝑘−𝑡) is discarded

and 𝑧(𝑘) ← 𝑧(𝑘 − 1). Agent 2 may receive severe package
𝑥

1
(𝑘 − 𝑡

1
), 𝑥

1
(𝑘 − 𝑡

2
), . . . , 𝑥

1
(𝑘 − 𝑡

𝑑
) from channel no. 1 at

𝑘. Except the newest 𝑥

1
(𝑘 − 𝑡

∗
) with 𝑡

∗
= min(𝑡

1
, 𝑡

2
, . . . , 𝑡

𝑑
),

these packages are discarded. If 𝑥

1
(𝑘 − 𝑡

∗
) is not of disorder,

𝑧(𝑘) ← 𝑥

1
(𝑘 − 𝑡

∗
). If 𝑥

1
(𝑘 − 𝑡

∗
) is of disorder, it is also

discarded and 𝑧(𝑘) ← 𝑧(𝑘 − 1). Agent 2 may receive no
package from channel no. 1 at 𝑘. In this case, 𝑧(𝑘) ← 𝑧(𝑘 − 1).

From the above mechanism, it is seen that 𝑧(𝑘) = 𝑥

1
(𝑘 −

𝛼

𝑘
) with some random 𝛼

𝑘
∈ 𝑍

+ constrained by

𝛼

𝑘+1
≤ 𝛼

𝑘
+ 1 ∀𝑘 ∈ 𝑍

+
. (2)

On 𝛼

𝑘
, we adopt an assumption which is made by some

researchers in networked control [16]; that is, 𝛼

𝑘
is assumed

to be a Markov chain taking values in a finite set {0, 1, . . . , 𝑚}

with transition probabilities:

𝜙

𝑠,𝑙
= Pr (𝛼

𝑘+1
= 𝑙 | 𝛼

𝑘
= 𝑠) ∀𝑠, 𝑙 ∈ {0, 1, . . . , 𝑚} , (3)

where 𝑚 is a given nonnegative integer. The transition
probability matrix

Φ =

[

[

[

[

[

[

[

𝜙

0,0
𝜙

0,1
0 ⋅ ⋅ ⋅ 0

𝜙

1,0
𝜙

1,1
𝜙

1,2
⋅ ⋅ ⋅ 0

...
...

...
...

...
𝜙

𝑚−1,0
𝜙

𝑚−1,1
𝜙

𝑚−1,2
⋅ ⋅ ⋅ 𝜙

𝑚−1,𝑚

𝜙

𝑚,0
𝜙

𝑚,1
𝜙

𝑚,2
⋅ ⋅ ⋅ 𝜙

𝑚,𝑚

]

]

]

]

]

]

]

∈ 𝑅

(𝑚+1)×(𝑚+1)

(4)

is also known. The expression (4) of Φ displays that, for the
reason of constraint (2), 𝜙

𝑠,𝑙
= 0 when 𝑙 > 𝑠 + 1. Thus, we

have described the communication in channel no. 1 using
Markov chain 𝛼

𝑘
. The samemethod is applied to describe the

communication in channel no. 2. Agent 1 obtains 𝑥

2
(𝑘 − 𝛽

𝑘
)

from channel no. 2 at 𝑘, where 𝛽

𝑘
is a Markov chain taking

values in a known set {0, 1, . . . , 𝑛} with a known transition
probability matrix

Ψ =

[

[

[

[

[

[

[

𝜑

0,0
𝜑

0,1
0 ⋅ ⋅ ⋅ 0

𝜑

1,0
𝜑

1,1
𝜑

1,2
⋅ ⋅ ⋅ 0

...
...

...
...

...
𝜑

𝑛−1,0
𝜑

𝑛−1,1
𝜑

𝑛−1,2
⋅ ⋅ ⋅ 𝜑

𝑛−1,𝑛

𝜑

𝑛,0
𝜑

𝑛,1
𝜑

𝑛,2
⋅ ⋅ ⋅ 𝜑

𝑛,𝑛

]

]

]

]

]

]

]

∈ 𝑅

(𝑛+1)×(𝑛+1)
. (5)

The goal of agents 1 and 2 is a prescribed state 𝑥

∗
∈ 𝑅.

In this paper, agent 1 is aware of 𝑥

∗ while agent 2 is not.
Consequently, agent 1 employs control law

𝑢

1
(𝑘) = −ℎ ((𝑥

2
(𝑘 − 𝛽

𝑘
) − 𝑥

1
(𝑘)) − (𝑥

1
(𝑘) − 𝑥

∗
)) (6)

but agent 2 employs control law

𝑢

2
(𝑘) = −ℎ (𝑥

1
(𝑘 − 𝛼

𝑘
) − 𝑥

2
(𝑘)) , (7)

where ℎ ∈ 𝑅 is the control parameter.
The above multiagent system is said to be mean square

consensus if ∀𝑥

1
(0) ∈ 𝑅, ∀𝑥

2
(0) ∈ 𝑅, ∀𝛼

0
∈ {0, 1, . . . , 𝑚},

∀𝛽

0
∈ {0, 1, . . . , 𝑚},

lim
𝑘→∞

𝐸 [(𝑥

1
(𝑘) − 𝑥

∗
)

2

] = 0

lim
𝑘→∞

𝐸 [(𝑥

2
(𝑘) − 𝑥

∗
)

2

] = 0.

(8)

Our objective is to design ℎ such that the two agents reach
mean square consensus.

3. Main Result

Define

𝑦

1
(𝑘) = 𝑥

1
(𝑘) − 𝑥

∗

𝑦

2
(𝑘) = 𝑥

2
(𝑘) − 𝑥

∗
∀𝑘 ∈ 𝑍

+
.

(9)

Then from (1), (6), (7), and (9), we have

𝑦

1
(𝑘 + 1) = (1 + 2𝑏ℎ) 𝑦

1
(𝑘) − 𝑏ℎ𝑦

2
(𝑘 − 𝛽

𝑘
)

𝑦

2
(𝑘 + 1) = −𝑏ℎ𝑦

1
(𝑘 − 𝛼

𝑘
) + (1 + 𝑏ℎ) 𝑦

2
(𝑘) .

(10)

Further, denote

𝑌 (𝑘) =

[

[

[

[

[

[

[

[

[

[

𝑦

1
(𝑘)

...
𝑦

1
(𝑘 − 𝑚)

𝑦

2
(𝑘)

...
𝑦

2
(𝑘 − 𝑛)

]

]

]

]

]

]

]

]

]

]

𝑇

∈ 𝑅

𝑚+𝑛+2
.

(11)
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Obviously, mean square consensus (8) is equivalent to
lim
𝑘→∞

𝐸[𝑌

T
(𝑘)𝑌(𝑘)] = 0. Using (11), system (10) is

transformed into

𝑌 (𝑘 + 1) = 𝐺

ℎ
(𝛼

𝑘
, 𝛽

𝑘
) 𝑌 (𝑘) , (12)

where

𝐺

ℎ
(𝛼

𝑘
, 𝛽

𝑘
) = [

𝐺

ℎ11
𝐺

ℎ12
(𝛽

𝑘
)

𝐺

ℎ21
(𝛼

𝑘
) 𝐺

ℎ22

] ∈ 𝑅

(𝑚+𝑛+2)×(𝑚+𝑛+2)
,

𝐺

ℎ11
=

[

[

[

[

[

[

[

1 + 2𝑏ℎ 0 ⋅ ⋅ ⋅ 0 0

1 0

1 0

d
...

1 0

]

]

]

]

]

]

]

∈ 𝑅

(𝑚+1)×(𝑚+1)
,

𝐺

ℎ12
(𝛽

𝑘
) = 𝑏ℎ [

−𝑒 (𝛽

𝑘
, 𝑛 + 1)

0

] ∈ 𝑅

(𝑚+1)×(𝑛+1)
,

𝐺

ℎ21
(𝛽

𝑘
) = 𝑏ℎ [

−𝑒 (𝛼

𝑘
, 𝑚 + 1)

0

] ∈ 𝑅

(𝑛+1)×(𝑚+1)
,

𝐺

ℎ22
=

[

[

[

[

[

[

[

1 + 𝑏ℎ 0 ⋅ ⋅ ⋅ 0 0

1 0

1 0

d
...

1 0

]

]

]

]

]

]

]

∈ 𝑅

(𝑛+1)×(𝑛+1)
.

(13)

On system (12), [16] presented the following.

Lemma 1. Suppose that Markov chains 𝛼

𝑘
and 𝛽

𝑘
are inde-

pendent. System (12) achieves lim
𝑘→∞

𝐸[𝑌

T
(𝑘)𝑌(𝑘)] = 0 if

and only if there exist positive definite matrices 𝑃(𝛼, 𝛽) ∈

R(𝑚+𝑛+2)×(𝑚+𝑛+2), 𝛼 ∈ {0, 1, . . . , 𝑚}, 𝛽 ∈ {0, 1, . . . , 𝑛} such that

𝑃 (𝛼, 𝛽) − 𝐺

T
ℎ

(𝛼, 𝛽) (

𝑚

∑

𝑖=0

𝑛

∑

𝑗=0

𝜙

𝛼,𝑖
𝜑

𝛽,𝑗
𝑃 (𝑖, 𝑗)) 𝐺

ℎ
(𝛼, 𝛽) > 0.

(14)

Actually, the condition in Lemma 1 can be converted
using Schur complement.

Lemma 2 (see [17]). Let 𝑆 = [

𝑆11 𝑆12

𝑆21 𝑆22
] be given partitioned

matrix. Then 𝑆 > 0 if and only if 𝑆

22
> 0 and 𝑆

11
− 𝑆

12
𝑆

−1

22
𝑆

21
>

0.

Through the above converting, the necessary and suffi-
cient condition is obtained from mean square consensus of
the multiagent system.

Theorem 3. Suppose that Markov chains 𝛼

𝑘
and 𝛽

𝑘
are

independent. The multiagent system in Section 2 achieves
mean square consensus if and only if there exist ℎ ∈ R and

positive definite matrices𝑃(𝛼, 𝛽) ∈ R(𝑚+𝑛+2)×(𝑚+𝑛+2), 𝑄(𝛼, 𝛽) ∈

R(𝑚+𝑛+2)×(𝑚+𝑛+2), 𝛼 ∈ {0, 1, . . . , 𝑚}, 𝛽 ∈ {0, 1, . . . , 𝑛} such that

[

[

[

[

[

[

[

𝑃 (𝛼, 𝛽) #
√

𝜙

𝛼,0
𝜑

𝛽,0
𝐺

ℎ
(𝛼, 𝛽) 𝑄 (0, 0)

... d

√
𝜙

𝛼,𝑚
𝜑

𝛽,𝑛
𝐺

ℎ
(𝛼, 𝛽) 𝑄 (𝑚, 𝑛)

]

]

]

]

]

]

]

> 0

𝑃 (𝛼, 𝛽) − 𝑄

−1
(𝛼, 𝛽) = 0.

(15)

In order to deal with the condition in Theorem 3 using
Cone Complementarity Linearisation algorithm [18], for 𝑟 ∈

𝑍

+, we construct LMI

[

[

[

[

[

[

[

𝑃

𝑟
(𝛼, 𝛽) #

√
𝜙

𝛼,0
𝜑

𝛽,0
𝐺

ℎ
(𝛼, 𝛽) 𝑄 (0, 0)

... d

√
𝜙

𝛼,𝑚
𝜑

𝛽,𝑛
𝐺

ℎ
(𝛼, 𝛽) 𝑄 (𝑚, 𝑛)

]

]

]

]

]

]

]

> 0

[

𝑃

𝑟
(𝛼, 𝛽) 𝐼

𝐼 𝑄

𝑟
(𝛼, 𝛽)

] > 0

(16)

𝑃

𝑟
(𝛼, 𝛽) ∈ 𝑅

(𝑚+𝑛+2)×(𝑚+𝑛+2)
,

𝑄

𝑟
(𝛼, 𝛽) ∈ 𝑅

(𝑚+𝑛+2)×(𝑚+𝑛+2)
,

𝛼 ∈ {0, 1, . . . , 𝑚} , 𝛽 ∈ {0, 1, . . . , 𝑛}

(17)

which is denoted by 𝐿(𝑃

𝑟
(𝛼, 𝛽), 𝑄

𝑟
(𝛼, 𝛽), ℎ) > 0. The

following is our design steps:

Step 1. Specify an enough small real number 𝜀 > 0 and an
enough large integer 𝑇. Set 𝑟 = 0. Find feasible 𝑃

0
(𝛼, 𝛽),

𝑄

0
(𝛼, 𝛽), and ℎ

0
, ∀𝛼 ∈ {0, 1, . . . , 𝑚} and ∀𝛽 ∈ {0, 1, . . . , 𝑛}

satisfy 𝐿(𝑃

0
(𝛼, 𝛽), 𝑄

0
(𝛼, 𝛽), ℎ

0
) > 0. If there is none, exit.

Step 2. Solve the LMI problem

𝜇

𝑟+1
= min trace

𝑚

∑

𝛼=0

𝑛

∑

𝛽=0

𝑃

𝑟+1
(𝛼, 𝛽) 𝑄

𝑟
(𝛼, 𝛽)

+ 𝑃

𝑟
(𝛼, 𝛽) 𝑄

𝑟+1
(𝛼, 𝛽)

s.t. 𝐿 (𝑃

𝑟+1
(𝛼, 𝛽) , 𝑄

𝑟+1
(𝛼, 𝛽) , ℎ

𝑟+1
)>0,

(18)

and obtain 𝑃

𝑟+1
(𝛼, 𝛽), 𝑄

𝑟+1
(𝛼, 𝛽) and ℎ

𝑟+1
.

Step 3. If |𝜇

𝑟+1
− 2(𝑚 + 1)(𝑛 + 1)(𝑚 + 𝑛 + 2)| < 𝜀, let ℎ = ℎ

𝑟+1

and terminate. Otherwise, 𝑟 ← 𝑟 + 1 and go to Step 4.

Step 4. If 𝑟 > 𝑇, exist. Otherwise, go to Step 2

It should be pointed out that the above method is easy to
be extended to 𝑞 agents when 𝑞 > 2. Among 𝑞 agents, there
are 𝑞(𝑞 − 1) communication channels. We utilize 𝑞(𝑞 − 1)

independent Markov chains to describe communication in
these channels and can arrive at a similar result asTheorem 3.
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Figure 1: State response of two agents.

4. Numerical Example

In the numerical example, we give 𝑚 = 3, 𝑛 = 3, 𝑏 = 0.8, and
transition probability of 𝛼

𝑘
and 𝛽

𝑘
is given as

Φ =

[

[

[

[

0.6 0.4 0 0

0.25 0.3 0.45 0

0.2 0.2 0.1 0.5

0.1 0.55 0.1 0.25

]

]

]

]

,

Ψ =

[

[

[

[

0.7 0.3 0 0

0.55 0.35 0.1 0

0.2 0.4 0.25 0.15

0.3 0.35 0.15 0.2

]

]

]

]

.

(19)

Using the design steps in Section 3, we get ℎ = −0.6215.
Figure 1 shows the state response of two agents with

𝑥

1
(0) = 18, 𝑥

2
(0) = 3,

𝑥

∗
= 100, 𝛼

0
= 0, 𝛽

0
= 0.

(20)

It can be seen that 𝑥

1
and 𝑥

2
converge at 𝑥

∗.

5. Conclusion

The consensus control problem of multiagent systems of
first-order integrator is studied under network-induced con-
straints. A new model is presented to describe the network
communication with package dropout, time delay, and pack-
age disorder. For the new model, the definition of mean
square consensus is given multiagent systems. Further, the
necessary and sufficient condition of mean square consensus
is proposed in the form of matrix inequalities. Based on
this condition and Cone Complementarity Linearisation
algorithm, a consensus control law can be designed to make
systems reach mean square consensus.
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Location estimation for object tracking is one of the important topics in the research of wireless sensor networks (WSNs). Recently,
many location estimation or position schemes in WSN have been proposed. In this paper, we will propose the procedure and
modeling of location estimation for object tracking inWSN.Thedesignedmodeling is a simple schemewithout complex processing.
We will use Matlab to conduct the simulation and numerical analyses to find the optimal modeling variables. The analyses with
different variables will include object moving model, sensing radius, model weighting value 𝛼, and power-level increasing ratio k
of neighboring sensor nodes. For practical consideration, we will also carry out the shadowing model for analysis.

1. Introduction

Recently, with the characteristics of low cost and low power
consumption, wireless sensor net-work (WSN) communica-
tion has attracted lots of attentions on different applications
and services, such as monitoring and object tracking. Loca-
tion estimation for object tracking is one of the important
topics in the research of wireless sensor networks (WSNs)
[1, 2]. The wireless sensors not only are able to induce
and detect the environmental target and the change of
environment but also deal with collected data and send the
disposed information to the sink or base station via wireless
communication.

For WSN applications, tracking moving objects is one
of the important issues. Tracking moving objects is more
difficult than sensing objects in fixed area because the objects
maymove from time to time, and sufficient computing power
and storage space are required for disposing information
of objects and sending the information to users. In the
application of wireless sensor networks, users hope to use
sensors to collect needed information, such as temperature,
gas concentration, position of wildlife, and so forth. For users,
the position of object is an important piece of information.
For example, in an intelligent building, when sensors detect

a fire event, the firemen wish to know the fire site andmoving
direction through the sensor nodes so that the action can
be carried out promptly. Therefore, to acquire the accurate
position of the object is one of issues concerning object
tracking.

Another important research issue is information process-
ing. Since the object may move everywhere at any moment,
the information of object should be updated and sent to
the sink timely so that we can maintain the object location
accurately. If the monitoring area is very large, the sensing
coverage and data aggregation technology needs to be taken
into consideration to save energy in terms of sensing and
transmission. Therefore, in the paper we will propose the
procedure and modeling of location estimation for object
tracking with energy issues in mind while maintaining the
relatively low estimation error.

The rest of this paper is organized as follows. Section 2
describes the research related to the positioning and location
estimation for object tracking. The detailed design and
modeling of the proposed scheme is illustrated in Section 3.
Section 4 provides the analyses and evaluations as well as
discussions based on the simulation and numerical results.
We summarize this paper and address future work in
Section 5.
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2. Related Works

Location estimation of object tracking is to define the object
movement path and position [3–7]. In recent years, global
positioning system (GPS) [8], implemented in real system, is
one of themost popular positioning systems for outdoor envi-
ronment. The average error of GPS is within 3m. However,
the GPS positioning technology is not suitable for wireless
sensor networks due to size, cost, and power consumption
constraints.

The location estimation for radio communication can
be divided into 2 categories: range-based positioning [9–
11] and range-free positioning [12, 13]. The range-based
positioning technologies include angle of arrival (AOA) [9],
time of arrival (TOA) [9], time difference of arrival (TDOA)
[9], and received signal strength indicator (RSSI) [11]. The
range-based technology in general can obtain more accu-
rate location estimation by applying the distance and angle
information received from specific or expensive network
equipments; however, it might not be suitable for large-scale
deployment of WSNs.

The range-free positioning technology, on the other hand,
estimates the location without the assist from any expensive
network equipment. The centroid positioning mechanism
[13] employed the centroid of selected reference points to
estimate its own position. The general scheme for object
tracking is taking the object as the center of a circle and
estimating the signal radius with the consideration ofmoving
speed. Besides this general scheme, some other researches
[14, 15] have been studied. The research in [14] proposed
a method using a mobile agent to track the object moving
path and three fixed sensor nodes to calculate the object
position. These three sensor nodes broadcast a message to
their neighboring nodes for object detection. In order to
obtain more accurate object position, some researches [3, 4]
defined some sensor nodes within certain range from the
object to help tracking the object. Other sensor nodes beyond
this range maintain in dormant states. The research in [15]
proposed the dynamic adjustment of the signal coverage
based on the object behavior to reduce the tracking area in
wireless sensor networks. The research can track the object
with minimum number of sensor nodes so that the network
lifetime can be prolonged.

The deployment of WSNs usually consists of a great
number of sensors. Tomanage the sensor node resources and
collected data, some schemes need to be taken into account
to provide efficient data processing or message transfer,
especially in large-scale WSNs. In general, there are two
types of information processing inWSNs, named distributed
processing [12, 13, 16, 17] and centralized processing [14, 18–
21]. For the distributed processing, when the sensor nodes
sense and collect data, they will calculate or process the data
followed by sending the data to the sink. GPS system is one
typical position system using distributed processing [8]. GPS
estimates more accurate location; however, it takes a longer
time to first fix (TTFF) and incurs the additional cost of
setting up a GPS receiver for each sensor node. Some other
researches using related positions of the nodes [16] or area-
based position schemes [13] for distributed data processing

were also proposed. The research in [12] narrows down the
possible region, formed by selecting three anchors among
all sensing nodes, in which a particular node may reside.
The location of an object can be determined by the center of
gravity of the intersection of triangles. To reduce the number
of anchors, the research in [17] employed a few mobile
anchors equipped with the GPS capability to broadcast their
current positions periodically for location estimation.

On the other hand in centralized processing, upon
receiving the sensed data, the sensor nodes send it to the
sink via some routing protocols for data processing. The data
aggregation technology [18–21]might be employed before the
data reach the sink so as to reduce the amount of data transfer
and consequently provide the energy saving. The research in
[14] set a data volume threshold for the detected object data
inWSNs.When the data volume detected by an agent node is
smaller than the threshold, the agent node will send the data
to the sink directly. If the collected data volume is larger than
the threshold, the agent node will carry out the data fusion
for all collected data and then send them to the sink.

From the related researches discussed above, not all sen-
sor nodes can afford the GPS capability due to the limitations
of sensor nodes in size, cost, and power consumption. Also
due to the limited computational power of sensor nodes,
simpler positioning and data processing mechanisms will
be the major consideration in this paper. Therefore, this
paper aims at the scenario wherein static sensing nodes are
deployed in fixed location. The proposed modeling of loca-
tion estimation for object tracking developed using range-
free positioning technology based on centroid scheme [13]
as well as centralized data processing technology to reduce
the data processing and traffic loads is suitable for large-
scale WSNs. We will also use data aggregation idea to reduce
the data volume transfer between the sensing nodes and
sink. From the result of related researches above, the range-
free positioning technology combined with data aggregation
used in the proposed mechanism is suitable for practical
use in large-scale WSNs which are constrained in terms
of energy consumption, computation power, and device
cost. Furthermore, the proposed mechanism using dynamic
sensing procedure with different sensing radii and power-
level of the transmission signal will improve the positioning
accuracy as compared to other related schemes.

3. Proposed Location Estimation Scheme

3.1. Dynamic Sensing Procedure. In this paper, we will make
the following assumptions for our location estimationmodel.
First, we assume that the WSN nodes deployment is in a 2-
dimensional plane. Secondly, there is no interference between
any two sensor nodes. Thirdly, all sensor nodes in WSN have
the knowledge of their own IDs and corresponding GPS
positions as well as sink GPS value. Lastly, we assume that
every node knows its neighboring nodes’ ID. All the above
mentioned data can be set up or acquired during the initial
deployment of the WSN.The sink node maintains the record
of IDs and GPS positions of all sensor nodes. Within the
sensing range, R, each sensor node can detect the movement
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Figure 1: The dynamic power-level sensing topology.

of the object. In this research, we deploy a square network
nodes topology to provide fully coverage of sensing network.
The proposed location estimation for object tracking inWSN
includes three steps.

Step 1. Dynamic power-level sensing: once detecting the
appearance of one object, the sensor node informs the one-
hop neighboring node to increase the power level for sensing.

Step 2. Cluster head selection: designate a node from the
sensing nodes which is the closest node to the sink. The
selected node, named cluster head, will collect all data from
sensing nodes and then send the data to the sink.

Step 3. Modeling of the location estimation: upon receiving
the data from the cluster head, the sink calculates the object
location using the location estimation model.

The detailed modeling and mechanism of the proposed
location estimation for object tracking is described below.

While estimating the position of moving object in WSN,
the sensing node calculates the position according to models
such as [13]. In general, using more sensing nodes to detect
the object, the estimated location will be more accurate.
To increase the accuracy of location estimation for object
tracking, the first step in our proposed mechanism is to
dynamically adjust the sensing power-level of neighboring
nodes which is one hop away from the initial sensing node.
The one-hop neighboring nodes increase their power by
𝑘 time to extend their corresponding signal coverage. The
dynamic power-level sensing topology and scheme is illus-
trated in Figure 1, where sensor node 1 is the initial sensing
node to detect an object. Once detecting the appearance of
the object, the sensing node, node 1, issues a message, with
TTL setting as 1, to its one-hop neighboring nodes, nodes 2,
3, 4, and 5 as shown in Figure 1. Upon receiving the message
from the initial sensing node, the one-hop neighboring nodes
extend their corresponding signal coverage by increasing the
sensing power-level to 𝑘 time. The moving object location
can be calculated using location estimation model, described
later, from all sensible nodes corresponding to nodes 1, 2, and
3 as shown in Figure 1 for example.

The next step is to send sensed information back to
the sink node by each sensible node. In this research, we
designate a node from the sensible nodes being the closest
node to the sink as the cluster head. The cluster head will
collect all data from sensible nodes and then send the data to
the sink. This will reduce the unnecessary messages sending
fromother sensible nodes, except the cluster head, to the sink.

Once the cluster head is determined, all other sensible
nodes will send the sensing information to the cluster head.
After the data fusing, the cluster head sends the sensing object
information to the sink. Upon receiving the data from the
cluster head, the sink calculates the object location using
the location estimation model. The modeling of location
estimation for object tracking is described in more details in
Section 3.2.

3.2. Modeling of Location Estimation for Object Tracking.
Because the dynamic power-level sensing is applied to the
neighboring sensor nodes which would be different from
the initial sensor node, we define the initial sensor node
as major node, node 1 in Figure 1, and the other sensible
neighboring nodes as minor nodes, for example, nodes 2 and
3 in Figure 1. The algorithm with distance formula for our
location estimation is illustrated in Algorithm 1.

In our proposed algorithm, there are two types of sensing
data between sensor nodes to the cluster head. For those
nodes without changing the sensing range, they will send
an Mposition (cluster, ID) packet to the cluster head, where
cluster is the cluster head sensor ID, and ID is the sensor node
ID. If a sensor node, increasing its power by 𝑘 time, detects
the object, it will send an Nposition (cluster, ID) packet to the
cluster head. After receiving the information from all sensible
nodes, the cluster head processes and compresses the data and
then sends it to the sink. Upon receiving the data from the
cluster, the sink calculates the object location according to the
following equation:

(𝑂

𝑥
, 𝑂

𝑦
)

= (

𝛼∑

𝑧

𝑖=1
𝑀

𝑥𝑖
+ ∑

𝑗

𝑖=1
𝑁

𝑥𝑖

𝛼𝑧 + 𝑗

,

𝛼∑

𝑧

𝑖=1
𝑀

𝑦𝑖
+ ∑

𝑗

𝑖=1
𝑁

𝑦𝑖

𝛼𝑧 + 𝑗

) ,

(1)

where the (𝑂
𝑥
, 𝑂

𝑦
), (𝑀
𝑥
,𝑀

𝑦
), and (𝑁

𝑥
, 𝑁

𝑦
) are the coor-

dinate of object, major node, and minor node, respectively.
Also, the 𝑧 and 𝑗 are the numbers of the major nodes and
minor nodes, respectively. In (1), we add a weighting value
𝛼 to the estimated formula because sensing ranges for major
nodes and minor nodes are different. The 𝛼 value could be
related to the increase of the power level 𝑘 for minor nodes.
When we conduct the performance analysis, we compare the
numerical result for different 𝑘 and 𝛼 values. The algorithm
for our proposed location estimation model is shown in
Algorithm 2.

Since the practical wireless communications will suffer
from all kinds of interference and signal fading issue, the idea
model with circular sensing coverage may not be feasible.
Therefore, we further consider the shadowing model in our
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(1) // Given a graph 𝐺 = (𝑉, 𝐸)

(2) // 𝑉 presents the set of sensor nodes
(3) // 𝐸 presents the set of communication link between sensor node and its neighbors
(4) //𝑀Position (𝑀

𝑥
,𝑀
𝑦
) is the coordinator of the major node

(5) //𝑁Position (𝑁
𝑥
,𝑁
𝑦
) is the coordinator of the minor node

(6) // 𝑅 presents the sensing range of sensor node
(7) 𝑆 = {𝑠

𝑎
}, for 𝑎 = 1, 2, . . . , 𝑖, and 𝑆 ∈ 𝑉 // 𝑆 presents the set of sensor nodes detecting object 𝑂

(8) 𝑁 = {𝑛

𝑏
}, for 𝑏 = 1, 2, . . . , 𝑗, and𝑁 ∈ 𝑉 //𝑁 presents the set of node’s neighboring nodes with enlarged power,

which can detect object 𝑂

(9) 𝑑𝑖𝑠𝑡(𝑂, 𝑠
𝑎
) =

√

(𝑂

𝑥
− 𝑠

𝑎𝑥
)

2

+ (𝑂

𝑦
− 𝑠

𝑎𝑦
)

2

(10) if 𝑑𝑖𝑠𝑡(𝑂, 𝑠
𝑎
) < 𝑅 then // The proposed method will be triggered when a sensor node 𝑆

𝑎
detects an object 𝑂.

(11) 𝑑𝑖𝑠𝑡(𝑂, 𝑛

𝑏
) =

√

(𝑂

𝑥
− 𝑛

𝑏𝑥
)

2

+ (𝑂

𝑦
− 𝑛

𝑏𝑦
)

2

// In order to determine object’s location, the sensor node notifies
its one-hop neighboring nodes to increase their sensing range.

(12) end if

Algorithm 1: Algorithm with distance formula for the proposed location estimation.

(1) //When Object O into the Sensing Filed
(2) //The set of Sensor nodes 𝑆 = {𝑠

1
, 𝑠

2
. . . , 𝑠

𝑖
} detect Object 𝑂

(3) //The set of neighbor nodes𝑁 = {𝑛

1
, 𝑛

2
. . . , 𝑛

𝑗
} detect Object 𝑂

(4) for (𝑎 = 1; 𝑎 ≤ 𝑖; 𝑎++)
(5) if 𝑑𝑖𝑠𝑡(𝑂, 𝑠

𝑎
) < 𝑅

(6) 𝑠

𝑎
Send enlarge(ID) to one-hop neighbors;

(7) end if
(8) Broadcast notice(ID);
(9) Broadcast contend(ID, dist(sink, 𝑠

𝑎
));

(10) if dist(sink, 𝑆 + 𝑁 − 𝑠

𝑎
) < dist(sink, 𝑠

𝑎
) then

(11) 𝑠

𝑎
.State = give up;

(12) else
(13) 𝑠

𝑎
.State = cluster;

(14) end if
(15) if 𝑠

𝑎
.State = cluster then

(16) Send cluster(ID) to 𝑆 + 𝑁 − 𝑠

𝑎
;

(17) else if dist (𝑂,𝑠
𝑎
) < 𝑅

(18) SendMposition(Cluster, ID) to Cluster;
(19) else
(20) Send Nposition(Cluster, ID) to Cluster;
(21) end if
(22) if 𝑠

𝑎
.State = cluster then

(23) Send all information to sink;
(24) end if
(25) end for

Algorithm 2: Algorithm of the proposed location estimation model.

design and analysis. We model the shadowing issue with
random process. Basically, when the object is close to the
sensor node, the sensed probability would be higher than that
of the object being remote. The shadowing model applied in
our study is shown in the following:

[

𝑃

𝑟
(𝑑)

𝑃

𝑟
(𝑑

0
)

]

𝑑𝑏

= −10𝛽 log( 𝑑

𝑑

0

) + 𝑋

𝑑𝐵
, (2)

where𝑋
𝑑𝑏
is the random variable with Gaussian distribution,

𝛽 is the path loss exponent, 𝑑 is the distance between the
object and the sensing node, and 𝑑

0
is the sensing radius.

4. Numerical Analyses

The performance analysis is conducted by using Matlab soft-
ware and the experimental parameters; setup and mobility
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Figure 2: Tracking of moving object with line movement path 1
(black broken lines are the real movements, and red dots stand for
predicted object locations).

models are defined according to the survey in [22]. We
deployed 100 sensor nodes in a 100m × 100m environ-
ment. The sensor nodes are equally distributed with square
shape in the experimental region. The distance between two
neighboring nodes is 10 meters. Two object moving paths
are considered in the experiment. Path 1 is line movement
with 1m/s moving speed and path 2 corresponds to the
random movement with 1–5m/s moving speed. The initial
sensing radius 𝑅 is set as 8m, which will be varied for
different simulations.The experiment time for the simulation
is 180 sec.

The experiments include object moving model, sensing
radius, modeling weight value 𝛼 and power level increasing
ratio 𝑘 of neighboring sensor nodes. The detailed result for
each experiment is discussed in Section 4.1.

4.1. Different Object MovingModels. Figures 2 and 3 illustrate
the tracking of moving object with line movement path 1
and random movement path 2, respectively. The location
estimation from our model for both path 1 and path 2 are
quite close to the real objectmoving position.The estimations
error for path 1 movement is shown in Figure 4 where the
𝑥-axis represents the simulation time which corresponds to
the object position after movement at each instance. The 𝑦-
axis in Figure 4 on the other hand stands for the estimation
error between the real object position and calculated position.
The average estimated error for path 1 movement is 1.17m
with 2.83m maximum error and standard deviation 0.83.
The occurrence of maximum error appears during 35–80 sec
simulation time which proceeds with oblique movement
instead of horizontal or vertical movements. For rectangular
deployment of sensor nodes, the oblique movement of object
is expected to come out with large estimation error.

On the other hand, the estimation error for path 2
movement is illustrated in Figure 5. The average estimated
error for path 2 random movement is 1.34m with 3.48m
maximum error and standard deviation 0.62. The random
direction characteristics and various moving speeds is the
major reason which causes larger estimated error.
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Figure 3: Tracking of moving object with random movement path
2 (black broken lines are the real movements, and red dots stand for
predicted object locations).
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Figure 4: The estimation error for path 1 movement.

4.2. Different Sensing Radii. In general, the difference in
sensing radius, resulting in different sensing coverage and
consequently different signal overlay area, will affect the
accuracy of the location estimation. The change of sensing
radius will also affect the numbers of major andminor sensor
nodes as well as the estimated position. Figures 6 and 7 show
the average estimated error with different sensing radii for
path 1 and path 2 movement, respectively. In this research
with 10m separation between each neighboring sensor node,
the minimum sensing range would be 7.2m in order to fully
cover the whole experimental environment. However, for
the practical deployment while considering the shadowing
effects, it is better to provide sensing radius larger than 8m.
On the other hand, larger sensing radius with larger sensing
power will introduce the power consumption issue for WSN
applications. From the power energy viewpoint, the sensing
radius in this design could be between 8m to 10m.

As shown from the simulation results in Figure 6, when
the sensing radius is between 11.2–11.3m, the location estima-
tion error reaches the minimum. However, by taking account
the energy consumption issue, the sensing radius around
9.7m with relatively low location estimation error, not larger
than 0.1m as compared to the sensing radius 11.4m with
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Figure 5: The estimation error for path 2 random movement.
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Figure 6: The average estimated error with different sensing radii
for path 1 movement.

minimum estimation error, could be the optimal candidate in
the experimental scenario for path 1 simulation. On the other
hand, when the sensing radius is around 11.4m, the location
estimation error reaches the minimum for path 2 case shown
in Figure 7. Similarly, we will set the sensing radius 9.6m as
the optimal candidate for energy consumption consideration
in path 2 simulation.

With the optimal sensing radius in mind, more accuracy
location estimation could be obtained. Figures 8 and 9 show
the estimation error result with optimal sensing radius for
path 1 and path 2 movement, respectively. As shown in
Figure 8 for path 1 case, the average estimation error is about
0.61m with 1.04 maximum error and standard deviation 0.46
which are much smaller than the results with 8m sensing
radius. Similarly, for the Path 2movement case in Figure 9 we
obtain the average estimation error about 1.03m with 3.29m
maximum error and standard deviation 0.66. The average
estimation error with optimal sensing radius is less than the
result with 8m sensing radius.

4.3. Different Modeling Weight Values. The weight value 𝛼
of major sensor node will be analyzed in this subsection.
Figures 10 and 11 show the dependence of weighting value
on the average location estimation error for path 1 movement
with sensing radius 9.7m and path 2 movement with sensing
radius 9.6m, respectively. As shown in Figure 10 for path 1
case, for weighting value between 2 and 3 we will obtain the
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Figure 7: The average estimated error with different sensing radii
for path 2 movement.
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Figure 8: The estimation error result with optimal sensing radius
for path 1 movement.

lowest estimation error. Similarly, we will obtain the relatively
low estimation error for weighting value between 2 and 3 in
Figure 11 path 2 case. In general, large weighting value (larger
than 3) would push the calculation of location estimation
too close to major sensor node. On the other hand, small
weighting value (smaller than 2) would push the calculation
of location estimation too close to minor sensor node. Both
situations would increase the estimation error.

4.4. Different Power-Level Increasing Ratios. Figure 12 shows
the simulation results of average estimation error with dif-
ferent sensing radii and power-level increasing ratios 𝑘 for
path 1 movement. As shown in Figure 12, when 𝑘 value of
power-level increasing ratio for minor sensor node is larger
than 2, the estimation error becomes relatively large. This
is because the remote sensor nodes with extended sensing
coverage may detect the object and consequently result in
the increase of the estimation error. The detailed estimation
errors with corresponding variables for some instances of
path 1movement are listed in Table 1. Although theminimum
estimation error is obtained with 9.9–10m sensing radius
and 𝑘 = 1.7, the optimal selection would be the case with
9.7m sensing radius and 𝑘 = 1.5 by considering the energy
consumption issue.



Journal of Applied Mathematics 7

0 20 40 60 80 100 120 140 160 180
0
1
2
3
4
5
6
7
8
9

10

Time (s)

Es
tim

at
iv

e e
rr

or
 (m

)

Figure 9: The estimation error result with optimal sensing radius
for path 2 movement.
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Figure 10: The dependence of weighting value on the average
location estimation error for path 1.
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Figure 11: The dependence of weighting value on the average
location estimation error for path 2.

Table 1:The estimation errors with corresponding variables for Path
1 movement.

Sensing radius Power-level (𝑘) Estimation error
7.1 1.4 0.7001
7.2 1.8 0.7801
7.3 1.3 0.7001
7.4 1.3 0.7001
7.5 1.3 0.7001
7.6 1.3 0.7001
7.7 1.2 0.8337
7.8 1.2 0.8337
7.9 1.2 0.7800
8.0 1.2 0.7435
8.1 1.2 0.7435
8.2 1.2 0.7435
8.3 1.2 0.8352
8.4 1.1 0.9099
8.5 1.5 0.8576
8.6 1.1 0.8062
8.7 2.0 0.9888
8.8 1.9 0.9548
8.9 1.9 0.9334
9.0 1.9 0.8808
9.1 1.9 0.8836
9.2 1.8 0.8497
9.3 1.8 0.8497
9.4 1.8 0.8283
9.5 1.5 0.6297
9.6 1.5 0.6297
9.7 1.5 0.6140
9.8 1.7 0.6139
9.9 1.7 0.5925
10 1.7 0.5925
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Figure 12: Average estimation error with different sensing radii and
power-level ratios 𝑘 for path 1.

Similar results with different sensing radii and power-
level increasing ratios 𝑘 for path 2 case is shown in Figure 13,
and the detailed estimation errors with corresponding vari-
ables for path 2 case are listed in Table 2. Again, we may take
the optimal sensing radius as 9.6m and 𝑘 value as 1.5 for path
2 case from this result.
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Table 2: The estimation errors with corresponding variables for
Path 2 movement.

Sensing radius Power-level (𝑘) Estimation error
7.1 1.3 1.0816
7.2 1.3 1.0725
7.3 1.3 1.0607
7.4 1.3 1.0618
7.5 1.3 1.1070
7.6 1.3 1.1575
7.7 1.2 1.1804
7.8 1.2 1.1950
7.9 1.2 1.2324
8.0 1.6 1.2183
8.1 1.6 1.1980
8.2 1.6 1.2118
8.3 1.6 1.2684
8.4 1.6 1.2453
8.5 1.7 1.2698
8.6 1.5 1.2534
8.7 1.6 1.2341
8.8 1.6 1.1755
8.9 1.6 1.1321
9.0 1.6 1.1219
9.1 1.6 1.1225
9.2 1.6 1.1347
9.3 1.5 1.0880
9.4 1.5 1.0358
9.5 1.5 1.0351
9.6 1.5 1.0290
9.7 1.5 1.0532
9.8 1.5 1.1100
9.9 1.4 1.1194
10 1.4 1.1180

4.5. Result of Shadowing Model. In this subsection, the shad-
owing model is considered, and the simulation is conducted
for 100 times to analyze the result. Figure 14 shows the
location estimation error with shadowing model for path
1 movement. The sensing radius is set to 9.7m. From the
result in Figure 14, the estimation error is 1m with 4.47m
maximum error and standard deviation 0.72. On the other
hand, the estimation error with shadowing model for path 2
case with 9.6m sensing radius is shown in Figure 15. From the
result in Figure 15, the estimation error is 1.36m with 5.43m
maximum error and standard deviation 0.77. The results for
path 1 and path 2 for shadowing model are within acceptable
range.

4.6. Comparison with Other Schemes. As mentioned earlier,
the proposed scheme is based on the low power consumption
and computation for moving objecting location tracking.
In this sub-section, we therefore, further compare our esti-
mation accuracy with the results of centroid scheme [13].
Figure 16 shows the comparison of location estimation error
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Figure 13: Average estimation error with different sensing radii and
power-level ratios 𝑘 for path 2.
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Figure 14: The location estimation error with shadowing model for
path 1 movement.

between centroid and our proposed schemes for path 1
movement. As we can see from the results of Figure 16, our
proposed scheme performs better estimation accuracy than
centroid scheme for most radio sensing radii. The proposed
scheme comes out with a little bit higher estimation error
around sensing radii from 12.5m to 13m. Similarly, the
comparison of location estimation error between Centroid
and our proposed schemes for path 2 movement is illustrated
in Figure 17. Againmost results of our proposed scheme show
better estimation accuracy than centroid scheme except for
the results for radii from 12.6m to 13.8m. However, for 100m
× 100mexperimental setup, the optimal sensing radiuswould
be around 9.6–9.7m from the previous results. Therefore,
from practical deployment viewpoint, our proposed scheme
does provide much better accuracy as compared with cen-
troid scheme. In general, the estimation error of our proposed
mechanism is less than half of that of centroid scheme.

5. Conclusion

In this paper, we have developed and proposed the mech-
anism and procedure to model the location estimation for
object tracking in large-scale WSNs. The designed modeling
is a simple scheme without complex processing which uses
range-free-positioning technology as well as centralized data



Journal of Applied Mathematics 9

0 20 40 60 80 100 120 140 160 180
0
1
2
3
4
5
6
7
8
9

10

Time (s)

Es
tim

at
iv

e e
rr

or
 (m

)

Figure 15: The location estimation error with shadowing model for
path 2 movement.
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Figure 16: The comparison of location estimation error with
centroid model for path 1 movement.
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Figure 17: The comparison of location estimation error with
centroid model for path 2 movement.

processing technology with data aggregation idea to reduce
the data processing and traffic loads. The proposed position-
ing model and mechanism are suitable for practical use in
large-scale WSNs which are constrained in terms of energy
consumption, computation power, and device cost.

We have conducted the simulation and numerical anal-
yses on different variables, such as object moving model,
sensing radius, model weighting value 𝛼, and power-level
increasing ratio 𝑘 of neighboring sensor nodes. The shad-
owing model was also introduced and analyzed to map the
designed scheme to the practical situation. The experimental
results showed that the average estimation errors are 0.61m
and 1.03m with optimized sensing radius around 9.7m and
9.6m for path 1 line movement and path 2 random move-
ment, respectively. We have further compared our proposed
model and mechanism with centroid scheme. From practical
deployment viewpoint, our proposed scheme does provide
much better accuracy as compared with centroid scheme. In
general, the estimation error of our proposed mechanism is
less than half of that of centroid scheme.

In the future, we will investigate the design of mobile
sensing nodes to further reduce the number of deployed
nodes.Wewill also conduct experiments on irregular deploy-
ment of sensing nodes to simulate some special scenarios or
environments.
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When machine-type communication (MTC) devices perform the long-term evolution (LTE) attach procedure without bit rate
limitations, they may produce congestion in the core network. To prevent this congestion, the LTE standard suggests using group-
based policing to regulate the maximum bit rate of all traffic generated by a group of MTC devices. However, previous studies
on the access point name-aggregate maximum bit rate based on group-based policing are relatively limited. This study proposes a
multistage control (MSC)mechanism to process the operations of maximum bit rate allocation based on resource-use information.
For performance evaluation, this study uses a Markov chain with𝑀/𝐺/𝑘/𝑘 to analyze MTC application in a 3GPP network. Traffic
flow simulations in an LTE system indicate that theMSCmechanism is an effective bandwidth allocation method in an LTE system
with MTC devices. Experimental results show that the MSC mechanism achieves a throughput 22.5% higher than that of the LTE
standard model using the group-based policing, and it achieves a lower delay time and greater long-term fairness as well.

1. Introduction

Machine-type communication (MTC) applications are grad-
ually becoming available for a wide range of potential appli-
cations because of the tremendous interest inmobile network
operators. This emerging technology is used in machine-to-
machine (M2M) communication to provide wireless broad-
band communications for various types of applications [1, 2].
This dynamic network provides MTC devices with serv-
ing network capabilities for various applications, including
metering, road security, and consumer electronic devices
[3, 4]. The 3GPP TS 22.368 specification initially defined the
service requirement for MTC services and MTC devices [5,
6]. The SA2 committee extended architecture requirements
to support the aggregate maximum bit rate (AMBR) in
quality-of-service (QoS) parameters, creating the TR 23.888
specification for group service application requirements [7].
This extension created new challenges and opportunities
in the resource allocation problem. The efficiency of the
dynamic bandwidth allocation mechanism plays a vital role

in system performance because MTC devices can cause
network congestion when performing the attach procedure
without bit rate limitations [8]. Figure 1 shows a typical
MTC network architecture. In a long-term evolution (LTE)
system, the mobility management entity (MME) regulates all
communication between the enhanced node B (eNB) and
MTC devices in the radio coverage cell of the eNB.The policy
and charging rules function (PCRF) is a software node for
determining policy rules in a 3GPP network. To meet QoS
requirements, the MME can send an attachment report to
the Home Subscriber Server (HSS), and the HSS attempts
to inform the MME by group-based policing to compute the
QoS parameter value. To allow all MTC devices to send the
attach request separately, the aggregate maximum bit rate
(AMBR) must regulate the bit rate of all traffic generated
through a group of nonguaranteed bit rate bearers. In this sit-
uation, users are unable to receive proper bandwidth, which
causes the attach reject for the user equipment-aggregate
maximum bit rate (UE-AMBR) and therefore degrades the
QoS [9].
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Figure 1: MTC architecture in an LTE system.

A crucial bandwidth group-based policing issue in the
design of 3GPP networks is the QoS support required
for the tremendous global growth in data and traffic of
mobile MTC subscribers [10]. A service flow is based on the
report information with a particular set of QoS requirement
parameters (e.g., packet delay tolerance, acceptable packet
loss rates, required minimum bit rates, and AMBR). The
LTE systemdefines several end-to-endQoS requirements and
the QoS information for each evolved packet system (EPS)
bearer based on the concept of data flows, including the QoS
class identifier (QCI), allocation and retention policy (ARP),
guaranteed bit rate (GBR), andmaximumbit rate (MBR).The
QCI is a scalar that indicates a specific priority, maximum
delay, and packet error rate. This index also refers to a set
of packet-forwarding treatments (e.g., scheduling weights,
admission thresholds, queue management thresholds, and
link layer protocol configuration). The ARP is involved in
prioritization and preemption decisions regarding bearers,
and its primary purpose is to decide whether to accept a
bearer establishment request when resources are limited.The
GBR denotes the minimum bit rate to be provided to a
GBR bearer. For a rate-shaping function, the MBR limits the
GBR value to discard excess traffic. The MBR and AMBR
regulate the bit rate of traffic generated through one GBR

bearer and a group of non-GBR bearers, respectively. The
LTE system also supports QoS for EPS bearer aggregates
at both the UE-AMBR and access point name-aggregate
maximum bit rate (APN-AMBR). The UE-AMBR combines
themaximumbit rate across all non-GBR bearers of a UE and
enforces bandwidth allocation by the eNB for both uplink and
downlink.The APN-AMBR aggregates the maximum bit rate
across all non-GBRbearers and across all packet data network
(PDN) connections of the sameAPNand enforces bandwidth
allocation by the PDN gateway (PGW) for a downlink [11, 12].

This study considers MTC devices with an Event-Trigger
MTC feature for transmission data only at certain predefined
times, which include a grant time interval and a forbidden
time interval. The network permits an MTC device to trans-
mit data during the grant time interval and prevents it from
transmitting data outside the grant time interval; for example,
the grant time interval does not overlap with the forbidden
time interval. The network does not permit an MTC device
to transmit data during the forbidden time interval for
various reasons, such as maintenance of the MTC server.
MTC device is to communicate with the MTC server. The
communication windows of the devices shall be distributed
over the predefined time for a group of MTC devices to
avoid network overload. This study focuses on a centralized
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point-to-multipoint (PMP) architecture that the eNB uses
to distribute bandwidth resources to multiple MTC devices.
This architecture mode provides superior QoS performance
to that of the distributed bearer mode. After receiving an
attach request from an MTC device, the centralized MME
reports an attach report opportunity in time slots to the HSS
fromall authorizedMTCdevices currently using the available
bandwidth resource.

The remainder of the paper is organized as follows.
Section 2 presents a brief literature review of the attach pro-
cedure and MTC application over the LTE system. Section 3
provides a description of the system model and the pro-
posed MSC mechanism. Section 4 introduces the simulation
environment. Section 5 presents the simulation results of the
proposed scheme. Finally, Section 6 offers the conclusion.

2. Attach Procedures in LTE

The attach procedure involves one or multiple dedicated
bearer establishment procedures to establish a dedicated EPS
bearer for that UE. Each bearer is associated with a set of
QoS parameters that describes the properties of the trans-
port channel. This leads to a flexible bandwidth allocation
algorithm that enables differential treatment for traffic with
varying QoS requirements. Network operators allow MTC
devices to attach to the network during the predefined period.

2.1. Attach Procedure. In the attach procedure, one UE
transmits an attach request message to the eNB. The eNB
delivers the initial UE message to the MME to enable session
management.TheMMEprovides the serving gateway (SGW)
with the UE of the out-of-synchronization (OoS) parameter
in the create session request message. In the initial context
setup request message, the MME determines the bearer ID
and OoS parameter based on the create session information.
Session creation management is only defined for the uplink
data path, and not for the received downlink data path. The
eNB generates the initial context setup response message
in response to the initial context setup request message
from MME to report the eNB address. The 3GPP standard
proposes that the modifying bearer management reports the
eNB address to the SGW, enabling the PGW to determine
the downlink data path. The UE obtains the downlink data
according to the modifying bearer management [13].

The Policy Control Enforcement Function (PCEF) sends
an Internet Protocol Connectivity Access Network (IP-CAN)
session modification message if the IP-CAN QoS exceeds
the authorized QoS provided by the PCRF. The dedicated
bearer establishment contains the create bearer and bearer
setup messages without data payload. The PGW sends a
create bearer request message (while maintaining the OoS
parameter) to the MME by triggering a dedicated bearer
establishment. When the MME is ready to switch the bearer
to dedicated bearer activation mode, it sends a bearer
setup request message to the eNB. After the eNB receives
the bearer setup request message, it replies with a bearer
setup response message. To report the bearer setup response
message, the eNB sends its address to the MME without any

QoS parameters.The reported effective bearer setup feedback
is consistent with the RRC connection reconfiguration. The
PCEF can then be obtained by the optimalQoS report tomeet
the specified target error rate before the dedicated bearer
establishment.

Figure 2 shows a sequence diagram of the attach pro-
cedure. For the enabled service, a UE must register with
the network by network attachment. The eNB derives the
MME from the initial UEmessage carrying the attach request
and the PDN connectivity. The MME sends a create session
request (PGW address, APN, default EPS bearer QoS, APN-
AMBR, etc.) message to the selected SGW. The SGW sends
a create session request message to the PGW using the PGW
address received in the previousmessage.ThePGWconsiders
the received message and returns a create session response
(PDN type, PDN address, EPS bearer ID, EPS bearer QoS,
APN-AMBR, etc.) message to the SGW. The eNB sends the
RRC connection reconfiguration message including the EPS
bearer ID and attach accept message to the UE, and the
UE returns the RRC connection reconfiguration complete
message to the eNB.TheMME sends a modify bearer request
(EPS bearer ID, eNB address, etc.) message to the SGW, and
the SGW acknowledges by sending a modify bearer response
(EPS bearer ID) message to the MME.

2.2. Event-Trigger MTC Applications. Although some exist-
ing MTC applications use short-range radio technologies,
MTC solutions based on mobile access technologies are
easier to install. Mobile access-based MTC solutions are
also better suited to supporting MTC applications, which
require reliable delivery of data to distant MTC devices [14].
Figure 3 shows aMTC application that consists of a modified
time and reported device ID at the S6a interface. The MTC
device performs initial attach and authentication procedures.
When the MME is unaware of the context information of
the MTC device, it sends a time period report request,
which includes a device ID, to the HSS. After receiving
the time period report request from the MME, the HSS
determines the period of the MTC device. The HSS returns
a time period report, which includes the device ID and time
period information of the MTC device, to the MME. To
avoid network signaling overhead, the MME calculates the
modified grant time interval and determines whether the
attach request is from the MTC device. When the attach
request is received outside the grant time interval, the MME
sends an attach reject message to the MTC device [7]. After
an attach request message is accepted, the MME sends a
time period report request to the HSS. The time period
report request includes a device ID and QoS parameters
corresponding to the MTC device making the initial attach
request. When the received attach report corresponds to an
initial attach report, the HSS determines an APN-AMBR by
dividing the group-APN-AMBR assigned to the MTC group
by using the group-based policing method. After applying
this group-based policing method, the HSS sends an APN-
AMBR report, which includes the determined APN-AMBR,
to the MME. Finally, the MTC device establishes a PDN
connection [9].
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Figure 2: Sequence diagram of LTE attach procedure.
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Figure 3: Sequence diagram of MTC application in an LTE system.

3. Proposed Model and Mechanism

This section presents an analysis of the blocking probabilities
of a MTC application that distinguishes multiple classes of
equal mean grant time interval. Based on the group-based
policing, the HSS uses extended APN-AMBR report fields

in 3GPP networks. As the APN-AMBR parameter travels
through an MME, UE-AMBR losses occurrence for various
APN-AMBR types because of inaccessible bandwidth after
the group-based policing. Let 𝑇 be the grant time interval.
Let 𝐺 be the group-APN-AMBR to group MTC devices
when they are served, which is the parameter to fulfill
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Figure 4: Corresponding queuing model for MTC application.

the satisfaction of the bandwidth requirement of application.
The terms 𝑇 and 𝐺 are the two operational parameters of the
proposed framework.

3.1. Queuing Model for MTC Application. The MTC Appli-
cation being considered is Event-Trigger MTC. Assume the
requests arrive at the MME following a Poisson process. Let
𝑁 be the number of all MTC devices in the network. If the
MME can modify the service time, the system behaves as
an 𝑀/𝐺/𝑘/𝑘 system, and the blocking probability can be
obtained using the Erlang B formula [15]. However, when the
system includes more than one priority class, the application
of𝑀/𝐺/𝑘/𝑘 becomesmore complex. Assume that the system
contains two MTC devices. Figure 4 shows the case when
MTC Device 2 (𝑈

2
) arrives at the MME before MTC Device

1 (𝑈
1
). However, 𝑈

2
is stopped because the priority ensures

the grant time interval of 𝑈

1
by modifying the grant time

interval of 𝑈

2
. The remaining portion of the overlapping

grant time interval at MME 𝑗 of MTC device 𝑖 is denoted
by 𝑅

𝑖
(𝑗), and this represents the residual service time. If the

basic MTC device and all QoS MTC devices are constant,
the degree of isolation between two arbitrary classes depends
only on their effective overlapping grant time interval.This is
because a basic MTC device can be interpreted as a constant
shift in time of the reservation process, and thus, neither
arrival nor reservation events are reordered in the grant time
interval. This result has also been proven by simulation for
various arrival and service time distributions. Hence, assume
that 𝑅

𝑖
(𝑗) = 0 without loss of generality and consider the

overlapping grant time interval between MTC Device 1 and
MTCDevice 2 as 𝑅

2
(𝑗) = 𝑇

2
− (𝑡

2
− 𝑡

1
) > 0. In this case, 𝑇

1
(𝑗)

has preemptive priority over 𝑅

2
(𝑗). The blocking probability

of 𝑈

1
is simply obtained using the Erlang B formula. This

study uses the Erlang B formula to evaluate the blocking
probability of the all the 𝑇

𝑖
(𝑗) traffic of MTC devices.

Consider a time period report request arriving at a certain
time instant in the HSS and requesting to reserve a grant
time interval 𝑞 time slots after its arrival time.Without loss of

generality, consider the arrival time of the time period report
request to be slot 0, and the start of theMTCdevice requested
duration to be slot 𝑞. To calculate the blocking probability of
this MTC device request, consider the traffic load at slot 𝑞, as
seen at the time of the request. Any MTC device requested
duration generated in the future (from time slots after slot 0)
for slot 𝑞 will not affect the probability of accepting/blocking
the MTC device request. The number of grant time intervals
with a start time within slot 𝑞, as seen at the instant in which
the time period report request arrives, is Poisson-distributed
with mean

𝜆

(𝑞)
=

{

{

{

{

{

𝜆, for 𝑞 ≤ 0,

𝜆{1 −

𝑞−1

∑

𝑎=0

𝑓 (𝑎)} , for 𝑞 > 0.

(1)

The number of MTC device requests for time slot 𝑞 from
all previous slots, including slot 𝑞, is 𝜆. Given a time period
report request arriving in time slot 0, the probability that this
MTC device requested duration requests that time slot 𝑞 is
𝑓(𝑞). Therefore, the number of MTC device requests from
slot 0 for slot n is 𝜆𝑓(𝑞). From a time period report request
viewpoint, the number of grant time interval arrivals in slot n
is the sum of MTC device requests from all time slots before
slot 0, in addition to the MTC device requests from slot 0.
Thus, the number of arrivals in slot 𝑞, as seen by the time
period report request, is the sum of all possible MTC device
requests (𝜆) minus any future MTC device requests to be
made in time slots 1 to 𝑞 for slot 𝑞.

Based on this assumption, define 𝜇

𝑖
= 1/𝐸[𝑇

𝑖
], where

𝐸[𝑇

𝑖
] is the expected value of theMTCdevice 𝑖(𝑈

𝑖
) grant time

interval at the same MME. To determine the effective service
time of a grant time interval under theMTC application, refer
to Figure 4. For a predefined time, a bandwidth is reserved for
a length of time that is equal to the sum of two time intervals.
The duration of the first interval is equal to that of the grant
time interval and is distributed according to𝑇

𝑖
(𝑗)with amean

1/𝜇. The conventional Markov model was implemented to
analyze the MTC requests queue model. The Markov model
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Figure 5: Markov model for the MTC requests queue.

was constructed for the MTC requests queue. The state 𝑛

represents the number of MTC requests within the frame
duration. The process of the MTC requests queue assumes
that time slot 𝑞 is working. The Markov process is illustrated
in Figure 5, based on the assumptions in our study. The state
n represents the number of requests in the MTC system.

The duration of the second interval is equal to that of
the forbidden time interval and is distributed according to
𝑅

𝑖
(𝑗) with a mean 𝑅. Based on these observations, an output

port of anMME node using aMTC application behaves as an
𝑀/𝐺/𝑘/𝑘 loss system. The traffic intensity 𝜌

(TC) of the queue
is

𝜌

(TC)
= 𝜆

(𝑞)
(

1

𝜇

+ 𝑅) . (2)

This study first presents modeling the MME using an
𝑀/𝑀/𝑘/𝑘 queue with preemptive priorities, where the
arrival rate of 𝑡

𝑖
is 𝜆

𝑖
and the service rate is 𝜇

𝑖
. Let 𝑘 be

the number of classes in the MTC application. Denote 𝜌

𝑖
=

(𝜆

𝑖
/𝜇

𝑖
) as the traffic load of 𝑡

𝑖
. If 𝑡
1
has an absolute priority

(i.e., all other MTC devices have signaling overhead), the
blocking probability of one class can be obtained using the
Erlang B formula in the 𝑀/𝑀/𝑘/𝑘 queue, expressed as

𝑃 (𝜌

1
, 𝑘) =

(𝜌

𝑘

1
/𝑘!)

(∑

𝑘

𝑚=0
𝜌

𝑚

1
/𝑚!)

. (3)

Similar to (3), the blocking probability of the superposi-
tion of the two classes with total traffic load 𝜌

1
+ 𝜌

2
can be

calculated as follows:

𝑃 (𝜌

1,2
, 𝑘) =

(𝜌

𝑘

1,2
/𝑘!)

(∑

𝑘

𝑚=0
𝜌

𝑚

1,2
/𝑚!)

, (4)

where 𝜌

1,2
= 𝜌

1
+ 𝜌

2
. In the multiclass case for the 𝑀/𝐺/

𝑘/𝑘 queue, the blocking probabilities for service classes
with different QoS values can be obtained by heuristically
generalizing (3) and (4) to an arbitrary number of 𝑘 classes.
A conservation law can be formulated for every set of classes
𝐸

𝑥
= {0, . . . , 𝑥} with 0 < 𝑥 ≤ 𝑘 − 1:

(

𝑥

∑

𝑦=0

𝜆

𝑖
)𝑃(𝜌

1,2,...,𝐸𝑥
, 𝑘) =

𝑥

∑

𝑦=0

𝜆

𝑦
⋅ 𝑃 (𝜌

1,2,...,𝑦
, 𝑘) , (5)

where 𝑃(𝜌

1,2,...,𝐸𝑥
, 𝑘) is the total blocking probability of all

classes in 𝐸

𝑥
. It describes the probability that a low-priority

MTC device that started the grant time interval prior to

the grant time interval of otherMTC devices has not finished
its grant time interval. In general, the blocking probability
of a MTC application can be calculated based on (3)–(5) as
follows:

𝑃 (𝜌

1,2,...,𝐸𝑥
, 𝑘)

= (

1

𝜆

𝐸𝑥

)(

𝐸𝑥

∑

𝑦=0

𝜆

𝑦
)

× [𝑃 (1, 2, . . . , 𝐸

𝑥
) − 𝑝

1,2,...,𝐸𝑥−1
𝑃 (1, 2, . . . , 𝐸

𝑥
− 1)] ,

(6)

where 𝑝

1,2,...,𝐸𝑥−1
= (∑

𝐸𝑥−1

𝑦=1
𝜆

𝑦
)/(∑

𝐸𝑥

𝑦=1
𝜆

𝑦
) and 𝑃(1, 2, . . .,

𝐸

𝑥
) = ((∑

𝐸𝑥

𝑦=1
𝜌

𝑦
)

𝑘

/𝑘!)/(∑

𝑘

𝑚=0
(∑

𝐸𝑥

𝑦=1
𝜌

𝑦
)

𝑚

/𝑚!).

3.2. Multistage Control Mechanism. The attach report mes-
sage is selected from each MTC device after reaching the
HSS because theMTC application identifies acceptable attach
MTC devices. The goal of the MSC mechanism is to improve
throughput requirement with a QoS guarantee. Figure 6
shows a flowchart of the APN-AMBR allocation process. The
MME receives an attach request and determines whether
a MTC application operates the attached MTC device. If
a MTC application operates the MTC device, the MME
also determines whether to modify the grant time interval.
The MME sends an attach report to the HSS, and the HSS
collects all MTC devices requesting attachment. The HSS
determines whether a new attach report has been received
from the MME. When the HSS knows the already attached
MTC device, it can process the MSC mechanism without
waiting for a duration. The HSS sends the APN-AMBR
report information after the MSC mechanism. The current
AMBR definitions enable system operators to differentiate
the service level provided for each of these services. In the
proposed architecture, rate policing prevents the network
frombecoming overloaded and ensures that the services send
data in accordance with the specified maximum bit rates.
Because MTC devices are encouraged to adapt their APN-
AMBR to starvation, resource starvation is confined to those
who ignore starvation. The uplink and downlink scheduling
functions implemented by the LTE system are largely respon-
sible for fulfilling the QoS characteristics associated with the
different bearers.

These APN-AMBRs are APN-level quantities and are
therefore known at the HSS. These APN-AMBRs propagate
through UE attach procedures down to the MME to enforce
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Figure 6: Flowchart of the APN-AMBR allocation process.

the data rate from the specific APN through rate policing.
Each MTC device may have various packets, and the stream
types of these packets may have various UE-AMBRs. This
mechanism also uses the following parameters:

(i) 𝑁: the number of MTC devices that must be buffered
within an MME in the LTE system;

(ii) 𝑄: the number of MMEs in a MME pool area;
(iii) 𝑆: the number of stages in the MSC mechanism;
(iv) 𝐺

𝑖,𝑗
: the groupAPN-AMBR size of the 𝑖thMTCdevice

at the 𝑗th MME;
(v) 𝑅

𝑖,𝑗
: the UE-AMBR size of the 𝑖th MTC device at the

𝑗th MME;
(vi) 𝐷

𝑖
: the default APN-AMBR size of the 𝑖th MTC

device;
(vii) 𝑀

𝑖
: the minimum APN-AMBR size of the 𝑖th MTC

device;
(viii) 𝐴

𝑖
: the allocation APN-AMBR size of the 𝑖th MTC

device.

Consider the MSCmechanism in which resource use can
be calculated. Let 𝐶

𝑖,𝑗
be the resource use of the 𝑖th MTC

device at the 𝑗thMME, where𝐶

𝑖,𝑗
= (𝑅

𝑖,𝑗
/𝐺

𝑖,𝑗
).The challenge

of this utilitymaximization problem is to determine theAPN-
AMBR of each subscribed MTC device to be served and the
amount of resources to be allocated to each APN-AMBR of
all subscribed MTC devices. When resources are limited, the
HSS must determine the number of APN-AMBRs for each
MTC device to receive resources, in order to maximize the
total utility of the system. We could find an allocation Γ =

{𝐴

1
, 𝐴

2
, . . . , 𝐴

𝑁
}, where 𝐴

𝑖
= {𝑎

𝑖,𝑗
: 𝑎

𝑖,𝑗
≥ 0, 𝑗 = 1, 2, . . . , 𝑄}

denotes the set of allocated resource to each APN-AMBR of
the 𝑖thMTC device. Formally, the objective of this problem is
to find a Γ to:

Maximize :

𝑄

∑

𝑗=1

𝑁

∑

𝑖=1

𝑅

𝑖,𝑗
𝐶

𝑖,𝑗

Subject to :

𝑄

∑

𝑗=1

𝑁

∑

𝑖=1

𝑎

𝑖,𝑗
≤ 𝐴,

0 ≤ 𝐶

𝑖,𝑗
≤ 1,

𝑅

𝑖,𝑗
≥ 0, ∀𝑖, 𝑗.

(7)

By solving this equality, the MTC application can easily
be obtained for the user. Resource use can be maximized
with the optimal values, which can be obtained by 𝑅

𝑖,𝑗
and

𝐶

𝑖,𝑗
parameters. However, the solution of this optimization

equation is not explicit because the MME does not know
the group APN-AMBR size and the number of MMEs in
the MME pool area in this stage. How to evaluate the APN-
AMBR for eachMTCdevice is important. Oneway to address
this is to refer to resource use, by employing the utilization
range to evaluate the APN-AMBR for each MTC device at
the HSS. The utilization ranges for various stages exhibit
up-bound and low-bound utilization. Let 𝐻

𝑠
󸀠 and 𝐿

𝑠
󸀠 be

the up-bound and low-bound utilization of the 𝑠

󸀠th stage,
respectively. Define up-bound utilization as

𝐻

𝑠
󸀠 =

{

{

{

{

{

𝑠
󸀠

∑

𝑖=1

(

1

𝑒

)

𝑖

, if 𝑠

󸀠
< 𝑆,

1, if 𝑠

󸀠
= 𝑆.

(8)

The up-bound utilization and low-bound utilization can
be determined by the HSS. Hence, low-bound utilization can
be represented as

𝐿

𝑠
󸀠 =

{

{

{

{

{

0, if 𝑠

󸀠
= 1,

𝑠
󸀠

∑

𝑖=2

(

1

𝑒

)

𝑖−1

, if 1 < 𝑠

󸀠
= 𝑆.

(9)

This method focuses on improving resource utilization.
The MSC mechanism helps the MME allocate the APN-
AMBR for each MTC device to maximize the resource use
and satisfy the target UE-AMBR. The granted bit rate of the
APN-AMBR is a critical parameter in the MSC mechanism.
First, the MME assigns the initial resource use levels, 𝐻

𝑠
󸀠

and 𝐿

𝑠
󸀠 , based on the required resource use of up bound and

low bound, respectively. Therefore, it is necessary to check
all utilization ranges (𝐻

𝑠
󸀠 ,𝐿
𝑠
󸀠) to find the utilization ranges
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Input: 𝑁, 𝑆, 𝐺

𝑖,𝑗
, 𝑅

𝑖,𝑗
, 𝐷

𝑖
,𝑀

𝑖
,

Output: 𝐴
𝑖

for 𝑗 = 1 to 𝑄 do
for 𝑖 = 1 to 𝑁 do //allocate resource
{

𝐶

𝑖,𝑗
= (𝑅

𝑖,𝑗
/𝐺

𝑖,𝑗
);

Find (𝐶
𝑖,𝑗

< 𝐻

𝑠
󸀠 and 𝐶

𝑖,𝑗
≥ 𝐿

𝑠
󸀠 ); // use (8) and (9) with given 𝑠

󸀠

Switch (𝑠󸀠)
{

case (𝑠󸀠 == 𝑆): 𝐴
𝑖
= 𝑀

𝑖
; break;

case(𝑠󸀠 ∈ Φ): MME sends attach reject message; break;
default: 𝐴

𝑖
= 𝐷

𝑗
/𝑒

(𝑠
󸀠
−1); break;

}

}

end for;
end for;

Algorithm 1: Multistage control mechanism.

that maximize resource use as candidate solutions. Among
these candidates, the candidate with the maximum resource
utilization is the solution for the MSC decision. If multiple
combinations produce the same maximum resource use,
select the one with the maximum number of MTC device-
rejected attachments. Algorithm 1 describes the assignment
of the APN-AMBR by using theMSCmechanism in anMME
pool area.

To improve fairness, theMTCdevices should be allocated
their APN-AMBR from the group APN-AMBR in order. If
the UE-AMBR of the signaling overhead type is incomplete,
signaling nonoverhead UE-AMBR will occupy the resource
of the group APN-AMBR in theMTC applications.TheMTC
device allocation process ensures that FCFS scheduling is
based on fairness if the stream types have the same priorities.
The frame allocation process guarantees higher throughput
and achieves fairness between several MTC device stream
types. For this reason, MTC devices with a better resource
condition enjoy better perceived quality between several
stream types. Jain’s fairness index is a conventional method
of assessing the quality of the traffic type [16]. The term
𝑓 represents the total number of QCIs for the duration of
the MTC application. The value of Jain’s fairness index is
generally between 1/𝑓 and 1. When the LTE system indicates
an increase in Jain’s fairness index value, the systemhas higher
fairness for all CQIs. This model can be written as follows:

FI =

1

𝑓

×

(∑

𝑓

𝑛=1
𝑋

𝑛
)

2

∑

𝑓

𝑛=1
𝑋

2

𝑛

,

(10)

where 𝑋

𝑛
is the APN-AMBR for the 𝑛 MTC devices. In this

description, the bit rate of all traffic generated by a group of
MTC devices can be controlled by determining the APN-
AMBR of each MTC device according to current resource
use of the MTC group. Group-based policing regulates the
maximum bit rate of all traffic generated, and the total bit rate
of traffic generated through all non-GBR bearers connects to
the same APN.TheMME sends the APN-AMBR to theMTC

Figure 7: Network topology of the simulation.

device requesting attachment by using the PDN connection
establishment procedure. The MME may store 𝐺

𝑖,𝑗
, 𝐷
𝑖
, 𝑀
𝑖
,

𝐻

𝑠
󸀠 , and 𝐿

𝑠
󸀠 in individual groups of MTC devices by using a

multistage controlled bit rate feature.

4. Simulation Environment

The experiments in this study were performed using OPNET
Modeler 17.1 with LTEmodule capability to simulate anMTC
environment [20]. The simulation was conducted for 3,600
seconds to investigate the stable state result for all MTC
device nodes.

This simulation tests the performance of the proposed
mechanism in a typical network consisting of one EPC and
160 randomly distributed MTC device nodes. As Figure 7
shows, this experimental environment is based on a sim-
ulated OPNET MTC network topology containing two
cells. Each cell has an eNB, and each eNB has 80 MTC
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Table 1: LTE simulation system parameters [17, 18].

Parameters Value
PHY profile FDD
Bandwidth 20MHz
Packet size 1024 byte
Cycle prefix Normal
UL SC-FDMA channel (base frequency) 1920MHz
DL OFDMA channel (base frequency) 2110MHz
Max. retransmission (HARQ) 3
Handover type Intrafrequency
Path-loss parameter Free space

devices. The transmission powers of the MTC device
and eNB Node were set to 0.006 watts and 0.012 watts,
respectively. The OPNET node models of the eNB and
MTC devices are lte enodeb atm4 ethernet4 slip4 router and
lte wkstn adv, respectively. These simulations assume that
the moving mode of the MTC devices follows the random
waypoint model. The movement speed of each MTC device
was uniformly distributed between 1 and 5m/s. The fixed
eNB node model featured router functionality. The UE node
model featured workstation functionality [21]. The global
configuration object was used to configure the parameters,
such as EPS bearer definitions and PHY profiles, in the LTE
attributes node [17, 18].

The UEs have a CQI index to provide QoS awareness.
The services are grouped into different QoS classes. The
main contribution of the proposed mechanism is the MAC
layer, whereas the actual physical transmission is adopted
from the OPNET LTE model. Table 1 presents a summary
of the simulation parameters. This system considers both the
downlink and uplink. The MAC layer scheduler implies that
the GBR bearers are always allocated radio resources before
the non-GBR bearers. The eNB module implements priority
scheduling for GBR and non-GBR bearers. Table 2 presents
the experimental data for QoS class services.TheMTC traffic
on the EPS bearer is generated between the eNB and MTC
devices [19]. The EPS bearer configuration attribute defines
four bearers: platinum, gold, silver, and bronze.

5. Results and Discussion

Figure 8 shows a comparison of the blocking probability and
traffic load of the MTC application, validating the analytical
results by simulation.Thegeneral distribution is set according
to the assumption that 20% of grant time intervals are long
(with a service rate of 1.2), 30% of grant time intervals are
short (with a service rate of 0.9), and the remaining 40%
grant time intervals have a service rate of 1. Simulation results
indicate that saturation occurs when the number of MTC
devices reaches 80 and 𝜌 > 0.002 (using theMTC application
in the LTE system). Saturation means that all grant time
intervals of MTC devices have been blocked. However, the
lower-priority grant time intervals cannot be scheduled when
the number of MTC devices increases, and the blocking
probability is more than 1. To prevent the transmission of
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Figure 9: System throughput in the simulation (in bits/second).

blocked MTC devices from wasting AMBR, it is necessary
to periodically verify the inaccessible bandwidth from the
MME.

Figure 9 shows the system throughput for the LTE stan-
dard, Event-Trigger MTC application, and our proposed
MSC mechanism. The simulation results in Figure 9 indicate
that saturation occurs when the simulation time reaches
1,800 seconds. Saturation indicates that all the MTC devices
of one eNB have been scheduled. The Event-Trigger MTC
application reserves the extra bandwidth and reallocates
the remaining bandwidth. Using the Event-Trigger scheme,
the maximal average throughput reaches 2Mbps before the
system becomes saturated.TheMSCmechanismwith aMTC
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Table 2: Standardized QCI characteristics [19].

Service class Priority Type Packet delay budget Packet error loss rate Guaranteed bit rate

Platinum 1 Non-GBR 100ms 10−6 —
2 GBR 100ms 10−2 128 kbps

Gold 3 GBR 50ms 10−3 858 kbps
4 GBR 150ms 10−3 384 kbps

Silver 5 GBR 300ms 10−6 384 kbps
6 Non-GBR 300ms 10−6 —

Bronze 7 Non-GBR 100ms 10−3 —
8 Non-GBR 300ms 10−6 —

application and a multistage controlled process achieves
higher performance because it has a higher average through-
put. This is the main reason for obtaining the time period
report information and an appropriate bandwidth-controlled
feature. After the bandwidth allocation reaches an improved
state because of the resource use, the MTC device can trans-
mit at a higher data rate using previously inaccessible band-
width. Because the MSC mechanism considers the method
of allocation of the APN-AMBR, the MTC device can select
the appropriate APN-AMBR with a superior MTC appli-
cation to the data transmission, thereby achieving a max-
imal average throughput of 2.43Mbps. This phenomenon
demonstrates that the proposed MSC mechanism markedly
improves throughput compared to the LTE standard because
of the extra bandwidth consumed and the inferior group-
based control method of the LTE standard. The final val-
ues of throughput after 3,600 seconds in the simulation
are 1,611,256 bps for LTE standard system, 1,987,032 bps for
Event-Trigger MTC application, and 2,434,100 bps for MSC
mechanism. Compared to the LTE systemwith Event-Trigger
MTC application, the MSC mechanism achieves a 22.5%
higher throughput in this simulation.

Figure 10 shows the relationships among the packet delay
times of the MTC application. For the Event-Trigger MTC
application, the MME requests an additional period without
modifying resource use at the HSS. Additional periods cause
the time period report time to increase as the delay time
increases. The final values of packet delay time after 3,600
seconds in the simulation are 0.123 seconds for LTE standard
system, 0.132 seconds for Event-Trigger MTC application,
and 0.100 seconds for MSC mechanism. Compared to
the LTE standard and Event-Trigger MTC application,
the packet delay time of the MSC mechanism achieves
higher performance in the LTE system because each MME
continuously monitors its APN-AMBR. The HSS gathers the
APN-AMBR information received through the create session
request messages sent by the MMEs. When the group-
based policing is optimal or the resource use is low, the MTC
application should also be served using theMSCmechanism.

Figure 11 shows the simulation results of Jain’s fairness
index value at various MTC traffic applications for 80 nodes,
indicating that all of the MTC traffic applications in this
paper have relatively high Jain’s fairness index values (0.62
< FI). This chart shows that the MSC mechanism has a
higher fairness than the LTE standard and Event-Trigger
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Figure 10: Packet delay time of the MTC application in the simula-
tion (in seconds).

MTC application. For the MSC mechanism, the fairness of
MTC traffic applications depends on the amount of traffic
transmitted by the selected APN-AMBR. This is the main
reason the MSC mechanism has more resource utilization.
For the transmission model of an Event-Trigger MTC appli-
cation, a number of MTC traffic applications are reallocated
a portion of bandwidth by the attach reject message. In the
MTC traffic type, the fairness index of Event-Trigger MTC
application is higher than that of the LTE standard because
the Event-Trigger MTC application considers the method
of allocating AMBR based on the modified period and the
amount of controlled time.

Markov chain with 𝑀/𝐺/𝑘/𝑘 and Jain’s fairness index
are used to analyze machine-type communication in a 3GPP
network. Table 3 compares the results between analysis and
simulation of Jain’s fairness index (FI) values, which shows
that analysis can be validated by simulation.

6. Conclusion

This study proposes an MSC mechanism in an LTE system
to process the operations of bandwidth allocation based
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Table 3: Comparison of results between analysis and simulation of Jain’s fairness index (FI) value.

Service class Gold Silver Bronze Platinum
Simulation or analysis Sim. Ana. Sim. Ana. Sim. Ana. Sim. Ana.
MSC mechanism 0.89 0.89 0.80 0.79 0.72 0.70 0.71 0.70
Event-Trigger MTC application 0.89 0.89 0.79 0.79 0.70 0.70 0.70 0.70
LTE standard 0.89 0.89 0.76 0.75 0.67 0.66 0.63 0.63

Number of nodes = 80

MSC mechanism
Event-Trigger MTC application
LTE standard
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Figure 11: The comparison of Jain’s fairness index (FI) values.

on MTC application, QoS parameters, and the bandwidth
requirements of MTC devices and the eNB. This study
presents a comparison of the performance of the proposed
MSC mechanism and the LTE standard mechanism of MTC
application. The service flow simulations of the OPNET
modeler indicate the MSC mechanism achieves a higher
system throughput, a lower delay time, and greater long-
term fairness for multipleMTC devices. Experimental results
indicate that the throughput of the MSC mechanism is
22.5% higher than that of the LTE standard model using the
group-based policing, which implies that the proposed MSC
mechanism is an effective bandwidth allocationmethod in an
LTE system with MTC devices.
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Many real-world problems can be formulated as numerical optimization with certain objective functions. However, these objective
functions often contain numerous local optima, which could trap an algorithm frommoving toward the desired global solution. To
improve the search efficiency of traditional genetic algorithms, this paper presents a mutual-evaluation genetic algorithm (MEGA).
A novel mutual-evaluation approach is employed so that the merit of selected genes in a chromosome can be determined by
comparing the fitness changes before and after interchanging with those in the mating chromosome. According to the determined
genome merit, a therapy crossover can generate effective schemata to explore the solution space efficiently. The computational
experiments for twelve numerical problems show that the MEGA can find near optimal solutions in all test benchmarks and
achieve solutions with higher accuracy than those obtained by eight existing algorithms. This study also uses the MEGA to find
optimal flow-allocation strategies for multipath-routing problems. Experiments on quality-of-service routing scenarios show that
the MEGA can deal with these constrained routing problems effectively and efficiently. Therefore, the MEGA not only can reduce
the effort of function analysis but also can deal with a wide spectrum of real-world problems.

1. Introduction

Many engineering optimization issues can be formulated
as global optimization problems with numerical functions.
When solving a complex problem, the particular challenge is
that algorithms may be trapped in local optima and fail in
finding global optima. Recently, genetic algorithms (GAs)
have received considerable attention for solving complex and
unstructured problems [1, 2]. However, traditional genetic
algorithm (TGA) often suffers from the drawbacks of prema-
ture convergence and weak exploitation capabilities [3].

To overcome the deficiencies of the TGA, this paper pro-
poses a mutual-evaluation approach to incorporate with the
TGA as a mutual-evaluation genetic algorithm (MEGA).The
proposed therapy crossover can implicitly generate effective
schemata to efficiently exploit the given search space without
explicitly analyzing the solution space. The performance of
the proposed MEGA is experimented on 12 well-known
numerical functions and compared with four well-known
evolutionary algorithms (EAs) and four existing modified
GAs.The experimental results show that the proposedMEGA

is able to increase the accuracy by several orders ofmagnitude
in almost all the cases. That is, MEGA can effectively
approach the global optimumwithout being trapped inmany
local optima.

Because of the simplification property of themutual-eval-
uation approach, the MEGA is suitable to deal with a wide
spectrum of real world problems. In this paper, the proposed
MEGA is also realized to deal with multipath routing prob-
lems in a multicommodity network, where more than one
routes will be connected for each origin-destination (OD)
pair. The goal is to find an optimal flow-allocation strategy to
minimize the total transmission cost and satisfy all quality-
of-service (QoS) requirements at the same time. The perfor-
mance of the proposedMEGA is experimented by optimizing
several multipath routing problems. The experiment results
show that the MEGA outperforms the TGA dramatically.
Furthermore, the search ability of the MEGA is robust in
obtaining consistent results.

The rest of the paper is organized as follows. Section 2
describes the proposed mutual-evaluation approach. The
main operations of the MEGA are introduced in Section 3.
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In Section 4, the experimental studies on 12 numerical opti-
mization problems are described. The results are compared
with eight existing optimization algorithms. In Section 5,
the MEGA is realized to deal with a real-world problem:
multipath routing problem. A novel representation of chro-
mosomes for routing problems is also proposed. Finally,
conclusions and contributions are offered in Section 6.

2. Mutual Evaluation Approach

To overcome the deficiencies of the TGA, modified GAs
should keep evolutional population as diverse as possible
to improve algorithms’ exploration capability for discover-
ing new solution area. In regard to evaluation approaches,
existing GAs can be classified into three categories: (1)
chromosome-oriented, (2) gene-oriented, and (3) schema-
oriented.

2.1. Chromosome-Oriented Approaches. Chromosome-ori-
ented GAs concentrate on the chromosome fitness in the
evolutionary process.TheTGAadopts chromosomefitness to
evaluate the quality of whole individual chromosome [4, 5]. A
number of researches recently focus on incorporating math-
ematical methods with the chromosome-oriented GAs to
alleviate the deficiency of premature convergence [4]. For
example, Yao et al. proposed fast evolutionary programming
(FEP) with Cauchy mutation to solve the premature con-
vergence deficiency [6]. To improve slow finishing deficiency,
Tu and Lu developed a stochastic genetic algorithm (StGA)
with mathematical methods, which not only can find global
optima, but also can reduce the computational effort [7].
By merging niche techniques and Nelder-Mead’s simplex
method, Wei and Zhao proposed the niche hybrid genetic
algorithm (NHGA) to alleviate premature convergence and
weak exploitation deficiencies of TGA [3].

2.2. Gene-Oriented Approaches. In gene-oriented GAs, the
compact genetic algorithm (cGA) is a common representative
[8].The cGA represents the population as a probability vector
over the set of individuals to mimic the order-one behavior
of TGA. The cGA manipulates the gene distribution and
essentially evolves each gene individually [8]. To enhance
cGA’s performance, Ahn and Ramakrishna proposed a strong
elitism version of cGA [9] and then Rimeharoen et al. intro-
duced a moving average technique to update the probability
vector [10]. Although the cGA reduces memory requirement
and offers many advantages, its limitation is the assumption
of the independency between individual genes.

2.3. Schema-Oriented Approaches. The schema-orientedGAs
explore the exact schemata by borrowing from the schema
theorem proposed by Holland [11]. A schema is a pattern
within a chromosome defined by fixing the values of specific
chromosome loci. The increase of effective schemata enables
the efficient search within a solution space and guides the
evolution of the population in approaching the global optimal
solution [12]. Yen and Shyu proposed a statistical gene
evaluation method that uses simple statistical quantities to

investigate the individual gene influence which suggests
better choices for a gene evolution [13]. Kubota et al. proposed
the virus-evolutionary genetic algorithm (VEGA) [14] that
simulates coevolution of a virus population and a host pop-
ulation. VEGA applies horizontal propagation and vertical
inheritance in a population with virus infection operators
and genetic operators [14]. In this paper, the proposed
MEGA is a new schema-oriented GA in which an innovative
mutual-evaluation approach is used to achieve highly efficient
evolution with necessary robustness. The MEGA does not
only evaluate a chromosome by its fitness but also analyze
genome’s merit to improve the population’s quality.

2.4. The Proposed Mutual-Evaluation Approach. According
to the biological concept of the genetic engineering, a gene
splicing is a process that manipulates genes outside the tra-
ditional random reproductive process. The proposed MEGA
integrates a mutual-evaluation approach in a novel therapy
crossover operation to produce offspring by introducing iso-
lation, manipulation, and reintroduction of gene splicing
techniques to improve the chromosome’s fitness. The algo-
rithm randomly selects two parents from a mating pool of
generation 𝑡. Let the parent with superior fitness be named as
the good parent ⃗𝑥good(𝑡) and the other one is the bad parent
⃗𝑥bad(𝑡). The MEGA generates a therapy mask to indicate

which gene loci in a chromosome are chosen for crossover
points. For each bit in a chromosome, we uniformly generate
a random number in interval [0, 1] and compare the number
with a predefined therapy rate𝑝. If the randomnumber is less
than 𝑝, its mask bit of the corresponding locus is set to value
1, which means that this gene locus belongs to the therapy
genome. Otherwise, the mask bit is 0 that means the gene in
this locus will not change during crossover operation.

Step 1. According toDarwin’s evolution theory, two crossover
parents are combined to produce new offspring in the hope
that the fitness of next generation may improve gradually. In
this paper, the therapy crossover wants to preserve parents’
advantage and enhance population’s diversity at the same
time. Thus, offspring inherits the majority of parents’ prop-
erties from the good parent than the bad one. Each mating
parent has a different therapy rate according to its fitness; for
example, good parent ⃗𝑥good(𝑡) has a lower therapy rate (e.g.,
𝑝good = 0.45 in this paper) than that of the bad one ⃗𝑥bad(𝑡)
(e.g.,𝑝bad = 0.9). On average, 45% of genes in the good parent
will be merged with those genes in the bad parent.

Example 1. Aminimization function𝑓(𝑥) = ⃗𝑥

𝑇
× ⃗𝑥 is adopted

here to illustrate the rationale of the therapy crossover. Let
two parents with five genes at generation 𝑡 be ⃗𝑥good(𝑡) =

[1.0 1.0 1.0 1.0 1.0]

𝑇 and ⃗𝑥bad(𝑡) = [2.0 2.0 2.0 2.0 2.0]
𝑇,

where ⃗𝑥good(𝑡) is the good parent with better fitness
𝑓( ⃗𝑥good(𝑡)) = 5 and ⃗𝑥bad(𝑡) is the bad one with worst fitness
𝑓( ⃗𝑥bad(𝑡)) = 20. Two therapy masks for ⃗𝑥good(𝑡) and ⃗𝑥bad(𝑡)
are randomly generated by comparing five random numbers
with therapy rates 𝑝good = 0.45 and 𝑝bad = 0.9, respectively.
Without loss of generality, we assume that these two masks
are𝑚good = [0 1 0 1 0]

𝑇 and𝑚bad = [1 1 1 1 0]
𝑇. That
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is, the second and fourth genes of ⃗𝑥good(𝑡) should be merged,
and most of the genes in ⃗𝑥bad(𝑡) should be merged except for
the fifth one.

Step 2. For comparison purpose, two auxiliary chromosomes
⃗𝑠good and ⃗𝑠bad are generated for ⃗𝑥good(𝑡) and ⃗𝑥bad(𝑡), respec-
tively. The auxiliary chromosome clones genes from the
corresponding parent and replaces the selected therapy loci
with those genes in the other parent. Thus, in (1), ⃗𝑠good copies
all genes from ⃗𝑥good(𝑡) and then replaces the genes (its locus
marked by 𝑚good) by those genes in ⃗𝑥bad(𝑡). On the other
hand, (2) describes the value of each gene in ⃗𝑠

𝑏
according to

its therapy mask𝑚bad:

⃗𝑠good = [𝑠𝑔𝑖] , where 𝑠
𝑔𝑖
= 𝑥

𝑔𝑖
× (¬𝑚

𝑔𝑖
) + 𝑥

𝑏𝑖
× 𝑚

𝑔𝑖
, (1)

⃗𝑠bad = [𝑠𝑏𝑖] , where 𝑠
𝑏𝑖
= 𝑥

𝑏𝑖
× (¬𝑚

𝑏𝑖
) + 𝑥

𝑔𝑖
× 𝑚

𝑏𝑖
. (2)

Notation (¬) denotes logic negation (usually expressed by
“NOT”) which operates on one Boolean value and returns its
complement as result.

Example 2. Thus, (1) guides ⃗𝑠good to copy the majority of
genes (i.e., 1st, 3rd, and 5th) from ⃗𝑥good(𝑡) and the minority
of genes (i.e., 2nd and 4th) from ⃗𝑥bad(𝑡), that is, ⃗𝑠good =
[1.0 2.0 1.0 2.0 1.0]

𝑇, with respect to𝑚good = [0 1 0 1

0]

𝑇. For ⃗𝑥bad(𝑡) in this example, ⃗𝑠bad also can be produced as
⃗𝑠bad = [1.0 1.0 1.0 1.0 2.0]

𝑇 by (2).

Step 3. Because it is difficult to determine the merit of a set of
genes in a chromosome, a simple but effective method pro-
posed in this paper is the mutual-evaluation approach, which
measures the merit of two selected genomes by compar-
ing the fitness changes before and after interchanging the
genome with the other mating chromosome. Comparing the
fitness change before and after the genome replacement (i.e.,
𝑓( ⃗𝑥good(𝑡)) versus 𝑓( ⃗𝑠good) and 𝑓( ⃗𝑥bad(𝑡)) versus 𝑓( ⃗𝑠bad)) can
realize the substitution effect and can be used to represent the
relative merit of these genomes.

Example 3. Because the fitness of ⃗𝑠good (i.e., 𝑓( ⃗𝑠good) = 𝑓([1.0
2.0 1.0 2.0 1.0]𝑇) = 11) is worse than that of ⃗𝑥good(𝑡) (i.e.,
𝑓( ⃗𝑥good(𝑡)) = 𝑓([1.0 1.0 1.0 1.0 1.0]𝑇) = 5), we can intui-
tively deduce that genome [∗ 1.0 ∗ 1.0 ∗]𝑇 may perform
better than genome [∗ 2.0 ∗ 2.0 ∗]𝑇 with respect to [1.0
∗
1.0

∗
1.0]

𝑇. Therefore, the offspring ⃗𝑥good(𝑡 + 1) inher-
its more genetic material from [∗ 1.0 ∗ 1.0 ∗]𝑇 than [∗

2.0

∗
2.0

∗
]

𝑇 for the second and forth genes. Comparing
the fitness of ⃗𝑠bad (i.e., 𝑓( ⃗𝑠bad) = 𝑓([1.0 1.0 1.0 1.0 2.0]𝑇)
= 8) and that of ⃗𝑥bad(𝑡) (i.e., 𝑓( ⃗𝑥bad(𝑡)) = 𝑓([2.0 2.0 2.0
2.0 2.0]𝑇) = 20), one can deduce that genome [1.0 1.0 1.0
1.0

∗
]

𝑇 performs better than [2.0 2.0 2.0 2.0 ∗]𝑇 with
respect to [∗ ∗ ∗ ∗ 2.0]𝑇.

Start Create initial population

Mutually evaluate genome merit

Selection

Crossover Mutation

Replace chromosomes in the
old population by

new individuals

Stopping?End
NoYes

Figure 1: Flowchart of the proposed MEGA.

3. Mutual-Evaluation Genetic
Algorithm (MEGA)

The main operations of the MEGA are initialization, mutual
evaluation, selection, crossover, mutation, and replacement.
Wedepict the flowchart of theMEGA in Figure 1 and describe
their functionality in this section.

3.1. Encoding and Initialization. For illustration, the follow-
ing minimization problem with fixed boundaries is consid-
ered:

Minimize 𝑓 ( ⃗𝑥)

subject to ⃗

𝑙 ≤ ⃗𝑥 ≤ ⃗𝑢.

(3)

Notation ⃗𝑥 = [𝑥

1
𝑥

2
⋅ ⋅ ⋅ 𝑥

𝑁
]

𝑇
∈ R𝑁 is the variable

vector and 𝑓( ⃗𝑥) denotes the objective function. Because the
lower bound ⃗

𝑙 = [𝑙

1
𝑙

2
⋅ ⋅ ⋅ 𝑙

𝑁
]

𝑇 and the upper bound
⃗𝑢 = [𝑢

1
𝑢

2
⋅ ⋅ ⋅ 𝑢

𝑁
]

𝑇 define the feasible solution space, the
domain of each 𝑥

𝑖
is denoted as interval [𝑙

𝑖
, 𝑢
𝑖
].

For numerical problems, each decision variable is treated
as a gene and encoded by a floating-point number. Each
chromosome representing a feasible solution is encoded
as a vector of genes ⃗𝑥 = [𝑥

1
𝑥

2
⋅ ⋅ ⋅ 𝑥

𝑁
]

𝑇, where 𝑥
𝑖

denotes the value of the 𝑖th gene and 𝑁 is total number of
variables in an optimization problem. An initial population
of𝑀 chromosomes is randomly generated within the feasible
solution space [ ⃗𝑙, ⃗𝑢].

3.2. Selection Operation. Fitness of each chromosome repre-
sents the objective function value of this solution, denoted
as 𝑓
𝑗
= 𝑓( ⃗𝑥

𝑗
) = 𝑓([𝑥

𝑗1
𝑥

𝑗2
⋅ ⋅ ⋅ 𝑥

𝑗𝑁
]

𝑇
) for the 𝑗th chro-

mosome.TheMEGA employs a traditional roulette selection
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method as a discriminator of the solution quality that uses
chromosome’s fitness to create a selective pressure towards
global optimal solution. Those chromosomes with higher
fitness should have a greater selection chance, thus creating
a selective pressure towards high-fitness solutions [1].

3.2.1. Therapy Crossover. The proposed MEGA incorporates
the mutual-evaluation approach with a therapy crossover
to enhance the exploitation ability and speed up the con-
vergence rate. According to the determined relative merit
of genome, the parents linearly combine their genomes to
generate a new genome for their offspring like (4) for ⃗𝑥good(𝑡+
1) and (5) for ⃗𝑥bad(𝑡 + 1), respectively. If a mask bit in its
therapy mask is 0 (e.g., 𝑚

𝑔1
= 0), the gene at the locus of the

good parent does not change (i.e., 𝑥
𝑔1
= 𝑠

𝑔1
). Otherwise, if a

mask bit is 1 (e.g., 𝑚
𝑔2
= 1), the locus in the crossover child

(e.g., ⃗𝑥good(𝑡 + 1)) inherits from both genetic materials from
two parents (i.e., 𝑥

𝑔1
×coef+𝑠

𝑔1
×(1−coef)).The principle of

this linear combination is to retain the favorable schemata in
the evolution process.Therefore, each gene of crossover child
can be reproduced by the following equations:

⃗𝑥good (𝑡 + 1)

={

⃗𝑥good(𝑡)×coef+ ⃗𝑠good×(1−coef) , if 𝑓( ⃗𝑥good)≤𝑓( ⃗𝑠good)
⃗𝑥good(𝑡)×(1−coef)+ ⃗𝑠good×coef, if 𝑓( ⃗𝑥good)>𝑓( ⃗𝑠good) ,

(4)

⃗𝑥bad (𝑡 + 1)

={

⃗𝑥bad (𝑡)×coef+ ⃗𝑠bad×(1−coef) , if 𝑓 ( ⃗𝑥bad)≤𝑓 ( ⃗𝑠bad)
⃗𝑥bad (𝑡)×(1−coef)+ ⃗𝑠bad×coef, if 𝑓 ( ⃗𝑥bad)>𝑓 ( ⃗𝑠bad) .

(5)

Coefficient coef = 0.8+(rand/2) is a random value in interval
[0.8, 1.3] to reduce the deficiency of premature convergence.
The rand function returns a uniformly distributed pseudo-
random number between 0 and 1.

Example 4. In this example, we assume the random coeffi-
cient coef = 1.2. Because 𝑓( ⃗𝑥good(𝑡)) = 5 is better than
𝑓( ⃗𝑠good) = 11, (4) guides us to get ⃗𝑥good(𝑡 + 1) = ⃗𝑥good(𝑡) ×

1.2 + ⃗𝑠good × (1 − 1.2) = [1 0.8 1 0.8 1]
𝑇. Thus, this child’s

fitness 𝑓( ⃗𝑥good(𝑡 + 1)) = 4.28 is better than 𝑓( ⃗𝑥good(𝑡)) = 5.
Similarly, (5) calculates ⃗𝑥bad(𝑡+1) = ⃗𝑥bad(𝑡)×(1−1.2)+ ⃗𝑠bad×

1.2 = [0.8 0.8 0.8 0.8 2]

𝑇 because fitness 𝑓( ⃗𝑥bad(𝑡)) = 20
is worse than 𝑓( ⃗𝑠bad) = 8. The child’s fitness 𝑓( ⃗𝑥bad(𝑡 + 1)) =
6.56 is better than 𝑓( ⃗𝑥bad(𝑡)) = 20. Therefore, both children
have better fitness values than that of their parents.

The exclusive features of the therapy crossover include
that (1) the merit of each genome is evaluated individually;
and (2) the gene merit facilitates the MEGA to perform an
efficient search by adaptively shifting emphasis on significant
genome without explicit functional analysis [15]. That is,
the therapy crossover can avoid frequently throwing away
potential schemata in inferior chromosomes and inherit

the genetic advantages of superior chromosomes without loss
of genetic diversity.

3.2.2. Partial-Gaussian Mutation. In this paper, a partial-
Gaussian mutation used in the MEGA can increase popula-
tion diversity to enhance its exploration ability. The original
Gaussian mutation proposed by Hinterding in 1995 can
converge to near-optimal solutions of some multimodal
optimization problems [16]. Our partial-Gaussian mutation
concentrates on exploiting potential optimal areas and speeds
up the convergent effect. At the beginning of evolution, a
high mutation rate is assigned to sample the search space
extensively. And then, the mutation rate decreases with time
to fine tune solutions and concentrates on exploiting potential
optimal areas. Equation (6) calculates themutation rate 𝑝

𝑚
as

𝑝

𝑚
= 0.5 × (1 −

Current Generation
Maximal Generation

) , (6)

where maximal generation is 3000. A random number in
interval [0, 1] is generated for each gene and then compared
with the mutation rate 𝑝

𝑚
. If the mutation rate is greater than

or equal to the randomnumber, this gene valuewill be flipped
by adding a unit Gaussian distributed random value to the
chosen gene. Otherwise, nomutation occurs at this gene.This
mutation operation can only be used for integer and float
genes.

3.3. Reproduction Operation. The MEGA adopts a replace-
ment-with-elitism method to monotonously enhance the
solution quality. A number of the elite parents can survive
into next generation for preventing good solutions from
being lost through a nondeterministic selection operation.
Successive population consists of three evolutionary sources:
(1) the elite 10% chromosomes can survive to next generation;
(2) 80% offsprings are produced by the crossover operation;
and, (3) the rest 10% chromosomes are produced by the
mutation operation.

4. Performance Analyses for
Numerical Optimization Problems

4.1. Numerical Test Functions. Numerical experiments are
conducted to demonstrate the robustness and reliability of
the proposedMEGA.Thiswork selects 12 well-known bench-
mark functions, which cover broad range functionality char-
acteristics with two categories: unimodal functions (Func-
tions 𝑓

1
–𝑓
6
) and multimodal functions (Function 𝑓

7
–𝑓
12
).

Table 1 depicts these test functions with their formulation,
problem dimension (𝑁), prescribed search domain (𝐷), and
their global optimum function value (𝑓min) in each column.
The high-dimension unimodal functions are the Sphere
function (𝑓

1
), the Schwefel’s Problem 2.22 (𝑓

2
), the Schwefel’s

Problem 1.2 (𝑓
3
), the Schwefel’s Problem 2.21 (𝑓

4
), a modified

Rosenbrock function (𝑓
5
), and the noisy quadratic function

(𝑓
6
). Unimodal functions are relatively easy to solve but

the difficulty increases as the problem dimension goes high.
The high-dimension multimodal functions are a generalized
Schwefel’s function 7 (𝑓

7
), the Rastrigin’s function 6 (𝑓

8
),
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Table 2: Experimental results obtained by the MEGA over 50 independent trails.

Test function 𝑓min Mean best value Standard deviation Mean required generations Computational effort (MNFE)
𝑓

1
0 2.44 × 10

−19
1.33 × 10

−18 64 17,280
𝑓

2
0 2.00 × 10

−7
4.27 × 10

−7 725 195,750
𝑓

3
0 5.49 × 10

−30
2.74 × 10

−29 650 175,500
𝑓

4
0 1.99 × 10

−8
2.42 × 10

−8 185 49,950
𝑓

5
0 0.03762 0.02816 88 23,760

𝑓

6
0 3.78 × 10

−3
1.84 × 10

−3 96 25,920
𝑓

7
−12596.5 −12596.5 9.98 × 10

−3 132 35,640
𝑓

8
0 0.0 0.0 155 41,850

𝑓

9
0 2.78 × 10

−8
5.15 × 10

−8 400 108,000
𝑓

10
0 0.0 0.0 23 6,210

𝑓

11
0 7.85 × 10

−7
4.42 × 10

−7 215 58,050
𝑓

12
0 1.11 × 10

−5
8.31 × 10

−6 70 18,900

Table 3: Comparison of the mean best value (and Std Dev) with other EAs.

Test function PSO
(Variance)

EO
(Variance) CEP FEP MEGA

𝑓

1

11.175 9.8808 2.2 × 10

−4
5.7 × 10

−4
2.44 × 10

−19

(1.3208) (0.9444) (5.9 × 10

−4
) (1.3 × 10

−4
) (1.33 × 10

−18
)

𝑓

2 N/A N/A 2.6 × 10

−3
8.1 × 10

−3
2.00 × 10

−7

(1.710

−4
) (7.7 × 10

−4
) (4.27 × 10

−7
)

𝑓

3 N/A N/A 0.05 0.016 5.49 × 10

−30

(0.066) (0.014) (2.74 × 10

−29
)

𝑓

4 N/A N/A 2.0 0.3 1.99 × 10

−8

(1.2) (0.5) (2.42 × 10

−8
)

𝑓

5

1911.598 1610.39 6.17 5.06 0.03762
(374.2935) (293.5783) (13.61) (5.87) (0.02816)

𝑓

6 N/A N/A 0.018 7.6 × 10

−3
3.78 × 10

−3

(6.4 × 10

−3
) (2.6 × 10

−3
) (1.84 × 10

−3
)

𝑓

7 N/A N/A −7917.1 −12554.5 −12596.5

(634.5) (52.6) (9.98 × 10

−3
)

𝑓

8

47.1354 46.4689 89.0 0.046 0.0
(1.8782) (2.4545) (23.1) (0.012) (0.0)

𝑓

9 N/A N/A 9.2 0.018 2.78 × 10

−8

(2.8) (0.0021) (5.15 × 10

−8
)

𝑓

10

0.4498 0.4033
2.52 × 10

−7 0.016 0.0
(0.0566) (0.0436) (0.022) (0.0)

𝑓

11 N/A N/A 1.76 9.2 × 10

−6
7.85 × 10

−7

(2.4) (3.6 × 10

−6
) (4.42 × 10

−7
)

𝑓

12 N/A N/A 1.4 1.6 × 10

−4
1.11 × 10

−5

(3.7) (7.3 × 10

−5
) (8.31 × 10

−6
)

a modified Ackley’s Path Function 10 (𝑓
9
), the Griewank’s

function 8 (𝑓
10
), a generalized Penalized Function 1 (𝑓

11
),

and a generalized Penalized Function 2 (𝑓
12
). Multimodal

functions represent the most difficult class of problems,
which possessmany local optima and could trap an algorithm
into one of its local optimal solutions.

4.2. Algorithm Implementation and Parameter Settings. In all
cases, the population size is 150, in which the number of
elite individuals is 15; the therapy crossover produces 120

individuals, and the mutation produces 15 ones. The therapy
rates for good parent and bad parent are 𝑝good = 0.45 and
𝑝bad = (1 −𝑝good) = 0.55, respectively. For each test function,
50 independent trials with different seeds are performed
using the MATLAB environment.

For complexity analysis, the mean number of function
evaluations serves as a measure of required computational
effort for an algorithm. Different from the crossover in
traditional GAs, the exclusive feature ofMEGA is the usage of
themutual-evaluation approach for genome therapy. Because
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Table 4: Comparison of the computational effort (MNFE) with other EAs.

Test function PSO EO CEP FEP MEGA
𝑓

1
250,000 500,000 100,500 100,500 17,280

𝑓

2
N/A N/A 200,000 200,000 195,750

𝑓

3
N/A N/A 500,000 500,000 175,500

𝑓

4
N/A N/A 500,000 500,000 49,950

𝑓

5
250,000 500,000 2000,000 2000,000 23,760

𝑓

6
N/A N/A 300,000 300,000 25,920

𝑓

7
N/A N/A 900,000 900,000 35,640

𝑓

8
250,000 500,000 500,000 500,000 41,850

𝑓

9
N/A N/A 150,000 150,000 108,000

𝑓

10
250,000 500,000 200,000 200,000 6,210

𝑓

11
N/A N/A 150,000 150,000 58,050

𝑓

12
N/A N/A 150,000 150,000 18,900

only an auxiliary chromosome should be extraevaluated for
one crossover child, the number of required evaluations
in each generation is (function evaluations per generation)
= [(population size) × (1 + crossover fraction)] = [150 ×
(1 + 80%)] = 270. Therefore, the total number of function
evaluations in each experimental run is equal to (functional
evaluations per generation) × (no. of terminal generations).

4.3. Experimental Results. Table 2 summarizes the experi-
mental results of the MEGA in 50 trials, which include (1)
the global optimum (𝑓min), (2) the mean best function value,
(3) the standard deviation of the obtained function values, (4)
the mean required generation, and (5) the mean number of
function evaluations (MNFEs).

The first thing we can observe from Table 2 is that the
obtained results are equal or really close to the “known”
optimal solutions. Particulary, this paper uses a computa-
tional precision of 60 digits after point. Thus, the results
“0” on 𝑓

8
and 𝑓

10
in Table 2 mean that they are less than

10

−60. The standard deviation with respect to the functions
𝑓

8
and 𝑓

10
is equal to zero; that is, the results of all 50 runs

reach the optimum. All the obtained results approach the
“known” optimal values with small differences. Secondly, the
small standard deviations for all test functions also indicate
that the MEGA consistently converges to the near-optimal
solutions in all 50 trails. Finally, all of the mean num-
bers of function evaluations are relatively small. Therefore,
the proposed MEGA can address a variety of numerical
optimization functions effectively. To further analyze the
solution capability of the proposed MEGA, the following
sections describe the comparisons between the MEGA and
two groups of optimization algorithms for the 12 benchmark
functions.

4.4. Comparison with Other Evolutionary Algorithms. The
performance of the MEGA is compared with four state-of-
the-art EAs: particle swarm optimization (PSO) [17], evo-
lutionary optimization (EO) [17], conventional evolutionary
programming (CEP) [6], and FEP [6].The comparison of the
experimental results for 12 test functions is shown in Table 3.

For all the unimodal functions (𝑓
1
–𝑓
6
) in Table 3, we can

observe that the MEGA can achieve dramatically the highest
accuracy than others, while other four algorithms experience
premature convergence on functions𝑓

3
,𝑓
4
, and𝑓

5
. For all the

multimodal functions (𝑓
7
–𝑓
10
), the results shown in Table 3

clearly indicate that theMEGA can identify the actual optima
of these functions with the highest accuracy. The MEGA can
achieve better solution accuracy than other four EAs for all 12
benchmark functions.

The computational efforts required for the algorithms are
measured by theirmean numbers of function evaluations and
depicted in Table 4. Obviously, the comparison demonstrates
that the MEGA outperformed all the four algorithms for
all the 12 functions with respect to the convergent ability.
Therefore, the comparison indicates that the MEGA is both
efficient and effective in solving the unimodal and multi-
modal benchmark functions.

4.5. Comparison with Other Genetic Algorithms. The per-
formance of the MEGA is compared with those of four
well-known GAs: cluster-based adaptive mutation genetic
algorithm (CMGA) [18], orthogonal genetic algorithm with
quantization (OGA/Q) [19], hybrid taguchi genetic algorithm
(HTGA) [20], and StGA [7]. The OGA/Q is a quantized-
version of the OGA, which incorporates with the Taguchi
method to minimize the effect of chromosome variation
without eliminating the population diversity [21].TheHTGA
enhanced the Taguchi method as a new operation to adapt
a dynamically extended precision method from a low-
precision solution space to a high-precision one [20]. The
above algorithms have been executed to solve the test func-
tions and the results were reported in the literature. We will
use these existing results for a direct comparison in Tables 5
and 6.

As the termination criteria used in these four algorithms
are different, to make a fair comparison basis, we let the
solution qualities obtained by our MEGA be slightly better
than those of the four algorithms (in Table 5), and then,
compared the mean computational effort at the given accu-
racy (in Table 6). For the unimodal functions (𝑓

1
–𝑓
6
), the

convergence rate of an algorithm is a more important issue
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Table 5: Comparison of the mean best value (and Std Dev) with other GAs.

Test function CMGA OGA/Q HTGA StGA (Variance) MEGA

𝑓

1
N/A 0 0 2.45 × 10

−15
2.44 × 10

−19

(0) (0) (5.25 × 10

−16
) (1.33 × 10

−18
)

𝑓

2
N/A 0 0 2.0 × 10

−7
2.00 × 10

−7

(0) (0) (2.95 × 10

−8
) (4.27 × 10

−7
)

𝑓

3
N/A 0 0 9.98 × 10

−29
5.49 × 10

−30

(0) (0) (6.90 × 10

−29
) (2.74 × 10

−29
)

𝑓

4
N/A 0 0 2.01 × 10

−8
1.99 × 10

−8

(0) (0) (3.42 × 10

−9
) (2.42 × 10

−8
)

𝑓

5
N/A 0.7520 0.7 0.04435 0.03762

(0.1140) (0) (0.0) (0.02816)

𝑓

6
N/A 6.301 × 10

−3
1.000 × 10

−3
8.4 × 10

−4
3.78 × 10

−3

(4.069 × 10

−4
) (0) (1.00 × 10

−3
) (1.84 × 10

−3
)

𝑓

7
−8722.16

−12569.4537 −12569.4600 −12569.5 −12596.5

(6.447 × 10

−4
) (0) (0.0) (9.98 × 10

−3
)

𝑓

8
157.76 0 0 4.42 × 10

−13 0.0
(0) (0) (1.14 × 10

−13
) (0.0)

𝑓

9
N/A 4.440 × 10

−16 0 3.52 × 10

−8
2.78 × 10

−8

(3.989 × 10

−17
) (0) (3.51 × 10

−9
) (5.15 × 10

−8
)

𝑓

10
0.3283 0 0 2.44 × 10

−17 0.0
(0) (0) (4.54 × 10

−17
) (0.0)

𝑓

11
N/A 6.019 × 10

−6
1.000 × 10

−6
8.03 × 10

−7
7.85 × 10

−7

(1.159 × 10

−6
) (0) (1.96 × 10

−14
) (4.42 × 10

−7
)

𝑓

12
N/A 1.869 × 10

−4
1.000 × 10

−4
1.13 × 10

−5
1.11 × 10

−5

(2.615 × 10

−5
) (0) (4.62 × 10

−13
) (8.31 × 10

−6
)

Table 6: Comparison of the computational effort (MNFE) with other GAs.

Test function CMGA OGA/Q HTGA StGA MEGA
f 1 N/A 112,559 20,844 30,000 17,280
f 2 N/A 112,612 14,285 17,600 195,750
f 3 N/A 112,576 26,469 23,000 175,500
f 4 N/A 112,893 21,261 32,000 49,950
f 5 N/A 167,863 60,737 45,000 23,760
f 6 N/A 112,652 20,065 25,500 25,920
f 7 600,000 302,166 163,468 1,500 35,640
f 8 600,000 224,710 16,267 28,500 41,850
f 9 N/A 112,421 16,632 10,000 108,000
f 10 600,000 134,000 20,999 52,500 6,210
f 11 N/A 134,556 66,457 8,000 58,050
f 12 N/A 134,143 59,003 16,000 18,900

than the achieved satisfactory accuracy. Because of different
problem dimensions used in the HTGA (i.e., 𝑁 = 100), this
study cannot compare its performance with other algorithms
for these six unimodal functions. In Table 6, we can observe
that the proposed MEGA requires fewer MNFEs than the
OGA/Q for four of the six test functions. The convergence
rate of the MEGAwas similar to that of the StGA for a half of
the six test functions. Because of the narrow valleys of 𝑓

2
and

𝑓

3
, the MEGA was forced to change its searching direction

continually; thus, it approached the high-accuracy optimum

slowly. That is why the convergence rates of the MEGA were
lower than those of other algorithms for 𝑓

2
and 𝑓

3
.

For the multimodal functions (𝑓
7
–𝑓
12
), the quality of the

solutions is more crucial than the required computational
effort because the solution quality reveals the algorithm’s
ability to escape from local optima and achieves near-
global solutions. From the obtained results of the numerical
experiments in Tables 5 and 6, we can see that theMEGAwas
superior to the CMGAwith respect to both solution accuracy
and convergence rate. The solution accuracies achieved by
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the MEGA were similar to those of the OGA/Q, HTGA,
and StGA for all the six multimodal functions. However,
the MEGA converged slower than the HTGA and StGA
for the multimodal function 𝑓

9
. This finding implies that

the proposed MEGA is robust and effective in solving the
multimodal functions and can perform as good as the four
state-of-the-art GAs.

5. Performance Evaluation for
Multipath Routing Problems

5.1. Multipath Routing Problems. Multipath traffic engineer-
ing becomes more attractive for ubiquitous networks to
satisfy the required QoS of mobile network applications [22].
For a given network topology with available link capacities,
it is required to determine the optimal distribution of traffic
requests on multipath routing subject to the constraints
imposed by QoS specifications. The service network is mod-
eled as a connected weighted, directed graph 𝐺 = (𝑉, 𝐸),
where the 𝑉 = {V

1
, V
2
, . . . , V

𝑛
} is the vertex set of 𝐺,

and the 𝐸 = {𝑒

1
, 𝑒

2
, . . . , 𝑒

𝑚
} is a finite set of edges. We

consider a link-state routing environment, where each node
has knowledge of its neighbor links and each source node
knows (1) traffic load from node 𝑖 to node 𝑗 (𝑖 ̸=𝑗), (2) QoS
requirements/constraints (e.g., delay constraint), (3) residual
bandwidth of each link, (4) link cost for the traffic, and (5)
time delay for the traffic to pass through each link at a certain
time period.

The link 𝑒 = (𝑖, 𝑗) ∈ 𝐸 connects a source node 𝑖 ∈ 𝑉
to a destination node 𝑗 ∈ 𝑉 with positive cost 𝑐

𝑒
, capacity

𝑏

𝑒
, and a delay function (i.e., 𝐷

𝑒
: R+ → R+). The cost

function represents the traffic-related delay of each edge and
limit to positive cost. The delay requirement specifies the
upper bound of delay tolerance, denoted as Δ

𝑤
.

In multipath routing problems, messages are routed for
a set of OD pairs 𝑊, where 𝑡

𝑤
denotes the traffic demand

volume (or bandwidth) for OD pair 𝑤. The set of all
permissible paths for the 𝑤th OD pair is denoted as 𝑃

𝑤
. Let

indicator function 𝑓
𝑤𝑝

be a nonnegative continuous variable
denoting the traffic flow allocated on path 𝑝 of request 𝑤.
Indicator function 𝑦𝑒

𝑤𝑝
is 1 if link 𝑒 belongs to path 𝑝 for

request𝑤, and 0 otherwise; that is,𝑦
𝑝𝑖
= {

1,

0,

if 𝑒𝑖∈𝑝
otherwise, where

𝑖 = 1, 2, . . . , 𝑚. The aggregate flow on link 𝑒 is denoted as 𝑔
𝑒
,

which must satisfy the capacity feasibility constraint; that is,
𝑔

𝑒
= ∑

𝑤∈𝑊
∑

𝑝∈𝑃𝑤
𝑓

𝑤𝑝
𝑦

𝑒

𝑤𝑝
≤ 𝑏

𝑒
, for all 𝑒 ∈ 𝐸.

The multipath routing problem is to find multiple paths
to transmit the traffic demand for all OD pairs such that
the total routing cost is minimal and the QoS constraints
should be satisfied.Themultipath routing can bemodeled as a
combinatorial linear programming problem in the following:

objective function,

minimize ∑

𝑒∈𝐸

𝑐

𝑒
𝑔

𝑒 (7)

subject to 𝑔

𝑒
= ∑

𝑤∈𝑊

∑

𝑝∈𝑃𝑤

𝑓

𝑤𝑝
𝑦

𝑒

𝑤𝑝
∀𝑒 ∈ 𝐸 (8)

𝑔

𝑒
≤ 𝑏

𝑒
∀𝑒 ∈ 𝐸 (9)

∑

𝑒∈𝐸

𝑦

𝑒

𝑤𝑝
𝑓

𝑤𝑝
𝐷

𝑒
(𝑔

𝑒
) ≤ Δ

𝑤
∀𝑝 ∈ 𝑃

𝑤
, 𝑤 ∈ 𝑊

(10)

∑

𝑝∈𝑃𝑤

𝑓

𝑤𝑝
= 𝑡

𝑤
∀𝑤 ∈ 𝑊 (11)

𝑓

𝑤𝑝
≤ 𝑡

𝑤
𝑟

𝑤𝑝
∀𝑝 ∈ 𝑃

𝑤
, 𝑤 ∈ 𝑊 (12)

∑

𝑝∈𝑃𝑤

𝑟

𝑤𝑝
= 𝑥

𝑤
∀𝑤 ∈ 𝑊 (13)

𝑟

𝑤𝑝
binary ∀𝑝 ∈ 𝑃

𝑤
, 𝑤 ∈ 𝑊. (14)

The objective function (in (7)) is tominimize the total routing
cost in the multipath routing problem. The first constraint
(in (8)) calculates the aggregate traffic on link 𝑒. The second
constraint assures the capacity constraint on each link by (9).
The third constraint (in (10)) ensures the total delay of each
OD pair to satisfy a prespecified path-delay bound Δ

𝑤
. The

constraint in (11) enforces that traffic demand of each OD
pair should be satisfied. Equation (12) lets an auxiliary binary
variable 𝑟

𝑤𝑝
be 1 if the traffic 𝑓

𝑤𝑝
along path 𝑝 is larger than

zero, and 0 otherwise. Equation (13) sums up the used routes
and assigns the number to the 𝑤th gene 𝑥

𝑤
.

5.2. Algorithm Implementation for
Multipath Routing Problems

5.2.1. Encoding. The encoding method is the most important
steps towards solving real world problems using EAs. In this
paper, the encodingmethodmaps allmultipathODpairs into
a chromosome based on route aspect. Since there are somany
candidate paths between two nodes in the network graph,
traditional GAs may consume considerable computational
effort in searching infeasible solutions because genetic oper-
ations do not always preserve feasibility. Therefore, to reduce
the search space, this work uses the 𝐾 shortest path routing
algorithm to precalculate the first𝑅 shortest paths and record
in a routing table.

The MEGA maintains a population of chromosomes to
optimize a given objective function for the multipath routing
problem. Each chromosome can be represented by a two-
dimensional array of integers. The first-dimension genes ⃗𝑥 =
[𝑥

1
𝑥

2
⋅ ⋅ ⋅ 𝑥

𝑁
]

𝑇 represent the number of used routes for
each OD pair. The second-dimension genes record the route
number of each used path for realizing the demand of each
OD pair. Thus, if the gene value of the 𝑤th gene is 𝑥

𝑤
= 𝑘,

the vector [𝑥
𝑤1
, 𝑥

𝑤2
, . . . , 𝑥

𝑤𝑘
]

𝑇 represents 𝑘 route numbers of
subflows for OD pair 𝑤. Gene 𝑥

𝑤𝑝
is an integer in interval

[1, 𝑅] to represent a route number for the OD pair 𝑤 in its
routing table. We use an example of network topology to
illustrate the relationship between a chromosome, 2D genes,
and routing tables in Figure 2.

Figure 2(a) depicts an example of a network graph, link
parameters, and two multipath routings. Parameters along
links are triple (cost, delay, and bandwidth). The first OD
pair, that is, 𝑤

1
= (1, 3), has two routing paths 𝑝

12
=

{(1, 4), (4, 5), (5, 3)} and𝑝
11
= {(1, 2), (2, 3)} to transmit traffic

from node 1 to node 3.Thus, the first-dimension gene 𝑥
1
= 2.
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1 2 3

4 5

6 7 8

(7, 3, 13) (5, 3, 15)

(5, 3, 8) (5, 1, 10) (4, 3, 13) (4, 3, 8)

(6, 2, 12)
(4, 3, 12)

(6, 2, 13)

(4, 1, 12) (6, 3, 10) (3, 2, 9) (4, 3, 9)

(4, 2, 10) (6, 2, 12)

w1 = (1, 3) w2 = (6, 8)

Routing paths Routing paths

Chromosome (2D genes)

w1 w2 wk· · ·

· · ·x1 = 2 x2 = 3 xk = 0

x11 = 2

x12 = 1

x21 = 1

x22 = 3

x23 = 4

Routing table
for OD pair (1, 3)

Route no. Route path
1 1-2-3
2 1-4-5-3
· · · · · ·
R 1-4-7-5-3

Routing table
for OD pair (6, 8)

Route no. Route path
1 6-7-8
2 6-4-2-5-8
3 6-4-5-8
4 6-4-7-8

(b) Representation of a chromosome(a) Network topology example with two OD pairs (c) Routing tables

Figure 2: Example of genotype coding: (a) network graphwith link parameter (cost, delay, and bandwidth), (b) representation of chromosome
by using 2D genes, and (c) two routing tables for paths for node 6 to node 8 and paths for node 1 to node 3.
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Figure 3: A randomly generated network with 14 nodes and average degree 4.

The route numbers in its routing table (in Figure 2(c))
corresponding to paths 𝑝

12
and 𝑝

11
are 2 and 1; thus, the

second-dimension genes for 𝑤
1
(in Figure 2(b)) record 𝑥

11
=

2 and 𝑥
12
= 1, respectively. In Figure 2(a), the second OD

pair, that is, 𝑤
2
= (6, 8) routes its traffic along three subflows

along paths 𝑝
21
, 𝑝
23
, and 𝑝

24
. Therefore, the first-dimension

gene is 𝑥
2
= 3 and the corresponding second-dimension

genes are 𝑥
21
= 1, 𝑥

22
= 3, and 𝑥

23
= 4, respectively.

5.2.2. Therapy Crossover for Multipath Routing. Each time
the selection operation chooses two crossover parents from
the population. The proposed mutual-evaluation approach
calculates the merit of two selected genomes by comparing
the changes in the chromosome fitness before and after
interchanging the first- and second-dimension genomes with
the othermating chromosome.Thefirst-dimension genes can
linearly combine with those in the other chromosome by
using the proposed therapy crossover (in Section 3.2.1 (4) and
(5)). The obtained results should be transformed into integer
type, and therefore, the second-dimension genes should be
modified. If the obtained result of the first-dimension gene
is larger than before, we randomly select a suitable number

of genes from the other parent to add into the second-
dimension genes in this chromosome. If the result equals to
the original value, we randomly select a small number of
genes from the other parent to replace the original genes.
Otherwise, a suitable number of genes should be randomly
selected to remove from this chromosome.

5.2.3. Mutation for Multipath Routing. Mutation operation
performs on an individual chromosome to flip one or more
genes with a small probability (typically 0.001) and ensures
that no point in the search space has a zero probability
of being searched. According to a mutation probability, the
mutation randomly selects a subset of genes and chooses new
paths from its routing table.Thus, the route numbers of these
new paths replace the original values of selected genes. The
resulting chromosome is a new multipath routing plan that
can increase population diversity.

5.3. Test Platform and Performance Metrics. In this paper, we
use the well-known network generation tool [23] to create
an asynchronous network based on theWaxman’s techniques
[24]. The network in Figure 3 illustrates a random generated
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Table 7: The mean experimental results for the low-rate cases (0.25Mbps) obtained by (a) MEGA and (b) TGA.

(a) MEGA

OD pairs 3 4 5 6 7 8 9 10
Case 1 116.16 160.66 193.84 234.28 267.5 298.12 334.64 368.47
Case 2 132.4 154.1 176.45 226.84 254.5 287.3 335.1 374.12
Case 3 100.84 141.1 171.5 210.56 254.67 291.6 321.64 341.6
Case 4 114.5 157.64 189.67 231.99 260.46 290.14 327.45 360.41
Case 5 125.1 170.14 203.46 248.82 176.45 308.2 343.71 386.46
Avg. 117.8 156.73 186.98 230.50 242.72 295.07 332.51 366.21

(b) TGA

OD pairs 3 4 5 6 7 8 9 10
Case 1 138.31 173.62 235.81 249.45 284.65 301.64 355.14 380.39
Case 2 154.96 184.60 193.59 236.07 282.32 321.73 363.22 392.32
Case 3 129.25 174.79 188.36 233.30 271.43 309.39 345.11 371.40
Case 4 137.98 192.39 203.39 250.22 266.99 313.95 354.95 384.30
Case 5 165.01 186.55 220.27 256.96 190.42 311.60 354.38 392.94
Avg. 145.10 182.39 208.28 245.20 259.16 311.66 354.56 384.27

Table 8: The standard deviation of results for the low-rate cases (0.25Mbps) obtained by (a) MEGA and (b) TGA.

(a) MEGA

OD pairs 3 4 5 6 7 8 9 10
Case 1 4.28 5.12 7.01 12.80 11.79 14.31 15.26 16.82
Case 2 4.79 6.63 7.98 11.82 12.92 14.50 17.06 14.94
Case 3 3.49 6.89 6.76 10.58 13.01 14.30 15.13 16.92
Case 4 4.41 4.86 6.36 10.52 12.91 12.50 15.80 17.84
Case 5 5.27 5.60 6.23 9.62 13.47 14.18 15.71 15.24
Avg. 4.45 5.82 6.87 11.07 12.82 13.96 15.79 16.35

(b) TGA

OD pairs 3 4 5 6 7 8 9 10
Case 1 7.56 7.63 7.57 15.15 14.99 16.55 17.17 18.40
Case 2 7.04 9.34 8.35 15.36 14.23 17.49 18.59 19.31
Case 3 7.14 7.69 9.28 14.81 15.77 15.55 17.78 21.26
Case 4 8.24 9.47 9.05 14.66 15.37 16.50 18.72 18.06
Case 5 6.85 10.47 11.21 14.30 14.28 17.43 19.91 16.61
Avg. 7.37 8.92 9.09 14.86 14.93 16.70 18.43 18.73

graph with 14 nodes and the average degree of each node is
four. Figure 3 only shows the cost/delay information along
one direction link (froma smaller-IDnode to a larger-IDone)
to reduce the complexity of the graph representation. All links
are assumed to have 1.5Mbps of bandwidth capacity. For each
test scenario, the OD pairs are randomly generated five times
for each scenario to decrease the selection bias. Two kinds of
transmission rates are assigned for the OD pairs: 0.25Mbps
(lowrate) and 0.5Mbps (highrate).

The performance of the proposed MEGA is evaluated
based on the following ways.

(1) The total routing cost:This cost reflects the algorithm’s
ability to construct multiple paths for all OD pairs by
using low-cost and lightly utilized links.

(2) The maximum end-to-end delay for OD pairs: It
indicates the algorithm’s ability to satisfy the delay
bound imposed by the service level agreement of
applications.

An algorithm’s effectiveness in allocating network
resources can be judged by monitoring how frequently that
algorithm fails to construct a set of acceptable OD pairs.
There are two kinds of failure. One is that the created OD
pair does not satisfy its delay bound. The other one is that
the algorithm cannot find unsaturated links to create a path
for OD pairs.

5.4. Computational Experiments for Multipath Routing Prob-
lems. The performance of the proposed MEGA is compared
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Table 9: The mean experimental results for the high-rate cases (0.5Mbps) obtained by MEGA and TGA.

Algorithm MEGA TGA
OD pairs 3 4 5 6 3 4 5 6
Case 1 116.50 159.69 193.06 231.94 124.30 166.01 204.70 248.78
Case 2 110.84 142.02 180.71 209.44 120.51 149.94 200.26 223.59
Case 3 134.10 165.12 201.36 235.76 144.18 176.07 213.18 255.57
Case 4 100.94 136.34 170.46 192.10 124.78 150.85 179.52 209.35
Case 5 121.34 158.49 187.54 224.62 134.62 172.35 204.96 228.07
Avg. 116.74 152.33 186.63 218.77 129.68 163.04 200.52 233.07

Table 10: The standard deviation of results for the high-rate cases (0.5Mbps) obtained by MEGA and TGA.

Algorithm MEGA TGA
OD pairs 3 4 5 6 3 4 5 6
Case 1 4.58 5.50 7.59 10.04 5.79 6.55 8.55 11.13
Case 2 5.14 6.49 9.12 11.24 5.71 6.62 10.39 11.90
Case 3 3.72 4.98 7.12 9.56 5.21 6.47 9.12 11.14
Case 4 4.30 6.30 8.84 10.56 5.67 7.71 9.68 10.67
Case 5 5.04 6.81 9.40 10.54 6.93 8.43 10.66 12.20
Avg. 4.56 6.02 8.41 10.39 5.86 7.16 9.68 11.41

with the TGA for two kinds of multipath routing scenarios
with respect to different transmission rates and different
number of total OD pairs in the network. In the first test
scenario, the experiments are performed for 100 independent
runs with 10 generations in the MATLAB environment.
The evolution curves of total routing costs with respect to
lowrate and highrate are compared in Figures 4(a) and 4(b),
respectively.The evolution curves in Figure 4(a) show that the
efficiency of theMEGA is better than that of the TGA in both
two transmission rates. Particulary, even though the transmit
rate increases two times than the low-rate case, the growing
ratio of the total routing cost in Figure 4(b) is still less than
that obtained by the TGA.

The second scenario simulates the stress test to measure
the robustness of these two algorithms.We increase the num-
ber of OD pairs from 3 to 10 and conduct 100 independent
trials for each test case.TheOD pairs are randomly generated
five times for each scenario to simulate the great diversity of
OD-pair selection for performance evaluation.

Tables 7 and 8 are the “mean” and “standard deviation”
experimental results obtained by the proposed MEGA and
TGA for five cases in the low-rate scenario (with 0.25Mbps
transmission rate). The mean experimental results obtained
by the proposedMEGA are better than the results of the TGA
on all the test cases.That is, theMEGA can find better routing
paths to serve all multipath transmission requirements than
TGA (in Table 7). For the standard deviations in 100 indepen-
dent runs, the proposed algorithm achieved superior results
compared with the TGA in all the test cases (in Table 8).
This finding implies that the proposed algorithm is robust in
solving multipath routing problems and can perform better
than the TGA.

In the high-rate scenario, the test network cannot afford
the data flows if the number ofODpairs is larger than 6.Thus,
the following experiments only increase the number of OD

pairs from 3 to 6 and the transmission rate is 0.5Mbps for
the high-rate cases. We simulate 100 independent trials for
each test case and depict the “mean” and “standard deviation”
of the experimental results obtained by the MEGA and TGA
in Tables 9 and 10, respectively. Experimental results indicate
that the proposed MEGA outperforms the TGA with respect
to the “mean” and “standard deviation” of routing costs for
all high-rate scenarios. Furthermore, the search ability of the
MEGA is robust in obtaining consistent results and performs
better than the TGA.

6. Conclusions and Future Works

To the best of our knowledge, the proposedMEGA is the first
mutual-evaluation approach, which calculates each genome
merit by interchange-compare-replace method. The genome
evaluation facilitates theMEGA to performan efficient search
by dynamically shifting emphasis to significant genomes in
the feasible space without abdicating any portion of the
candidate schemata.The therapy crossover is also proposed to
preserve better-performance schema patterns. Simpler than
other modified approaches, the proposed MEGA can pre-
serve high quality genomes during evolution period without
using extra analyzing techniques.

The performance of the proposed algorithm was mea-
sured using 12 benchmark functions. The performance was
compared with four existing EAs and four well-known GAs.
The experiment results show that the MEGA is able to find
near-optimal solutions, even though other algorithms expe-
rience difficulties in approaching the global optima on some
functions. The behavior of the algorithm is also consistent as
indicated by a small standard deviation among the 50 trials
for each test function. Furthermore, the MEGA can increase
the accuracy by several orders of magnitude than other
algorithms in almost all test functions.That is, theMEGA can
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Figure 4: Evolution curves of two different transmission rates (a) 0.25Mbps and (b) 0.5Mbps.

outperform the existing global optimization algorithms with
a dramatic improvement in terms of effectiveness.

Furthermore, because of the simplification property of
the mutual-evaluation approach, this study slightly modified
the encoding method of the MEGA to solve the multi-
path routing problems in multicommodity networks. The
bandwidth-delay constraints are introduced to enforce the
service quality of multimedia applications. The experimental
results show that the MEGA not only can solve QoS con-
strainedmultipath routing problems, but also can outperform
the TGA. That is, the proposed MEGA not only can reduce
the effort of explicit function analysis but also can deal with a
wide spectrum of real world problems.

The contributions of the paper are as follows. (1) We
develop a novel mutual-evaluation approach which incorpo-
rates with a GA that has never been jointly considered in
the literature. (2) We introduce a novel therapy crossover,
which not only can evolve superior genomes but also can
achieve global optima. (3)We introduce a novel chromosome
representation for the MEGA to address multipath routing
problems in a multicommodity network. (4) Experimental
results show that the proposedMEGA can achieve significant
performance gain over several well-known algorithms under
the considered scenarios. The proposed MEGA has high
exploration and exploitation abilities as a robust, statistically
sound, and quickly convergent algorithm.

We have observed that there are many researches for
routing problems. In the future, we will further compare with
more state-of-the-art methods on QoS multipath routing.
Particulary, the simplicity property of the MEGA can help to
route dynamic services across heterogeneous environments.
Therefore, developing a distributed MEGA to enhance its
scalability for highly dynamic environments is also our future
work.
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Interference control (IC) between the secondary system and the primary system is an important issue for underlay cognitive radio
network (CRN).The secondary system should limit the interference power to primary system by adjusting its transmission power.
Many relevant works have been done based on the assumption of the quasistatic channel which is not suitable for the fast time-
varying fading channel; the performance of IC in underlay CRN will become worse when the channel varies fast. This paper
studies the IC issue in high mobility environment. By considering the channel state information (CSI) outdatedness, a short frame
structure scheme and amean interference power constraint scheme are proposed to reduce the influence of CSI outdatedness on IC
performance. Furthermore, by considering the channel estimation error, a spherical error region model based robust IC scheme is
designed as well. The proposed IC schemes of the secondary system are converted to the power allocation problems, and then they
are formulated to optimization problem whose objects are to maximize the capacity of the secondary system with the interference
constraints. The above optimization problems are solved by the water-filling style method. The simulation results show that the
proposed IC schemes can effectively control the interference power to the primary system.

1. Introduction

Traditionally, the different spectrum bands have been allo-
cated to different mobile communication systems, such
as Wideband Code Division Multiple Access (WCDMA)
system, Long-Term Evolution (LTE) system, and Long-
Term Evolution Advanced (LTE-A) system, by the spectrum
authorization. The fixed spectrum allocation policy is the
most convenient way for spectrum management avoiding
the interference among different communication systems.
However, the current spectrum management policies have
seriously limited the development of mobile communication
systems [1]. Cognitive network technology has been consid-
ered as a promising way to improve the spectrum efficiency.
In cognitive radio networks (CRNs), the users are divided
into two classes: primary users (PUs) and secondary users
(SUs). There are two operation types of CRNs: underlay and
interweave (overlay) CRNs. For interweave CRNs, the SUs
can use the spectrum band only if the PUs are inactive in
this band [2]. If the PUs are under heavy-load status over
long term, the SUs can hardly use the spectrum bands. To
meet the increasing quality of service (QoS) requirements of

SUs, the underlay CRNhas been proposed, which permits the
SUs to utilize the spectrum whenever the PUs are active or
idle [3]. In this case, SUs can get more freedom and better
spectrum utilization. However, to guarantee the PUs’ QoS,
the SUs should control their transmission power to avoid
interfering with the PUs.

TheunderlayCRNs require that the interference fromSUs
does not disturb the signal detection and decoding of PUs, so
the interference power should be limited under a predefined
threshold at primary receiver (PR). The interference control
(IC) plays a key role on the CRNs operation. How to maxi-
mize the capacity of the secondary system with interference
constraint is an open issue for the CRNs optimization. In
[4–7], there were several power allocation schemes with IC
constraints in underlay CRNs. The design of interference
constraints for SUs has been proposed in [8].The distribution
of interference power from SU has been discussed in [9].
In [10], Rabbachin et al. presented a statistical IC model
considering the influence of channel fading. However, most
IC schemes assumed that the wireless channel is quasistatic,
which cannot fully reflect the nature of fading channel.The IC
model with quasistatic channel assumption especially in the
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highmobility environment [11] will became invalid over time.
Recently, some researchers started to concern the impact of
the mobile fading channel for IC at SUs. Using the channel
correlation coefficient to model the channel variation, Qiu et
al. designed the interference constraints for the transmission
schemes of SUs [12]. The time variation property of channel
fading bringsmore challenges for IC in the secondary system.
For the SU, the IC design should consider the impact of
time-varying channel in differentmovement speed situations.
Furthermore, since the IC constraints design relies on the
channel state information (CSI), the channel estimation error
will lead to the failure of IC. Therefore, the CSI outdatedness
and channel estimation error should be considered for IC in
the high mobility environment.

This paper focuses on the design of IC schemes for the
secondary system in the high mobility environment. The IC
schemes of the secondary system are converted to the power
allocation problems. These problems can be formulated
to optimization problem whose objects are to maximize
the capacity of the secondary system with the interference
constraints. The contributions are fourfold. First, in order to
mitigate the influence of the CSI outdatedness, a short frame
structure for IC scheme in normal mobility environment is
proposed. The power allocation results are given by water-
filling style solutions. Second, for highmobility environment,
the IC schemes with mean interference power constraint are
proposed; then the power allocation problem is transformed
to a convex problem by Jensen’s inequality. Third, in order to
cope with the channel estimation error problem, the robust
IC scheme based on spherical error regionmodel is proposed
as well. Similar to the second IC scheme, the solution can
be given through solving the approximated convex problem.
Finally, the above three IC schemes are evaluated in different
environments. Compared with the existing schemes, the sim-
ulation results show that the proposed IC schemes can control
the interference power to the primary system effectively.

The rest of the paper is organized as follows: Section 2
describes the underlay system model. Section 3 proposes
three interference control schemes. The secondary user
power allocation schemes for IC will be analyzed in detail.
The simulation results of interference control with mobile
environment are presented in Section 4. The conclusions are
made in Section 5.

2. System Model

The system model of underlay CRN is shown in Figure 1.
The primary network has the primary base station (PBS)
and the primary user (PU) which are interfered by the
secondary base station (SBS) and the SU. The SU and the
SBS should limit their transmission power to meet the
requirement of signal to interference plus noise ratio (SINR)
at the PU and the PBS. The CSIs between the SU(SBS) and
the PBS(PU) are denoted by 𝐻

𝐼UL
and 𝐻

𝐼DL
. The 𝐻

𝑠UL
and

𝐻

𝑠DL
represent uplink and downlink CSIs of the secondary

system. The secondary devices (SU and SBS) are assumed to
be able to control their transmission power by interference
constraint using the 𝐻

𝐼UL
and 𝐻

𝐼DL
. Both primary system

Primary link

Primary base station Primary user

SBS

Secondary base station Secondary user

Interference

PUPBS

SU
HsUL

HIUL

HsDL

HIDL

Figure 1: The underlay CR network topology.

and secondary system are orthogonal frequency division
multiplexing (OFDM) systems with time division duplexing
(TDD) and well synchronization characters. When the PU
uploads the information to the PBS in the uplink, the SU
transmits its signal to the SBS in the uplink at the same time
slot. Similar to the uplink, the downlink at the secondary
system is synchronized with the downlink at the primary
system.The SUs access the CRN by the carrier sense multiple
access with the collision avoidance (CSMA/CA) method
which prevents the collisions between SUs. Assuming that the
SU is moving (e.g., SU in a vehicle or a high speed train) and
the PU is in low mobility status, the time-varying channel
fading follows a zero-mean complex Gaussian process. The
channel state of the primary network is quasistatic, which
means that the channel state keeps steady in a frame duration.
Secondary system utilizes the CSI (𝐻

𝐼UL
and 𝐻

𝐼DL
) to design

its IC scheme to control the interference. However, between
the primary system and the secondary system, the channel
state varies from symbol to symbol. Therefore, the CSI will
be outdated in a frame duration. The relationship between
𝐻(𝑡, 𝑓) and 𝐻(𝑡 + 𝜏, 𝑓) can be described as Clark-Jakes’
model whose autocorrelation function is denoted by 𝜌(𝜏) =
𝜎

2

0
𝐽

0
(2𝜋𝑓

𝑑
𝜏), where 𝜎2

0
is the variance of the channel, 𝐽

0
(⋅)

denotes the zero-order Bessel function of the first kind, 𝑓
𝑑
is

the maximum doppler frequency, and 𝜏 is the outdated time
[13].

The channel capacity of SU at the 𝑡th symbol can be
calculated as

𝐶 (𝑡) =

𝑀

∑

𝑓=1

𝐵 log
2
(1 +

𝑃

𝑠
(𝑡, 𝑓)

󵄨

󵄨

󵄨

󵄨

𝐻

𝑠
(𝑡, 𝑓)

󵄨

󵄨

󵄨

󵄨

2

𝑁

0
+ 𝐼

𝑝

) , (1)

where 𝐵 is the bandwidth of the secondary system, 𝐼
𝑝
is

the interference power from the primary system, 𝑁
0
is

the noise power, 𝑃
𝑠
(𝑡, 𝑓) is the transmission power of the

secondary system at the 𝑓th subband in the 𝑡th symbol
time, and 𝐻

𝑠
(𝑡, 𝑓) is the CSI of secondary link. The total

transmission power constraint is ∑𝑀
𝑓=1
𝑃

𝑠
(𝑡, 𝑓) ≤ Φ, where

𝑃

𝑠
(𝑡, 𝑓) ≥ 0, for all 𝑓. The secondary system should control

its transmission power with interference constraints while
maximizing the channel capacity 𝐶(𝑡). The influence of
CSI outdatedness is different in various movement speeds.
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Figure 2: An underlay CRN with the primary system and the
secondary system.

Furthermore, the channel estimation error cannot be avoided
in time-varying fading channel, so it may lead to the failure
of IC. Hence, how to control the interference in mobile
environment is an open issue for the secondary system. In
the following, several interference constraints are proposed
to limit the interference power to the primary system. First,
for the influence of CSI outdatedness, two IC schemes (a
short frame structure in normal mobility environment and
a mean interference power constraint) are designed in high
mobility environment. Second, to cope with the channel
estimation error, the channel estimation error on the basis of
the spherical error region model for IC is formulated.

3. The Power Allocations at Secondary System
with Interference Constraints

3.1. Traditional Interference Control Scheme. As shown in
Figure 2, the existing works assume that the channel state
keeps steady in one frame duration which does not vary
from symbol to symbol. The 𝐻

𝐼
(−𝜏

𝐼
, 𝑓) represents the CSI

between the SU and the PU which is delayed by 𝜏
𝐼
symbols.

The𝐻
𝑠
(−𝜏

𝑠
, 𝑓) represents the CSI with the secondary system

which is delayed by 𝜏
𝑠
symbols.

The interference constraint in the 𝑓th subband at the 𝑡th
symbol time is

𝐼 (𝑡, 𝑓) = 𝑃
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where 𝜙 is the interference power threshold, which is the
maximum interference power that the primary system can
tolerate. The object of the optimization is maximizing the
channel capacity of the secondary system.Therefore, the opti-
mization problem with the interference power constraints
can be formulated as

min
{
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Because it is a convex optimization problem, the Lagrangian
formulation is given by
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where 𝛼, 𝛽, and 𝛾 are Lagrangian multipliers. The Karush-
Kuhn-Tucker (KKT) conditions are used to solve this opti-
mization problem [12]
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The water-filling style solution is
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≤ 𝑃

𝐴2
,

(5)

where 𝑃
𝐴1
= 𝜙/|𝐻

𝐼
(−𝜏

𝐼
, 𝑓)|

2, 𝑃
𝐴2
= (𝑁

0
+ 𝐼

𝑝
)/|𝐻

𝑠
(−𝜏

𝑠
, 𝑓)|

2,
and 𝜇 is the Lagrange multiplier.

The constant constraint with the assumption of the qua-
sistatic channel is a simplified way to control the interference
power to the primary system. The actual interference power
in the 𝑓th subband at the 𝜏th symbol is

𝐼 (𝑡, 𝑓) = 𝑃

𝑠
(𝑡, 𝑓)

󵄨

󵄨

󵄨

󵄨

𝐻

𝐼
(𝑡 + 𝜏, 𝑓)

󵄨

󵄨

󵄨

󵄨

2

,
(6)
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Figure 3: The CSI outdatedness in standard LTE transmission frame.
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where 𝜏 is the number of outdated symbols. Taking the
LTE system configuration, for example, there are 14 symbols
in one frame. As shown in Figure 3, the CSI outdatedness
process can be explained by the change of the channel
correlation. The channel correlation coefficient 𝜌 decreases
from symbol to symbol, which means that the gap between
CSI and channel gain of current symbol becomes larger. The
IC schemes with the quasistatic assumption cannot track
the variation of fading channel, and, therefore, it will be
invalid over time. This transmission scheme can only ensure
the interference power under the predefined threshold in
the beginning of a frame duration. In the rest of the time,
the interference power may exceed the predefined threshold
caused by CSI outdatedness. Thus, the CSI outdatedness
should be considered in the high mobility environment.

3.2. Interference Control with Short Frame Structure. Only
considering the interference between SU and PU is not
proper for IC in underlay CRNs. As shown in Figure 1, the
secondary system needs to control the interference power to
PU and PBS. Both the primary system and the secondary

system are the TDD systems with well synchronization. For
the primary system, the SU disturbs the PBS in uplink, and
the SBSdisturbs the PU indownlink. For the channel between
primary devices and secondary devices, 𝐻

𝐼UL
(−𝜏

1
, 𝑓) and

𝐻

𝐼DL
(−𝜏

2
, 𝑓) denote that the CSI knowledge is outdated by 𝜏

1

and 𝜏
2
symbols at subband𝑓 in uplink and downlink, respec-

tively. For the channel between SU and SBS, 𝐻
𝑠UL
(−𝜏

𝑠1
, 𝑓)

denotes that the CSI of uplink channel is outdated by 𝜏
𝑠1

symbols at subband 𝑓, and𝐻
𝑠DL
(−𝜏

𝑠2
, 𝑓) denotes that the CSI

of downlink channel is outdated by 𝜏
𝑠2
symbols at subband 𝑓.

TheCSI in the highmobility environmentwill be changed
faster, which leads to more serious CSI outdatedness in
time-varying fading channel. The time-varying fading chan-
nel varies in a small range; in a short time interval, its
dynamic characteristics can be described by Clark-Jakes’
model. Therefore, a new frame structure is required to fit
the mobile environment. So, intuitively, the shorter frame
duration means the smaller outdated time with CSI. In
Figure 4, a short frame structure is proposed for IC in mobile
environment which has 7-symbol duration. Shorting the
frame length can improve the performance of IC and reduce
the interference power from SU

min
{

{

{

− 𝐶 (𝑡)

=

𝑀

∑

𝑓=1

𝐵 log
2
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󵄨

2

𝑁

0
+ 𝐼

𝑝

)

}

}

}

+min
{

{

{

− 𝐶 (𝑡)

=

𝑀

∑

𝑓=1

𝐵 log
2
(1+

𝑃

𝑠DL
(𝑡, 𝑓)

󵄨
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󵄨

󵄨

󵄨

𝐻
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(−𝜏

𝑠2
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󵄨

󵄨
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0
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𝑝

)

}

}

}
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s.t. 𝑃

𝑠UL
(𝑡, 𝑓)

󵄨

󵄨

󵄨

󵄨

󵄨

𝐻

𝐼UL
(−𝜏

1
, 𝑓)

󵄨

󵄨

󵄨

󵄨

󵄨

2

≤ 𝜙,

𝑃

𝑠DL
(𝑡, 𝑓)

󵄨

󵄨

󵄨

󵄨

󵄨

𝐻

𝐼DL
(−𝜏

2
, 𝑓)

󵄨

󵄨

󵄨

󵄨

󵄨

2

≤ 𝜙,

𝑀

∑

𝑓=1

𝑃

𝑠UL
(𝑡, 𝑓) ≤ Φ, −𝑃

𝑠UL
(𝑡, 𝑓) ≤ 0,

𝑀

∑

𝑓=1

𝑃

𝑠DL
(𝑡, 𝑓) ≤ Φ, −𝑃

𝑠DL
(𝑡, 𝑓) ≤ 0.

(F-2)

The solution is

𝑃

𝑠UL
=

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

𝑃

𝐵1
,

𝐵

𝜇 ln 2
≥ 𝑃

𝐵1
+ 𝑃

𝐵2
,

𝐵

𝜇 ln 2
− 𝑃

𝐵2
, 𝑃

𝐵2
<

𝐵

𝜇 ln 2
< 𝑃

𝐵1
+ 𝑃

𝐵2
,

0,

𝐵

𝜇 ln 2
≤ 𝑃

𝐵2
,

𝑃

𝑠DL
=

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

𝑃

𝐵3
,

𝐵

𝜇 ln 2
≥ 𝑃

𝐵3
+ 𝑃

𝐵4
,

𝐵

𝜇 ln 2
− 𝑃

𝐵4
, 𝑃

𝐵4
<

𝐵

𝜇 ln 2
< 𝑃

𝐵3
+ 𝑃

𝐵4
,

0,

𝐵

𝜇 ln 2
≤ 𝑃

𝐵4
,

(7)

where 𝑃
𝐵1
= 𝜙/|𝐻

𝐼UL
(−𝜏

1
, 𝑓)|

2, 𝑃
𝐵3
= 𝜙/|𝐻

𝐼𝐷𝐿
(−𝜏

2
, 𝑓)|

2, 𝑃
𝐵2

= (𝑁

0
+𝐼

𝑝
)/|𝐻

𝑠
(−𝜏

𝑠1
, 𝑓)|

2, and 𝑃
𝐵4
= (𝑁

0
+𝐼

𝑝
)/|𝐻

𝑠
(−𝜏

𝑠2
, 𝑓)|

2.

3.3. Interference Control with Mean Interference Power Con-
straint. Considering high speed environments, such as high
speed railway system, it ismuch harder to control the interfer-
ence power 𝐼(𝑡, 𝑓) under a predefined threshold all the time
due to the fast time-varying nature of the channel. Therefore,
a mean interference power constraint based interference
control scheme is proposed to maximize the mean capacity
of the channel of the secondary system. 𝜙 is the interference
threshold, and 𝐼

𝑝
is the interference power from the primary

system. The uplink and the downlink correlation coefficients
between the SU to the PBS and the SBS to the PU are denoted
by 𝜌
𝐼UL
(𝑡) = 𝐽

0
(2𝜋𝑓

𝑑
(𝑡 + 𝜏

1
)) and 𝜌

𝐼DL
(𝑡) = 𝐽

0
(2𝜋𝑓

𝑑
(𝑡 + 𝜏

2
)).

And the 𝜌
𝑠UL
(𝑡) = 𝐽

0
(2𝜋𝑓

𝑑
(𝑡 + 𝜏

𝑠1
)) and 𝜌

𝑠𝐷𝐿
(𝑡) = 𝐽

0
(2𝜋𝑓

𝑑
(𝑡 +

𝜏

𝑠2
)) denote the uplink and downlink channel correlation

coefficients between the SU and the SBS. Assuming that the
uplink and the downlink channels are independent rayleigh
channel, the CSI can be denoted as |𝐻

𝐼UL
(𝑡)| = |𝜇

𝑈1
(𝑡) +

𝑗𝜇

𝑈2
(𝑡)| and |𝐻

𝐼DL
(𝑡)| = |𝜇

𝐷1
(𝑡) + 𝑗𝜇

𝐷2
(𝑡)|, which can be

described as a complex Gaussian random processes and the
variance is 2𝜎2 [13].The interference constraints of the uplink
and the downlink can be described as

𝐸 [𝐼 (𝑡, 𝑓) |𝐻𝐼UL
] = 𝑃

𝑠UL
(𝑡, 𝑓) 𝐸 [

󵄨

󵄨

󵄨

󵄨

󵄨

𝐻
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(𝑡, 𝑓)

󵄨

󵄨

󵄨

󵄨

󵄨

2

] ≤ 𝜙, (8)

𝐸 [𝐼 (𝑡, 𝑓) |𝐻𝐼DL
] = 𝑃

𝑠DL
(𝑡, 𝑓) 𝐸 [
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󵄨

𝐻

𝐼DL
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󵄨

󵄨

󵄨

󵄨

󵄨

2

] ≤ 𝜙. (9)

For time-varying fading channel, the CSI can be
expressed as

𝐻

𝑠UL
(𝑡, 𝑓) = 𝜌

𝑠UL
(𝑡)𝐻

𝑠UL
(−𝜏

𝑠1
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̃
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̃
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2
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(10)

where ̃𝐻
𝐼UL
∼N(0, 1−𝜌2

𝐼UL
(𝑡)), ̃𝐻

𝐼DL
∼N(0, 1−𝜌2

𝐼DL
(𝑡)), ̃𝐻

𝑠UL
∼

N(0, 1 − 𝜌2
𝑠UL
(𝑡)), and ̃𝐻

𝑠DL
∼N(0, 1 − 𝜌2

𝑠DL
(𝑡)).

Then, we obtain the expected value of CSI
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(14)

By substituting (13) and (14) into (8), power allocation with
interference constraint can be written as

𝑃

𝑠UL
≤
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(15)

Because the instantaneous channel capacity of the secondary
system is changed over time, in the long run, the optimization
object is the expected value of channel capacity which can be
formulated as

𝐶 = 𝐸 [𝐶UL + 𝐶DL] . (16)

The optimization formulation at the 𝑡th symbol is
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(17)

Unfortunately, the optimization function 𝐸[− log(⋅)] is non-
convex. Because the − log(⋅) is a convex function, there has
𝐸[− log(⋅)] ≥ − log(𝐸[⋅]) according to Jensen’s inequality.
Then the approximate function can be obtained 𝐸[− log(⋅)] ≈
− log(𝐸[⋅]). The approximate channel capacity of the sec-
ondary system is

𝐸 [𝐶UL + 𝐶DL]

≈min
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(F-3)

The solutions are
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where 𝑃
𝐶1
= 𝜙/(𝜌
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).

3.4. Interference Control with the Channel Estimation Error.
Since the channel estimation error of time-varying chan-
nel cannot be neglected, the estimated CSI between the
secondary system and the primary system is imperfect. If
the transmission power allocation scheme for the secondary
system relies on the imperfect channel estimation result, the
interference constraint will be

𝐼 (𝑡, 𝑓) = 𝑃

𝑠
(𝑡, 𝑓)

󵄨
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𝐼
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󵄨

󵄨

󵄨

󵄨

2

< 𝜙.
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Then, the optimized transmission power of the secondary
system (𝑃∗

𝑠
) with the channel estimation errormay lead to the

interference problem for primary system. The variance value
of channel estimation error is 𝜎2

𝑒
.

The actual interference power is

𝐼 (𝑡, 𝑓) = 𝑃

∗

𝑠
(𝑡, 𝑓) {
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2

𝑒
} . (F-4)

The interference powermay exceed the interference threshold
with the imperfect channel estimation result.

The estimation error is modeled as the spherical region
||𝑒

𝐼
|| < 𝜎

𝑒
, where the𝜎

𝑒
is themaximumradius of error bound

[14]. The channel model is described by 𝐻
𝐼UL
(𝑡, 𝑓) =

̂

𝐻

𝐼UL
+

𝑒

𝐼UL
and𝐻

𝐼DL
(𝑡, 𝑓) =

̂

𝐻

𝐼DL
+ 𝑒

𝐼DL
, where ̂𝐻

𝐼UL
and ̂𝐻

𝐼DL
are the

estimated values of uplink and downlink channels, and 𝑒
𝐼UL

and 𝑒
𝐼DL

are the channel estimation errors.The variance value
of the channel estimation error in uplink is assumed to be
equal to the variance value of downlink channel estimation
error, which can be uniformly denoted by 𝜎2

𝑒
.

The mean interference power constraint with imperfect
CSI knowledge can be expressed as
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The mean capacity of the SU can be described as

𝐸 {𝐶UL (𝑡) + 𝐶DL (𝑡)}
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The solution is
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𝜇 is the Lagrange multiplier.

4. Simulation Results

In this section, we compare the interference control perfor-
mance using different interference constraints. The primary
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Figure 5: The mean interference power with different movement
speeds.

system and secondary system have 512 subcarriers which are
divided into 16 subbands. The carrier frequency is 2GHz,
and the subcarrier spacing is 15 kHz. Each OFDM symbol of
duration is 71.355 𝜇s. We set the time delay 𝜏

𝑠1
= 0, 𝜏

𝑠2
= 0,

𝜏

1
= 0, and 𝜏

2
= 0.

The time-varying fading channel has 16 uncorrelated
Rayleigh fading taps; each tap has 3 dB decay factor.The time-
varying fading channel is described by Clark-Jakes’ model.
Thenoise power is𝑁

0
= 1.We set𝜎2 = 0.5, and themaximum

transmission power with secondary system is Φ = 64. The
predefined interference threshold is 𝜙 = 2, 𝐼

𝑝
= 10. The

variance of channel estimation error is 𝜎2
𝑒
= 0.1.

We compare the performance of the different IC schemes
in mobile environment. The mean interference power is
shown in Figure 5. Since the traditional IC (F-1) is designed
based on the assumption of quasistatic channel, the inter-
ference constraints are only validated in motionless or slow
movement condition (less than 30 km/h). As the increased
movement speed, the interference power will exceed the
interference threshold rapidly. The short frame structure
(F-2) can guarantee the interference power under the inter-
ference threshold under 250 km/h, but the performance of
IC becomes worse rapidly when speed approaches 500 km/h.
The (F-3) curve shows the IC performance of the mean inter-
ference power constraint in time-varying fading channel; the
secondary system limits their transmission power in uplink
and downlink.The highermovement speed will lead to worse
IC performance. Comparing the three different constraints,
the secondary system should adopt the mean interference
constraint in high mobility environment to satisfy the QoS
demand primary system.

The interference power changes from symbol to symbol
in the time-varying fading channel at 300 km/h as shown
in Figure 6. The channel correlationship can be described
by Clark-Jakes’ model which follows the 0th order Bessel
function 𝐽

0
; the channel correlation coefficient 𝜌 is a variable

of timewhich has been shown in Figure 3. Since the proposed
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Figure 7: Mean interference power at the primary receiver.

interference constraints are impacted by 𝜌2, the performance
of the interference constraint is related to the change of
the channel correlation coefficient. The value of 𝜌2 will
decrease from 1 to 0 in the first 9 symbols and then increase
from the 10th symbol. Therefore, as shown in Figure 6,
the trend of the interference power has the convex and
wavy features. The traditional IC constraint with quasistatic
assumption (F-1) cannot reflect the variation of the time-
varying channel. The interference constraint cannot ensure
the interference power under threshold after 2 symbols, and
the maximum interference power is above 3.6. As the curve
(F-2) is shown, the interference power seriously decreases at
the 8th symbol which means that the short frame structure
can lead to more frequently IC than standard frame length.
The IC performance with short frame structure is better than
traditional way to constrain the interference power. However,
the communication overhead of short frame IC is twice
as much as standard frame structure, which spends more
time on channel estimation, thus wasting the opportunity

of data transmission. When the channel state changes fast,
it is impossible to control the interference by shorting the
frame length unlimitedly. To cope with the IC problem in
high mobility environment, the IC with mean interference
constraint can be seen as a more effective way to control the
interference power. The performance of IC with mean inter-
ference power constraint (F-3) shows that it perfectly limits
the interference power under the interference threshold.

Considering the influence of the channel estimation error,
the performance of different IC schemes at 300 km/h is shown
in Figure 7. Because of the IC relies on the accuracy CSI, the
influence of estimation error with CSI cannot be ignored.
The actual interference power may exceed the interference
threshold with the error-existed CSI. It is observed that the
IC scheme which considers the mean interference constraint
with imperfect channel estimation (F-4)may become invalid
after several symbols. From the results shown in Figure 7,
it can be found that constraining the interference power
with considering the maximum radius of error bound is
a conservative IC scheme. The interference power can be
limited under the interference threshold within error-existed
CSI. The results show that our proposed scheme is robust
when the channel estimation error exists.

5. Conclusion

In underlay CRNs, limiting the interference power to the
primary system is an important topic for the secondary
system optimization. The existing IC schemes were based
on the quasistatic channel assumption, but the variation of
channel in a frame duration cannot be neglected in the
high mobility environment. In this paper, we have developed
the IC schemes in mobile environment considering the
influence of the time-varying fading channel and the channel
estimation error. The proposed approaches can limit the
interference power under the predefined interference thresh-
old in the mobile environment. Future directions include
the IC schemes with the assumption of nonsynchronous
transmission process between the primary system and the
secondary system and the multiple antennas IC schemes in
mobile environment.
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Multicast routing is an effective way to transmit messages to multiple hosts in a network. However, it is vulnerable to intermittent
connectivity property in mobile ad hoc network (MANET) especially for multimedia applications, which have some quality of
service (QoS) requirements.The goal of QoS provisioning is to well organize network resources to satisfy the QoS requirement and
achieve good network delivery services. However, there remains a challenge to provideQoS solutions andmaintain end-to-endQoS
with user mobility. In this paper, a novel penalty adjustment method based on the rough set theory is proposed to deal with path-
delay constraints for multicast routing problems in MANETs. We formulate the problem as a constrained optimization problem,
where the objective function is to minimize the total cost of the multicast tree subject to QoS constraints. The RPGA is evaluated
on three multicast scenarios and compared with two state-of-the-art methods in terms of cost, success rate, and time complexity.
The performance analyses show that this approach is a self-adaptive method for penalty adjustment. Remarkably, the method can
address a variety of constrained multicast routing problems even though the initial routes do not satisfy all QoS requirements.

1. Introduction

Multicasting is a service method in which a source node
can deliver copies of messages to multiple recipients at
different locations in a communication network.Multicasting
techniques play a critical role in many applications such as
video conference, internet games, and web-based learning.
In this paper, multicast routing problems mainly focus on
finding a minimum Steiner tree and satisfying quality-of-
service (QoS) requirements. Unfortunately, the problem of
finding a Steiner tree is known to be a NP-complete problem
[1], even if links have unit costs.

The multicast tree in mobile ad hoc networks (MANETs)
is vulnerable to intermittent connectivity property during
the transmission period [2]. Due to the nodal mobility
and the dynamic topology of mobile networks, a service
provider should find a cost-effective tree for its multicast
customers in real time and assure certain QoS requirements
[3]. Without the support of communication infrastructure,
the challenge of the dynamic routing on a changing topology
is how to decide a multicast tree as soon as possible. To
enhance the effectiveness and efficiency, this work uses

a routing representation scheme to encode the multicast tree.
Therefore, this paper models the multicast routing problem
with QoS constraints to support multimedia transmission in
MANETs [4, 5].

The battery limitation of a mobile node is a critical con-
straint while developing multicast routing protocols. Genetic
algorithm (GA) presents a potential solution for the mul-
ticonstrained multicast routing problem [6]. Traditionally,
penalty-function methods are the most popular constraint-
handling techniques. According to the degree of constraint
violation, penalty coefficient should be determined carefully
[7].The static-penalty (SP) method applies a static coefficient
for each constraint and then adjusts penalty coefficient
manually [8]. To adjust penalty coefficient automatically,
the dynamic-penalty (DP) method combines the generation
number and a scaling constant to adjust coefficient automati-
cally [9]. Furthermore, the adaptive-penalties (AP) method
tries to avoid infeasible solutions by adjusting the penalty
coefficient according to the convergent situation [10].

Different from several related researches [2, 4, 5], this
paper synthesizes the rough set theory (RST) and penalized
techniques as a rough penalty genetic algorithm (RPGA).
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The emphasis of the proposed RPGA uses a rough-penalty
(RP) method to releases/enforces some penalties on ineffi-
cient/efficient constraints during evolution. To facilitate the
effectiveness of multiple penalties, the RPGA incorporates
with a therapeutic crossover to enlarge the genetic diversity
in a population and guide to find the optimal solution. The
performance of the RPGA is evaluated by three kinds of
constrainedmulticast routing scenarios. Experimental results
show that the proposed RPGAnot only can find near-optimal
solutions but also can obtain robust feasible results for QoS-
based multicast routing problems.

The rest of paper is organized as follows. Section 2models
the multicast routing problems with QoS constraints in
MANETs. In Section 3, the operations of the proposed RPGA
are described in detail. Section 4 introduces the proposed RP
method. Section 5 reports the experimental results, algorithm
analyses, and performance comparisons for three test net-
works. Finally, the paper is summarized in Section 6.

2. Problem Description and Formulation

2.1. Network Modeling. At a certain time period in a
MANET, we assume that the service provider knows (1)

traffic load from node 𝑖 to node 𝑗 (𝑖 ̸= 𝑗), (2) QoS require-
ments/constraints (e.g., delay constraint), (3) bandwidth
available of each link, (4) link cost for the traffic to pass
through each link, and (5) time delay for the traffic to
pass through each OD pair. We consider the multicast
routing problem with bandwidth and delay constraints. The
communication network ismodeled as a connectedweighted,
directed graph 𝐺 = (𝑉, 𝐸), where 𝑉 = {V

1
, V
2
, . . . , V

𝑛
} is a

finite set of network nodes and 𝐸 = {𝑒

1
, 𝑒

2
, . . . , 𝑒

𝑚
} is the

set of network links. The link 𝑒 = (𝑢, V) ∈ 𝐸 connects node
𝑢 ∈ 𝑉 to node V ∈ 𝑉with positive cost function (i.e., cost(𝑒) :
𝐸 → 𝑅

+), available bandwidth (i.e., BW(𝑒) : 𝐸 → 𝑅

+),
and delay function (i.e., delay(𝑒) : 𝐸 → 𝑅

+). The number of
nodes and links (i.e., the cardinalities of 𝑉 and 𝐸) is 𝑛 and𝑚,
respectively. For each multicast session, messages are routed
from a source node 𝑠 to a set of multicast destination group
𝐷 = {𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑘
} ⊆ 𝑉. A multicast tree 𝑇(𝑠, 𝐷) = (𝑉

𝑇
, 𝐸

𝑇
)

represents a solution to the multicast routing problem, where
𝑉

𝑇
⊆ 𝑉 and 𝐸

𝑇
⊆ 𝐸. Thus, this tree 𝑇(𝑠, 𝐷) is a subgraph of 𝐺

with root 𝑠 and a set of nodes𝐷. Let 𝑃
𝑇
(𝑠, 𝑑) represent a path

in the tree, 𝑇(𝑠, 𝐷), from source node 𝑠 to a destination node
𝑑 ∈ 𝐷 − {𝑠}. We have the following definitions.

Definition 1. The cost of multicast tree 𝑇(𝑠, 𝐷) is the sum of
the links’ cost in the tree. The link cost may represent its
monetary cost or resource utilization:

cost (𝑇) = ∑

𝑒∈𝐸𝑇

cost (𝑒) . (1)

Definition 2. Thebottleneck bandwidth of path𝑃
𝑇
(𝑠, 𝑑) is the

minimum value of links’ bandwidth along the path, which
represents the residual bandwidth of a communication path:

BW (𝑃

𝑇
(𝑠, 𝑑)) = min (BW (𝑒) | ∀𝑒 ∈ 𝑃

𝑇
(𝑠, 𝑑)) ,

∀𝑃

𝑇
(𝑠, 𝑑) ⊂ 𝑇, ∀𝑑 ∈ 𝐷.

(2)

Definition 3. The delay of path 𝑃

𝑇
(𝑠, 𝑑) is the sum of links’

delay along the path from 𝑠 to𝑑.The link delaymay include its
nodal processing, queueing, transmission, and propagation
delays:

delay (𝑃
𝑇
(𝑠, 𝑑)) = ∑

𝑒∈𝑃𝑇(𝑠,𝑑)

delay (𝑒) ,

∀𝑃

𝑇
(𝑠, 𝑑) ⊂ 𝑇, ∀𝑑 ∈ 𝐷.

(3)

Definition 4. The delay of multicast tree 𝑇 is the maximum
value of paths’ delay in the tree, that is,

delay (𝑇)

= max (delay (𝑃
𝑇
(𝑠, 𝑑)) | ∀𝑃

𝑇
(𝑠, 𝑑) ⊂ 𝑇, ∀𝑑 ∈ 𝐷) .

(4)

Figure 1 depicts an example of a network graph, link
parameters, and a multicast tree. Parameters along links are
triple (cost, delay, bandwidth). In Figure 1, the source node
is Node 1 (i.e., 𝑠 = 1). The destination nodes are nodes 3, 7,
and 8 (i.e., 𝐷 = {3, 7, 8}). The Steiner tree 𝑇(𝑠, 𝐷) consists
of three paths 𝑃

𝑇
(1, 3) = {(1, 4), (4, 5), (5, 3)}, 𝑃

𝑇
(1, 7) =

{(1, 4), (4, 5), (5, 7)}, and 𝑃

𝑇
(1, 8) = {(1, 4), (4, 5), (5, 8)}. The

total cost of the Steiner tree can be calculated by (1), that is,
cost(𝑇) = 20. By using (2), we can calculate the bottleneck
bandwidth of each path along the Steiner tree, that is,
BW(𝑃

𝑇
(1, 3)) = 8, BW(𝑃

𝑇
(1, 7)) = 8, and BW(𝑃

𝑇
(1, 8)) =

7. We can also apply (3) to calculate delay(𝑃
𝑇
(1, 3)) = 9,

delay(𝑃
𝑇
(1, 7)) = 8, and delay(𝑃

𝑇
(1, 7)) = 10. Finally, we can

derive the total delay of the Steiner tree delay(𝑇) = 9 by (4).

2.2. Problem Definition. The optimal multicast tree 𝑇

depends on the operator objectives, such as network cost,
transmission delay, or target QoS [11]. Therefore, solving the
multicast routing problem is equivalent to find the optimal
distribution tree on the basis of a certain cost function under
a given set of constraints. In this paper, the multicast routing
in MANETs can be modeled as a combinatorial optimization
problem in the following:

minimize cost (𝑇 (𝑠, 𝐷))

subject to: delay (𝑃
𝑇
(𝑠, 𝑑)) ≤ Δ

𝑑
∀𝑑 ∈ 𝐷,

BW (𝑃

𝑇
(𝑠, 𝑑)) ≥ 𝐵

𝑑
∀𝑑 ∈ 𝐷.

(5)

The objective function is to minimize the total cost of
themulticast tree.The path-delay constraint enforces that the
total delay of each OD pair must be smaller than or equal to
its delay bound Δ

𝑑
. The minimum bandwidth requirement

is denoted as 𝐵
𝑑
. Therefore, the multicast routing problem

is to determine a multicast tree connecting the source node
to every destination node such that the cost of this tree is
minimum, while the path-delay and bottleneck-bandwidth
from the source node to any destination node satisfy the
prescribed QoS requirements.

2.3. Routing Table. Since there are so many candidate paths
between two nodes in the network graph 𝐺 = (𝑉, 𝐸),
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Figure 1: An example of a network graph, link parameters, and a Steiner tree.

Table 1: An example of routing table for OD pair (1, 7) in Figure 1.

Routing table of path from node 1 to node 7
Route
no.

Route
path

Cost of the
path

Delay along the
path

Bottleneck
bandwidth

0 1-4-7 10 5 8
1 1-6-7 11 6 10
2 1-4-5-7 12 8 8
...

...
...

...
...

𝑅 − 1 1-2-3-8-7 24 10 12

traditional GAs may consume considerable computational
effort in searching infeasible solutions because genetic oper-
ations do not always preserve feasibility. Therefore, to reduce
the search space, this work uses the 𝐾 shortest path routing
algorithm to precalculate the first𝑅 shortest paths and record
in a routing table. For the network topology in Figure 1, an
example of its routing table for OD pair (1,7) will look like
Table 1, which includes the first 𝑅 shortest paths from node 1
to node 7 with the route path, total cost, aggregate delay, and
bottleneck bandwidth.

3. RPGA for Multicasting Routing Problem

The proposed RPGA adopts a RP method to enhance the
searching abilities of original GAs for handling constrained
multicasting routing problems. To enhance the exploration
ability, the RPGA adopts the RST to enlarge the genetic diver-
sity by releasing inefficient constraints and also enforcing
efficient ones when the generation number is odd. The flow
chart of RPGA (in Figure 2) consists of several genetic oper-
ations, such as initialization, selection, crossover, mutation,
replacement, and RP method. To enhance the exploitation
ability, the proposed RPGA applies the therapeutic crossover
to improve the convergence rate during the evolution.

Fitness
calculation

Selection

Mutation

Stopping? Modify penalty
coefficients

End

Start

Yes

No

Crossover

Release inefficient
constraints by

rough set theory

Odd generation
number?

Yes

No

initial population
Randomly generate

Figure 2: Flow chart of the RPGA.

3.1. Encoding and Initialization. In this paper, the encoding
method is based on a routing representation for multicast
trees. The RPGA maintains a population of chromosomes,
which represent a candidate set of Steiner trees for the
multicast routing problem. Given a source node 𝑠 and a set
of destination nodes 𝐷 = {𝑑

1
, 𝑑

2
, . . . , 𝑑

𝑘
}, a chromosome

can be represented by a string of integers with length 𝑘. The
chromosome is denoted as ⃗

𝑋 = (𝑥

1
, 𝑥

2
, . . . , 𝑥

𝑘
), where 𝑥

𝑖
is

an integer in interval [0, 𝑅 − 1] to represent a route number
for the OD pair from 𝑠 to 𝑢

𝑖
in the routing table. In the
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1 2 0
x1 x2 x3

Chromosome

Routing table for path
from node 1 to node 3
Route no. Route path

0 1-2-3
1 1-4-5-3
2 1-2-5-3

1-4-7-5-3

Routing table for path
from node 1 to node 7
Route no. Route path

0 1-4-7
1 1-6-7
2 1-4-5-7

1-2-3-8-7

Routing table for path
from node 1 to node 8
Route no. Route path

0 1-4-5-8
1 1-4-7-8
2 1-6-7-8

1-4-6-7-8
· · · · · ·· · ·· · ·· · ·· · ·

s = {1}, D = {d1 = 3, d2 = 7, d3 = 8}

R − 1 R − 1 R − 1

Figure 3: Representation of chromosome, genes, and routing table.

example of Figure 1, the second OD pair (i.e., source node 1
to destination node 7) is routed along Path 1-4-5-7. The route
number of this path in its routing table (in Table 1) is 2. Thus,
we should assign the route number as the value of the second
gene, that is, 𝑥

2
= 2. Therefore, the relationship between

chromosome, gene, and routing table for the example in
Figure 1 can be illustrated as Figure 3. The RPGA starts with
a random population within the gene value interval [0, 𝑅 −

1], no matter whether these multicast trees satisfy the QoS
constraints or not. The emphasis is that the RPGA can find
the global optimum for constrained problems even though
the initial population is infeasible.

3.2. Fitness Function with Self-Adaptive Penalty Adjustment.
The fitness value of each chromosome represents the quality
of the corresponding multicast tree (i.e., ⃗

𝑋 = 𝑇(𝑠, 𝐷)).
However, the penalty adjustment for QoS constraints is
difficult to adapt suitably. In this paper, we mix the aspects of
the Joines and Houck’s DP method [9] with the RST to find a
Steiner tree that satisfies the QoS constraints and minimizes
total routing cost as well.

TheproposedRPmethod adjusts penalty terms according
to both violation magnitude and evolution time. To solve
constrained optimization problems effectively, each individ-
ual in generation 𝑡 is evaluated using an expanded objective
function (6):

𝜓 (

⃗

𝑋) = cost ( ⃗

𝑋) +

𝑚

∑

𝑘=1

((𝐶 × 𝑡)

𝜋(𝑘,𝑡)
×max (0, Φ

𝑘
(

⃗

𝑋))

2

) ,

(6)

where 𝐶 is a “severity” factor, 𝑚 is the total number of
constraints, and Φ

𝑘
is the violation magnitude of constraint

𝑘. This fitness function combines a coefficient (𝐶 × 𝑡) with
an exponent 𝜋(𝑘, 𝑡) to increase penalty pressure over time.
For constraint 𝑘 in generation 𝑡, the exponent 𝜋(𝑘, 𝑡) is a
representative penaltymultiplier that is initially assigned as 2.
And then, the penaltymultiplier is tuned iteratively according
to the discernible mask ⃗𝜇 and the representative attribute
value 𝛾

𝑘
of superior class 𝑋good. The exponent 𝜋(𝑘, 𝑡) is

defined as

𝜋 (𝑘, 𝑡) =

{

{

{

𝜋 (𝑘, 𝑡 − 1) × 𝛾

𝑘
, if 𝜇

𝑘
= 1,

𝜋 (𝑘, 𝑡 − 1) , if 𝜇
𝑘
= 0,

∀𝑘 = 1, . . . , 𝑚; ∀𝑡 = 1, . . . ,MaxGeneration,

𝜋 (𝑘, 0) = 2 ∀𝑘 = 1, . . . , 𝑚.

(7)

Remarkably, the discernible mask ⃗𝜇 can be used to enable
𝜋(𝑘, 𝑡) by differentiating significant characteristics between
classes𝑋good and𝑋bad. If the 𝑘th constraint is discernible (i.e.,
𝜇

𝑘
= 1), the exponent 𝜋(𝑘, 𝑡) is adjusted by the representative

attribute value (𝛾
𝑘
); otherwise, the exponent retains the same

value as in the previous generation. All these RP coefficients
will be introduced in Section 4.

3.3. Selection Operation. A selection operation uses fitness
to determine the solution quality and to select high-quality
chromosomes for the recombination operation [12]. The
RPGA employs a stochastic universal selection to create
selection pressure towards the global optimal solution. The
measurement of a chromosome’s fitness is its value of the
expanded objective function in (6).

3.4. Crossover Operation. The crossover operation represents
the mixing of genetic material from two selected parents
to produce one child chromosome. The RPGA proposes
a therapeutic crossover that incorporates a gene-therapy
method with a conventional crossover scheme to enhance
the exploitation ability and speed up the convergence rate
[13].

Each time the selection operation chooses two crossover
parents from the population. The therapeutic crossover gives
each gene locus an equal chance of being a crossover point
(i.e., belongs to a therapeutic genome 𝑖 ∈ 𝐺

𝑐
where 𝐺

𝑐
∈

{1, 2, . . . , 𝑘}). The proposed gene-therapy method evaluates
the merit of two selected genomes by comparing the changes
in the chromosome fitness before and after interchanging the
genomes with the other mating chromosome [13].
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user is Number of OD pair;
Node is all nodes in the network;
Parents is the chromosomes which be selected;
nKids is the numbers of chromosomes create by crossover;
r1, r2 is the chromosomes which are crossover;
coeC is the number of gene will be crossover;
thisScore is the multi path score;
thisGeneScore is the path score in the multi path;
xoverPoint is genes in the chromosome which be select to crossover;
lengthXP is length of xoverPoint;

Begin
for i = 1:nKids

Pick chromosomes r1 and r2 from parents;
coeC is decrease by generations from 1 to 0.2;
Randomly select xoverPoint which probability small than coeC;

if thisScore(r1) ≤ thisScore(r2)
xoverKids(i) = thisPopulation(r1);
for j = 1 to lengthXP

if thisGeneScore(r2(j)) < thisGeneScore(r1(j))
Record path r1(j) as a;
Record path r2(j) as b;
if the route paths in a and b have the same intermediate node (m)

Interchange the sub-routes (s, m) or (m, d) in a and b;
else

xoverKids(i, j) = r2(j);
end if

end if
end for

else

xoverKids(i) = thisPopulation(r2);
for j = 1 to lengthXP

if thisGeneScore(r1(j)) < thisGeneScore(r2(j))
Record path r1(j) as b;
Record path r2(j) as a;
if the route paths in a and b have the same intermediate node (m)

Interchange the sub-routes (s, m) or (m, d) in a and b;
else

xoverKids(i, j) = r1(j);
end if

end if
end for

end if
end for
End

Pseudocode 1: Pseudocode of the crossover operation for routing problem.

According to their relative merit, these two genomes
combine to generate a new genome for their offspring.
Therefore, offspring inherit more genetic material from the
superior genome than the inferior one.We depict the pseudo-
code of the therapeutic crossover in Pseudocode 1.

3.5. Mutation Operation. A mutation operation used in GAs
can increase population diversity to enhance its exploration
ability [13]. This work uses the bit-flip mutation with a fixed
small probability 𝑝

𝑚
. According to this mutation probability

𝑝

𝑚
, themutation operation randomly selects a subset of genes

and chooses new paths from its routing table. Thus, the route
numbers of these new paths in its routing table replace the
original values of selected genes. The resulting chromosome
is a new multicast tree and can increase population diversity.

3.6. Replacement and Termination. The proposed RPGA
adopts a replacement-with-elitism method to prevent best
solutions from being lost through a selection process.
A successive population is produced from three sources:
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(1) the replacement-with-elitismmethod selects the best 10%
chromosomes to join the new population; (2) the crossover
operation recombines 80%of child chromosomes; and (3) the
mutation operation constructs other child chromosomes for
the next generation. The RPGA will stop when it reaches the
predefined maximum iterations.

4. RP Method for Constraint Handling

To address the multicast routing problem with QoS con-
straints, the challenge is how to optimize the objective func-
tion value against its constraint violations. Traditional GAs
are ineffective in searching feasible solutions because genetic
operations do not always preserve feasibility [14]. Therefore,
penalty-function methods are the most popular constraint-
handling techniques for constrained optimization [15].

The novel RP method has been proposed in our previous
work for numerical constrained problems [13].This proposed
RPGA inspired by the Pawlak’s RST [16, 17] has been
proved better than several existing algorithms for solving
a variety of numerical optimization problems [13]. The RP
method can automatically adjust penalty coefficients during
the evolution. Furthermore, the method does not depend on
extra functional analyses for its solution space. Therefore,
this study aims to effectively extend the original RPGA as a
new constraint-handling technique to address the multicast
routing problem with QoS constraints in MANETs. During
the genetic evolution, the proposed RP method uses the
attribute reduction concept to find appropriate penalizing
strategies and release some inefficient constraints.

4.1. Flow of RP Method. The pseudocode of the RP method
is depicted in Pseudocode 2. The proposed RP method not
only penalizes constraint violations to exploit feasible space
but also releases ineffective constraints to explore infeasible
space. Therefore, the RP method is a self-adaptive approach
that can measure infeasibility and can adjust each penalty
coefficient automatically.

4.2. Rough Penalty Classification. Thiswork uses information
granulation as a key function for implementing a divide-and-
conquer strategy. Elementary information granules are indis-
cernibility classes of constraint violations. The information
system is an information table of attribute values containing
rows labeled by objects and columns labeled by attributes [18].

Remark 5. A partition granularity (𝜌) is defined for clas-
sifying the magnitude of constraint violations. The design
principle is that solution quality increases as its constraint
penalty moves closer to zero. Therefore, this study uses a
smaller range in near-zero regions than in other regions.

4.3. Rough Decision System. A decision system is an IS with
the form 𝐷𝑇 = (𝑈,𝐴 ∪ {𝑑}, 𝐷) in which each individual is
treated as an object of a nonempty finite set 𝑈. Attribute set
𝐴 = {𝛼

1
, 𝛼

2
, . . . , 𝛼

𝑚
} is a nonempty finite set of conditional

attributes, where each penaltymultiplier (𝛼
𝑘
) corresponds to a

conditional attribute. The supervised knowledge is expressed

by a decision attribute (denoted by 𝑑 ∉ 𝐴). An information
function 𝐷 maps each object to a decision attribute, that is,
𝐷 : 𝑈 → 𝑉

𝑑
for 𝑑 ∉ 𝐴, 𝑉

𝑑
= {0, 1}. For a minimization

problem, the information function is designed as follows:

𝐷( ⃗𝑥

𝑗
) = 𝑑

𝑗
=

{

{

{

1, if 𝑓 ( ⃗𝑥

𝑗
) < 𝑓average,

0, if 𝑓 ( ⃗𝑥

𝑗
) ≥ 𝑓average,

(8)

where

𝑓average =
1

𝑝

𝑝

∑

𝑗=1

𝑓 ( ⃗𝑥

𝑗
) . (9)

Remark 6. Because the penalty multiplier should be adjusted
according to the region of its constraint violation, this
work enlarges the penalty multiplier when its violation
level increases. In the illustration in Figure 4, the penalty
multiplier will be assigned as (𝛼)−2, (𝛼)−1, (𝛼)0, (𝛼)+1, (𝛼)+2,
and (𝛼)

+3 for constraint regions 1, 2, 3, 4, 5, and 6, where 𝛼
denotes the coefficient and the partition granularity (𝜌) is six.

4.4. Significant Penalty and Attribute Reduction. Based on
the concept of attribute reduction, attributes may not be
equally important, and some of them can be eliminated
from a decision table without degrading information qual-
ity. Attribute reduction can be generalized by introducing
attribute evaluation, which can express the merit of each
attribute in the information table [19].

Remark 7. Decision attribute 𝑑 in𝐷𝑇 determines a partition
CLASS(𝑑) of object set 𝑈, where CLASS(𝑑) is the object
classification with respect to decision attribute 𝑑. The mini-
mal subset of penalized constraints is applied to distinguish
above-average individuals (i.e., their decision attributes are
“1”) and below-average ones (i.e., those values are “0”). The
representative value of each relevant attribute is assigned as
the attribute value with the maximum cardinality in the same
class.

5. Computational Experiments

5.1. Test Platform and Parameter Setting. In this paper, the
proposed RPGA is evaluated by solving multicast routing
problems in MANETs. We use the well-known network
generation tool [20] to create an asynchronous network based
on the Waxman’s techniques [21] and depicted in Figure 5.
Thenetwork illustrates a randomgraph inwhich 40 nodes are
connected, and each node has average of four connections to
other nodes (i.e., average degree of a node is 4). Each link has
its own cost, delay, and bandwidth information. In order to
reduce the complexity of the graph representation, Figure 5
only shows the cost/delay information along one direction
link (from a smaller ID node to a larger ID one). For example,
traffic along the link from node 20 to node 34 will spend
54 units cost and delay 14msec. In all cases, the maximum
number of iterations is 40, the population size is 20, and the
number of elite individuals is 2. For each test problem, 30
independent runs with different seeds are performed using
the MATLAB environment.
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conN is mean constraint numbers
popnum is population numbers
IT is information table, which is (𝑐𝑜𝑛𝑁 + 1) ∗ 𝑝𝑜𝑝𝑛𝑢𝑚 matrix
gp is good population which decision variable = 1 from IT
bp is bad population which decision variable = 0 from IT
𝑔𝑐

𝑘
is good characteristic from gp

𝑏𝑐

𝑘
is bad characteristic from bp

t is the number of current generation
𝜋

𝑘
(𝑡) is a RP exponent for the t generation

𝜆

𝑘
is a RP coefficient

𝐶 is constraints weight
𝜏 is next generation penalty coefficient
Begin

Create information table 𝐼𝑇;
//Divide 𝐼𝑇 to two group 𝑔𝑝 and 𝑏𝑝

For i = 1 to 𝑝𝑜𝑝𝑛𝑢𝑚
IF decision variable = 1 Pick 𝐼𝑇(𝑖) to good population 𝑔𝑝;
Else Pick 𝐼𝑇(𝑖) to bad population 𝑏𝑝;
End if

End for
//Find characteristic from 𝑔𝑝 and 𝑏𝑝

For 𝑘 = 1 to 𝑐𝑜𝑛𝑁
𝑔𝑐

𝑘
= mod all 𝑔𝑝

𝑘
;

𝑏𝑐

𝑘
= mod all 𝑏𝑝

𝑘
;

End for
//Find RP coefficient 𝜇
For 𝑘 = 1 to 𝑐𝑜𝑛𝑁

If 𝑔𝑐
𝑘
= 𝑏𝑐

𝑘
𝜆

𝑘
= 𝑔𝑐

𝑘
;

Else 𝜆
𝑘
= 1;

End if
End for
//Modify RP penalty exponent 𝜋(k, t)
For 𝑘 = 1 to 𝑐𝑜𝑛𝑁

𝜋

𝑘
(𝑡) = 𝜋

𝑘
(𝑡 − 1) ∗ 𝜆

𝑘
;

𝜏

𝑘
= (𝐶 × 𝑡) ∧ 𝜋

𝑘
(𝑡), for all 𝑘 = 1 to 𝑐𝑜𝑛𝑁;

End for
End

Pseudocode 2: Pseudocode of the RP method.

LB 3/7 LB 1/7 LB 0 1/7 UB 3/7 UB UB
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Figure 4: Penalty multiplier classification.

5.2. Performance Metrics. In this paper, the performance
metrics of solution algorithms consist of (1) the total cost of
the obtained multicast tree; (2) the success rate with respect
to the QoS constraints; and (3) the required CPU time for
computing the multicast routing problems. The success rate
(𝜃req) concerns about the percentage of feasible routes with
respect to the QoS requirements. We can define the success

rate as follows [22]:

𝜃req =
𝑁ack
𝑁req

, (10)

where 𝑁ack is the number of OD pairs that satisfy all QoS
constraints and 𝑁req is the total number of OD pairs in this
multicast group.
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Figure 5: A randomly generated network with 40 nodes and average degree four.

Table 2:The results obtained by different partition granularities (𝜌)
when 𝛼 = 1.01.

Partition (𝜌) Cost Success rate CPU time
4 1032.9 0.966666667 1.089747617
6 1006.4 0.98245614 1.075849966
8 1021.5 0.970175439 1.085799014

5.3. Algorithm Analyses for Different Parameter Settings. It
is well known that the performance of GAs significantly
depends on the configuration of its operating parameters.
To investigate the impact of various parameter settings in
the RP method, this study experiments on two parameters:
the partition granularity (𝜌) and the penalty coefficient (𝛼).
The test network (in Figure 5) has 40 nodes with average
degree of 4.We randomly select 20 nodes (50%of total nodes)
as the test multicast group, that is, one source node and 19
destination nodes. All OD pairs have the same delay bound
for 60msec.

Firstly, this study conducts 30 runs to find the appropriate
partition granularity (𝜌) for this problem. When the penalty
coefficient is fixed (𝛼 = 1.01), the experimental results for
different partition granularities changing from 𝜌 = 4, 𝜌 = 6,
to 𝜌 = 8 are shown in Table 2. We normalize these results
relative to that of 𝜌 = 6 and show the percentage comparison
in Figure 6. Obviously, the RPGA with 6 partitions can
achieve better results than other partition settings with
respect to all the three performance metrics.

Secondly, when the partition granularity is given (𝜌 = 6),
the experiments on different penalty coefficients (𝛼 = 1.0001,
1.001, 1.01, 1.1, and 10) are tested for 30 runs.The experimental

0.96
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0.98
0.99

1
1.01
1.02
1.03

Cost Success rate CPU time

Partition granularity (𝜌)

𝜌 = 4
𝜌 = 6
𝜌 = 8

Figure 6: Comparison with different partition granularities (in
percentage relative to 𝜌 = 6).

Table 3: The results obtained by different penalty coefficients (𝛼)
when 𝜌 = 6.

Coefficient (𝛼) Cost Success rate CPU time
10 1022.833333 0.989473684 1.084000564
1.1 1031.966667 0.978947368 1.068427877
1.01 1006.4 0.98245614 1.075849966
1.001 1031.7 0.975438596 1.065008048
1.0001 1022.333333 0.973684211 1.059503391

results on the average of cost, success rate and computing time
are depicted in Table 3. The normalized percentages relative
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Figure 7: Comparison with different penalty coefficients (in per-
centage relative to 𝛼 = 1.01).

to 𝛼 = 1.01 are shown in Figure 7. Noticeably, the RPGAwith
𝛼 = 1.01 can achieve better results than other settings on all
the cost, success rate, and computing time metrics.

5.4. Comparison with Other Existing Methods. The perfor-
mance of the proposed RPGA is compared with two well-
known penalty methods, which are the Wang’s penalty (WP)
method [22] and the DP method [9] for three kinds of
multicast scenario. In the first test scenario, the test network
has 40 nodes with average degree of 4, which is the same as
Figure 5. The multicast group includes 20 OD pairs. All OD
pairs have the same delay bound for 60msec.We execute each
method for 30 independent runs and report the experimental
results in Table 4.

For the mean cost in Table 4, the RPGA can find the
best result in average 30 runs. Furthermore, the standard
deviation of the routing cost obtained by the RPGA is smaller
than that by the DP and similar to that of the WP. That
is, the RPGA can reliably find the minimum-cost Steiner
tree. Compared with the success rate, the RPGA is the best
method with respect to the mean and standard deviation of
the success rate, even though the WP has a high probability
of converging on infeasible solutions. That is, the proposed
RPGA can succeed in finding feasible and minimum-cost
solutions. From the CPU-time metric, the comparison can
help us to realize how much time complexity is needed to
compute the RP method because the RPGA is enhanced
from the DP method. In Table 4, the RPGA only spends a
little computing effort (about extra 6.7% computing time) to
obtain better results than the DP method.

For comparison, all the results are normalized as percent-
ages relative to the results of the RPGA (in Figure 8). Obvi-
ously, the performance comparison shows that the RPGA can
find theminimum-cost multicast tree effectively (with higher
success rate) and efficiently (with lower computing effort)
than the other two methods.

The evolution curves of all three methods on the total
cost and path delay are shown in Figures 9(a) and 9(b),
respectively. In Figure 9(a), we can observe that both the

0.9

0.92

0.94

0.96

0.98

1

1.02

Cost Success rate CPU time

WP
DP
RPGA

Figure 8: Comparison with different penalty methods (in percent-
age relative to the RPGA).

DP and RPGA methods rapidly converge on the low-cost
results after 8 generations; however, the WP method takes 13
generations to slowly converge on a high-cost one. From the
path delay aspect in Figure 9(b), all the three methods can
satisfy the delay bound. The RPGA, DP, and WP methods
take 2, 2, and 4 generations to achieve feasible solutions,
respectively. Therefore, the proposed RPGA has a similar
convergent effect with the DP. Both the RPGA and DP
method outperform the WP with respect to the effectiveness
and efficiency abilities.

In the second test scenario, we randomly generate 8 test
networks with the numbers of nodes from 10 to 80 to mimic
the stress test for these three methods. In those tests, all delay
constraint bounds are 60msec and the multicast group size
is 50% of network nodes. When nodes number increases,
the network overhead increases obviously and end-to-end
delay increases at the same time. The experimental results
depicted in Figure 10 are normalized as percentages relative
to the result of the RPGA for comparison. Compared with
Figures 10(a) and 10(b), we can observe that RPGA can find
the minimum cost of feasible multicast tree, even though the
success rates of the DP in the 60-node network and the WP
in almost all networks are less than 90%.TheWP is the worst
method in these three methods on the success rate. However,
the computing effort of the RPGA is higher than the other
two methods in Figure 10(c). We can also find that the more
number of network nodes in the test scenarios, the closer
computing time needed for all three penalty methods.

In the third test scenario, we change the delay-bound
requirements from 20msec to 90msec in a test network,
which has 40 nodes and its multicast group size is 20. The
comparisons between the success rates and the delay bounds
are shown in Figure 11.The success rate of the RPGA is similar
to that of the DP and is better than that of the WP, especially,
when the delay bounds are lower than 60msec.

6. Conclusions and Future Works

The proposed RP method cooperates with GAs for dealing
with QoS-based multicast routing problems. The principle
of the RP method is that the RPGA releases/enforces some
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Table 4: The results of different penalty methods.

Penalty methods Cost (mean) Cost (st. dev.) Success rate (mean) Success rate (st. dev.) CPU time
WP 1010.366667 82.23745406 0.907017544 0.077799684 1.074814229
DP 1016.5 101.1191683 0.975438596 0.033095275 1.00755095
RPGA 1006.4 83.13910238 0.98245614 0.028772225 1.075849966
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Figure 9: Evolution curves of three methods on the performance metrics: (a) cost and (b) delay.
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penalties on inefficient/efficient constraints during evolution.
Importantly, this approach can find the optimum or near-
optimal solutions even though the initial population includes
infeasible solutions. The performance of the proposed algo-
rithm was measured using three kinds of test scenarios and
compared with two state-of-the-art methods. Experimental
results indicate that the proposed RPGA can find near-
optimal solutions and outperforms two existing methods
for constrained multicast routing problems. The proposed
algorithm is also robust in obtaining feasible solutions of all
the test functions even though the WP method has smaller
success rates for some difficult problems. In conclusion, the
performance assessment also demonstrates that the proposed
RP method has a remarkable capability to balance the objec-
tive function and the constraint violations as an effective and
efficient method for solving a variety of QoS-based multicast
routing problems.

We have observed that the computing effort of the RPGA
is higher than that of other two penalty methods in small-
scale networks. In the future, we will study the scalability of
the proposed RPGA in finding multicast routes for dynamic
MANETs with large-scale dimension. Since MANETs allow
ubiquitous service access without any fixed infrastructure,
developing a distributed algorithm for highmobility environ-
ments is also our future work.
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Virtualization plays an important role in the recent trend of cloud computing. It allows the administrator to manage and allocate
hardware resources flexibly. However, it also causes some security issues. This is a critical problem for service providers, who
simultaneously strive to defend against malicious attackers while providing legitimate users with high quality service. In this paper,
the attack-defense scenario is formulated as a mathematical model where the defender applies both proactive and reactive defense
mechanisms against attackers with different attack strategies. In order to simulate real-world conditions, the attackers are assumed
to have incomplete information and imperfect knowledge of the target network. This raises the difficulty of solving the model
greatly, by turning the problem nondeterministic. After examining the experiment results, effective proactive and reactive defense
strategies are proposed. This paper finds that a proactive defense strategy is suitable for dealing with aggressive attackers under
“winner takes all” circumstances, while a reactive defense strategy works better in defending against less aggressive attackers under
“fight to win or die” circumstances.

1. Introduction

The vision for most service providers is to provide high-
quality service and improve customer satisfaction, thus
maximizing profit. From an infrastructure perspective, the
evolution of computing architecture has shifted from main-
frame, cluster computing, distributed computing, and grid
computing to cloud computing. As a recent and increasingly
noteworthy trend in information technology (IT), cloud
computing describes a new service model based on the
Internet. From a managerial perspective, one of the key
success factors of cloud computing is its ability to promise
and achieve high quality and availability of service.

Applying virtualization technology makes the job of
providing enterprise security more difficult. As observed in
the IBMX-ForceMid Year Trend and Risk Report conducted
in August 2010 [1], attackers continue to take advantage of
security flaws. The rate of vulnerability disclosures in 2010
is higher than any point from 2000 to 2009. The number
of virtualization vulnerability disclosures from 1999 through
the end of 2009 ascended rapidly, peaking in 2008 at 100.

While this number fell by 12 percent to 88 in 2009, this
drop indicates that virtualization vendors have recognized
the threat these flaws pose and have increased their attention
to security. Although the ratio of virtualization vulnerability
disclosures increased by only 1 percent from 2007 through
2009, these vulnerabilities still represent a notable security
threat. Therefore, it is increasingly important to understand
the security implications of virtualization technology.

In addition to external malicious attackers, another weak
component of networks is insiders.They insensibly assist peo-
ple with bad intentions in their legal use of computer systems
or networks. Such insider-assisted malicious attacks adopt
social engineering as a method to exploit common human
behavior. These attacks require a lower degree of technical
ability than standard malicious attacks but can cause higher
degrees of damage. As a result, organizations emphasize the
importance of policy enforcement and increase employee
education to mitigate the risks posed by social engineering.

In response to these problems, this paper considers both
proactive defense resources, such as firewalls, IDS, IPS, and
reactive defense techniques. All types of resources considered
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Table 1: Given parameters.

Notation Description
𝑁 The index set of all nodes
𝐶 The index set of all core nodes
𝐿 The index set of all links

𝑀

The index set of all levels of virtual machine monitors
(VMMs)

𝐻 The index set of all types of honeypots

𝑃

The index set of candidate nodes equipped with false
target function

𝑄

The index set of candidate nodes equipped with fake
traffic generating function

𝑅

The index set of candidate nodes equipped with false
target and fake traffic generating function

𝑆 The index set of all kinds of services
𝐵 The defender’s total budget
𝑤 The cost of constructing one intermediate node
𝑜 The cost of constructing one core node
𝑃 The cost of each virtual machine (VM)

𝑘

𝑖

Themaximum number of virtual machines on VMM
level 𝑖, where 𝑖 ∈ 𝑀

𝛼

𝑖 The weight of 𝑖th service, where 𝑖 ∈ 𝑆

𝐸

All possible defense configurations, including resources
allocation and defending strategies

𝑍

All possible attack configurations, including attacker
attributes, strategies, and transition rules

󳨀󳨀⇀

𝐴

𝑖𝑗

An attack configuration, including the attributes,
strategies, and transition rules of the attacker launches
𝑗th attack on 𝑖th service, where 𝑖 ∈ 𝑆, 1 ≤ 𝑗 ≤ 𝐹

𝑖

𝐹

𝑖

The total attacking times on 𝑖th service for all attackers,
where 𝑖 ∈ 𝑆

𝛾

The cost of constructing a reconfiguration function to
one node

𝜆

Theminimum number of hops from core node
attackers can start to compromise

𝑐

𝑖

The number of hops from core node category i attackers
starts to compromise, where 𝑖 ∈ 𝑍

in this work one is quantified not only by monetary, but also
by time, labor, and other possible factors. As defenders seek
out an appropriate defense resource allocation within budget
limitations and observe the Quality of Service (QoS) require-
ment, it becomes increasingly important to best determine
how to find a defense mechanism that can detect risky attack
behavior early and mislead attackers to routes distant from
the server before attackers are at the gates.

In this paper, we assume that organizations may
encounter a great diversity of threats. Whether these threats
are external or internal, they can bring about vast loss to
finances and reputation. However, budgets for security
and training are often inadequate. Hence, it is much more
important for a system or network to enhance robustness in
order to satisfy QoS requirements for service users, than to
prevent all categories of malicious attacks. This symbiotic
concept to security is called survivability, which is widely
defined and applied in previous works [2–6].

Table 2: Decision variables.

Notation Description

󳨀⇀

𝐷

𝑖

A defense configuration, including resource
allocation and defending strategies on 𝑖th service,
where 𝑖 ∈ 𝑆

𝑇

𝑖𝑗
(

󳨀⇀

𝐷

𝑖
,

󳨀󳨀⇀

𝐴

𝑖𝑗
)

1 if the attacker achieves his goal successfully and
0 otherwise, where 𝑖 ∈ 𝑆, 1 ≤ 𝑗 ≤ 𝐹

𝑖

𝑛

𝑖

The proactive defense resource allocated to node 𝑖,
where 𝑖 ∈ 𝑁

𝑙

𝑖

The number of VMM level 𝑖 purchased, where
𝑖 ∈ 𝑀

𝛿

𝑖

The number of services that honeypot 𝑖 can
simulate, where 𝑖 ∈ 𝐻

𝜀

𝑖

The interactive capability of false target honeypot
𝑖, where 𝑖 ∈ 𝑃

𝜃

𝑖

Themaximum throughput of fake traffic of
honeypot 𝑖, where 𝑖 ∈ 𝑄

𝑉(𝑙

𝑖
)

The cost of VMM level 𝑖 with 𝑙

𝑖
VMMs, where

𝑖 ∈ 𝑀

ℎ(𝛿

𝑖
, 𝜀

𝑖
)

The cost of constructing a false target honeypot,
where 𝑖 ∈ 𝑃

𝑓(𝛿

𝑖
, 𝜃

𝑖
)

The cost of constructing a fake traffic generator
honeypot, where 𝑖 ∈ 𝑄

𝑡(𝛿

𝑖
, 𝜀

𝑖
, 𝜃

𝑖
)

The cost of constructing a honeypot equipped
with false target and fake traffic functions, where
𝑖 ∈ 𝑅

𝐵NL The budget of constructing nodes and links
𝐵proactive The budget of proactive defense resource
𝐵special The budget of reactive defense resource
𝐵virtualized The budget of virtualization
𝐵honeypot The budget of honeypots
𝐵reconfig The budget of reconfiguration functions
𝑒 The total number of intermediate nodes

𝑞

𝑖𝑗

The capacity of direct link between nodes 𝑖 and 𝑗,
where 𝑖 ∈ 𝑁, 𝑗 ∈ 𝑁

𝑔(𝑞

𝑖𝑗
)

The cost of constructing a link from node 𝑖 to
node 𝑗 with capacity 𝑞

𝑖𝑗
, where 𝑖 ∈ 𝑁, 𝑗 ∈ 𝑁

𝑥

𝑖

1 if node 𝑖 is equipped with false target function
and 0 otherwise, where 𝑖 ∈ 𝑁

𝑦

𝑖

1 if node 𝑖 is equipped with fake traffic generating
function and 0 otherwise, where 𝑖 ∈ 𝑁

𝑧

𝑖

1 if node 𝑖 is equipped with reconfiguration
function and 0 otherwise, where 𝑖 ∈ 𝑁

Survivability is a typical metric that measures network
performance under intentional attacks or other failures. Tra-
ditionally, network security status is divided into two discrete
types: compromised and safe. Typically, when providing
services, the evaluation criterion is the quality of service,
but applying this dichotomy of compromise and safety
ignores the intermediate status. For instance, while under
an attack, the performance level of each service continually
declines. Therefore, network status should be represented in
a continuous form [2]. Hence, in this paper, survivability is
chosen as themetric for describing network status. According
to [2], survivability is defined as: “The capability of a system
to fulfill its mission, in a timely manner, in the presence of
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Table 3: Verbal notations.

Notation Description
𝐺core𝑖 Loading of each residual core node 𝑖, where 𝑖 ∈ 𝐶

𝑈link𝑖 Link utilization of each link 𝑖, where 𝑖 ∈ 𝐿

𝐾effect
Negative effect caused by applying fake traffic
adjustment

𝐼effect
Negative effect caused by applying dynamic
topology reconfiguration

𝐽effect Negative effect caused by applying local defense

𝑂tocore
The number of hops legitimate users experienced
from one boundary node to core nodes

𝑌 The total compromise events
𝑊threshold The predefined threshold about QoS
𝑊final The QoS level at the end of attack

𝑊(⋅)

The value of QoS determined by 𝐺core𝑖 , 𝑈link𝑗 ,
𝐾effect, 𝐼effect, 𝐽effect, and 𝑂tocore, where 𝑖 ∈ 𝐶, 𝑗 ∈ 𝐿

𝜌defense𝑖

The total defense resource of the shortest path
from compromised nodes detected to core node 𝑖

divided by total defense resource, where 𝑖 ∈ 𝐶

𝜏hops𝑖

The number of hops from compromised nodes
detected to core node 𝑖 divided by the number of
hops from attacker’s starting point, where 𝑖 ∈ 𝐶

𝜔degree𝑖
The linking number of core node 𝑖 divided by the
maximum number in the topology, where 𝑖 ∈ 𝐶

𝑠

𝑖

priority𝑗

The priority of service 𝑗 provided by core node 𝑖

divided by the maximum service priority in the
topology, where 𝑖 ∈ 𝑆, 𝑗 ∈ 𝐶

𝛽threshold The risk threshold of core nodes

𝛽(⋅)

The risk status of each core node, which is the
aggregation of defense resource, number of hops,
link degree, and service priority

Table 4: Environment Parameters.

Testing platform
Programming language C
Compiler GNU GCC 4.6.2
Total evaluation times 60,000
Distributions applied to describe attackers’
attributes Normal distribution

attacks, failure, or accidents. . .including networks and large-
scale systems of systems.”

Along with the concept of survivability, the vulnerability
of each node is determined by the Contest Success Function
(CSF), which is also applied in [7–10]. CSF originates from
the economic rent seeking problem found in Economic
Theory. This method also applies a continuous approach to
the problem. The form of the CSF is success probability =

𝑇

𝑚
/(𝑇

𝑚
+ 𝑡

𝑚
), when applied to attack and defense scenarios,

where 𝑇 represents the resources invested by the attacker and
𝑡 stands for resources deployed by the defender. Further, 𝑚

is known as contest intensity, which illustrates the nature of
the battle, while success probability is the probability of a
node being compromised. When the value 𝑚 is between 0
and 1, it represents “fight to win or die” circumstance [11],

Table 5: Parameters for defender.

Parameters Value
Topology type Scale-free network
Number of nodes 49
Number of core nodes (each service) 6 (1, 2, 3)
Number of terminal nodes 5
Number of services 3
Weight of each service 1 : 2 : 3
Number of users 30
Defender total budget 1,700,000
Topology construction budget 700,000
Proactive defense budget 400,000
Reactive defense budget 600,000

Table 6: Parameters for attacker.

Parameters Value

Total attack budget A normal distribution with lower bound
300,000 and upper bound 1,500,000

Capability A normal distribution with lower bound
𝜀 and upper bound 1

Aggressiveness A normal distribution with lower bound
0.1 and upper bound 0.9

Attacker’s objective Service disruption or steal confidential
information

which means the effectiveness of resources is insignificant.
For 𝑚 ≥ 1, the effectiveness of resources invested by both
sides is exponentially increasing. If 𝑚 closes to ∞, it stands
for a “winner takes all” circumstance; significant advantage is
granted to the stronger side, even if that side is stronger by
only one invested resource [12].

There are many popular methodologies applied for solv-
ing survivability problems. In recent years, game theory is a
widely used one. Nevertheless, in [3], the authors point out
that this solution approach is limited for deterministic sce-
narios. Even the emerging branch of game theory, stochastic
game, is still confined with this assumption that all values
of probabilistic variables have to be determined before the
attack and defense starts. This feature has a negative effect
on creating cyber attack and defense scenario since, in real
world, decisions made during attack and defense depend
on current status. Given all values of variables makes the
scenario far from reality.

For example, when choosing a victim from candidate
nodes, an attacker should apply information like the loading
of each node, traffic amount on each link, and/or number of
users on each node to evaluate the importance of all candi-
dates. Then, choosing the most appropriate one as the target,
yet the restriction of game theory enforces the choosing
probability which should be determined at the beginning of
the cyber warfare. In other words, those variations happened
during attack and defense, like traffic reroute, link status,
node conditions, are ignored. Consequently, in this work,
Monte Carlo simulation is applied to consider hopefully and
cover every angle in the attack and defense scenario.
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2. Problem Formulation

2.1. Problem Description. In order to improve system sur-
vivability, the defender deploys both proactive and reactive
defense resources to confront different attacks. Proactive
defense resources are deployed before an attack is launched.
In this paper, proactive resources include a firewall system,
antivirus software, detection techniques, such as Intrusion
Detection System (IDS) and Intrusion Protection System
(IPS).

Alternatively, reactive defense resources are activated
during an attack as an immediate action for the defender.
The mechanisms considered in this paper can strengthen
defenses, provide deception, and provide resource concentra-
tion.

For strengthening defenses, since the scenario considered
in this paper is constructed in a virtualized environment, a
number of Virtual Machines (VMs) are governed by a Vir-
tual Machine Monitor (VMM) that controls all information
details for all VMs. When an attack event is detected, local
defense functions for each VMM are activated automatically
to raise the defense capability of the virtualized nodes belong-
ing to the same VMM. However, this mechanism does not
always create positive effects. Once an attacker determines
that the target network is a virtualized environment and
discovers the existence of a VMM, he can compromise the
VMM through vulnerabilities in APIs [13]. If the VMM
is compromised, all VMs belonging to this VMM are also
compromised.

Deceptionmechanisms are widely applied in defense, and
in this paper honeypots are considered to distract attackers.
According to [14–17], honeypots not only serve as a passive
decoy fooling attackers into believing they have achieved
their goal and preemptively terminating the attack but also
as an active lure that acts as a service-providing node to
attract attackers. The former is known as a false target, and
the latter can be implemented by a fake core node that
spreads service-like traffic to attract attackers. When facing
different attackers, the deceiving probability of each honeypot
is different.This probability is jointly determined by attackers’
capability and the interaction level of a honeypot.

As for resource concentration, by modifying the con-
cept of “rotation” discussed in [18–20] and adapting it to
our scenario, the defender can adopt dynamic responsive
strategies to improve system survivability. Hence, while
under an attack, the defender can apply dynamic topology
reconfiguration to exchange the neighbor of one core node,
which has the strongest defensive resources, with a node that
is close to the attacker’s current location.

However, since dynamic topology reconfiguration
requires node rotation, it negatively impacts QoS. Therefore,
unless the risk level of a core node exceeds a predefined
threshold, the defender will not activate this mechanism.
Furthermore, false positive and false negative situations for
every defense mechanism are considered.

In addition to the defense mechanisms described above,
the following attributes are also considered for creating a
realistic attack-defense scenario.

2.1.1. Goal. Generally, attackers target a network to either
disrupt services or to compromise servers and steal sensitive
information. Therefore in this paper an attacker’s goal may
be service disruption or the theft of confidential information.
Service disruption is achieved by ensuring that the minimal
level of service quality is not fulfilled. In the case of infor-
mation theft, attackers usually establish their target before
launching an attack, and once core nodes with the desired
information are compromised, the defenders lose.

2.1.2. Budget. Budget stands for the primary resources for an
attack, including money, manpower, computing effort, time,
and other important factors. Without sacrificing generality,
an attackers’ budget follows a general distribution. When
determining the result of a compromising event, for example,
one attacker invests a certain amount of attack resources on
compromising the target node, and the CSF is applied to
decide the compromised probability. In contrast with [21] and
[22], if an attacker invests more resources than the defender
on a given target node, it is not guaranteed that the attacker
wins; it only raises the compromised probability.

2.1.3. Capability. This criterion depicts an attackers’ profi-
ciency and is also described by a general distribution. For
highly proficient attackers, there is a high probability that
they will see through reactive defense mechanisms, such as
honeypots.

2.1.4. Attack Type. In general, a malicious attacker launches
an attack from one of the boundary nodes, which is com-
monly considered an external attack. In contrast, other
attacks can be launched by malicious insiders and cause
more severe consequences [13]. Malicious insiders are able
to choose an internal node as their starting position for
compromising the network.

In the real world, external attackers may apply social
engineering to escalate their access privileges. This mecha-
nism allows the attacker to bypass some proactive defense
facilitates, like a firewall. As a result, attackers have an edge
on compromising the network.

In order to best mimic real-world conditions, all attack
types discussed above are considered in this paper.

2.1.5. Aggressiveness. This metric describes the preferred
compromised probability of an attacker when attacking a
target node. This attribute is highly dependent on budget,
since the compromised probability is the left-hand side of the
CSF. In other words, the attack resources required for com-
promising a target node are calculated by the given defense
resources, contest intensity (𝑚), and attacker’s aggressiveness.
Highly aggressive attackers prefer a high success probability
and like to spend a larger amount of resources to compromise
the target node than less aggressive attackers. An attacker’s
aggressiveness is determined by a general distribution.

2.1.6. NextHop SelectionCriterion. In this paper, the attackers
are assumed to have incomplete information and imperfect
knowledge. Since they can only gather local information,
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(1) Attackers only have incomplete information.
(2) The defender only has incomplete information regarding the network since there are unaware vulnerabilities.
(3) A service is provided by multiple core nodes.
(4) Each service has different weights.
(5) One virtual machine only provides one service.
(6) Only malicious nodal attacks are considered.
(7) The compromise probability of a target node is determined by the Contest Success Function (CSF).

Box 1: Problem assumptions.

such as the defense level of one hop neighbors, link traffic,
or link utilization, attackers must use available information
wisely to choose a proper strategy to select the next victim.
Inspired by the seminal work of [23], possible attack strategies
may be developed based on the quantity of proactive defense
resources, link utilization, or a portion of the target service
traffic of each candidate node. Additionally, this paper also
considers a more irrational strategy of a blind attack.

By applying general distributions to describe attacker-
related attributes, the total number of attacker categories is
nearly infinite. This feature increases the generalizability of
our model. The detailed assumptions are described in Box 1.

To describe the attack procedures in more detail, we
develop the following idea to explain the interaction between
the defender and attackers. The following figures are drawn
from the attacker’s view for clarity. In other words, all figures
are a logical topology that has been already virtualized,
since one physical machine may represent many VMs. The
explanations of components are listed in Figure 1.

First, the defender deploys proactive defense resource on
each node, and the attacker starts to compromise the network
from the edge nodes (𝑆). Before launching an attack, the
attacker probes all the candidate nodes to gather sufficient
information and determine the next hop selection criterion
for this compromise event. By applying the next hop selection
criterion, the victim is chosen. The result of this compromise
event is determined by the CSF. If the target is compromised,
it becomes a spring board for attackers to assault other
uncompromised neighbors. Corresponding information is
shown in Figure 2. The topology demonstrated in Figures 2
and 3 for presentation purposes; the topology structure
implemented in the simulations is a scale-free network.

The risk level of each core node is evaluated by minimum
defense resources, the number of hops, the link degree, and
service priority. Minimum defense resource stands for the
shortest path from compromised nodes to one core node,
divided by total defense resources. The number of hops is
determined by the minimum number of hops from com-
promised nodes to one core node, divided by the maximum
number of hops from the attackers’ starting point to one core
node. Link degree is the linking number of each core node
divided by the maximum linking number in the topology.
Service priority is the weight of the service that is provided
by the target core node divided by the highest weight of
service in the topology. If any of the core nodes is in danger,
the defender can activate defense mechanisms, such as a
fake traffic generator and a dynamic topology reconfiguration
under QoS limitations.

S

Reconfiguration

Reconfiguration

Reconfiguration

VM

Reconfiguration

VM

Figure 1: Explanations of Components.
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Figure 2: Sample network and resource allocation scheme.

When the defender activates a dynamic topology recon-
figuration, only nodes implemented with the reconfiguration
function are considered. First, the defender chooses the
least proactively defended neighbor with the reconfiguration
function of a risky core node. The defender then selects
another node that is both not a neighbor of the core node
and the most proactively defended nearby the node selected
from the previous step. If there is a fake traffic generating
honeypot, the defender is also able to activate the mechanism
for influencing an attacker’s next hop selecting criterion.

In the event that attackers attack the virtualized nodes
and this malicious event is detected by the defender, the local
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Given
(1) all possible defense configurations set, including defense resource allocation and defending strategies,
(2) all possible attack configurations set, including attacker attributes, strategies, and selection criterion,
(3) the total attack times on each service.
Objective
to minimize the service compromised probability of the target network.
Subject to
(1) budget constrain for both the defender and attackers,
(2) the minimum QoS requirement for legitimate users.
To determine
the effective defense strategies to allocate resources.

Box 2: Problem description.
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Figure 3: A possible result of an attack and defense scenario.

defense mechanism is activated automatically. Consequently,
the defense level increases for the attacked node, the VMM,
and the rest of this virtualized group. If attackers see that the
node is under a virtualized environment, they may continue
to compromise the VMM.

When a core node is compromised, the defender must
evaluate whether the performance level still fulfills the
minimum QoS requirement and update the degree of risk
regarding each core node. If an attacker targets multiple
services, once they compromise a false target honeypot and
are deceived by it, they will change their target to the next
service. Finally, if attackers exhaust their budget, the attack
is terminated and the defender wins the battle. One possible
result is shown in Figure 3. A structural description of the
problem is presented in Box 2.

2.2. Mathematical Formulation. The scenario discussed pre-
viously is modeled as a minimization problem, given the
parameters and decision variables shown in Tables 1 and
2, respectively. Furthermore, since the high amount of
randomness involved renders the nature of this problem
nondeterministic, it is quite difficult to formulate this prob-
lem purely through mathematics. To explain the nondeter-
ministic nature, the following example is used: considering

two adversaries with the same attack strategy, since the
problem is nondeterministic, the consequences can be totally
different. One may be distracted by a honeypot and the other
may successfully achieve the goal. This feature dramatically
expands the width in survivability studies. Further, the sce-
nario considered in this work gives the defender the average
survivability analysis of a network.

There are three major reasons that an average surviv-
ability analysis is more meaningful for the defender. First,
in the real world, there are only few adversaries holding
“complete” information regarding the target network. This
kind of “worst case” rarely happen. Secondly, analyzing the
worst case though gives a defender the lower bound of net-
work survivability. Nevertheless, it overestimates the budget
required for defending a network. An average survivability
analysis makes conclusions closer to reality. Last but not the
least, in average case analysis, if the defenderwants to evaluate
the survivability when facing a stronger adversary, it can
be achieved by simply tuning the parameter. Average case
analysis is flexible and adjustable according to the demand
of a defender.

Thus, to well describe the problem, some verbal notations
and constraints are included, which are shown in Table 3.

Objective function:

min
󳨀⇀
𝐷𝑖

∑

𝑖∈𝑆
[𝛼

𝑖
× ∑

𝐹𝑖

𝑗=1
𝑇

𝑖𝑗
(

󳨀⇀

𝐷

𝑖
,

󳨀󳨀⇀

𝐴

𝑖𝑗
)]

∑

𝑖∈𝑆
(𝛼

𝑖
× 𝐹

𝑖
)

,

(IP 1)

subject to
mathematical constraints:

󳨀⇀

𝐷

𝑖
∈ 𝐸 ∀𝑖 ∈ 𝑆,

(IP 1.1)

󳨀󳨀⇀

𝐴

𝑖𝑗
∈ 𝑍 ∀𝑖 ∈ 𝑆, 1 ≤ 𝑗 ≤ 𝐹

𝑖
,

(IP 1.2)

𝑞

𝑖𝑗
≥ 0 ∀𝑖, 𝑗 ∈ 𝑁,

(IP 1.3)

𝑥

𝑖
+ 𝑦

𝑗
≥ 1 ∀𝑖, 𝑗 ∈ 𝐻,

(IP 1.4)

𝑐

𝑖
≥ 𝜆 ∀𝑖 ∈ 𝑍, (IP 1.5)

𝐵NL + 𝐵proactive + 𝐵reactive ≤ 𝐵,
(IP 1.6)

𝐵virtualized + 𝐵honeypot + 𝐵reconfig ≤ 𝐵reactive, (IP 1.7)
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𝑤 × 𝑒 + 𝑜 × ‖𝐶‖ +

∑

𝑖∈𝑁
∑

𝑗∈𝑁
𝑔 (𝑞

𝑖𝑗
)

2

≤ 𝐵NL,

(IP 1.8)

∑

𝑖∈𝑁

𝑛

𝑖
≤ 𝐵proactive, (IP 1.9)

∑

𝑖∈𝑀

V (𝑙

𝑖
) + 𝑝 × ∑

𝑖∈𝑀

𝑙

𝑖
× 𝑘

𝑖
≤ 𝐵virtualized, (IP 1.10)

∑

𝑖∈𝑃

𝑥

𝑖
× ℎ (𝛿

𝑖
, 𝜀

𝑖
) + ∑

𝑗∈𝑄

𝑦

𝑗
× 𝑓 (𝛿

𝑗
, 𝜃

𝑗
)

+ ∑

𝑖∈𝑁

∑

𝑗∈𝑁

𝑥

𝑖
× 𝑦

𝑗
× 𝑡 (𝛿

𝑖
, 𝜀

𝑖
, 𝜃

𝑗
) ≤ 𝐵honeypot,

(IP 1.11)

∑

𝑖∈𝑁

𝑧

𝑖
× 𝑟 ≤ 𝐵reconfig, (IP 1.12)

𝑤 × 𝑒 ≥ 0, (IP 1.13)

𝑔 (𝑞

𝑖𝑗
) ≥ 0 ∀𝑖, 𝑗 ∈ 𝑁, (IP 1.14)

𝑛

𝑖
≥ 0 ∀𝑖 ∈ 𝑁, (IP 1.15)

V (𝑙

𝑖
) ≥ 0 ∀𝑖 ∈ 𝑀, (IP 1.16)

ℎ (𝛿

𝑖
, 𝜀

𝑖
) ≥ 0 ∀𝑖 ∈ 𝑃, (IP 1.17)

𝑓 (𝛿

𝑗
, 𝜃

𝑗
) ≥ 0 ∀𝑗 ∈ 𝑄, (IP 1.18)

𝑡 (𝛿

𝑖
, 𝜀

𝑖
, 𝜃

𝑗
) ≥ 0 ∀𝑖 ∈ 𝑁, (IP 1.19)

𝑥

𝑖
= 0 or 1 ∀𝑖 ∈ 𝑁, (IP 1.20)

𝑦

𝑖
= 0 or 1 ∀𝑖 ∈ 𝑁, (IP 1.21)

𝑧

𝑖
= 0 or 1 ∀𝑖 ∈ 𝑁, (IP 1.22)

verbal constraints:

∫

𝑌

𝑦=1
[𝑊 (𝐺core𝑖 , 𝑈link𝑗 , 𝐾effect, 𝐼effect, 𝐽effect, 𝑂tocore)] 𝑑𝑦

𝑌

≥ 𝑊threshold, where 𝑖 ∈ 𝐶, 𝑗 ∈ 𝐿,

(IP 1.23)

𝑊final ≥ 𝑊threshold. (IP 1.24)

For each core node, when

𝛽 (𝜌defense, 𝜏hops, 𝜔degree, 𝑠priority𝑖) ≥ 𝛽threshold,

where 𝑖 ∈ 𝑆,

(IP 1.25)

the defender can activate the reactive defense mechanisms.
The goal of the objective function is to minimize the

compromised service probability, which is modeled as the
weighted total of successful attacks, divided by the total
weighted number of attacks. The result of an attack is deter-
mined by 𝑇

𝑖𝑗
(

󳨀⇀

𝐷

𝑖
,

󳨀󳨀⇀

𝐴

𝑖𝑗
). For each service, the defender con-

structs a defense configuration, including defense resource

allocation anddefending strategies to oppose attackers target-
ing the service with different attack configurations, including
attacker attributes, strategies and transition rules. Not only
malicious attacks but also QoS issues are taken into consider-
ation.

Equation (IP 1.1) stands for the feasibility of the defense
configuration of each service. For the attacking side, (IP 1.2)

denotes that the attack configuration should be feasible.
Equation (IP 1.6) denotes that the summation of defense
resources spent should not exceed total budget 𝐵. Equations
(IP 1.7)∼(IP 1.19) jointly restrain the budget of each type of
defense resource individually. Equations (IP 1.20)∼(IP 1.22)

impose binary restrictions on decision variables. Finally,
(IP 1.23)∼(IP 1.25) jointly represent that the performance
reduction caused by either malicious attacks or activating
reactive defense mechanisms should not violate the QoS
requirement.

3. Numerical Analysis

In this paper, a scale-free network is constructed for evalua-
tion, since this structure is similar to real-world forms, such
as the Internet. The implementation algorithm is referenced
from [24].

3.1. Simulation Environment. Table 4 presents the system
experiment parameters. Defender-related parameters are
illustrated in Table 5. The unit of budget is dollar. For
attackers, the parameters are shown in Table 6.

The value of each attacker’s budget, capability and aggres-
siveness is governed by a normal distribution with different
lower and upper bounds.

3.2. Numerical Result. As mentioned previously, the Contest
Success Function is applied for quantifying vulnerability.The
value of contest intensity is classified into two groups: scores
greater than 1 and scores smaller than 1.

3.2.1. Convergence. The first issue to address before con-
structing meaningful simulations is convergence. In this
paper, the convergence of data is considered as numerical
stability. While the magnitude of data vibrations is within
the acceptable interval, for example, 0.2%, the corresponding
number of simulation times (𝑀) is set as the number of
evaluations for each attack and defense scenario.

For rigorousness, in convergence experiments, the effect
of contest intensity is jointly considered.Three different mag-
nitudes are simulated on a 49 node scale-free network. For
the following experiments in this subsection, the horizontal
axis represents the evaluation of the number of attacks, and
the vertical axis stands for the network system compromised
probability, which is the objective function of the proposed
mathematical model.

Figures 4 and 5 show the result of 10,000 simulations with
different contest intensity. Here, it is clear that the value of
service compromised probability is unstable. In Figures 6 and
7, the vibration becomes alleviative but is still not convergent.
When the number of simulations is raised to 100,000, as
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Figure 4: Convergence test on 𝑚 < 1 group for 10,000 simulations.
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Figure 5: Convergence test on 𝑚 > 1 group for 10,000 simulations.

shown in Figures 8 and 9, there is a stable trend after 60,000
among all different values of contest intensity.

From Figures 4 to 9, it is clear that the 60,000 simulations
are a large enough number to give converging results among
all values of contest intensity.Therefore, 𝑀 is set to be 60,000.

3.2.2. Analysis of Key Factors Influencing Service Compromised
Probability. Contest intensity has great influence on the
nature of network attack and defense. However, as shown in
Figure 10, there is no consistent tendency between contest
intensity and service compromised probability. The same
conclusions also appear in [8–10].

If the effects of contest intensity and attacker’s aggressive-
ness are jointly considered, there are some meaningful and
explainable results.

In Figure 11, three value intervals of aggressiveness
including 0.1 to 0.9 (average), 0.1 to 0.5 (less aggressive), and
0.5 to 0.9 (aggressive) are simulated among different values of
contest intensity. It is clear that when both the effect of contest
intensity and an attack’s aggressiveness are considered, there
are consistent trends. For aggressive attackers, it is more
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Figure 6: Convergence test on 𝑚 < 1 group for 50,000 simulations.
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Figure 7: Convergence test on 𝑚 > 1 group for 50,000 simulations.

advantageous to have higher values of contest intensity.
Alternatively, less aggressive attackers have leverage when
the value of contest intensity is small. However, for average
attacks there is no clear tendency.

The value of contest intensity is separated into high-value
and low-value groups. Here Figure 12 illustrates the variation
of service compromised probability in low-level contest
intensity groups when facing less aggressive attackers. While
in Figure 12 the objective function value presents a linear
decreasing form, Figure 13 demonstrates an exponentially
decreasing from.

Figures 14 and 15 also present a similar phenomenon;
when facing aggressive attackers, the variation of service
compromised probability shows an exponentially increasing
trend for contest intensity belonging to the low-level group.
For the high-level group the tendency is more linear.

According to the previous results, the key factors influ-
encing service compromised probability include contest
intensity and attack aggressiveness.These results are summa-
rized in Figure 16.
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Figure 8: Convergence test on𝑚 < 1 group for 100,000 simulations.
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Figure 9: Convergence test on 𝑚 > 1 group for 100,000 simula-
tions.

4. Discussion of Results

Based on the simulation results, some interesting and mean-
ingful arguments are presented in this section.

4.1. The Effectiveness of Resources Invested by the Defender
and Attackers Is Highly Dependent on the Nature of Battle.
The objective function value shown in Figure 12 presents a
linear decreasing form when the contest intensity belongs
to a low-level group and the defender is dealing with less
aggressive attackers. The reason is that the effectiveness of
resources invested by both players is insignificant. Thus, the
service compromised probability is less sensitive with contest
intensity under “fight to win or die” circumstances.

Furthermore, less aggressive attackers only invest few
resources into compromising a target. With the same total
budget, they are capable of launching more attacks than
aggressive attackers. Therefore, the service compromised
probability of less aggressive attackers is much higher than
more aggressive attackers.
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Figure 10: Service compromised probability under different contest
intensity.
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Figure 11: Effect of Aggressiveness among Different Contest Inten-
sity.

In the case of “winner takes all,” Figure 13 illustrates an
exponentially decreasing trend among service compromised
probability; this is because the effectiveness of resources
invested is significant to the result of a battle. With a larger
value of contest intensity, the vantage of a defender against
less aggressive attackers is more obvious.

On the contrary, for aggressive attackers, there is an
exponentially increasing tendency under “fight to win or
die” circumstances. Since the contest intensity serves as
the exponent of the Contest Success Function, when the
value increases the effectiveness of resources invested grows
exponentially. This is further shown in Figure 14.

Nevertheless, the exponential tendency does not appear
through all values of contest intensity. For the “winner takes
all” circumstance, in Figure 15, the increasing rate of service
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Figure 12: Service compromised probability of less aggressive at-
tacker under 𝑚 < 1 circumstance.
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Figure 13: Service compromised probability of less aggressive at-
tacker under 𝑚 > 1 circumstance.
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Figure 14: Service compromised probability of aggressive attacker
under 𝑚 < 1 circumstance.
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Figure 15: Service compromised probability of aggressive attacker
under 𝑚 > 1 circumstance.
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Figure 16: Comparison of service compromised probability under
diverse contest intensity and aggressiveness.

compromised probability slows down when contest intensity
becomes higher.This is because although aggressive attackers
prefer to gain an edge by spending more attack resources
to compromise a target, each compromise costs significant
resources. Thus, aggressive attackers run out of budget very
quickly, and the increasing trend is not exponential.

4.2. Proactive Defense Is Advantageous under “Winner Takes
All” Circumstance. According to previous discussions, the
effectiveness of resources invested is significant under “win-
ner takes all” circumstances. For less aggressive attackers, the
performance is poor since they only invest few resources on
an attack. Aggressive attackers tend to spend a larger quantity
to compromise a target. If a defender raises the quantity of
defense resources on important nodes, it effectively weakens
attackers.

Consequently, regardless of whether defenders face either
aggressive or less aggressive attackers, a proactive defense
performs better in deterring attackers.

4.3. Reactive Defense Is Advantageous under “Fight to Win
or Die” Circumstance. Similarly, under the “fight to win
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or die” circumstance the effectiveness of defense resources
is insignificant. No matter how many proactive defense
resources are invested, there is only limited influence on
the objective function value. In other words, less aggressive
attackers can compromise a target even by only investing
scarce attack resources. For aggressive attackers, since they
prefer spending a large quantity of resources on compromis-
ing a victim, they easily run out of resources before a target
service is compromised.

Based on this analysis, it is advantageous for the defender
to apply reactive defense mechanisms against malicious
attackers under “fight to win or die” circumstance.

5. Conclusions

This paper models an attack and defense scenario that
involves high amounts of randomness as mathematical for-
mulations where attackers are assumed to have incomplete
information. It further considers a virtualization environ-
ment for helping relate these results to recent trends in cloud
computing.

According to the simulation results, the outcome of a
contest is influenced not only by the quantity of defense
resources invested on each node but also by the contest
intensity. An attacker’s aggressiveness is introduced as a new
dimension, and meaningful results are discovered. Effective
defense strategies are proposed in the discussion of the
results.

For future works, collaborative attacks should be taken
into consideration since the attack strategy discussed in this
paper is for individual attacks. In other words, there is only
one attack targeting a victim’s network at a time. Thus, no
synergy is considered. A more complicated collaborative
attack pattern is worth further study.
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Periodic broadcasting is an effective approach for delivering popular videos. In general, this approach does not provide interactive
(i.e., VCR) functions, and thus a client can tolerate playback latency from a video server. The concept behind the approach is
partitioning a video into multiple segments, which are then broadcast across individual communication channels in terms of IP
multicast. The method improves system throughput by allowing numerous clients to share the channels. For many broadcasting
schemes, client receiving bandwidth must equal server broadcasting bandwidth. This limitation causes these schemes to be
infeasible in mobile networks because increasing receiving bandwidth at all client sites is expensive, as well as difficult. To alleviate
this problem, the fibonacci broadcasting (FiB) scheme allows a client with only two-channel bandwidth to receive video segments.
In comparison with other similar schemes, FiB yields smallest waiting time. Extending FiB, this work proposes a new scheme
(called FiB+) to achieve smaller client buffering space and the samewaiting time under two-channel receiving bandwidth. Extensive
analysis shows that FiB+ can yield 34.5% smaller client buffer size than that of FiB. Further simulation results also indicate that FiB+
requires lower client buffering space than several previous schemes.

1. Introduction

Video-on-demand (VOD) services have become popular due
to advances in network and computer technology [1, 2]. A
VOD system may easily run out of bandwidth since the
growth in bandwidth can never keep up with the growth in
the number of clients. To alleviate the problem, one way is to
simply broadcast popular videos. According to the study in [3,
4], a few very popular videos constitute most client requests.
Data broadcasting is thus suitable to transfer popular videos
that may be interesting to many clients in a particular period
of time. An efficient method for broadcasting a popular video
is to divide it into segments, which are simultaneously and
periodically transmitted across individual communication
channels in terms of IP multicast [5]. Because video broad-
casting does not provide VCR functions, a client is able to
tolerate playback latency. To ensure continuous playback,
clients must simultaneously download and save the video

segments from these channels.The clients usually have towait
for the occurrence of the first segment before they can start
playing the video. Since the clients cannot watch the video
immediately, the broadcasting schemes provide near VOD
services.

The fast broadcasting (FB) scheme [6] improves seg-
ment partition and arrangement to yield shorter waiting
time. To achieve near-minimum waiting time, the recur-
sive frequency-splitting (RFS) scheme [7] broadcasts each
segment at the frequency that can keep continuous video
playback. A scalable binomial broadcasting scheme [8] trans-
fers a variable-length video using constant bandwidth. To
simplify the implementation of multiple channels, the PAS
scheme [9] broadcasts video segments over a single channel.
The reverse-order scheduling (ROS) scheme [10] transmits
segments of the same group in reverse order over a single
channel to save buffering space.



2 Journal of Applied Mathematics

With the fast growth of wireless networks, mobile video
services become more and more popular. Broadcasting
videos under rather restricted client resources is increasingly
important. The following schemes address the savings on
client buffer size and bandwidth. Modifying the FB scheme
[6], the reverse fast broadcasting (RFB) scheme [11] buffers
25% of video size, just half of what is required by FB. By
combining RFS and RFB, the hybrid broadcasting scheme
(HyB) [12] achieves small client buffering space and waiting
time. Different RFB-based hybrid schemes were proposed
in [13, 14]. The skyscraper broadcasting (SkB) scheme [15]
allows a client to download video data using only a bandwidth
of two channels. The client-centric approach (CCA) [16]
also permits a client downloading video data via a small
number of channels, and CCA+ [17] further yields smaller
waiting time than SkB. Like SkB and CCA+, the fibonacci
broadcasting (FiB) scheme [18] supports a client with two-
channel bandwidth but achieves the minimum waiting time.
The authors in [19] proposed an FB-based scheme for hetero-
geneous clients.The studies in [20, 21] deploy a proxy in VoD
systems to serve heterogeneous clients.

The contributions of this study are summarized as fol-
lows.

(1) Extending FiB, this work proposes a promising
scheme, called FiB+, to deliver near VOD services to
clients with small receiving bandwidth and buffering
space. In comparison with FiB, FiB+ still yields the
minimum waiting time under two-channel receiving
bandwidth; moreover, FiB+ can save about 34.5% of
buffer size.

(2) The paper investigates the total client buffer require-
ments for FiB+ and explains why this scheme requires
smaller buffering space than FiB. We further derive
the maximum number of segments buffered by an
FiB+ client mathematically. Extensive performance
analysis has been conducted on FiB+ by comparing
a number of past reported counterparts. The results
indicate that FiB+ yields relatively lower client buffer
requirements than most schemes.

The remainder of this study is organized as follows. The
FiB scheme is introduced in Section 2. Section 3 presents
FiB+. This section also verifies the on-time video delivery
under two-channel client bandwidth. Section 4 evaluates
the performance of FiB+. Brief conclusions are drawn in
Section 5.

2. Review of FiB

Let 𝑘 be the number of server channels throughout the paper.
The FiB scheme [18] unequally divides a video of length 𝐿 into
𝑘 segments, denoted by 𝑆

1
, 𝑆

2
, . . . , 𝑆

𝑘
in sequence. The length

of a segment 𝑆
𝑖
is based on the following equation and equals

𝐿𝑛

𝑖
/∑

𝑘

𝑝=1
𝑛

𝑝
as follows:

𝑛

𝑖
=

{

{

{

{

{

1, 𝑖 = 1

2, 𝑖 = 2

𝑛

𝑖−1
+ 𝑛

𝑖−2
, 3 ≤ 𝑖 ≤ 𝑘.

(1)

Table 1: List of terms used in the proposed scheme and their
respective definitions.

Term Definition
𝐿 Video length

𝑘

Number of broadcasting channels for each video
on the server side

𝐶

𝑖
𝑖th broadcasting channel, 𝑖 = 1, . . . , 𝑘

𝑁 Number of segments of a video
𝑆

𝑖
𝑖th video segment, 𝑖 = 1, . . . , 𝑁

𝑛

𝑖
Number of segments transferred on channel 𝐶

𝑖

𝑚

𝑖

Total segments transferred on channels 𝐶
1

through 𝐶
𝑖
,𝑚
𝑖
= ∑

𝑖

𝑝=1
𝑛

𝑝

𝑏

Video playback rate assumed to equal the data
transmission rate of each channel

𝑇

0
Starting time to watch the first segment

Time unit Basic unit on time axis, whose length equals the
length of a segment (i.e., 𝐿/𝑁)

Assume that the data transmission rate of each channel
equals the playback rate 𝑏. The server then periodically
broadcasts segment 𝑆

𝑖
on channel𝐶

𝑖
, as illustrated in Figure 1.

In the figure, segments downloaded and played by a client
are gray. When a client wants to watch a video, the client
first downloads segments 𝑆

1
and 𝑆
2
on the first two channels

𝐶

1
and 𝐶

2
. Once finishing receiving the segment 𝑆

1
, the

client continuously accepts segment 𝑆
2
and newly downloads

segment 𝑆
3
on channel 𝐶

3
. The client repeats the process,

which starts downloading segment 𝑆
𝑖
on channel 𝐶

𝑖
once

finishing receiving segment 𝑆
𝑖−2

from channel 𝐶
𝑖−2

, until
all the segments are loaded. An FiB client thus requires a
bandwidth of only two channels to download video segments.

3. FiB+

Some of the frequently used terms and their definitions are
listed in Table 1. On the server side, the FiB+ scheme includes
the following steps.

(1) The server equally divides a video into 𝑁 segments,
denoted by 𝑆

1
, 𝑆

2
, . . . , 𝑆

𝑁
in sequence, where 𝑁 =

∑

𝑘

𝑝=1
𝑛

𝑝
, where 𝑛

𝑝
is based on (1). The length of each

segment thus equals 𝐿/𝑁. From (1), we further yields

𝑚

𝑖
=

𝑖

∑

𝑝=1

𝑛

𝑝
= 𝑛

𝑖+2
− 2. (2)

See Appendix A for details. Thus, 𝑁 = 𝑛

𝑘+2
− 2.

The FiB+ scheme then assembles segments 𝑆
𝑛𝑖+1−1

to
𝑆

𝑛𝑖+2−2
(i.e., 𝑆

𝑚𝑖−1+1
to 𝑆

𝑚𝑖
) into group 𝐺

𝑖
sequentially,

as illustrated in Figure 2(a). The number of segments
of group 𝐺

𝑖
thus equals 𝑛

𝑖
. For instance, group 𝐺

4

includes segments 𝑆
7
to 𝑆
11
, and 𝑛

4
= 5.

(2) Channel 𝐶
𝑖
, where 1 ≤ 𝑖 ≤ 𝑘 − 2, periodically

broadcasts the segments of group 𝐺

𝑖
in sequence,

as shown in Figure 2(b). That is, segments 𝑆
𝑛𝑖+1−1

to
𝑆

𝑛𝑖+2−2
are transferred one by one on channel 𝐶

𝑖
.
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Figure 1: Illustration of segment downloading for the FiB scheme, where 𝑘 = 6.
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Figure 2: Channel allocation for the FiB+ scheme.

(3) The segments of groups 𝐺
𝑘−1

and 𝐺

𝑘
are cyclically

transmitted on channels 𝐶

𝑘−1
and 𝐶

𝑘
in reverse

order, respectively. Figure 2(b) shows that the scheme
repeatedly broadcasts the segments of group 𝐺

𝑘−1
in

the order of 𝑆
𝑛𝑘+1−2

to 𝑆
𝑛𝑘−1

and the segments of group
𝐺

𝑘
in the order of 𝑆

𝑛𝑘+2−2
to 𝑆
𝑛𝑘+1−1

.
Figure 3 demonstrates the segment broadcasting and down-
loading for FiB+,where the segments downloaded and played
by a client are gray. Let 𝑇

0
be the time that the client starts

receiving video segments and be the origin (i.e., the first time
unit) of the time axis. Due to 𝑘 = 6, FiB+ equally divides

a video into 32 segments, which are then classified into
six groups. The segments of groups 𝐺

1
to 𝐺

4
are broadcast

sequentially on channels 𝐶
1
to 𝐶

4
, respectively. In addition,

FiB+ transmits segments of groups 𝐺
5
and 𝐺

6
on channels

𝐶

5
and 𝐶

6
in reverse order.

A client is assumed to have enough buffers to store video
segments downloaded.We further suppose that one time unit
equals the length of a segment throughout this study. Playing
a video on the client side includes the following steps.

(1) Download segments of group𝐺
𝑖
on channel𝐶

𝑖
during

time units 𝑛
𝑖−1

to 𝑛

𝑖−1
+ 𝑛

𝑖
− 1 = 𝑛

𝑖+1
− 1, where
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Figure 3: Illustration of segment broadcasting and downloading for the FiB+ scheme, where 𝑘 = 6 and𝑁 = 32.

1 ≤ 𝑖 ≤ 𝑘 − 2 and 𝑛

0
= 1. For example, the client

accepts segments from channel 𝐶
4
during time units

𝑛

4−1
= 3 to 𝑛

4+1
− 1 = 7, as shown in Figure 3.

(2) The paper next presents how a client receives seg-
ments from channels 𝐶

𝑘−1
and 𝐶

𝑘
. (In Figure 3, refer

to channels𝐶
5
and𝐶

6
.) Suppose that a client first sees

a segment 𝑆
𝑦
on a channel 𝐶

𝑖
at time 𝑇now and sees

the next segment 𝑆
𝑦
at time 𝑇next, where 𝑖 = 𝑘 − 1 or

𝑖 = 𝑘. (In Figure 3, 𝑖 = 6 and 𝑦 = 25.)The client is also
assumed to play segments 𝑆

𝑥
and 𝑆
𝑦
at time 𝑇now and

𝑇use, respectively. Clearly, if𝑇next ≤ 𝑇use, the client can
delay downloading segment 𝑆

𝑦
at time 𝑇now, without

interrupting the playback. Substituting 𝑇use = 𝑦th
time unit, 𝑇now = 𝑥th time unit, and 𝑇next = 𝑇now +𝑛𝑖
into 𝑇next ≤ 𝑇use, we obtain

𝑥 + 𝑛

𝑖
≤ 𝑦. (3)

If the inequality is true, the client does not receive
segment 𝑆

𝑦
at time 𝑇now, otherwise, performs the

downloading immediately. For instance, when the
client first sees segment 𝑆

25
with only diagonal lines

on channel 𝐶
6
at the 7th time unit (i.e., 𝑇now) in

Figure 3, (3) is true, 7 + 13 ≤ 25, and the client does
not download the segment. Afterwards, the client sees
next segment 𝑆

25
with gray color and diagonal lines

at the 20th time unit. The client must receive the
segment because (3) does not hold, 20 + 13 > 25.

(3) The client plays the video in the order of 𝑆
1
, 𝑆

2
, . . . , 𝑆

𝑁

at time 𝑇
0
.

(4) The client stops loading data from networks when all
the segments have been received.

FiB+ and FiB differ in three areas.

(i) Equal-length segment partition versus variable-length
segment partition. FiB+ divides a video into multiple

equal-length segments, while FiB partitions a video
into variable-length segments. For example, given 𝑘 =

6, FiB divides a video into six segments, whose lengths
are 𝐿/32, 2𝐿/32, 3𝐿/32, 5𝐿/32, 8𝐿/32, and 13𝐿/32.
On the other hand, FiB+ partitions a video into 32
segments, whose lengths all equal 𝐿/32.

(ii) Multiple segments on each channel versus single seg-
ment. FiB+ cyclically broadcasts several segments
on each channel except the first channel, and FiB
transmits only one.

(iii) Segment transmission in reverse order. The FiB+
scheme broadcasts segments on the last two channels
in reverse order. For example, the scheme transmits
segments 𝑆

19
to 𝑆

12
on channel 𝐶

5
and segments 𝑆

32

to 𝑆
20
on channel 𝐶

6
, as illustrated in Figure 3.

3.1. Analysis of Segment Playing and Downloading on a Single
Channel. We next analyze the segment downloading on
channel 𝐶

𝑖
, where 1 ≤ 𝑖 ≤ 𝑘.

For 1 ≤ 𝑖 ≤ 𝑘−2, a client receives segments 𝑆
𝑛𝑖+1−1

to 𝑆
𝑛𝑖+2−2

from channel𝐶
𝑖
during time units 𝑛

𝑖−1
to 𝑛
𝑖+1

−1 and plays the
segments during time units 𝑛

𝑖+1
− 1 to 𝑛

𝑖+2
− 2, as mentioned

previously. Suppose that a client sees a segment 𝑆
𝑗
at the

(𝑛

𝑖+1
−1)th time unit, where 𝑛

𝑖+1
−1 ≤ 𝑗 ≤ 𝑛

𝑖+2
−2. Figure 4(a)

shows how a client downloads and plays segments, where the
segments downloaded and played by the client are gray.

For 𝑖 = 𝑘 − 1 or 𝑘, a client downloads segments according
to (3). We also assume that a client sees a segment 𝑆

𝑗
at the

(𝑛

𝑖+1
−1)th time unit, where 𝑛

𝑖+1
−1 ≤ 𝑗 ≤ 𝑛

𝑖+2
−2. A complete

segment-downloading diagram for channel𝐶
𝑖
is based on (3),

as indicated in Figure 4(b). The explanation is as follows.
The client always downloads segment 𝑆

𝑗
since the

inequality of (3) does not hold for 𝑥 = 𝑛

𝑖+1
− 1 and 𝑦 = 𝑗

(i.e., 𝑛
𝑖+1

− 1 + 𝑛

𝑖
= 𝑛

𝑖+2
− 1 > 𝑗). In addition, because

the segments of group 𝐺
𝑖
are transmitted once on channel 𝐶

𝑖

every 𝑛
𝑖
time units and are played during time units 𝑛

𝑖+1
− 1
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Figure 4: Segment downloading on channel 𝐶
𝑖
for FiB+.

to 𝑛
𝑖+2

− 2, the client downloads a segment of group 𝐺
𝑖
either

during time units 𝑛
𝑖+1

− 1 to 𝑛
𝑖+2

− 2 or during time units 𝑛
𝑖−1

to 𝑛
𝑖+1

− 2 (i.e., before the downloading of segment 𝑆
𝑗
).

3.1.1. Segment Downloading within [𝑛

𝑖+1
−1, 𝑛

𝑖+2
−2].

Figure 4(b) shows that segments 𝑆
𝑛𝑖+1−1

to 𝑆

𝑗
are broadcast

on channel 𝐶
𝑖
in descending order during time units 𝑛

𝑖+1
− 1

to 𝑗, while a client plays these segments in turn. Let 𝑆
𝑎
be

a segment broadcast on channel 𝐶
𝑖
during this period, and

let 𝑆
𝑏
be the client-playback segment corresponding to 𝑆

𝑎
.

Clearly, if 𝑎 ≥ 𝑏, a client must download segment 𝑆
𝑎
to

ensure continuous playing. Because the number of segments
between 𝑆

𝑗
and 𝑆

𝑎
on channel 𝐶

𝑖
equals the number of

segments between 𝑆

𝑛𝑖+1−1
and 𝑆

𝑏
on the client playback,

𝑗 − 𝑎 = 𝑏− (𝑛

𝑖+1
− 1) and 𝑎 = 𝑗 + 𝑛

𝑖+1
− 1− 𝑏. Substituting this

equation to 𝑎 ≥ 𝑏 yields (𝑗 + 𝑛

𝑖+1
− 1)/2 ≥ 𝑏. The maximum

value of 𝑏 is ⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋, and the corresponding value

of 𝑎 equals 𝑗 + 𝑛
𝑖+1

−1− ⌊(𝑗 + 𝑛

𝑖+1
−1)/2⌋ = ⌈(𝑗 + 𝑛

𝑖+1
−1)/2⌉.

Figure 4(b) illustrates that the client downloads segments 𝑆
𝑗

to 𝑆
⌈(𝑗+𝑛𝑖+1−1)/2⌉

during time units 𝑛
𝑖+1

− 1 to ⌊(𝑗 + 𝑛
𝑖+1

− 1)/2⌋

and does not download any segment during time units
⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋ + 1 to 𝑗. Similarly, this study obtains that a

client receives segments 𝑆
𝑛𝑖+2−2

to 𝑆

⌈(𝑗+𝑛𝑖+2−1)/2⌉
during time

units 𝑗 + 1 to ⌊(𝑗 + 𝑛

𝑖+2
− 1)/2⌋ and does not download any

segment during time units ⌊(𝑗 + 𝑛

𝑖+2
− 1)/2⌋ + 1 to 𝑛

𝑖+2
− 2.

3.1.2. Segment Downloading within [𝑛

𝑖−1
, 𝑛

𝑖+1
−2]. From (3),

the client must download segments 𝑆

⌈(𝑗+𝑛𝑖+2−1)/2⌉−1
to 𝑆

𝑗+1

during time units ⌊(𝑗 + 𝑛
𝑖+2

− 1)/2⌋ + 1 − 𝑛

𝑖
to 𝑛
𝑖+2

− 2− 𝑛

𝑖
=

𝑛

𝑖+1
− 2 because the client does not download these segments

during time units ⌊(𝑗+𝑛
𝑖+2

−1)/2⌋+1 to 𝑛
𝑖+2

−2, as shown in
Figure 4(b). The figure further indicates that the client does
not accept segments 𝑆

𝑛𝑖+2−2
to 𝑆
⌈(𝑗+𝑛𝑖+2−1)/2⌉

during time units
𝑗+1−𝑛

𝑖
to ⌊(𝑗 +𝑛

𝑖+2
−1)/2⌋−𝑛

𝑖
since the client will perform

their downloading during time units 𝑗+1 to ⌊(𝑗+𝑛
𝑖+2

−1)/2⌋.
Similarly, the client must receive segments 𝑆

⌈(𝑗+𝑛𝑖+1−1)/2⌉−1
to

𝑆

𝑛𝑖+1−1
during time units ⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋ + 1 − 𝑛

𝑖
to

𝑗 − 𝑛

𝑖
because the client does not download these segments

during time units ⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋ + 1 to 𝑗. Furthermore,

since the client will download segments 𝑆
𝑗−1

to 𝑆

⌈(𝑗+𝑛𝑖+1−1)/2⌉

during time units 𝑛
𝑖+1

to ⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋, the client does

not load any segment during time units 𝑛
𝑖+1

− 𝑛

𝑖
= 𝑛

𝑖−1
to

⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋ − 𝑛

𝑖
, as illustrated in Figure 4(b).

3.2. Workable Verification. This section shows that FiB+
guarantees continuous playback and two-channel bandwidth
demand on the client side.

3.2.1. Continuous Playback. To keep on-time video delivery,
the study in [7] indicates that a video server must broadcast a
segment 𝑆

𝑗
on a channel𝐶

𝑖
at least once in every 𝑗 time units.

For FiB+, a server transmits a segment 𝑆
𝑗
once every 𝑛

𝑖
time

units, where 𝑛
𝑖+1

− 1 ≤ 𝑗 ≤ 𝑛

𝑖+2
− 2. This paper thus needs to

prove 𝑗 ≥ 𝑛

𝑖
. We then evaluate

𝑗 − 𝑛

𝑖
≥ (𝑛

𝑖+1
− 1) − 𝑛

𝑖
, due to 𝑛

𝑖+1
− 1 ≤ 𝑗

= 𝑛

𝑖−1
− 1

≥ 0.

(4)

For FiB+, the segment broadcasting frequency is large
enough to let clients receive video data in time.

3.2.2. Two-Channel Bandwidth Demand. From the previous
analysis in Figure 4, we make a temporal-channel map of
segment downloading for each channel, as indicated in
Figure 5. In this figure, segments downloaded and played by
a client are gray. This work divides client playback time 𝑡 (in
terms of time units) into multiple successive durations for
ease of explanation.

For 𝑇
0
≤ 𝑡 ≤ 𝑛

𝑘−2
− 1, the client merely receives segments

fromchannels𝐶
1
to𝐶
𝑘−2

because the client starts the segment
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Figure 5: Segment downloading using client bandwidth 2𝑏.

downloading on channel 𝐶
𝑘−1

at time unit 𝑛
𝑘−2

, as shown
in Figure 5. According to Step 1 of segment downloading on
the client side, the client uses two-channel bandwidth to load
segments in this period.

For 𝑛
𝑘−2

≤ 𝑡 ≤ 𝑛

𝑘−1
− 1, the client receives segments

only from channels 𝐶
𝑘−2

and 𝐶
𝑘−1

because the client finishes
receiving segments from channel 𝐶

1
to 𝐶
𝑘−3

before time unit
𝑛

𝑘−2
and starts downloading segments on channel 𝐶

𝑘
at time

unit 𝑛
𝑘−1

, as indicated in Figure 5.
For 𝑛
𝑘−1

≤ 𝑡, the client simply receives the remaining
segments from channels 𝐶

𝑘−1
and 𝐶

𝑘
because the segment

downloading on channel𝐶
𝑘−2

completes at time unit 𝑛
𝑘−1

−1.
Accordingly, an FiB+ client can download segments using

two-channel bandwidth.

4. Performance Analysis and Comparison

When a client just misses segment 𝑆
1
of a requested video,

the maximum waiting time 𝛿 equals the access time of the
segment from the first channel. Thus, 𝛿 = 𝐿/𝑁 = 𝐿/∑

𝑘

𝑝=1
𝑛

𝑝
,

the same as that of FiB. According to the previous studies
[15, 17], this work has calculated the values of 𝑁 offered by
these schemes at different numbers of channels, as listed in
Table 2.The larger the value is, the smaller the waiting time is.
The table reveals that FiB andFiB+ yield far bigger values than
other schemes. Figure 6 showsmaximumwaiting time versus
server channels. FiB and FiB+ thus achieve much smaller
waiting time than SkB and CCA+ under two-channel client
bandwidth. For example, when the server bandwidth equals
10 channels, FiB and FIB+ reduce the broadcast latency to less
than 32 seconds. By contrast, SkB andCCA+ incurmore than
51 and 48 seconds, respectively.

Before analyzing the entire buffer requirements, we first
investigate the number of the buffered segments when a client
performs segment downloading on a single channel 𝐶

𝑖
.

Lemma 1. Let 𝐵(𝑖, 𝑡) be the function of the number of the
segments buffered by an FiB+ client on channel 𝐶

𝑖
at the 𝑡th

time unit.

For 1 ≤ 𝑖 ≤ 𝑘 − 2,

{

{

{

{

{

{

{

{

{

𝐵 (𝑖, 𝑡) = 0, 𝑡 < 𝑛

𝑖−1
,

𝐵 (𝑖, 𝑡) = 𝑡 − 𝑛

𝑖−1
+ 1, 𝑛

𝑖−1
≤ 𝑡 ≤ 𝑛

𝑖+1
− 2,

𝐵 (𝑖, 𝑡) = 𝑛

𝑖+2
− 2 − 𝑡, 𝑛

𝑖+1
− 2 < 𝑡 ≤ 𝑛

𝑖+2
− 2,

𝐵 (𝑖, 𝑡) = 0, 𝑛

𝑖+2
− 2 < 𝑡.

(5a)

For 𝑖 = 𝑘 − 1 or 𝑘,

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

𝐵 (𝑖, 𝑡) = 0, 𝑡 < 𝑛

𝑖−1
,

𝐵 (𝑖, 𝑡) ≤ ⌊

𝑡 − 𝑛

𝑖−1
+ 2

2

⌋ , 𝑛

𝑖−1
≤ 𝑡 ≤ 𝑛

𝑖+1
− 2,

𝐵 (𝑖, 𝑡) ≤ ⌊

𝑛

𝑖

2

⌋ , 𝑛

𝑖+1
− 2 < 𝑡 ≤ 𝑛

𝑖+2
− 2 − ⌈

𝑛

𝑖

2

⌉ ,

𝐵 (𝑖, 𝑡) ≤ 𝑛

𝑖+2
− 2 − 𝑡, 𝑛

𝑖+2
− 2 − ⌈

𝑛

𝑖

2

⌉ < 𝑡 ≤ 𝑛

𝑖+2
− 2,

𝐵 (𝑖, 𝑡) = 0, 𝑛

𝑖+2
− 2 < 𝑡.

(5b)

Proof. See Appendix B.

Equation (5b) shows that a client buffers at most ⌊𝑛
𝑖
/2⌋

segments from channel 𝐶
𝑖
for 𝑖 = 𝑘 − 1 or 𝑘. On the other

hand, an FiB client needs to buffer 𝑛
𝑖
−1 segments [18]. Such a

difference leads to the result that FiB+ requires much smaller
buffering space.

Theorem 2. Let 𝐵(𝑡) be the maximum number of segments
buffered by an FiB+ client. Then, 𝐵(𝑡) ≤ ⌈𝑛

𝑘−1
/4⌉ + ⌊𝑛

𝑘
/2⌋.

Proof. See Appendix C.

Due to lim
𝑖→∞

(𝑛

𝑖+1
/𝑛

𝑖
) ≈ ((1 +

√
5)/2) [22] and 𝑁 =

𝑛

𝑘+2
− 2, lim

𝑘→∞
((⌈𝑛

𝑘−1
/4⌉ + ⌊𝑛

𝑘
/2⌋)/𝑁) ≈ 0.25. This result
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Table 2: The values of𝑁 offered by different schemes.

𝑘 1 2 3 4 5 6 7 8 9 10
FiB/FiB+ 1 3 6 11 19 32 53 87 142 231
SkB 1 3 5 10 15 27 39 64 89 141
CCA+2 1 3 5 10 15 27 39 64 89 149
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Figure 6: Maximum waiting time incurred on new clients at
different numbers of channels (𝐿 = 120minutes).

indicates that an FiB+ client can buffer only 25% of video
size, like RFB. We used the Perl language to implement a
simulator, which could estimate the buffer requirements for
FiB+.The results are listed in Table 3.The buffer size required
by FiB+ is quite close to the bound when 𝑘 ≥ 6. Because
FiB has to buffer 𝑛

𝑘
− 1 segments, we can derive the buffer

reduction rate of FiB+ versus FiB as follows: lim
𝑘→∞

(1 −

(⌈𝑛

𝑘−1
/4⌉ + ⌊𝑛

𝑘
/2⌋)/(𝑛

𝑘
− 1)) ≈ 0.345. FiB+ can reduce buffer

requirements by 34.5%, when compared with FiB. Table 3
shows that with the growth of 𝑘, the reduction rate is close
to the bound. For example, for 𝑘 = 10, an FiB client buffers
38.1% of video size. By contrast, an FiB+ client buffers only
25.1%.The reduction rate is 34.1%. According to the previous
studies [15, 17], this work presents the buffer sizes required by
different broadcasting schemes at different numbers of server
channels, as indicated in Figure 7. For 𝑘 > 3, the FiB+ scheme
outperforms all the schemes.

5. Conclusions

With the advance of mobile computing technology, many
clients access VOD services through their mobile devices.
Delivering videos under rather restricted client resources is
increasingly important. To fulfill this requirement, several
schemes, such as SkB, FiB, and CCA+, are proposed to
allow a client to watch a video using two-channel bandwidth.
Extending FiB, this work devises FiB+, which exhibits the
merits of small client waiting time and buffering space. The
scheme still guarantees on-time video delivery under two-
channel receiving bandwidth. According to the performance
analysis, FiB+ yields the minimumwaiting time and requires
smaller client buffer size, when compared with most existing
schemes.
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Appendices

A. Proof of Equation (2)
For 𝑖mod 2 = 1, let 𝑖 = 2𝑞 + 1. Then,

𝑖

∑

𝑝=1

𝑛

𝑝
= 𝑛

1
+ 𝑛

2
+ 𝑛

3
+ 𝑛

4
+ ⋅ ⋅ ⋅ + 𝑛

𝑖

= 𝑛

3
+ 𝑛

5
+ ⋅ ⋅ ⋅ + 𝑛

2𝑞+1
+ 𝑛

2𝑞+1
, from (1)

= 𝑛

2
+ 𝑛

3
+ 𝑛

5
+ ⋅ ⋅ ⋅ + 𝑛

2𝑞+1
+ 𝑛

2𝑞+1
− 𝑛

2

= 𝑛

4
+ 𝑛

5
+ ⋅ ⋅ ⋅ + 𝑛

2𝑞+1
+ 𝑛

2𝑞+1
− 𝑛

2
, from (1)

= 𝑛

2𝑞+2
+ 𝑛

2𝑞+1
− 𝑛

2
, from (1)

= 𝑛

2𝑞+3
− 𝑛

2
, from (1)

= 𝑛

𝑖+2
− 2.

(A.1)

For 𝑖mod 2 = 0, let 𝑖 = 2𝑞. Then,

𝑖

∑

𝑝=1

𝑛

𝑝
= 𝑛

1
+ 𝑛

2
+ 𝑛

3
+ 𝑛

4
+ ⋅ ⋅ ⋅ + 𝑛

𝑖

= 𝑛

3
+ 𝑛

5
+ ⋅ ⋅ ⋅ + 𝑛

2𝑞+1
, from (1)

= 𝑛

2
+ 𝑛

3
+ 𝑛

5
+ ⋅ ⋅ ⋅ + 𝑛

2𝑞+1
− 𝑛

2

= 𝑛

4
+ 𝑛

5
+ ⋅ ⋅ ⋅ + 𝑛

2𝑞+1
− 𝑛

2
, from (1)
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= 𝑛

2𝑞+2
− 𝑛

2
, from (1)

= 𝑛

𝑖+2
− 2.

(A.2)

Accordingly, ∑𝑖
𝑝=1

𝑛

𝑝
= 𝑛

𝑖+2
− 2.

B. Proof of Lemma 1

This study first proves (5a). For easy understanding, please
refer to Figure 4(a).

(1) For 𝑡 < 𝑛

𝑖−1
, a client downloads no segment on

channel 𝐶
𝑖
because these segments will appear again during

time units 𝑛
𝑖−1

to 𝑛
𝑖+1

− 1. Thus, 𝐵(𝑖, 𝑡) = 0.
(2) For 𝑛

𝑖−1
≤ 𝑡 ≤ 𝑛

𝑖+1
− 2, a client continuously accepts

one segment every time unit but consumes no segment.Thus,
the number of buffered segment equals 𝑡 − 𝑛

𝑖−1
+ 1. When

𝑡 = 𝑛

𝑖+1
− 2, the client buffers the maximum segments and

𝐵(𝑖, 𝑡) = 𝑛

𝑖
− 1.

(3) For 𝑛
𝑖+1

− 2 < 𝑡 ≤ 𝑛

𝑖+2
− 2, Figure 4(a) shows that

a client stops loading data but plays the video in this period.
The client consumes one segment every time unit, and thus
the buffered segments decrease, 𝐵(𝑖, 𝑡) = 𝑛

𝑖
− (𝑡− (𝑛

𝑖+1
−2)) =

𝑛

𝑖+2
− 2 − 𝑡.
(4) For 𝑛

𝑖+2
− 2 < 𝑡, a client has finished playing all the

segments on channel 𝐶
𝑖
, and thus 𝐵(𝑖, 𝑡) = 0.

The proof for (5b) is as follows. For easy understanding,
please refer to Figure 4(b).

(1) For 𝑡 < 𝑛

𝑖−1
, a client does not download any segment

on channel 𝐶
𝑖
, and thus, 𝐵(𝑖, 𝑡) = 0.

(2) For 𝑛
𝑖−1

≤ 𝑡 ≤ 𝑛

𝑖+1
− 2, the paper divides the value

range of 𝑡 into four successive subranges for ease of proof.
(a) For 𝑛

𝑖−1
≤ 𝑡 ≤ ⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋ − 𝑛

𝑖
, Figure 4(b)

shows that the client downloads no segment on channel 𝐶
𝑖
,

and thus 𝐵(𝑖, 𝑡) = 0 ≤ ⌊(𝑡 − 𝑛

𝑖−1
+ 2)/2⌋.

(b) For ⌊(𝑗 + 𝑛

𝑖+1
− 1)/2⌋ − 𝑛

𝑖
< 𝑡 ≤ 𝑗 − 𝑛

𝑖
,

𝐵 (𝑖, 𝑡)

= 𝑡 − (⌊

𝑗 + 𝑛

𝑖+1
− 1

2

⌋ − 𝑛

𝑖
) , see Figure 4(b)

≤ 𝑡 + 𝑛

𝑖
− ⌊

(𝑡 + 𝑛

𝑖
) + (𝑛

𝑖+1
− 1)

2

⌋ , due to 𝑡 ≤ 𝑗 − 𝑛

𝑖

≤ ⌊

𝑡 − 𝑛

𝑖−1
+ 2

2

⌋ .

(B.1)

(c) For 𝑗 − 𝑛

𝑖
< 𝑡 ≤ ⌊(𝑗 + 𝑛

𝑖+2
− 1)/2⌋ − 𝑛

𝑖
,

𝐵 (𝑖, 𝑡)

= (𝑗 − 𝑛

𝑖
) − (⌊

𝑗 + 𝑛

𝑖+1
− 1

2

⌋ − 𝑛

𝑖
) , see Figure 4(b)

≤ ⌊

𝑡 − 𝑛

𝑖−1
+ 2

2

⌋ , due to 𝑗 − 𝑛

𝑖
< 𝑡.

(B.2)

(d) For ⌊(𝑗 + 𝑛

𝑖+2
− 1)/2⌋ − 𝑛

𝑖
< 𝑡 ≤ 𝑛

𝑖+1
− 2,

𝐵 (𝑖, 𝑡)

= (𝑗 − ⌊

𝑗 + 𝑛

𝑖+1
− 1

2

⌋)

+ (𝑡 − (⌊

𝑗 + 𝑛

𝑖+2
− 1

2

⌋ − 𝑛

𝑖
)) , see Figure 4(b)

≤ ⌊

𝑗 + 2𝑡 − 𝑛

𝑖+1
+ 2 + 2𝑛

𝑖

2

⌋ − ⌊

𝑗 + 𝑛

𝑖+2
− 1

2

⌋

≤ ⌊

𝑡 − 𝑛

𝑖−1
+ 2

2

⌋ , due to 𝑡 ≤ 𝑛

𝑖+1
− 2.

(B.3)

Thus, 𝐵(𝑖, 𝑡) ≤ ⌊𝑛

𝑖
/2⌋ when 𝑡 = 𝑛

𝑖+1
− 2.

(3) For 𝑛
𝑖+1

− 2 < 𝑡 ≤ 𝑛

𝑖+2
− 2 − ⌈𝑛

𝑖
/2⌉, the client plays

one segment every time unit while downloading at most one
segment. The number of buffered segments is not larger than
that at time unit 𝑡 = 𝑛

𝑖+1
− 2, and thus 𝐵(𝑖, 𝑡) ≤ ⌊𝑛

𝑖
/2⌋.

(4) For 𝑛
𝑖+2

− 2 − ⌈𝑛

𝑖
/2⌉ < 𝑡 ≤ 𝑛

𝑖+2
− 2, the client has

played 𝑡−(𝑛
𝑖+1
−2) segments, and the number of the remaining

segments is

𝑛

𝑖
− (𝑡 − (𝑛

𝑖+1
− 2)) = 𝑛

𝑖+2
− 2 − 𝑡. (B.4)

Thus, 𝐵(𝑖, 𝑡) ≤ 𝑛

𝑖+2
− 2 − 𝑡.

(5) For 𝑛
𝑖+2

− 2 < 𝑡, the client finishes playing all the
segments on channel 𝐶

𝑖
so 𝐵(𝑖, 𝑡) = 0.

The proof is complete.

C. Proof of Theorem 2

Thiswork divides client playing time 𝑡 (in terms of time units)
into multiple successive durations for ease of proof.

(1) For 𝑡 ≤ 𝑛

𝑘−2
− 2, Figure 5 shows that the client simply

receives segments from channels 𝐶
1
to 𝐶
𝑘−2

. In addition, the
client downloads two segments but plays only one every time
unit. The number of buffered segments thus increases with
time and achieves the maximum at time unit 𝑛

𝑘−2
− 2. At this

time, the client has finished playing segments from channels
𝐶

1
to 𝐶

𝑘−4
, and thus simply buffers segments from channels

𝐶

𝑘−3
and 𝐶

𝑘−2
. Accordingly,

𝐵 (𝑡) = 𝐵 (𝑘 − 3, 𝑛

𝑘−2
− 2) + 𝐵 (𝑘 − 2, 𝑛

𝑘−2
− 2)

= ((𝑛

𝑘−2
− 2) − 𝑛

𝑘−4
+ 1)

+ ((𝑛

𝑘−2
− 2) − 𝑛

𝑘−3
+ 1) , from (5a)

= 𝑛

𝑘−2
− 2, from (1)

≤ ⌈

𝑛

𝑘−1

4

⌉ + ⌊

𝑛

𝑘

2

⌋ .

(C.1)

(2) For 𝑛
𝑘−2

− 2 < 𝑡 ≤ 𝑛

𝑘−1
− 2, the client has finished

playing all the segments received from channels 𝐶
1
to 𝐶

𝑘−4

and downloads no segment from channel𝐶
𝑘
. We thusmerely

consider the segments on channels 𝐶
𝑘−3

to 𝐶

𝑘−1
. The client

downloads at least one segment from channel 𝐶
𝑘−2

but plays
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Table 3: Comparison of buffering space in the percentage of video size using 𝑘 server channels.

𝑘 1 2 3 4 5 6 7 8 9 10
FiB (%) 0 33.3 33.3 36.4 36.8 37.5 37.7 38 38 38.1
FiB+ (%) 0 33.3 33.3 27.3 26.3 25 24.5 25.3 25.4 25.1
Reduction rate (%) 0 0 0 25 28.6 33.3 35 33.3 33.3 34.1

only one every time unit. Thus, the maximum number of
buffered segments appears at time unit 𝑛

𝑘−1
− 2 as follows:

𝐵 (𝑡) = 𝐵 (𝑘 − 3, 𝑛

𝑘−1
− 2) + 𝐵 (𝑘 − 2, 𝑛

𝑘−1
− 2)

+ 𝐵 (𝑘 − 1, 𝑛

𝑘−1
− 2)

≤ 𝑛

𝑘−2
− 1 + ⌊

(𝑛

𝑘−1
− 2) − 𝑛

𝑘−2
+ 2

2

⌋ ,

from (5a) and (5b)

= 𝑛

𝑘−2
+ ⌊

𝑛

𝑘−3

2

⌋ − 1

≤ ⌈

𝑛

𝑘−1

4

⌉ + ⌊

𝑛

𝑘

2

⌋ .

(C.2)

(3) For 𝑛
𝑘−1

−2 < 𝑡 ≤ 𝑛

𝑘
−2, the client has finished playing

all the segments received from channels 𝐶
1
to 𝐶
𝑘−3

, and thus
the client only buffers segments from channels 𝐶

𝑘−2
to 𝐶
𝑘
as

follows:

𝐵 (𝑡) = 𝐵 (𝑘 − 2, 𝑡) + 𝐵 (𝑘 − 1, 𝑡) + 𝐵 (𝑘, 𝑡)

≤ 𝑛

𝑘
− 2 − 𝑡 + ⌊

𝑡 − 𝑛

𝑘−2
+ 2

2

⌋ + ⌊

𝑡 − 𝑛

𝑘−1
+ 2

2

⌋ ,

from (5a) and (5b)

≤ ⌈

𝑛

𝑘−1

4

⌉ + ⌊

𝑛

𝑘

2

⌋ .

(C.3)

(4) For 𝑛
𝑘
− 2 < 𝑡 ≤ 𝑛

𝑘+1
− 2 − ⌈𝑛

𝑘−1
/2⌉, the client has

finished playing all the segments received from channels 𝐶
1

to𝐶
𝑘−2

and only performs segment downloading on channels
𝐶

𝑘−1
and 𝐶

𝑘
as follows:

𝐵 (𝑡) ≤ 𝐵 (𝑘 − 1, 𝑡) + 𝐵 (𝑘, 𝑡)

≤ ⌊

𝑛

𝑘−1

2

⌋ + ⌊

𝑡 − 𝑛

𝑘−1
+ 2

2

⌋ , from (5b)

≤ ⌈

𝑛

𝑘−1

4

⌉ + ⌊

𝑛

𝑘

2

⌋ , due to 𝑡 ≤ 𝑛

𝑘+1
− 2 − ⌈

𝑛

𝑘−1

2

⌉ .

(C.4)

(5) For 𝑛
𝑘+1

− 2 − ⌈𝑛

𝑘−1
/2⌉ < 𝑡 ≤ 𝑛

𝑘+1
− 2, similarly, the

client merely downloads segments on channels 𝐶
𝑘−1

and 𝐶

𝑘

as follows:

𝐵 (𝑡) ≤ 𝐵 (𝑘 − 1, 𝑡) + 𝐵 (𝑘, 𝑡)

≤ 𝑛

𝑘+1
− 2 − 𝑡 + ⌊

𝑡 − 𝑛

𝑘−1
+ 2

2

⌋ , from (5b)

≤ ⌈

𝑛

𝑘−1

4

⌉ + ⌊

𝑛

𝑘

2

⌋ , due to 𝑛

𝑘+1
− 2 − ⌈

𝑛

𝑘−1

2

⌉ < 𝑡.

(C.5)

(6) For 𝑛
𝑘+1

− 2 < 𝑡, the client simply performs data
downloading on channel 𝐶

𝑘
, and thus 𝐵(𝑡) = 𝐵(𝑘, 𝑡). From

(5b), 𝐵(𝑡) = 𝐵(𝑘, 𝑡) ≤ ⌊𝑛

𝑘
/2⌋ ≤ ⌈𝑛

𝑘−1
/4⌉ + ⌊𝑛

𝑘
/2⌋.

The proof is complete.
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Due to the advancement of network technology, video-on-demand (VoD) services are growing in popularity. However, individual
stream allocation for client requests easily causes a VoD system overload; when its network and disk bandwidth cannot match
client growth. This study thus presents a fundamentally different approach by focusing solely on a class of applications identified
as latency tolerant applications. Because video broadcasting does not provide interactive (i.e., VCR) functions, a client is able to
tolerate playback latency froma video server. One efficient broadcastingmethod is periodic broadcasting, which divides a video into
smaller segments and broadcasts these segments periodically on multiple channels. However, numerous practical systems, such as
digital video broadcasting-handheld (DVB-H), do not allow clients to download video data frommultiple channels because clients
usually only have one tuner. To resolve this problem in multiple-channel broadcasting, this study proposes a novel single-channel
broadcasting scheme, which leverages segment-broadcasting capability further for more efficient video delivery. The comparison
results show that, with the same settings of broadcasting bandwidth, the proposed scheme outperforms the alternative broadcasting
scheme, the hopping insertion scheme, SingBroad, PAS, and the reverse-order scheduling scheme for the maximal waiting time.

1. Introduction

Due to the advancement of network technology, video-on-
demand (VoD) services are growing in popularity. Clients
can watch their desired videos at anytime without waiting
or visiting a video rental store. Because of the online access
provided by VoD services, several studies have predicted
the success of VoD [1, 2]. VoD is inherently a personalized
service because of its characteristic one-to-one interaction.
Therefore, aVoD system typically allocates a dedicated stream
for each incoming video request [3]. However, individual
stream allocation easily causes a VoD system overload when
its network and disk bandwidth cannot match client growth.
This study thus presents a fundamentally different approach
by focusing solely on a class of applications identified as
latency tolerant applications. The key feature of latency tol-
erant applications is that they are unconcerned with latency
between video servers and clients. Broadcast video streaming
is perhaps the most important example of this class of
applications [4]. Because video broadcasting does not provide
interactive (i.e., VCR) functions, a client is able to tolerate

playback latency from a video server. One efficient broad-
casting method is periodic broadcasting, which divides a
video into smaller segments and broadcasts themperiodically
on a set of communication channels. This method enhances
bandwidth usage by allowing various clients to share the same
channel bandwidths. Because periodic broadcasting typically
requires a client to wait for the beginning of the first segment
before starting playback, this scheme cannot support real-
time VoD services.

The fast broadcasting (FB) [5] scheme divides a video
into a geometrical series of 1, 2, 4, . . . , 2𝑘−1, where 𝑘 is the
number of broadcasting channels. An implementation of the
FB scheme on IPmulticasting was reported in [6]. To achieve
minimal latency, the harmonic broadcasting (HB) scheme [7]
partitions a video into multiple segments, and each segment
𝑆

𝑖
is divided into 𝑖 subsegments. The subsegments of the

same segment are then broadcast on the same channel. The
recursive frequency-splitting (RFS) scheme [8] achieves a
near-minimal waiting time by periodically broadcasting each
segment at a frequency that can guarantee continuous video
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playback. Inmodifying the FB scheme, the reverse fast broad-
casting (RFB) scheme [9] buffers 25% of video length, merely
half of what is required by the FB scheme. By combining RFB
and RFS, the hybrid broadcasting scheme (HyB) [10] requires
the same client buffering space as that of RFB; however, it
achieves smaller waiting time. The study in [11] integrates
the fixed-delay pagoda broadcasting scheme [12] and RFB to
reduce client waiting time and buffer demand. A generalized
reverse sequence-based model [13] was proposed to clarify
why broadcasting segments in reverse order can reduce buffer
requirements. A scalable binomial broadcasting scheme [14]
transfers live videos using constant bandwidth, regardless of
video length.

The mentioned schemes transfer video segments on
multiple channels simultaneously and periodically, and a
client typically must receive segments from these chan-
nels concurrently. To perform multiple-channel segment
broadcasting, a server must multiplex video segments into
multiple channels and synchronize these segments across
these channels. Segment multiplexing and synchronization
are difficult, because packet transmissions are varied with
network traffic. In addition, numerous practical systems,
such as digital video broadcasting-handheld (DVB-H) and
integrated services digital broadcasting-handheld (ISDBH),
do not permit a client to download video data from multiple
channels, because the client typically has only one tuner
[15, 16]. To solve these problems caused by multiple-channel
broadcasting, many studies were proposed to broadcast seg-
ments over a single channel, such as the alternative broadcast-
ing (AB) scheme [15], the hopping insertion (HI) scheme [16],
SingBroad [17], PAS [18], and the reverse-order scheduling
(ROS) scheme [19]. The basic concept behind these schemes
is to partition a video into equal-sized segments, which are
classified into several groups and transferred over a single
channel according to a predefined arrangement.

This study proposes a single-channel broadcasting
scheme to yield short waiting time. Let 𝑘𝑏 be the bandwidth
of a single channel, where 𝑘 is a positive integer and 𝑏 is the
playback rate of a video. The proposed scheme partitions the
single channel as an infinite set of time slots. Each time slot
is further composed of smaller subslots. A video of length
𝐿 is equally divided into 2

𝑘
− 1 segments, which are then

arranged to 𝑘 groups, denoted by𝐺
0
,𝐺
1
, . . . ,𝐺

𝑘−1
. A segment

of group 𝐺
𝑖
is split into 2𝑖 equal subsegments, which are then

placed to individual subslots. The mathematical analysis
shows that the maximal client waiting time of the scheme is
(𝑘 + 1)𝐿/𝑘(2

𝑘
− 1). This study also verifies the workability of

the scheme and compares it with several current approaches.
The comparison results show that, with the same settings of
broadcasting bandwidth, the proposed scheme outperforms
AB, HI, SingBroad, PAS, and ROS for the maximal waiting
time. Extensive simulations also indicate that the proposed
scheme requires smaller client buffering space than AB and
SingBroad for 𝑘 > 4.

The remainder of this study is organized as follows.
Section 2 reviews AB, HI, SingBroad, PAS, and ROS.
Section 3 introduces the proposed scheme and verifies its

Table 1: List of terms used in this study and their respective
definitions.

Term Definition
𝐿 Video length
𝑏 Video playback rate
𝑘𝑏 Bandwidth of a single channel, where 𝑘 is a positive integer
𝑁 Number of segments
𝑆

𝑖
𝑖th video segment

𝑑 Segment length of 𝑆
𝑖

𝑆

𝑖,𝑗
𝑗th subsegment of 𝑆

𝑖

𝑡

𝑎
Client arrival time

𝑇

𝑖
𝑖th time slot, 𝑖 ≥ 0

𝑤 Maximal waiting time for playback

accuracy. Section 4 shows the evaluations of the performance
of the scheme, and Section 5 makes a brief conclusion.

2. Related Work

This section introduces AB [15], HI [16], SingBroad [17], PAS
[18], andROS [19]. Table 1 defines the terms used in this study.
As mentioned previously, this study divides a single channel
into an infinite set of time slots.

The AB scheme [15] splits a video into 𝑁 segments. This
scheme proposes two modes for determining the value of𝑁.
One is the mechanism-dominant (MD) mode, and the other
is the waiting time-dominant (WD) mode. In the MDmode,
𝑁 = ⌊(𝑘 + 3)/2⌋, and clients start playing video data when
they receive segment 𝑆

1
. The AB scheme with WD obtains

𝑁 = ⌈(𝑘 + 3)/2⌉. In this mode, the starting time of video
playback is determined by whether each segment can be
played continuously, rather than the downloading of segment
𝑆

1
. For both modes, the AB scheme broadcasts segment 𝑆

1

on the single channel at time slot 𝑇
𝑖
if 𝑖 mod 2 = 0. The

rest of segments are broadcast sequentially and periodically
on the remaining time slots. Figure 1 shows an example to
demonstrate the segment downloading and playing for AB,
where 𝑘 = 4. The segments downloaded and played by a
client are gray. The AB scheme with MD divides a video into
three segments, as shown in Figure 1(a). A client starts to
play video data at the beginning of segment 𝑆

1
. In addition,

the AB scheme with WD partitions the same video into
four segments, as presented in Figure 1(b). Note that if the
client started playing segment 𝑆

1
on time slot 𝑇

2
, segment 𝑆

2

would not be played continuously.Therefore, the client begins
to play video data on time slot 𝑇

3
to guaranteecontinuous

playback.
TheHI scheme [16] divides a video into𝑁 even segments,

where 𝑁 is an arbitrary positive integer. This scheme then
classifies the segments into ⌈𝑁/𝑄⌉ groups, where 𝑄 =

⌈𝑁/ exp(0.57(𝑘 − 1))⌉. Group 𝐺
𝑗
contains segments 𝑆

𝑗𝑄+1
to

𝑆

(𝑗+1)𝑄
, where 0 ≤ 𝑗 ≤ ⌈𝑁/𝑄⌉− 2. The last group includes the

remaining segments. Initially, HI puts the segments of group
𝐺

0
together in order. The segments of the remaining groups

are then inserted into the segments of𝐺
0
in a hopping way to

obtain the final broadcasting schedule [16].
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Figure 1: Segment partition and arrangement for AB.

SingBroad [17] partitions a video into 2𝑘−1 − 1 segments
that are arranged into 𝑘 − 1 groups. Group 𝐺

𝑗
contains

segments 𝑆
2
𝑗 to 𝑆
2
𝑗+1
−1
, where 0 ≤ 𝑗 ≤ 𝑘 − 2. Segment 𝑆

2
𝑗
+𝑖

of group 𝐺
𝑗
is broadcast on time slot 𝑇

𝑗+𝑖(𝑘−1)+2
𝑗
(𝑘−1)𝑦

, where
0 ≤ 𝑖 ≤ 2

𝑗
− 1 and 𝑦 is zero or a positive integer. For example,

for 𝑘 = 4, SingBroad divides a video into seven segments,
which are then arranged to three groups. Group 𝐺

2
contains

segments 𝑆
4
to 𝑆
7
. Segment 𝑆

5
is broadcast on time slot𝑇

5+12𝑦

(e.g., time slots 𝑇
5
, 𝑇
17
, 𝑇
29
, and so on), where 𝑗 = 2 and

𝑖 = 1. When a video request arrives, the client must wait
for the beginning of the nearest segment 𝑆

1
to start video

downloading and playing.
Like the SingBroad scheme, the PAS scheme [18] splits

a video into 2𝑘−1 − 1 segments and classifies these segments
into 𝑘 − 1 groups. Group 𝐺

𝑗
contains segments 𝑆

2
𝑗 to 𝑆
2
𝑗+1
−1
,

where 0 ≤ 𝑗 ≤ 𝑘 − 2. Unlike SingBroad, PAS further divides
each segment of 𝐺

𝑗
into 2

𝑗 even subsegments. Each time
slot 𝑇

𝑖
is split into 2𝑖 mod (𝑘−1) subslots that are used to place

subsegments. For instance, for 𝑘 = 4, PAS partitions a video
into segments 𝑆

1
to 𝑆
7
, which are arranged to three groups.

Segment 𝑆
5
of 𝐺
2
is divided into four subsegments 𝑆

5,1
, 𝑆
5,2
,

𝑆

5,3
, and 𝑆

5,4
that are broadcast across various subslots. A

client must wait for the nearest segment 𝑆
1
to begin video

downloading and playing.
The ROS scheme [19] divides a video into 3 × 2

𝑘−2

segments that are classified into 𝑘 groups. Groups 𝐺
0
and 𝐺

1

contain {𝑆

1
} and {𝑆

2
, 𝑆

3
}, respectively. The remaining group

𝐺

𝑗
includes segments 𝑆

3×2
𝑗−2
+1

to 𝑆
3×2
𝑗−1 where 2 ≤ 𝑗 ≤ 𝑘 − 1.

Let 𝑦 be zero or a positive integer. Segment of𝐺
0
is broadcast

on time slot 𝑇
𝑘𝑦
. This scheme then puts segments 𝑆

3
and 𝑆

2

of𝐺
1
on time slots 𝑇

1+2𝑘𝑦
and 𝑇

𝑘+1+2𝑘𝑦
, respectively.The ROS

scheme transmits segment 𝑆
3×2
𝑗−1
−𝑥

of the remaining group
𝐺

𝑗
on time slot𝑇

𝑗+𝑥𝑘+3×2
𝑗−2
×𝑘𝑦

, where 2 ≤ 𝑗 ≤ 𝑘−1 and 0 ≤ 𝑥 ≤

3×2

𝑗−2
−1. For example, segment 𝑆

6
of group𝐺

2
is broadcast

on time slot 𝑇
2+3𝑘𝑦

because 𝑗 = 2 and 𝑥 = 0. For 𝑘 = 4, ROS
puts segment 𝑆

6
on time slots 𝑇

2
, 𝑇
14
, 𝑇
26
, and others. When

a client wants to watch a video, the client must wait for the
beginning of the nearest segment 𝑆

1
to start downloading. In

addition, segments 𝑆
2
and 𝑆

3
must be received in order. For

the segments of the remaining groups, the client downloads
them according to the following process. Suppose that 𝑆

𝑝
is

the segment that a client is currently playing, and segment 𝑆
𝑖

of 𝐺
𝑗
is the segment that appears on the channel and is not

received by the client. If 𝑝 + 3 × 2

𝑗−2
< 𝑖, the client does not

download segment 𝑆
𝑖
. Otherwise, the client receives it. When

downloading segment 𝑆
1
is complete, the client starts video

playback.

3. Proposed Scheme

According to the mentioned schemes [15–19], the number
of video segments mainly determines client waiting time.
Therefore, the key to minimizing the waiting time is to
partition a video into asmany segments as possible, under the
condition that ensures continuous playback. Tomaximize the
segment number, the proposed scheme broadcasts video data
over a single channel according to the following step.:

(1) Divide a video into 2𝑘−1 (i.e.,𝑁 = 2

𝑘
−1) equal-length

segments, denoted by 𝑆

1
, 𝑆
2
, . . . , 𝑆

2
𝑘
−1

in sequence.
The length of each segment, 𝑑, thus equals 𝐿/(2𝑘 − 1).
For example, in Figure 2, a server allocates a single
channel with a bandwidth of 3𝑏 to broadcast a video
of length 𝐿. The video is equally divided into 23 − 1

segments, denoted by 𝑆
1
, 𝑆
2
, . . . , 𝑆

7
.The length of each

segment equals 𝐿/7.

(2) Classify these segments into 𝑘 groups, denoted by
𝐺

0
,𝐺
2
, . . . ,𝐺

𝑘−1
. Assemble segments 𝑆

2
𝑗 to 𝑆

2
𝑗+1
−1

into group 𝐺

𝑗
sequentially. Figure 2 shows that the

segments are then classified into three groups 𝐺
0
=

{𝑆

1
}, 𝐺
1
= {𝑆

2
, 𝑆

3
}, and 𝐺

2
= {𝑆

4
, 𝑆

5
, 𝑆

6
, 𝑆

7
}. Each

segment 𝑆
𝑖
of group 𝐺

𝑗
is further partitioned into 2𝑗

subsegments, denoted by 𝑆
𝑖,1
, 𝑆
𝑖,2
, . . . , 𝑆

𝑖,2
𝑗 . As shown

in Figure 2, segment 𝑆
5
of group 𝐺

2
is split into four

subsegments 𝑆
5,1
, 𝑆
5,2
, 𝑆
5,3
, and 𝑆

5,4
.

(3) Partition a single channel as an infinite set of time
slots, denoted by 𝑇

0
, 𝑇
1
, 𝑇
2
, and so on. Each time slot
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Figure 2: Segment partition and arrangement for the proposed scheme.

is used to deliver segment data at a bandwidth of 𝑘𝑏,
and the length of each time slot equals

𝐿

(𝑘𝑁)

=

𝑑

𝑘

. (1)

(4) A time slot 𝑇
𝑖
is further divided into 2

𝑗 subslots,
denoted by 𝑇

𝑖,1
,𝑇
𝑖,2
, . . . ,𝑇

𝑖,2
𝑗 , if 𝑖 mod 𝑘 = 𝑗. The

length of a subslot of time slot 𝑇
𝑖
thus equals 𝑑/(2𝑗𝑘).

For example, Figure 2 shows that the length of each
time slot equals 𝑑/3 because 𝑘 = 3. Time slot 𝑇

2
is

further partitioned into four subslots 𝑇
2,1
, 𝑇
2,2
, 𝑇
2,3
,

and 𝑇
2,4

because 2 mod 3 = 2.
(5) Put the segment data of each group on each time

slot in sequence. For example, the segment data of
groups 𝐺

0
, 𝐺
1
, and 𝐺

2
are sequentially broadcast

on time slots 𝑇
0
, 𝑇
1
, 𝑇
2
, and so on, as indicated in

Figure 2. In general, the segment data of group 𝐺
𝑗
are

put on time slot 𝑇
𝑗+𝑘𝑦

, because there are 𝑘 groups,
where 𝑦 is zero or a positive integer. Furthermore,
the scheme sequentially broadcasts the subsegments
of the segments of group 𝐺

𝑗
on the subslots of

time slot 𝑇
𝑗+𝑘𝑦

. For example, Figure 2 shows that the
subsegments of segments 𝑆

4
to 𝑆

7
of group 𝐺

2
are

sequentially put on the subslots of 𝑇
2
, 𝑇
5
, 𝑇
8
, 𝑇
11
, and

others. Note that only a subsegment of a segment of
the same group is put on a subslot of a time slot.
Because the segment data of group 𝐺

𝑗
are broadcast

once every 𝑘 time slots and each segment consists of
2

𝑗 subsegments, each subsegment is transmitted once
every 2𝑗𝑘 time slots.Therefore, the scheme broadcasts
subsegment 𝑆

𝑖,𝑥
of group 𝐺

𝑗
on subslot

𝑇

𝑗+(𝑥−1)𝑘+2
𝑗
𝑘𝑦,𝑖−2

𝑗
+1
, (2)

where 𝑦 ∈ int and 𝑦 ≥ 0.
For example, Figure 2 shows that the proposed
scheme puts subsegment 𝑆

5,3
of group 𝐺

2
on subslot

𝑇

8+12𝑦,2
(e.g., 𝑇

8,2
, 𝑇
20,2

, and 𝑇

32,2
) because 𝑘 = 3,

𝑗 = 2, 𝑖 = 5, and 𝑥 = 3.

This study next presents how to download video segments
on the client side. A client is assumed to have a sufficient

buffer to store downloaded segments. Suppose that a client
can download and play the same segment concurrently,
because the downloading bandwidth is equal to or larger than
the playback rate.This study also assumes that a client desires
to watch a video at time 𝑡

𝑎
. Let 𝑇

𝑢,V be the subslot that is
nearest to time 𝑡

𝑎
. The segment downloading and playing are

as the following.

(1) The client must wait for subslot 𝑇
𝑢,V before receiving

subsegments. Once the subslot is up, the client starts
downloading the subsegment from this subslot.

(2) After this downloading is complete, the client con-
tinues to receive the remaining subsegments from
the following subslots. If a subsegment has been
downloaded, the client simply skips it.

(3) When all the subsegments are received, the client
stops the segment downloading.

(4) The client assembles the received subsegments to
form complete segments and starts playing them at
the beginning of subslot 𝑇

𝑢+𝑘,V.

Figure 3 shows an example for demonstrating how to
download and play video segments, where the subsegments
downloaded and played by a client are gray. Because subslot
𝑇

1,2
is closest to the client arrival time 𝑡

𝑎
, the client starts

downloading subsegment 𝑆
3,1

on subslot 𝑇
1,2
. The client

then continues to receive subsegments from subslots 𝑇
2,1

to 𝑇

5,4
. Because subsegment 𝑆

1,1
has been downloaded on

subslot 𝑇
3,1
, the client does not receive it again on subslot

𝑇

6,1
. Similarly, the client does not download subsegments

𝑆

3,1
, 𝑆
1,1
, 𝑆
2,2
, and 𝑆

3,2
on subslots 𝑇

7,2
, 𝑇
9,1
, 𝑇
10,1

, and
𝑇

10,2
, respectively. When the client finishes receiving all the

subsegments at the end of subslot 𝑇
11,4

, the client stops
downloading subsegments. The client assembles the received
subsegments to form complete segments and plays them at
the start of subslot 𝑇

4,2
, as shown in Figure 3.

3.1. Workable Verification. Suppose that segment 𝑆
𝑖
is in

group 𝐺

𝑗
, where 2

𝑗
≤ 𝑖 ≤ 2

𝑗+1
− 1. The mentioned

broadcasting process transfers a subsegment of segment 𝑆
𝑖

once every 𝑘 time slots. Because the number of subsegments
of segment 𝑆

𝑖
equals 2𝑗, the broadcasting process can transmit

all the subsegments of segment 𝑆
𝑖
once every 2𝑗𝑘 time slots.
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Figure 3: Segment downloading and playing for the proposed scheme.

According to the downloading process, a client starts segment
downloading at the beginning of subslot 𝑇

𝑢,V. Therefore, the
client can receive all the subsegments of 𝑆

𝑖
at the beginning

of subslot 𝑇
𝑢+2
𝑗
𝑘,V. In addition, the client begins segment

playback at the beginning of subslot 𝑇
𝑢+𝑘,V. Because the

playback length of a segment equals 𝑘 time slots according to
(1), the start time to play segment 𝑆

𝑖
is the beginning of subslot

𝑇

𝑢+𝑘+𝑖𝑘,V. To guarantee continuous playback for the client, the
end time of downloading segment 𝑆

𝑖
must be earlier than the

start time of its playback. That is, the beginning of subslot
𝑇

𝑢+𝑘+𝑖𝑘,V must be later than the beginning of subslot 𝑇
𝑢+2
𝑗
𝑘,V.

This study evaluates

(𝑢 + 𝑘 + 𝑖𝑘) − (𝑢 + 2

𝑗
𝑘) = (𝑖 + 1 − 2

𝑗
) 𝑘 >0, due to 2

𝑗
≤ 𝑖.

(3)

The end time of downloading segment 𝑆
𝑖
is earlier than

the start time of its playback.Therefore, the proposed scheme
ensures continuous video playback on the client side.

4. Performance Analysis and Comparison

This study primarily selected client waiting time and buffer
demand as the performance criteria. The proposed scheme
was compared with AB, HI, SingBroad, PAS, and ROS.
According to the downloading process, when a client exactly
arrives at the beginning of a subslot, the waiting time equals
𝑘 timeslots (i.e., 𝑑) because of (1). If the client just misses
the startup of a subsegment on the channel, the client must
additionally wait for the length of the subsegment. Because
subsegment 𝑆

1,1
is the longest subsegment, the maximal

waiting time 𝑤 equals 𝑘 + 1 time slots. That is,

𝑤 =

(𝑘 + 1) 𝑑

𝑘

=

(𝑘 + 1) 𝐿

𝑘 (2

𝑘
− 1)

. (4)

Table 2 summarizes the maximal waiting time incurred
by AB [15], HI [16], SingBroad [17], PAS [18], ROS [19], and
the proposed scheme. The results show that the number of
segments mainly determines the maximal waiting times for
all the schemes.The increase of the server bandwidth (i.e., the
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Figure 4: Maximal waiting time (in terms of L) incurred on new
clients at different broadcasting bandwidth.

value of 𝑘) enlarges the number of segments and thus reduces
the waiting time.

To clarify the performance advantages of the proposed
scheme, this study calculated the maximal waiting times of
AB, HI, SingBroad, PAS, ROS, and the proposed scheme
at various values of 𝑘, where the value of 𝑁 for HI equals
10000. Figure 4 shows the performance results. As the server
bandwidth increases, the waiting times under all the schemes
are sharply reduced. In addition, the proposed scheme yields
the shortest waiting time. For example, when the server
bandwidth equals 7𝑏 (i.e., 𝑘 = 7), the scheme reduces the
broadcast latency to less than 0.009𝐿. In contrast, AB-MD,
AB-WD, HI, SingBroad, PAS, and ROS yield 0.057, 0.057,
0.019, 0.014, 0.014, and 0.012𝐿, respectively. The proposed
scheme reduces the waiting times by 84%, 84%, 53%, 36%,
36%, and 25%. Assume that the video length 𝐿 is 120min.
Figure 5 shows the maximal waiting time for all the schemes
in seconds. For 𝑘 = 6, the waiting times of AB-MD, AB-WD,
HI, SingBroad, PAS, ROS, and the proposed scheme are 600,



6 Journal of Applied Mathematics

Ta
bl
e
2:
M
ax
im

al
w
ai
tin

g
tim

ef
or

di
ffe
re
nt

sc
he
m
es

in
te
rm

so
fv
id
eo

le
ng

th
𝐿
.

Sc
he
m
e

A
B-
M
D

A
B-
W
D

H
I

Si
ng

Br
oa
d

PA
S

RO
S

Pr
op

os
ed

M
ax
im

al
w
ai
tin

g
tim

e
2
𝐿

⌊
(
𝑘
+
3
)
/
2
⌋
𝑘

2
𝐿

⌈
(
𝑘
+
3
)
/
2
⌉
𝑘

(
𝑄
×
𝐻
(
⌊
𝑁
/
𝑄
⌋
)
+
(
(
𝑁
−
𝑄
⌊
𝑁
/
𝑄
⌋
)
/
(
⌊
𝑁
/
𝑄
⌋
+
1
)
)
)
𝐿

𝑘
𝑁

,w
he
re

𝑄
=
⌈

𝑁

ex
p
(
0
.
5
7
(
𝑘
−
1
)
)

⌉

𝐻
(
𝑖
)
=

𝑖

∑ 𝑗
=
1

1 𝑗

(
𝑘
−
1
)
𝐿

(
2

𝑘
−
1
−
1
)
𝑘

(
𝑘
−
1
)
𝐿

(
2

𝑘
−
1
−
1
)
𝑘

(
𝑘
+
1
)
𝐿

3
×
2

𝑘
−
2
𝑘

(
𝑘
+
1
)
𝐿

(
2

𝑘
−
1
)
𝑘



Journal of Applied Mathematics 7

0
200
400
600
800

1000
1200
1400
1600
1800

3 4 5 6 7 8 9 10 11 12

M
ax

im
al

 w
ai

tin
g 

tim
e (

se
co

nd
s)

AB-MD
AB-WD
HI
SingBroad

PAS
ROS
Proposed

𝑘

Figure 5:Maximal waiting time yielded by different schemes, where
L= 120min.
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Figure 6: Maximum buffer requirements for AB-MD, AB-WD,
SingBroad, PAS, ROS, and the proposed scheme.

480, 240, 194, 194, 175, and 133 s, respectively. In this case, the
waiting times for the proposed scheme are 78%, 72%, 45%,
31%, 31%, and 24% smaller than those of AB-MD, AB-WD,
HI, SingBroad, PAS, and ROS, respectively.

With low cost and large capacity of storage disks, client
buffer demand is no longer a substantial concern. However,
for completeness, this work studies the required buffer size
under AB-MD, AB-WD, SingBroad, PAS, ROS, and the pro-
posed scheme (the comparison does not include HI, because
its buffer requirements are not provided in [16]). Because
this study did not derive a close formula for the required
buffering space of the proposed scheme, a simulator in Perl
[20] was developed to exhaustively search all possibilities to
determine the maximum buffering space required at various
broadcasting bandwidths. Figure 6 shows the client buffer
requirements regarding video length 𝐿, where the server

bandwidth is varied from 3𝑏 to 12𝑏. The proposed scheme
initially requires the largest buffering space. However, as the
server bandwidth increases, the client buffer requirements
drop and approach 50%of video size.Therefore, the proposed
scheme yields smaller buffer requirements than AB and
SingBroad.

5. Conclusion

A VoD system typically allocates a dedicated stream for
each incoming video request; however, individual stream
allocation easily causes the system overloaded. This study
thus presents a fundamentally different approach by focusing
solely on a class of applications identified as latency tolerant
applications. Because video broadcasting does not provide
interactive functions, a client is able to tolerate playback
latency. One efficient broadcastingmethod is periodic broad-
casting, which divides a video into smaller segments and
broadcasts them periodically onmultiple channels. However,
the implementation of multiple-channel broadcasting is dif-
ficult and complicated.Therefore, this study proposes a novel
single-channel broadcasting scheme for more efficient video
delivery.The correctness of the scheme is verifiedmathemati-
cally.The performance comparisons show that, with the same
settings of broadcasting bandwidth, the proposed scheme
yields the shortest waiting time when compared with AB, HI,
SingBroad, PAS, and ROS.
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