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In the energy-harvesting wireless sensor network (EH-WSN), the actual energy-harvesting rate of each node varies due to the
difference in node deployment or a sudden change in the environment. Therefore, when a node with a low energy-harvesting
rate is used as a relay node, its energy is depleted at an accelerated rate. This reduces connectivity and network life, thus
causing data accumulation on the node and the neighboring nodes. This study proposes a medium access control (MAC)
protocol to avoid data accumulation in nodes; the proposed algorithm comprises the following: (1) a data transmission
mechanism based on probability control for high channel utilization and (2) an accumulation data processing mechanism
(power control, same layer transmission, and “layer-down” processing, PSL) to circumvent data accumulation. The simulation
results show that PSL improves the network throughput and reduces the packet loss rate, while effectively solving the data
accumulation problem.

1. Introduction

Wireless sensor networks (WSNs) have been developed rap-
idly and used widely owing to their characteristics such as no
infrastructure requirement, low cost, small size, and ease of
deployment. However, the limited battery power and single
mode of power supply restrict their further development.
Furthermore, replacing batteries is not an economic, safe,
or environment-friendly approach, especially in harsh envi-
ronments [1, 2]. For the aforementioned reasons, energy-
harvesting WSNs (EH-WSNs) have gained popularity as a
viable alternative. EH-WSNs are no longer limited to dry
battery energy; they can accrue clean energy from the envi-
ronment to power the nodes. EH-WSNs circumvent the
shortcomings of traditional WSNs with regard to energy
storage and supply. With proper control of the collected
energy, EH-WSNs can work indefinitely [3, 4]. However,
due to environmental and climatic variations, the rate of
harvested energy at the nodes of EH-WSNs, which switch
between the working and sleeping modes, is inconsistent [5].

Conventional studies on WSNs have focused on reduc-
ing power consumption, extending network lifetime and

accomplishing a larger number of tasks with minimum
energy consumption [6, 7]. However, energy-saving and net-
work lifetime are no longer the primary focal points of stud-
ies pertaining to EH-WSNs.

In EH-WSNs, nodes are always deployed in outdoor
environments, which are often harsh and uninhabited areas.
In addition, solar irradiation varies widely with time,
weather, and season and is greatly influenced by the place-
ment angle of the solar collector. Therefore, in practical
applications, solar energy collection is largely subjected to
environment factors such as time, season, wind, sand, rain,
snow, light blocking, and damage resulting from animals
and plants. The aforementioned factors can potentially lead
to insufficient node energy supply or intermittent energy
supplements, thus resulting in unstable node energy. Conse-
quently, the stability and reliability of network connectivity
are affected, which results in the formation of isolated nodes
that can accumulate a large amount of historical data. To
address the aforementioned roadblocks, we propose a
stacked data processing algorithm in a harsh environment.
To avoid data conflict, a data transmission mechanism based
on probability control is proposed. In addition, after the data
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accumulation occurs in the node, the method of increasing
power, same layer forwarding, and “layer-down” processing
is considered to deal with the problem of data accumulation.

The rest of this paper is organized as follows: In Section
2, the existing medium access control (MAC) protocols for
EH-WSNs are introduced, along with some power control
algorithms and the characteristics of environmental energy.
Section 3 proposes the probabilistic transmission mecha-
nism to avoid signal conflict and proposes an accumulation
data processing mechanism to solve the accumulation data
problem, while the simulation results are presented in
Section 4. A summary of the study and its achievements is
presented in Section 5.

2. Related Work

Extensive studies and the widespread utilization of new
clean energy sources have led to the advancement of the
environmental energy collection technology, with steady
improvements in energy collection efficiency. Kansal [8],
Park Chou [9], Zhu [10], and other scholars have established
mathematical models to demonstrate the collection of envi-
ronmental energy for WSNs. In 2005, Raghunathan pro-
posed the concept of EH-WSNs [11], with the idea of
collecting energy from the environment for sensor nodes
by using the traditional MicaZ wireless sensor node. Kansal
[11] set up a model for energy collection, which optimized
the work cycle and task scheduling of the nodes [12], as well
as the energy utilization and service life of the whole system
[8]. AH-MAC (adaptive hierarchical MAC protocol) [13] is
an adaptive MAC protocol initiated by the sink node. It opti-
mizes the duty cycle to prolong the sleep mode of the net-
work, thereby reducing the energy consumption and
improving the throughput.

On-demand MAC protocol (ODMAC) [14] can be cus-
tomized according to the requirements of specific applica-
tions. The protocol supports nodes with different duty
cycles, which enables each node to maintain its energy con-
sumption at the same level as the energy collected, and each
node can operate as close to energy neutral operation as pos-
sible. The ID polling MAC protocol [15] is initiated by the
sink node and polled by the node number (ID). In EH-
WSNs, energy collection and conversion of a node are often
affected by time, space, climate, and other factors. Moreover,
static transmission power, transmission range, link quality,
and topology control have no significant effect in optimizing
the energy collection network in harsh environments. There-
fore, real-time transmission power control is proposed in
EH-WSNs. Xu et al. proposed a dynamically adjusted duty
cycle-optimized congestion scheme based on real-time
queue length (ADCOC) [16], which avoids network conges-
tion, minimizes system latency, and improves energy effi-
ciency. Tang conducted research to analyze blind spot
localization in road traffic WSNs [17] and proposed solutions
and measures to reduce monitoring results. In QAEE-MAC
[18], the receiver node selects the sender node according to
the sender’s data priority, and the receiver node also adjusts
its wake-up period based on the energy state. Therefore, the
energy consumption of the receiving node can be minimized.

3. Accumulated Data Processing Algorithm in
the Energy-Harvesting Wireless
Sensor Network

In EH-WSNs, the actual energy-harvesting rate of each node
in the network is different due to differences in the deploy-
ment environments of the nodes or the sudden change in
the environment around the nodes. Therefore, when a node
with a low energy-harvesting rate is used as a relay node, its
energy will be depleted at an accelerated rate. This eventually
decreases the network’s connectivity and network life. Simul-
taneously, data accumulation occurs on the node and the
neighboring nodes. Failure to handle the accumulated data
accurately will cause a high packet loss rate in the network,
thereby reducing network throughput. This paper proposes a
MAC protocol to deal with the problem of data accumulation;
the protocol comprises two proposals: (1) a probabilistic trans-
missionmechanism to solve the problem of signal conflict that
may occur between the sender and the receiver and (2) an
accumulation data processing mechanism of “power control,”
“same layer forwarding,” and “layer-down processing” (PSL)
to address the data accumulation problem caused by differ-
ences in the energy-harvesting rate of nodes.

3.1. Network Model. This paper adopts a hierarchical con-
vergent data harvesting model, where a flat structure is cen-
tered on a sink node, and sensor nodes in the network carry
solar panels to power themselves. The sink node collects and
processes the perception data of all the nodes in the network.
Except for the outermost node, all other nodes can be used
as relay nodes. The outermost node only senses data and
does not perform data-forwarding tasks. The sink node is
assumed to have a continuous power supply, as the sensor
nodes use solar modules to harvest environmental energy
to perform sensing and relay tasks. The hierarchical conver-
gence EH-WSN topology is shown in Figure 1.

As shown in Figure 1, the outer node sends the perceived
data to the inner node, whereas the inner node merges the
data received from the outer node with the data it senses
and sends them to the next-hop neighboring node. In this
manner, data are transmitted to the sink node. In the exist-
ing EH-WSN, due to the characteristics of the node itself
and the characteristics of environmental energy, the sensor
node cannot work continually. A sensor node has the follow-
ing two states:

(1) Sleeping state: In this state, the wireless transceiver
and the microprocessor stop working, thus reducing
energy consumption to a minimum

(2) Working state: The node is in a working state after
being fully charged. The working state can be further
divided into the random back-off state, carrier mon-
itoring state, data sending state, and data receiving
state

There are two types of sending states: (1) sending a data
request packet and (2) sending the data that the node per-
ceives or receives from an outer node.
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Similarly, the receiving state is divided into two types: (1)
waiting for the request response packet and (2) waiting for
the data packet sent by the outer node.

3.2. Cause and Solution to the Regional Data Accumulation
Problem. Solar panels are the most widely used energy-
harvesting equipment; however, the energy-harvesting rate
of solar panels is greatly affected by factors such as time,
weather conditions, and node locations. When the solar
panel is inclined or covered, it has a significant impact on
the rate of energy harvesting. The energy-harvesting rate of
a single sensor node may affect the network performance
of the entire EH-WSN to a certain extent, especially when
these are relay nodes. This is because it will affect the con-
nectivity of the network and cause data accumulation prob-
lems on some nodes. Figure 2 illustrates the situation when
the relay node has insufficient energy.

The figure shows five nodes in a given network. Nodes 1,
2, and 3 are common sensing nodes; node 4 has both sensing
and forwarding functions; and node 5 is the sink node. In
general, the energy-harvesting efficiency of all nodes in sim-
ilar locations should be at a similar level. However, node 4

cannot continue to harvest energy due to being covered, thus
causing node 4 to become an abnormal node. Consequently,
nodes 1, 2, and 3 that forward data through node 4 will
become isolated nodes in the network and cannot transmit
data, leading to data accumulation.

3.3. Probability Control Data Transmission Mechanism.
Regardless of the type of harvesting equipment employed
for EH-WSNs, the energy-harvesting rate of each node is
not the same, which renders it impossible for EH-WSNs to
set all scheduling information during initialization. There-
fore, this study proposes a data transmission mechanism
based on the probability control including collision avoid-
ance and data probability transmission.

(1) Collision avoidance: In wireless communication, a
sending node sends data packets to a receiving node.
The data transmission process will not commence if
the transmission channel is busy. Hence, a channel
allocation mechanism suited to our defined network
model is needed. It was designed as follows: When a
node in the network is activated from the sleep
mode, the node will randomly select a back-off value
in the random back-off window as the random back-
off time. Thereafter, the node detects the channel
within the random back-off time and assumes a
receiving state after securing the channel. When the
node receives data from an inner node, it immedi-
ately shifts from the receiving state to the sending
state and transmits the received data. After sending
the data, the node switches to the carrier monitoring
state until the channel is idle and then initiates a new
receiving state, where the aforementioned process is
repeated

(2) Data probability transmission: This study proposes a
MAC protocol initiated by a receiving node. Data
conflicts occur at the receiving node when a receiv-
ing node receives data simultaneously from two or
more sending nodes. This study attempts to solve
this issue through sending data probability. The pro-
cess is outlined as follows: After the sending node
responds to the data request packet from the receiv-
ing node, it waits for the response packet from the
receiving node. The response packet of the receiving
node includes a value n, which is received by the
receiving node within the waiting time after sending
the data request packet. The response packet of the
receiving node includes a value n, where n is the total
number of request response packets received by the
receiving node within the waiting time after sending
the data request packet. After receiving the value, the
sending node takes the reciprocal n, generates a ran-
dom number p between 0 and 1, and compares p
with 1/n. When p is >1/n, the energy state is
assessed. If the energy is sufficient, the random
back-off time is reselected to continue the predefined
transmission process. Otherwise, it returns to the
sleep state for charging operation. If the node
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Figure 1: Network topology.
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Figure 2: Data accumulation due to insufficient energy in the relay
node.
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receives a data packet within the random back-off
time, it stops receiving the data packet and switches
to the carrier monitoring state until the end of the
packet. When the channel is idle again and is still
in the random back-off time, the node returns to
the receiving state and repeats the appeal process
until the end of the random back-off time or until
a data request packet is received from the inner node

3.4. PSL-Stacked Data Processing Mechanism. The sensor
nodes are deployed in the simulation area by using methods
such as spreading. In EH-WSN, when the solar panel of a
node is tilted, the energy-harvesting rate of the node cannot
reach the average level of the network energy-harvesting
rate. At this time, all nodes that use only this node as the
relay node cannot transmit data to the sink node, resulting
in regional data accumulation. The phenomenon of regional
data accumulation is presented in Figure 3.

As shown in Figure 3, when a node has an energy loss
phenomenon, the data of all nodes in the data accumulation
area cannot be transmitted to the sink node, which may lead
to data loss in some areas. The data in the entire accumulat-
ing area accumulate at accumulating node 1. When the
buffer area of node 1 is full, it can neither sense new data
nor receive data from other nodes; consequently, nodes in
the data accumulating area inevitably become invalid nodes.
Thus, data accumulation caused by the energy-harvesting
problem of a single node decreases the performance of the
entire network. This phenomenon has the least impact when
it occurs at edge nodes, and it has the most considerable
impact at relay nodes, especially at nodes around the sink
node.

After a node wakes up, it sends the data buffered by the
node. If a node does not receive the data request packet in
threshold Tt , it is judged that data accumulation has
occurred. This paper comprehensively considers that the
threshold value used by all nodes is set as three times the
average number of awakenings of nodes Nw, that is, Tt = 3
× 2Nw is considered the threshold for data accumulation
judgment; the value of Nw verified by experiments as 6.
Therefore, the processing mechanism for the data accumula-
tion problem is as follows.

3.4.1. Increase Power

(1) When a node exceeds the preset number of wake-up
times and fails to find a next-hop node, it increases
the transmission power to send the emergency data
beacon frame, and the data of the node are merged

(2) The node that receives the urgent data beacon sends
a suppression packet. When other nodes in the net-
work receive the suppression packet, they stop data
transmission and enter a random back-off state to
wait for the next data transmission or enter a sleep
state to harvest energy

(3) After receiving the suppression packet, the node
where data accumulation occurs increases the power
of the fused data and transmits them. After the data
transmission is complete, the node reduces the trans-
mission power and restores to the original power
value

(4) Then, the accumulation of the number of times is
restarted, that is, the aforementioned process is
repeated until the threshold number of times is
exceeded again

(5) When the channel is idle, other suppressed nodes
restart the normal data transmission process

When the transmission power of a certain node in a net-
work is too large, multiple nodes receive the emergency data
beacon frame simultaneously; these nodes also receive the
emergency data packet at the same time. Although this pro-
cess ensures the success of emergency data transmission, the
priority protocols of emergency data packets may inhibit the
sending of valid data packets to some extent, leading to wast-
age of resources. In this study, the following methods are
used to control transmission power.

Let us assume that the initial communication radius of
node S is R0, the network area is Cr × Cr, and the number
of nodes is N . When the connectivity of node S is 0, the fol-
lowing mechanism is used to ensure that node S finds and
communicates with only the next-hop node as far as
possible:

(1) Accumulation of the average number of wake-up
times Nw for the node to find the next-hop node

(2) Calculation of the size Sn of the average area occu-
pied by the node using the following:

#1

#2

#3

#0

1

Wireless communication range
Data transmission

Sink node

Data accumulation node

Sensing node
Energy loss node

Data accumulation area

Figure 3: The case of data accumulation.
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Sn =
Cr × Cr

N
: ð1Þ

(3) Calculation of the radius Ri of the area where the
power area needs to be increased. In this study, the
number of times a node increases its power is equal
to the average number of wake-up times Nw of the
node, and this number is equally distributed to all
radius <1.5R0. The calculation is performed:

Ri =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

π × R2
0 + 2i × Sn
N

r

, ð2Þ

(4) When the wake-up times of the node exceeds 2Nw ,
the radius Ri of each increased power area is calcu-
lated using Formula (2)

(5) When Ri > 1:5R0, the data are transmitted to the
same layer node instead of increasing power, and
from there, the data are sent to the sink node by a
node in the same layer

Figure 4 shows a schematic of the power increase pro-
cess. The data accumulation node increases the power, that
is, it increases the wireless communication range; conse-
quently, all nodes within the wireless communication range
of the node receive the accumulated emergency data.

3.4.2. Same Layer Forwarding. Although EH-WSN relaxes
the restriction on node transmission power to some extent,
the following effects may occur when the power is exces-
sively large:

(1) Effect on the normal transmission process of nodes
within a certain range

(2) Excess consumption of the energy of the node, which
increases the time required by the node to wake-up
next time

(3) Broadcast storm: When the transmission power of
the node is increased according to method 1 and
the next-hop node is still not found, the wireless
communication range of the node does not increase.
Rather, the data are sent to another node in the same
layer, and then, the same layer node sends the emer-
gency data packet to the sink node. Herein, a hierar-
chical aggregation model is used to send emergency
data to nodes at the same layer, ensuring success of
the emergency data reaching the aggregation node.
The same layer forwarding diagram is presented in
Figure 5

As shown in the figure, node 1 becomes a data accumu-
lation node because it cannot find the next-hop node. When
the node cannot find its next-hop node after power is
increased, it sends the data packet to nodes 1 and 2 in the
same layer, bypassing the dead node, and then, again, the
same layer node is used to send the accumulated data to
the sink node.

3.4.3. “Layer-Down” Processing. Herein, a hierarchical aggre-
gation model is used, in which a node sends its sensing data
and the data received from an outer node to its inner node.
When a node has accumulated data, it will “layer-down” and
no longer request data from outer nodes. Instead, it partici-
pates in the data request processes of its peer nodes and
outer nodes; the priority of data request packets of peer
nodes is higher than that of outer nodes. “Layer-down” is
advantageous as it can avoid further accumulation of data.
The node maintains the “layer-down” state until it receives
a data request packet from the inner node again; then, it
judges whether to exit the “layer-down” state and then
restarts the normal data transmission process. The node
continues to accumulate the number of wake-ups that have
not received a data request packet in the “layer-down” state
and uses increased power and the same layer forwarding
method for data transmission. The “layer-down” processing
algorithm is presented in Figure 6.

As shown in Figure 6, when the energy-deficient node
dies, node 1 judges itself to become a data accumulation
node. It begins to participate in the data request phase of
nodes 1 and 2 and the outer node 3 of the same layer. It
may send the data of this node to the same layer node, or
the outer layer may use the same layer and outer layer nodes
to detour data to the sink node. The flow chart of PSL accu-
mulation data processing mechanism is shown in Figure 7.
When the node exceeds the threshold and cannot find the
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Figure 4: The case of increase power.
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next-hop node, the transmission power to send data is
increased. If the node increases the power and fails to find
the next-hop node, it will send the accumulation data packet
to the peer node of the data accumulation node. If the data
cannot be forwarded by the same layer forwarding, the data
of the node is sent to the sink node by means of “layer-
down” processing.

4. Simulation Results

4.1. Simulation Parameter Setting. In this study, MATLAB is
used for simulations. The environment settings for simula-
tion are as follows:

(1) In total, 10–100 energy-harvesting sensor nodes are
randomly deployed in a simulation area of 300 ×
300m2

(2) Size of the data packet (Sd) is 100 bytes, whereas that
for each for the data request beacon frame, request
response packet, data transmission beacon frame,
and emergency data beacon frame is 15 bytes

(3) The average transmission range of sensor nodes is
70m

(4) The transmission rate of each sensor node is 250
Kbps

(5) The average energy-harvesting rate is 1–10mW

(6) Receiving power and transmitting power of the node
are 72.6mW and 83.7mW, respectively
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Figure 6: The case of “layer-down” processing.
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Figure 7: PSL accumulation data processing flow chart.

#1

#2

#3

#0

1

2

3

Wireless communication range
Data transmission

Sink node

Data accumulation node

Sensing node
Energy loss node

Data accumulation area

Figure 5: The case of peer forwarding.

6 Wireless Communications and Mobile Computing



4.2. Analysis of Simulation Results. Figure 8 shows the rela-
tionship between the number of nodes and the average
wake-up times of the identified next-hop node. When the
number of nodes is only 10 and 20, the number of wake-
ups for identifying the next-hop node for data transmission
is twice on average. This is because the number of nodes in
the lower network is small, and the probability that the
channel remains idle is high. With an increase in the number
of nodes, the number of times the node finds the next-hop
node increases. This is because as the number of nodes
increases, the number of signal collisions increases, and the
probability that the channel remains idle after the random
back-off time of the node decreases. As a result, the node will
turn to a sleep state or reselect a random back-off time,
because of which the average number of wake-up times for
identifying the next-hop node increases with the increasing
number of nodes.

The blue histogram in Figure 9 shows the relationship
between the number of nodes and the number of data
accumulation packets transmitted per unit time. With an
increase in the number of nodes in the network, the num-
ber of data accumulation packets transmitted per unit time
increases. When the number of nodes is small, there are
more isolated nodes in the network. At this time, most
of the data accumulation packets are generated and sent
by the isolated nodes. Because the number of nodes is
small, the isolated nodes can determine the next step
through the PSL accumulation data processing mechanism.
The probability of node hopping is also small. As the
number of nodes increases, the number and frequency of
isolated nodes to be accessed for identifying the next-hop
node increase, and the number of data accumulation
packets increases.

The network throughput when the number of nodes
changes is shown in Figure 10. When the number of nodes
in ID polling is <50, the network throughput increases with
an increase in node density. When the number of nodes in
the network reaches 50, the network throughput remains
nearly unchanged. The throughput of ID polling is the low-
est compared with the probabilistic polling and the MAC
protocol proposed in this paper. The sink node selects only
one node to communicate with at one time. The condition
for successful data transmission is that the receiving node
is in the wake-up state and receives only the beacon frame
of this node ID number. Energy-harvesting nodes periodi-
cally harvest energy from the environment; however, the
energy-harvesting process is longer than the communication
process. Therefore, the probability that the node is in the
receiving state with sufficient energy and receives only the
beacon frame with its own ID is very small. Probabilistic
polling has a higher throughput than ID polling because it
uses competitive probability values instead of node ID num-
bers to select the communication node, avoiding having to
select a fixed node as the only communication node each
time, which increases the success rate of data transmission
and further increases the network throughput. The proposed
MAC protocol, thus, has higher throughput, as herein a
node acts as the receiving node to transmit a data request
packet after waking up, and it informs each transmitting
node of the number of received response packets. The actual
value replaces the probabilistic value, decreasing the time of
collision and facilitating convergence of the probability
values.

The packet loss rate with changes in the number of
nodes is shown in Figure 11. ID polling only selects a certain
node to communicate with each time, and no signal collision
or collision occurs. The packet loss rate is independent of the
number of nodes and remains zero. The packet loss rate of
both probabilistic polling and the MAC protocol proposed
in this study increases with an increase in the number of
nodes. Probabilistic polling has a low packet loss rate before
50 nodes. QAEE-MAC always sends high-priority packets
first, causing low-priority packets to fail. For a higher num-
ber of nodes, the proposed MAC protocol has better perfor-
mance because in this case, actual values are used to increase
the success rate of data transmission.
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The throughput when the node energy-harvesting rate
changes is shown in Figure 12. The network throughput of
all the aforementioned three protocols increases with an
increase in the energy-harvesting rate. The proposed MAC
protocol has higher throughput. For ID polling, when the
energy-harvesting rate increases, the node charging process
is shortened, the probability of the node receiving the polling
packet with the node ID is increased, and the throughput is
also increased. With an increase in the energy-harvesting

rate, the number of nodes in the wake-up state at the same
time increases, and the probability value of probabilistic
polling remains low, avoiding collisions and ensuring suc-
cess of data transmission. QAEE-MAC uses priority to
adjust the contention window size of the receiver, which
reduces the throughput. For the proposed MAC protocol,
when the energy-harvesting rate increases, the number of
communicable nodes increases, and the network throughput
increases accordingly. When the energy-harvesting rate
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reaches a certain level, the throughput is not greatly affected
by the energy-harvesting rate. This is because in this case,
the sink node only establishes a connection with a certain
node each time it wakes up, and more nodes return to the
charging state to avoid collisions or reselect random back-
off values to participate in the next competition.

The packet loss rate with changes in the node energy-
harvesting rate is shown in Figure 13. ID polling only selects

a certain node to communicate with it each time, thereby
avoiding data collision, and thus, the packet loss rate remains
zero. The probabilistic polling, QAEE-MAC, and the pro-
posed MAC protocol packet loss rate in this study increase
because of an increase in the energy-harvesting rate, which
in turn increases the number of nodes in the wake-up state,
the probability of channel competition and collision, and the
packet loss rate. However, the proposed MAC protocol has a
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lower packet loss rate. This is because probabilistic polling uses
the AIMD method to calculate the probability of competition
for conflict avoidance, QAEE-MAC always sends high-
priority packets first, causing low-priority packets to be in a
dormant waiting state, and this paper uses the actual value of
neighboring nodes when the node wakes up as the probability
of competition to avoid conflict, resulting in a low packet loss
rate.

5. Conclusions

This study proposes a MAC protocol called PSL for limited
energy-harvesting conditions to solve the data accumulation
problem in EH-WSNs. A data transmission mechanism
based on probability control is also proposed to reduce data
conflicts during data transmission. Simulation results show
that the proposed PSL scheme can solve the problem of data
accumulation and improve the network transmission rate.

Data Availability

All sensor nodes can collect data from the environment and
forward the data they have collected.
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In this paper, the long short-term memory with dense neural network (LSTM-DNN) is first introduced to calculate marine
drifting trajectory. Based on the Internet of Things technology and the LSTM-DNN algorithm, the marine drifting trajectory
model is established. In this model, the information such as wind field, temperature field, ocean current motion field, and
target attributes are included, and the influences of the above information on the trajectory model are studied in detail. In
order to verify the proposed model, the marine experiments are carried out in the end. The results show that the predicted
trajectory data matches well with the experimental trajectory data. By introducing DNN into the algorithm, computational
accuracy of drifting trajectory can be significantly improved compared with the conventional LSTM-based prediction model. A
detailed comparison of the two algorithms has also been given in the paper. The proposed remote sensing of marine drifting
trajectory model can provide a high accurate trajectory prediction and will lead an important guidance in the marine search
and rescue work.

1. Introduction

In recent years, the marine accidents have greatly affected
the shipping and marine production. The methods to
improve the efficiency of marine search and rescue have
gained popularity among researchers [1–3]. Due to the par-
ticularity of sea conditions, the drifting characteristic of the
objects is a key factor for rapid search and rescue [4, 5].

Nowadays, massive efforts have been down in predicting
the trajectory, including human motion [6, 7], intelligent
vehicles [8–11], service robots [12], surveillance systems
[13, 14], wind power generation [15, 16], magnetic field
intensity [17, 18], and ship trajectory [19, 20]. The long
short-term memory (LSTM) is a neural network that is
responsible for calculating the dependence between observa-
tions in a time series. Therefore, it is often used for forecast-
ing purposes. By using the temporal dependence-based
LSTM networks, Liu et al. predicted the ocean-temperature

changes successfully [21]. Cruz and Bernardino used the
LSTM associated with a pretrained convolutional neural
network to improve the detection performance in videos
captured by small aircraft [22]. Choi et al. used the LSTM
to predict the occurrences of abnormally high water temper-
ature phenomena [23]. Tang et al. proposed an improved
LSTM model with a random deactivation layer to deal with
the time series problem [24]. Zhao and Shi presented a
method that consists of a density-based spatial clustering
of applications with noise algorithm and the LSTM to cluster
and predict the ship trajectory [25]. Park et al. proposed a
marine intelligent collision avoidance algorithm, and the
ship trajectory prediction model was developed by using
bidirectional LSTM [26]. Gao et al. proposed a multistep
prediction method for ship trajectory, by using a novel
MP-LSTM method. The proposed method can be used to
solve the problems of complex mapping relationships and
large data requirements [27]. Although the LSTM can solve
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the gradient disappearance and explosion problems of tradi-
tional recurrent neural networks, its accuracy still needs to
be further improved for more accurate trajectory prediction
schemes.

The dense neural network (DNN) is one of the most
classic neural networks. It has the merits of easy to under-
stand and convenient to apply [28]. Moreover, it shows
excellent fitting ability for most nonlinear functions. Once
the depth of the fully connected neural network is increased,
the function can be accurately fitted. The algorithm that
combines the LSTM and the DNN can further improve the
accuracy and flexibility of predicting trajectories. However,
the application of LSTM algorithm in the marine mainly
focuses on ship trajectory prediction. Researches on the
marine drifting trajectory prediction model focus on smaller
and unmotivated target are rarely reported so far, especially
those based on the LSTM-DNN algorithm.

In this paper, we are interested in the prediction of the
marine drifting trajectory, which can be used in the marine
rapid search and rescue. The remote sensing of marine
drifting trajectory prediction model is build based on the
LSTM-DNN algorithm. Meanwhile, the information such
as wind field, temperature field, ocean current motion field,
and target attributes are included, and the influences of the
above information on the trajectory model are studied in
detail. The marine experiments are carried out to verify the
accuracy of the proposed model. The conventional LSTM-
based prediction model is used for comparison. By introduc-
ing DNN into the LSTM algorithm, the accuracy of drifting
trajectory can be significantly improved. A detailed compar-
ison of the two algorithms has also been given in this paper.
The proposed remote sensing of marine drifting trajectory
model can provide a high accurate trajectory prediction
and will lead an important guidance in the marine search
and rescue work. This work is aimed at investigating a high
accurate and rapid prediction model for marine drifting
trajectory. The contribution of the paper is as follows:

(1) The DNN is introduced into the conventional
LSTM-based prediction model. A detailed compar-
ison between the LSTM and LSTM-DNN-based
model has been studied

(2) Compared with the conventional LSTM-based
marine drifting trajectory model, the proposed model
shows the merits of high accuracy

(3) The marine drifting trajectory database under the
condition of ocean current and drifting, environ-
mental field, target physical properties, and predic-
tion duration is established by trials

The rest chapters of this paper are arranged as follows.
Some related works are discussed in Section 2. The principle
of the LSTM-DNN-based model is presented. System model
and problem formulation are presented in Section 3. In
Section 4, the test scheme is presented, and the real data
and the simulation results are given to verify the correctness
and the accuracy of the proposed model. And the conclusion
part is shown in Section 5.

2. Related Work

In literature, several research works are related to the marine
trajectory prediction, including the ship trajectory prediction
mentioned in the introduction part. In addition to predict-
ing the trajectory of marine ships, some researches have also
been down on the trajectory prediction for marine search
and rescue. For example, Zhu et al. proposed an ensemble
trajectory prediction model for maritime search and rescue
[29]. The authors proposed a regional subgrid velocity
model based on drifting buoy data, and the proposed model
is used to simulate the unsolved velocity that composed of
turbulence and advection simulation errors. In Ref. [30], a
drifting trajectory prediction model based on the object
shape and stochastic motion features was proposed. Com-
pared to the traditional factors of wind and currents, the
proposed method also involved the effects of the object
shape and stochastic motion features. Meanwhile, the com-
puter simulation-based method was used to estimate the
uncertainty parameters of the stochastic factors of the drift-
ing objects. By using the model for the trajectories of objects
drifting at the ocean surface, Blanken et al. proposed a fuzzy
number-based framework for quantifying and propagating
uncertainties [31]. Based on historical HF coastal radar data
sets, Jitkajornwanich et al. proposed a predictive model for
future current data [32]. By utilizing association rule mining
combined with an object dispersion concept, the full poten-
tial of HF radar systems was exploited. Shchekinova et al.
used the high-resolution ocean forecast and atmospheric
data to solve the effects caused by the wind-induced drift
on Lagrangian trajectories of surface sea objects [33].

In this paper, we focus on designing a marine drifting
trajectory prediction model that can be used in the field of
marine search and rescue. Based on the LSTM-DNN algo-
rithm, a highly accurate prediction model of marine drifting
trajectory is proposed.

3. System Model

An independent satellite maritime rescue system is estab-
lished based on LSTM-DNN algorithm, satellite communica-
tion, and marine environment information The LSTM-DNN
algorithm is used to deduce the real-time dynamic informa-
tion of the overboard target needing to be searched and
rescued.

3.1. The LSTM-DNN Predicting Model. Figure 1 shows the
schematic diagram of the remote sensing of the marine
drifting trajectory model. The proposed model is mainly
composed of LSTM, DNN, and embedded encoder. The
environment field information is processed by embedded
encoder. The marine environment field variables are
encoded into drifting data features by embedded encoder.
In this paper, the marine environmental information
includes current trajectory motion field, wind field, and tem-
perature field. Each embedded encoder encodes an environ-
mental information, in which the input of current trajectory
motion field is the longitude and latitude coordinates and
velocity component of the time and position corresponding
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to the drift, and the velocity component is the east compo-
nent and the north component, respectively. The input of
wind field is the velocity component at the coordinate corre-
sponding to the drift. The input of the temperature field is
the ocean surface temperature of the drifting path. The
encoding process is to calculate the characteristic matrix of
the corresponding drifting track in the same time period
according to the initial state of each marine environment
variable and the longitude and latitude coordinates of each
component and take the matrix and the characteristic matrix
of drifting track data as the input of the drifting track predic-
tion submodule. The environmental characteristic matrix of
the future time is predicted in the trajectory encode module,
and the obtained matrix is fused with the drift trajectories
into the DNN module to predict the drifting track coordi-
nates at the future time. Trajectory encode module is mainly
responsible for fusing environmental data matrix. Environ-
ment decode module is mainly responsible for predicting
future environmental information.

N1, N2, N3, and N4 represent the ocean current tracks,
wind field data, temperature field, and N4 drifting track,
respectively. There is N =N1 +N2 +N3 +N4. The ocean
current track data can be represented by O1,O2,⋯,ON1

,
the wind field corresponding to each ocean current can be
represented by W1,W2,⋯,WN2

, the drifting track data is
represented by P1, P2,⋯, PN4

, and the temperature is repre-
sented by K1, K2,⋯, KN3

. Normalize the data of the same
time node, and the data coordinates of the i th track at the
time node be expressed as Sti = ðxti , ytiÞ, where o1, o2,⋯, oN1

,
p1, p2,⋯, pN1

∈ i, input the coordinate point of the above
trajectory at t = 1, 2,⋯, to time. Based on the environmen-
tal prediction submodule, output the trajectory characteris-
tic data xi of marine environmental variables at t = t0+1,
t0+2,⋯, tpred time; then, the matrix xi and drifting trajectory
data pi are used as the inputs of the drifting trajectory predic-

tion submodule to further learn the time correlation between
environmental variables at different locations and drifting
trajectory variables through the DNN layer. Through the
module, the drifting track coordinates at t = t0+1, t0+2,⋯,
tpred can be calculated. The environment prediction submo-
dule is composed of a stacked LSTM network.

3.2. Equations. All figures and tables should be cited in the
main text as Figure 1, Table 1, etc. In the proposed marine
drifting trajectory model, the ocean current trajectory data,
wind field, and temperature field are encoded into the input
characteristic matrix of the environmental prediction sub-
module by the embedded encoder, represented by xi = fx1!,
x2
!,⋯, xN�!g. The environment prediction submodule is
mainly composed of input module, redundancy module,
and output module; xti is the characteristic matrix of marine
environmental variables at time t; ht−1i is the short-term
memory matrix output by LSTM at time t − 1; st−1i is the
long-term memory matrixoutput by LSTM at time t − 1;
then, the input module can be expressed as

atξ = 〠
I

i=1
Wiξx

t
i + 〠

H

h=1
Whξb

t−1
h + 〠

C

c=1
WCξS

t−1
c , ð1Þ

where Wiξ represents the weight coefficient matrix between
the incoming environment data matrix xi and the input
module, Whξ represents the weight coefficient matrix
between the short-term memory unit and the input module
at time t − 1, Wcξ represents the weight coefficient matrix
between the long-term memory unit and the input module
at time t − 1, bt−1h is the short-term memory unit matrix,
St−1C is the long-term memory unit matrix, btξ = f ðatξÞ is
obtained through the activation function, and the activation
function is tanh, which makes a linear transformation and
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Figure 1: The schematic diagram of the remote sensing of the marine drifting trajectory model.
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nonlinear mapping on the data to improve the convergence
speed of the model.

The redundant module can be expressed as

atφ = 〠
I

i=1
Wiφx

t
i + 〠

H

h=1
Whφb

t−1
h + 〠

C

c=1
WCφS

t−1
c , ð2Þ

where Wφ represents the weight coefficient matrix between
the incoming environment data matrix xi and the input
module, the weight coefficient matrix between the short-
term memory unit and the input module at time t − 1, and
the weight coefficient matrix between the long-term memory
unit and the input module at time t − 1. The btφ = f ðatφÞ is
obtained through the activation function.

The final data matrix is calculated by the output module
to obtain the updated environment data matrix, which can
be expressed as

atω = 〠
I

i=1
Wiφx

t
i + 〠

H

h=1
Whωb

t−1
h + 〠

C

c=1
WcωS

t−1
c : ð3Þ

Activate get btω = f ðatωÞ.
The state matrix of neurons can be expressed as

atc = 〠
I

i=1
Wicx

t
i + 〠

H

h=1
Whcb

t−1
h , ð4Þ

Stc = btφS
t−1
c + btξg atc

� �
: ð5Þ

The output matrix of the final environmental prediction
submodule can be expressed as

qi = btωh Stc
� �

: ð6Þ

The output qi and drifting track data matrix pi are trans-
mitted to the drifting track path prediction submodule, and
the matrix qi, pi is output through DNN network, drifting
track coordinates at t = t1, t2,⋯, tpred in the future are out-

put through linear network. The whole process is shown in
Figure 2.

The characteristic state matrix of DNN intermediate
hidden layer is calculated by the following formula.

z =w 1ð Þ ∗ α
!� �T

+ b 1ð Þ
� �T

: ð7Þ

In the formula, α
! = ½qi, pi�, the weight coefficient matrix

is expressed as

w 1ð Þ =
w qi, 1ð Þ,
w qi, 2ð Þ,
w qi, 3ð Þ,

w pi, 1ð Þ
w pi, 2ð Þ
w pi, 3ð Þ

2
664

3
775, b 1ð Þ = b1, b2, b3½ �: ð8Þ

Finally, the predicted value is

ŷ =w 2ð ÞzT + b 2ð Þ
� �T

: ð9Þ

In the formula, the weight coefficient matrix is
expressed as

w 2ð Þ =
w 1, 4ð Þ,
w 1, 5ð Þ,

w 2, 4ð Þ,
w 2, 5ð Þ,

w 3, 4ð Þ
w 3, 5ð Þ

" #
, b 2ð Þ = b4, b5½ �: ð10Þ

4. Test Scheme

In this paper, the real data from the northern sea area of the
Yellow Sea in Dalian is used to train the proposed network
framework. Among them, the ocean current trajectory data,
wind field, and temperature field are obtained by field mea-
surement, and the drifting trajectory data is obtained by
simulating the real drifting test of counterweight buoy in
the sea. Through the visual analysis of the data, the displace-
ment generated by the current track and drifting track
changes little in a short time, which can be regarded as
uniform linear motion.

Table 1: Evaluate results.

Start time: 2021-12-15 11 : 27 end time: 2021-12-15 17 : 37
Positioning time Latitude Longitude Speed Direction Positioning mode

1 2021/12/15 11 : 27 38.85251 121.6708 0 157 GPS

2 2021/12/15 11 : 37 38.85313 121.6709 7.41 331 GPS

3 2021/12/15 11 : 48 38.85375 121.6706 0 331 GPS

4 2021/12/15 11 : 57 38.85439 121.6707 3.7 119 GPS

5 2021/12/15 12 : 07 38.85513 121.671 14.82 10 GPS

6 2021/12/15 12 : 17 38.8562 121.6718 3.7 19 GPS

7 2021/12/15 12 : 27 38.85708 121.673 18.52 309 GPS

8 2021/12/15 12 : 47 38.85844 121.6758 1.85 345 GPS

9 2021/12/15 13 : 37 38.862 121.6876 7.41 161 GPS

10 2021/12/15 13 : 57 38.86253 121.6946 0 161 GPS
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4.1. Data Acquisition Scheme. In the same sea area located
in the north of the Yellow Sea in Dalian, the water tem-
perature from the ocean surface to 30m below the sea is
tested based on sensor conductivity temperature depth
(CTD) equipment.

As shown in Figure 3, buoys with GPS positioning infor-
mation are configured, including 40 buoys with different
volumes with a diameter of about 6-30 cm. The forty buoys
(different volumes) are thrown at a distance of 2 km offshore
Dalian. After the current exchange period, the longitude and
latitude information and direction data of buoys in different
periods are recorded, respectively, and each buoy is divided
into a group of drifting data.

Anemometer is used to record the wind speed; direction
and the atmospheric temperature data at the place where the
buoy is released. The ocean current data can be obtained by
releasing drifting bottles every 500m within 2 kilometers, so
that there will be five drifting bottles used to record ocean
current data. And then record the longitude, latitude, and
direction data three hours after the current exchange period
as the ocean current reference data.

4.2. Test Process. Training data collection:
Prepare the experimental ship and carry the GPS sealed

bottle, CTD, buoy, anemometer, and other equipment.
Drive the ship to the northern sea area of the Yellow Sea,

and release a sealed bottle and a group of buoys every 0.5 km

Figure 4: Drifting buoy.

Table 2: Wind field data.

Wind speed (m/s) Direction (°)

Point 1 0 358

Point 2 2.4 354

Point 3 2.2 355

Point 4 0 358

Point 5 2.9 356
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Figure 2: The output architecture of the DNN linear network.

Figure 3: Unequal volume circular scale.
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(eight buoys in a group, different specifications, and pre-
prepared groups), a total of five groups as shown in
Figure 4.

After the release, the information of sea surface wind
field and temperature field is measured and the data is
recorded.

Record the drifting position information of the sepa-
rate sealed bottle for three hours, which can be used as
ocean current data. Record the three-hour buoy position
information, which is the drifting track. During this time,
the data can be preprocessed according to the model
requirements.

After waiting for three hours, count the overall data,
import the data into the model for training after data pre-
processing, and save the model.

Prediction stage:
Drive the ship to 2 km off the coast of Dalian.
Release buoy and life jacket with GPS positioning signal.

Record the position information of coordinate points
every 10 minutes when the buoy floats.

After data preprocessing, the first four floating positions
and the positions sent by personnel are transferred to the
pretrained model to obtain the predicted position informa-
tion of the next time node, record the corresponding data,
and drive the ship to search for drift near the coordinate
point.

4.3. Data Processing. Based on the above test process, the
following ocean current trajectory data are collected, some
of which are shown in Table 1.

The longitude and latitude coordinates, motion speed,
and motion direction of the current track are collected in
Table 1 every ten minutes. The lack of time data means that
the original coordinates of the object at this time node have
not changed. During data processing, the longitude and
latitude of adjacent nodes are used for filling. Similarly, the

Table 3: Temperature field data.

Data Vbatt [V] Press [dBar] Temp [°C] Sound [m/s] Sigma [kg/m3] Time Date

1 6.27 0.16 9.43 1445.02 -0.25 11 : 20 : 55 2021/12/15

2 6.26 0.17 9.44 1445.03 -0.25 11 : 20 : 55 2021/12/15

3 6.26 0.16 9.44 1445.07 -0.25 11 : 20 : 55 2021/12/15

4 6.26 0.16 9.45 1445.1 -0.25 11 : 20 : 55 2021/12/15

5 6.26 0.14 9.46 1445.12 -0.25 11 : 20 : 55 2021/12/15

6 6.26 0.16 9.46 1445.15 -0.25 11 : 20 : 56 2021/12/15

7 6.27 0.16 9.47 1445.17 -0.25 11 : 20 : 56 2021/12/15

8 6.26 0.17 9.48 1445.19 -0.25 11 : 20 : 56 2021/12/15

9 6.27 0.14 9.48 1445.21 -0.25 11 : 20 : 56 2021/12/15

10 6.26 0.16 9.48 1445.22 -0.25 11 : 20 : 56 2021/12/15
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Figure 5: Temperature change curve of near shore release point, middle release point, and far shore release point during descent.
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drifting track motion data of the same dimension are
collected and preprocessed accordingly.

The wind field information and temperature field
information of each release point are collected according
to the drifting track, and the environmental field data
are recorded every ten minutes. Some data are shown in
Tables 2 and 3.

In Table 3, the main parameters Vbatt represent
voltage, press represents depth, temp represents tempera-
ture, sound represents sound velocity, and sigma repre-
sents salinity. During the temperature field acquisition,

the equipment detected the depth data from the sea sur-
face to 32 meters below the sea water and detected the
environmental information of the five release points.
Because the temperature field in the near sea area
changes very little, it mainly analyzes the data informa-
tion of the three positions, namely, the near coast release
point, the middle release point, and the far coast release
point. It mainly analyzes the change of temperature with
depth and the change of sound velocity with depth dur-
ing the decline process, as shown in Figures 5 and 6,
respectively.
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Figure 6: Sound velocity variation curve at near shore release point, middle release point, and far shore release point during descent.
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According to the data processing and analysis, it can be
determined that the temperature is approximately isother-
mal layer with depth, and the sound velocity is approxi-
mately weak positive gradient with depth. Therefore, in the
preprocessing of temperature data, the temperature field
can be approximately the mean value in the depth direction
of the point, and the change of sound velocity can be
ignored.

Collect the test data, mainly including the time stamp,
latitude, longitude, speed, direction, target attribute, temper-

ature field, wind field, and other parameters of each track,
and save them in the LSTM-DNN model.

4.4. Performance of LSTM-DNN Predicting Model

(1) Influence of ocean current motion field on drifting
trajectory

In order to explore the influence of ocean current trajec-
tory on drifting trajectory, only ocean current data is added
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Figure 8: Comparison diagram of observed trajectory and predicted future trajectory based on LSTM and LSTM-DNN under the same
environmental field.
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during training analysis. The traditional LSTM model and
LSTM-DNN model mentioned in this paper are trained,
respectively, to model and predict the test data. The test
results are shown in Figure 7.

The dot in Figure 7 is the initial position of the drifting
track, the red track represents the predicted track based on
the LSTM-DNN model, the black path represents the pre-
dicted track of the traditional LSTM model, and the blue
track is the real acquisition path. It can be seen that under
the same environment, the prediction result of LSTM-
DNN is significantly better than that of LSTM model, in

which the root mean squared error (RMSE) calculation
result of LSTM-DNN model is 0.0332, and the RMSE result
of LSTM is 0.0357. Therefore, LSTM-DNN has higher pre-
diction accuracy.

(2) Analysis on the influence of wind field and tempera-
ture field on drifting trajectory

In order to explore the influence of wind field and tem-
perature field on drifting trajectory, the preprocessed ocean
current trajectory data in (1) is applied, the environmental
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field data is newly loaded into the training data, the LSTM
model and LSTM-DNN model are further trained to predict
the same set of test data, and the prediction results of the two
models and the results of each model and (1) are analyzed
and compared, respectively, as shown in Figure 8.

The dot in Figure 8 is the initial position of the drifting
track, the red track represents the predicted track after add-
ing the environmental field to the training data based on the
LSTM-DNN model, the black path represents the predicted
track after adding the environmental field to the training
data of the traditional LSTM model, and the blue track is

the real acquisition path. It can be seen that under the same
environment, the prediction result of LSTM-DNN model is
significantly better than that of the LSTM model. The RMSE
calculation result of LSTM-DNN model is 0.0256, and the
RMSE result of LSTM model is 0.0339. LSTM-DNN model
has higher prediction accuracy.

Figures 9 and 10 show the analysis and comparison
between the LSTM-DNN model, the LSTM model, and the
original data after adding the wind field and temperature
field environment, respectively. It can be seen that the pre-
diction accuracy of both models is improved. Therefore,
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Figure 12: Comparison between LSTM-DNN observation orbit and predicted future orbit under the same target attributes.
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Figure 13: Comparison between LSTM observation orbit and predicted future orbit under the same target attributes.

10 Wireless Communications and Mobile Computing



determining the prediction results of wind field and temper-
ature field on drifting trajectory can improve its accuracy.

(3) Influence of target attributes on drifting trajectory

Under the same data, explore the impact of target object
attributes on drifting trajectory, and set target attributes for
each group of drifting objects, mainly shape, volume, and
weight. The shape is converted into data format by one hot
coding, and LSTM model and LSTM-DNN model are
trained. The analysis and comparison prediction results are
shown in Figure 11.

The dot marked as the start point in Figure 11 is the ini-
tial position of the drifting track. The red track represents
the predicted track after adding the environmental field
and target attribute in the training data based on the
LSTM-DNN model. The black path represents the predicted
track after adding the environmental field and target attri-
bute in the training data of the traditional LSTM model,
and the blue track is the real acquisition path. Under the
same data, the RMSE calculation result of LSTM-DNN
model is 0.0325. The RMSE result of LSTM model is
0.0343, and the prediction accuracy of the two models is
lower than that of the environmental field. Therefore, the
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Figure 14: Comparison between observed orbit and predicted future orbit under 6 hours of LSTM-DNN model.
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Figure 15: Comparison between observed orbit and predicted future orbit under 6 hours of LSTM model.
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accuracy of the target’s own attributes for drifting trajectory
prediction will show a weak downward trend.

Figures 12 and 13 show the prediction results of the two
models after adding the target attribute. By comparing the
prediction accuracy, the accuracy of the prediction trajectory
shows a weak downward trend after adding the target attri-
bute on the basis of the environmental field. This is because
the floating objects on the sea surface are mainly affected by
environmental factors such as wind field and ocean current
trajectory. Meanwhile, adding too many self attributes will
increase the redundant characteristics of the model.

(4) Influence of prediction duration on prediction
results of drifting trajectory

In this section, comparison between observed orbit and
predicted future orbit under 6 hours base of the LSTM-
DNN model and LSTM model is given. The tested data is
in the same sea area, the first six groups of data are inter-
cepted as the observation path trajectory, and the two
models are used to predict the subsequent drift path. The
results are shown in Figure 14 (LSTM-DNN model) and
Figure 15 (LSTM model), respectively.

Figure 16 shows the comparison of LSTM-DNN model
and LSTM model with the real path in 6 hours. The RMSE
corresponding to 1st hour to 6th hour is calculated accord-
ing to the predicted path, as shown in Figure 16. It can be
observed that the prediction results of LSTM-DNN model
in 6 hours are more accurate than LSTM model.

5. Conclusions

The marine drifting trajectory prediction method proposed
in this paper modeled the environmental field based on
LSTM-DNN. It can be used to predict the environmental
information matrix at a point in the future and further
transfer the environmental information matrix and the path

information of the drifting trajectory into the DNN network;
then, the drifting trajectory at a certain time in the future can
be predicted. In this paper, the influence of ocean current
motion field, environmental fields, and target attributes on
the drifting trajectory is discussed in detail. Numerical
results show that ocean current motion field and environ-
mental fields have a relatively more obvious impact on the
predicted results. The proposed model can provide a very
accurate trajectory prediction in up to 6 hours. The pro-
posed algorithm has a significant effect on short-term mari-
time trajectory prediction and will lead an important guide
in the marine search and rescue work.
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In sensor networks, UAVs are often introduced to assist data collection tasks. UAVs can operate as data ferry nodes, connecting
distributed areas that are separated from each other. This paper proposes a data collection method for distributed wireless sensor
networks based on UAV and introduces the idea of edge computing in it. In the single-hop transmission scenario, the K-means++
clustering method is used for sensor node clustering and cluster head election in the initial state. In the next rounds of data
collection, UAV is used to assist in the election of new cluster heads and data collection tasks, taking into account the relative
distance and the relative remaining energy relationship of the sensor nodes in their clusters. In addition, reasonable priorities
are set for some nodes that have never been elected in the previous rounds and for the dead nodes. In the multihop
transmission scenarios, for nodes that cannot deliver directly, the optimal relay node is selected for routing by
comprehensively considering factors such as transmission angle, transmission distance, and remaining energy of the node in
each cluster. The method proposed in this paper coordinates the overall energy consumption of sensor nodes in the
environmental monitoring area, delays the death time of key sensor nodes, and extends the network lifetime. At the same time,
an improved ACO is used to reasonably plan the data collection path of the UAV. Compared with the comparison scheme, the
improved ACO can obtain a better shortest path length and has the fastest convergence speed when reaching the shortest path.

1. Introduction

In recent years, with the rapid development of wireless net-
works and the technical advantages of wireless sensor net-
works, such as self-organization, rapid deployment, high
error tolerance, and low cost, sensor networks are often
used to monitor and collect ecological environment data,
collect information in the process of geological monitoring,
and sense some areas that are not suitable for human
beings to stay and live for a long time. However, due to
the influence of the volume of sensor nodes and the diffi-
culty of replacing batteries of a large number of sensor
nodes, how to reduce energy consumption when collecting
data is an important problem. After a large number of sen-
sor nodes are deployed, how to effectively collect sensor
network data and how to effectively prolong the service life
of sensor nodes in the process of sensor network data col-

lection have become hot issues in academic and industrial
circles in recent years.

For sensor data monitoring and collection tasks in spe-
cial environments, multiple sensor data collection areas
may be separated from each other due to geographical envi-
ronmental factors such as rivers, mountains, and swamps.
Deploying relay nodes in these areas will consume a lot of
manpower and material resources and is very inconvenient
to implement. The use of UAVs can effectively solve the
impact of ground environmental factors on data collection
tasks. With the increasing maturity of UAV technology,
UAVs have been widely used in vehicle networking, agricul-
ture, military reconnaissance, and other fields, and civil
UAVs are also gradually popularized.

By introducing UAVs into wireless sensor networks, it
can form a delay-tolerant network with traditional sensor
networks, and effectively assist sensor networks in data
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collection tasks by using the “store-carry-forward” method.
The UAV serves as a relay to collect data from sensor net-
works in remote areas and transmit it to the data center
for processing, thus avoiding manual data collection and
effectively addressing the impact of environmental factors
on data collection on the ground.

UAVs assist wireless sensor networks where the UAV can
move over the network, retrieve and collect data from sensor
nodes. Using effective routing protocols can reduce energy
consumption, avoid long-distance transmission and redun-
dant transmission, and prolong the service life of sensors.

We have previously studied data collection by UAV-
assisted wireless sensor networks. In reference [1], we
mainly proposed a data collection strategy based on drone
technology in wireless sensor networks, using K-means++
method to conduct clustering and cluster head election in
the initial state. Then, on the basis of comprehensive consid-
eration of relative distance and relative residual energy of
each sensor node, UAV is used to assist cluster head election
and data collection. In addition, for some unelected nodes, a
reasonable priority is set to make the energy consumption of
sensor nodes more balanced. Experiments show that this
strategy reduces the energy consumption and improves the
performance of sensor networks. On the basis of the previ-
ous work, this paper further expands and utilizes UAV-
related technology to assist data collection from multiple
distributed sensor network areas separated from each other
due to geographical environmental factors, so as to make
the energy consumption of sensor nodes in the monitoring
area more balanced. The main contributions of this paper
are as follows.

Introducing the idea of edge computing into the data
collection process of distributed sensor network can greatly
improve the efficiency of data collection. We discuss the case
that the sensor node transmits the environmental data to the
cluster head node through single-hop or multihop transmis-
sion mode. This method is not only flexible but also has low
cost, which solves the problem that the data collection task
of sensor network cannot be carried out uniformly in the
environment monitoring area under complex geographical
conditions.

Due to the limited battery capacity and high energy con-
sumption of UAV, an efficient and energy-saving routing
protocol is needed in both military and commercial applica-
tions. In addition, the deployment and trajectory planning of
UAVs have a significant impact on the performance of rout-
ing protocols. Therefore, an improved ACO is used in this
paper to plan the UAV’s path, and the “store-carry-
forward” method is adopted to collect sensor data from each
cluster head node. In this way, the data is transmitted to the
data center with a small path cost and time cost.

The remaining chapters of this paper are organized as
follows. The second chapter mainly introduces the related
work, including the data collection method of the sensor
network and the typical UAV path planning method. The
third chapter mainly introduces the system model. The
fourth chapter mainly introduces the data collection of
UAV-based sensor network. The fifth chapter mainly intro-
duces the UAV path planning based on improved ACO. The

sixth chapter mainly introduces the simulation experiment
and result analysis. The seventh chapter mainly introduces
the conclusion and outlook.

2. Related Work

2.1. Data Collection Method of Sensor Network. For the data
collection scheme of traditional sensor network, the data col-
lection performance of the sensor network can be greatly
improved by introducing mobile nodes as assistance, which
has been paid attention to by most researchers [2–4]. In
recent years, due to the reduction of UAV cost and the rapid
development of UAV technology, using UAV as an auxiliary
node to assist sensor network in data collection has become
a research hotspot [5–8]. Traditional mobile nodes are sus-
ceptible to ground path restrictions and often cannot fully
utilize the performance of sensor networks. However, the
UAV has broken through the node’s movement path restric-
tion and has better flexibility in data collection tasks.

Chen et al. [9] proposed a universal NOMA-enabled
UAV-assisted data collection protocol to maximize the total
rate of wireless sensor networks during the data collection
process. Xu et al. [10] introduced blockchain into the
UAV-assisted IoT scenario and proposed a data collection
system that takes into account both safety and energy effi-
ciency, which can effectively improve the safety and effi-
ciency of data collection. In order to ensure the timeliness
of the collected data, Zhu et al. [11] optimized the trajectory
and wake-up time allocation of the UAV as well as the trans-
mission power of the sensor nodes to minimize the task
completion time. Ma et al. [12] modelled the convergence
node, UAV deployment, and resource allocation as a
mixed-integer nonconvex optimization problem. They used
heuristic methods to effectively solve the problem, thereby
prolonging the life of the network. Ebrahimi et al. [13] used
UAVs in dense wireless sensor networks to use projection-
based compressed data collection (CDG) as a novel solution
to collect data. Du et al. [14] used UAVs to vehicle toler-
ance delay network (VDTN) for message storage and for-
warding and proposed a VDTN routing protocol based on
UAV, which considered both the probability of each
encounter and the duration of connection between mobile
nodes. This method not only reduced network overhead
and end-to-end delay but also improved the reliability of
message forwarding.

In summary, the existing data collection methods of sen-
sor network rarely consider the problem of distributed wire-
less sensor networks composed of multiple isolated
monitoring areas. In this network environment, how to col-
lect data from the sensor network to reduce the overall
energy consumption of the network and how to plan the
UAV to optimize the data collection path of the separated
monitoring area are problems worthy of study. These are
also the focus of this paper.

2.2. Typical UAV Path Planning Method. Typical UAV path
planning methods are mainly divided into two categories:
classic UAV path planning methods and UAV path plan-
ning methods based on intelligent algorithms. The classic

2 Wireless Communications and Mobile Computing



UAV path planning methods mainly include A-star algo-
rithm, cell decomposition method, and artificial potential
field method. UAV path planning methods based on intelli-
gent algorithms mainly include genetic algorithm, particle
swam optimization, and wolf colony algorithm.

The A-star algorithm is a direct search algorithm for
planning the shortest flight path of UAVs in static state. At
the same time, the A-star algorithm is one of the heuristic
algorithms [15]. Its basic algorithm idea is to use the heuris-
tic function to evaluate some candidate nodes and select the
node with the best condition as the next node on the path.
This is a purposeful search method that effectively avoids
blind searches. The A-star algorithm can achieve faster cal-
culation speed when the path matrix is small and efficiently
obtain the UAV path information that needs path planning.
However, when the number of paths increases sharply, its
running time also increases accordingly, which is not suit-
able for path planning problems in dynamic states.

The artificial potential field path planning is a method
that uses virtual forces in the environment to assist path
planning. The basic idea of this algorithm is to abstract the
movement process of the UAV in the environment as a
movement process of the UAV under the virtual artificial
potential field. The target point to be reached by the UAV
is a gravitational field for it, and the obstacles in the path
are a repulsive field for it. Under the combined action of
the gravitational field and the repulsive field, the UAV starts
from the starting point, avoids obstacles, and finally reaches
the destination node. Generally speaking, the path generated
by using the artificial potential field to plan the UAV’s path
is smooth and safe, but this method has the problem of gen-
erating local optimal solutions, and there are certain human
factors in the design of the repulsion field and the gravita-
tional field. When there are obstacles near the target node,
the UAV may not be able to reach the target node, which
also limits the development of artificial potential field.

Particle swarm optimization is a kind of evolutionary
algorithm. It simulates a predation behaviour of a flock of
birds randomly searching for food, without requiring any
leader. In Particle swarm optimization, the potential solution
of each UAV optimization problem can be abstracted as a
“particle” in the search space, that is, a bird. “Particles” fol-
low the current optimal “particles” to search in the solution
space. These “particles” are initially some random solutions,
and the optimal solution is found after many iterations of
optimization. Particle swarm optimization is widely used in
the field of UAV path planning. It has good convergence
and path optimization capabilities and is suitable for the
optimization of continuous problems. However, the algo-
rithm may get trapped in local optimal solutions and cannot
handle optimization problems in discrete cases well.

Wolf colony algorithm is an algorithm based on the
swarm intelligence of wolves. The algorithm simulates the
predation behaviour of wolves and how wolves distribute
their prey. The main body of the wolf colony algorithm is
composed of three intelligent behaviours: wandering, calling,
and besieging. The algorithm’s method of generating the
head wolf uses the “winner is king” rule, while the algo-
rithm’s method of updating the wolf colony uses the “stron-

ger survival” mechanism. In solving the problem of UAV
path planning, the wolf colony algorithm improves the prob-
ability of obtaining the optimal solution of UAV path plan-
ning in a limited time to a certain extent and reduces the
understanding space. Although it can deal with simple
UAV path planning problems and realize UAV path plan-
ning in a continuous environment, it cannot realize path
planning in a discrete environment, and the iteration con-
vergence speed is slow.

Reinforcement learning is a new algorithm based on
learning. In recent years, reinforcement learning has been
widely used. Chen et al. [16] applied reinforcement learning
to the Internet of Vehicles and proposed an online deep
reinforcement learning scheme. Each mobile user only made
use of local information to make decisions such as channel
auction, computational task unloading, and input packet
scheduling, so as to optimize task unloading of the air-
ground integrated multiaccess edge computing (MEC) sys-
tem. Reinforcement learning has also been applied in path
planning. In order to reduce communication delay between
vehicles, Wu et al. [17] proposed a multichannel vehicle edge
computing routing scheme based on cooperative learning to
solve the communication path selection problem in multi-
channel vehicle environment. Tong et al. [18] modelled the
UAV-assisted data collection problem as a limited range Mar-
kov decision process with limited state and action space and
developed a deep reinforcement learning algorithm to find
the asymptotically optimal strategy. The introduction of rein-
forcement learning breaks the previous idea of using intelli-
gent algorithm to optimize the path and provides a new
method for path planning. Therefore, we can consider future
work and design reinforcement learning algorithm for our
own application scenarios to optimize the flight path of UAV.

3. System Model

Edge computing refers to an open platform that integrates
network, computing, storage, and application core capabili-
ties to provide the nearest end service on one side of the
object or data source. Edge computing provides faster ser-
vices and is used to enforce business, security, and privacy.
Introducing the idea of edge computing in the data collec-
tion process of distributed sensor networks can greatly
improve the efficiency of data collection.

In a distributed sensor network environmental data mon-
itoring and collection task which has multiple partitioned
monitoring areas, multiple sensor nodes in each monitoring
area are responsible for environmental data sensing. The sen-
sor node transmits the environmental data to the cluster head
node through single-hop transmission or multihop transmis-
sion. After that, the cluster head node aggregates and fuses
the data of each sensor node. Starting from the data center,
the UAV uses a “store-carry-forward” method according to a
certain path planning method to collect data from the cluster
head nodes in each partitioned area. The UAV returns the col-
lected data to the data center for transmission and processing.
The application scenario of sensor network data collection sys-
tem is shown in Figure 1. The entities in the system and their
functions are described as follows:
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Sensor Node (SN). The sensor node is used to collect the
sensing data in the environmental monitoring area,
such as temperature, humidity, light intensity, and the
acid, alkali, and salt concentration in the soil, etc. The
sensor node periodically sends the sensed environmen-
tal data to the cluster head node and at the same time
transmits its own remaining energy information to
the cluster head node.

Relay Node (RN). Due to the limited communication
distance of the sensor node, when the Euclidean dis-
tance between the sensor node and the cluster head
node is greater than the communication distance, the
relay node is responsible for relaying the transmitted
data. The relay node can replace an unreachable link
with multiple links of better quality to obtain better
network coverage.

Cluster Head Node (Cluster Head, CH). The cluster head
node converges and fuses the data information collected
by the sensors in the cluster. At the same time, the cluster
head node is responsible for interacting with the UAV,
transmitting the collected sensing data to the UAV, and
receiving control information from the UAV.
Data Center. The data center gathers the environmen-
tal monitoring data collected by UAV from each parti-
tioned monitoring area and performs data processing.

By delegating computing and processing tasks to sensor
nodes and UAV nodes, many controls will be achieved
through local equipment without having to hand over to
the data center in the cloud. The processing process is com-
pleted at the local edge layer, which greatly improves pro-

cessing efficiency. This way, because it is closer to the
terminal, the demand can be solved at the edge.

The whole system model can be divided into two parts:
data collection of sensor network based on UAV and UAV
path planning based on improved ACO. Between them, the
data collection of UAV-based sensor network is divided into
two cases: single-hop transmission and multihop transmis-
sion, according to the relationship between communication
distance and transmission distance.

The system model is based on the following premise
assumptions. (1) The position coordinates of each sensor node
are fixed and the initial energy is known. (2) The UAV stores
the mapping relationship information between the identity
document (ID) of the sensor node and its location coordinates.
(3) The sensor nodes can adjust the signal transmission power
adaptively according to the distance of the nodes. (4) The
communication channel is a symmetric propagation channel.
(5) Issues such as communication security and encryption will
not be considered for the time being.

4. Data Collection of UAV-Based
Sensor Network

4.1. Sensor Clustering and Cluster Head Election in the Initial
State. Abstract each area in the partitioned environmental
monitoring area. Assume that each monitoring area is a rect-
angle with lengthA and width B.N sensor nodes are randomly
distributed, as shown in Figure 2. The communication dis-
tance of each sensor node is R. The sensor node transmits
the sensed data to the cluster head node of its own cluster.
The cluster head node performs data fusion on the collected
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Figure 1: System application scenario.
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sensed data, waits for the arrival of the UAV, and interacts
with the UAV. Then, the data is transferred to the data center.

For each separated environmental monitoring area,
when the coverage of the monitoring area exceeds the com-
munication range of the sensor node, two ways can be used
to realize the communication between sensor nodes. (1)
Divide a large area so that the range of each divided area will
not exceed the communication range of sensor nodes,
thereby ensuring single-hop transmission between sensor
nodes. (2) Sensor nodes use multihop transmission to trans-
mit data to other nodes through relay nodes.

First discuss the first case, that is, clustering a larger net-
work, so that each sensor node can communicate with all
other nodes in the cluster. The cluster number Num of sen-
sor nodes is calculated according to Equations (1) and (2).
Num takes an integer value in the interval ½Num1,Num2�.

Num1 = Area

π × R/2ð Þ2 , ð1Þ

Num2 = 2 × Area

R2 , ð2Þ

where Num1 is the smallest value of the number of sensor
node clusters in the environmental monitoring area, Num2
is the largest value of the number of sensor node clusters
in the environmental monitoring area, Area is the area of
the environmental monitoring area, and R is the communi-
cation distance of the sensor nodes. The environmental
monitoring area can be of any shape. In order to simplify
the description, a regular shape is selected for illustration.
The basic idea of calculating the number of clusters of sensor
nodes in a regular shape area or an irregular shape area is the
same.

Because the main factor affecting the energy consump-
tion of sensor nodes is transmission distance, the distance
is evaluated as a similarity. Compared to the K-means algo-
rithm, the K-means++ algorithm significantly reduces the
error of classification results. So, we use the K-means++
algorithm to cluster the nodes in the sensor network.

In the initial state, by using the K-means++ algorithm,
the clustering of randomly distributed sensor nodes in the
environmental monitoring area is completed, and the initial
cluster head nodes are elected. The initial cluster head node
broadcasts its own node information in the cluster and uses

time division multiple access (TDMA) [19] to allocate trans-
mission time slots for the data collection of other sensor
nodes in the cluster. During each round of data collection,
the normal sensor nodes in each cluster use allocated time
slots to transmit the sensing environmental data to the clus-
ter head node and declare their remaining energy informa-
tion. The data packet contains the remaining energy
information of the node and the environmental monitoring
data collected by the node in this round. The data packet for-
mat is shown in Figure 3. After the cluster head node obtains
the remaining energy information of all nodes in the cluster,
it forms the remaining energy matrix for the current round
of transmission.

4.2. UAV-Assisted Cluster Head Election and Data Collection
in a Single-Hop Scenario. In the process of UAV-assisted
sensor network data collection, each sensor node is fixed in
the environmental monitoring area. Therefore, the relative
distance value of each sensor node in the cluster is calculated
using

Dis i½ � =
∑∀nj∈Ck

d ni, nj

� �
Ckj j × dmax

, ð3Þ

where Dis½i� represents the intracluster distance relationship
of the i-th node in each cluster, ni and nj represent the i-th
node and the j-th node, Ck represents the k-th cluster, dðni
, njÞ represents the Euclidean distance between the current
node and all nodes in the cluster, jCkj represents the total
number of the nodes in the k-th cluster, and dmax represents
the maximum Euclidean distance between the current node
and other nodes in the cluster. dðni, njÞ is calculated accord-
ing to

d ni, nj

� �
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xa − xbð Þ2 + ya − ybð Þ2 + za − zbð Þ2

q
, ð4Þ

where the coordinate of node ni is ðxa, ya, zaÞ and the coor-
dinate of node nj is ðxb, yb, zbÞ.

In an environmental monitoring region, the position of
each sensor node is fixed. Then after clustering in an initial
state, the cluster of the node is fixed. Therefore, UAV only
needs to calculate the relative distance of each sensor node
once, which greatly reduces the calculation burden of the
UAV.

During each round of data collection, the cluster head
node collects and fuses the collection data of each node in
the cluster and transmits the remaining energy information
of each node in the cluster to the UAV. The UAV calculates
the relative residual energy value of each node in each cluster
according to

Eng i½ � = Er,Ck
nið Þ

Er,Ck
maxð Þ , ð5Þ

where Er,Ck
ðniÞ represents the remaining energy of the i-th

node in the k-th cluster during the r-th round of data trans-
mission, Er,Ck

ðmaxÞ represents the maximum remaining
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Figure 2: Abstract of a single monitoring area.

5Wireless Communications and Mobile Computing



energy of the node in the k-th cluster during the r-th round
of data transmission, i is an integer value in the interval ½1, q�
, and q is the total number of nodes in the current cluster.

Since the goal is to select the node with the smallest rel-
ative distance from other nodes in the cluster and the largest
relative residual energy as possible as the new cluster head
node in the next round, therefore, the UAV is used to calcu-
late the priority of each node to be elected as the cluster head
in each cluster according to the Equation (6) and save it in
Pri½i�.

Pri i½ � = Eng i½ � −Dis i½ �, ð6Þ

where i is an integer value in the interval ½1, q� and q is the
total number of nodes in the current cluster.

If there is a node in the cluster that has never been
elected as a cluster head in the previous 1/p (p is the propor-
tion of cluster heads to all sensor nodes), its priority is added
to the original basis by u (u ≥ 1, and u is an integer). That is
to say, in the next round, a node that has not been elected as
a cluster head for a long time and has a relatively small rel-
ative distance from other nodes and a relatively large resid-
ual energy has a greater probability of becoming a new
cluster head node. The equation is described in

Pri i½ � = Eng i½ � −Dis i½ � + u: ð7Þ

When there is a node with a remaining energy value of 0
in the cluster, the priority value of the node is permanently
set to −u (u ≥ 1, and u is an integer), as shown in

Pri i½ � = −u: ð8Þ

Through the above method, the UAV calculates the pri-
ority of each node in the sensor network to be elected as the
cluster head in the next round and forms a priority matrix.
The node corresponding to the item with the largest element
value in the priority matrix becomes the cluster head node
elected in the next round. The priority matrix Total Pri
formed by all clusters in the UAV is shown in

Total Pri =

Pri11 Pri21 Pri31

Pri12 Pri22 Pri32

Pri13 Pri23 Pri33

⋯ Prik1

⋯ Prik2

⋯ Prik3

⋮ ⋮ ⋮

Pri1i Pri2i Pri3i

⋱ ⋮

⋯ Priki

2
66666664

3
77777775
: ð9Þ

Among them, each column in the matrix represents the
priority of each node in each cluster to be elected as the clus-
ter head in the next round. There are k columns in total, rep-
resenting k clusters. For clusters with fewer nodes, add
several zeros at the end of the column.

UAV will use the identification number of the cluster
head node in the next round as the control information to
transmit to the current cluster head node. The current clus-
ter head node broadcasts the information of the cluster head
node in the next round in the cluster. The new cluster head
node uses TDMA to allocate data transmission time slots for
each node in the cluster. During the next round of data col-
lection, the normal node will transmit the remaining energy
information and data information to the new cluster head by
the allocated time slot.

In this way, the UAV flies to each cluster head node to
perform the task of collecting environmental monitoring
data information, and the data information collected from
each cluster head node is transmitted to the data center
through the “store-carry-forward” DTN data transmission
mode. The data center analyses, processes, and predicts the
collected environmental monitoring data to complete a
round of sensor network data collection tasks.

4.3. UAV-Assisted Data Collection in a Multihop Scenario.
When the clustering range of each environmental monitor-
ing area is greater than the communication range of the sen-
sor node, that is, for the second case, the nodes outside the
communication range need to use multihop transmission,
and the communication with the cluster head node is com-
pleted by selecting the relay node.

First, use the same method as the previous method to
perform the clustering of sensor nodes and the election of
cluster heads under the initial conditions. After that, the
same UAV-assisted cluster head election method is used to
elect the cluster head nodes of each environmental monitor-
ing area in the next round. The UAV uses a “store-carry-
forward” approach to collect data from each cluster head
node and passes it to the data center for processing. Next,
the selection method of the relay node and the correspond-
ing routing process are mainly explained. The model of data
transmission using relay nodes is shown in Figure 4.

In the illustrated transmission model, during a round of
data collection, nodes are mainly divided into three catego-
ries: cluster head nodes, relay nodes, and ordinary sensor
nodes. Among them, the cluster head node is responsible
for collecting the data sensed by noncluster head nodes in
the cluster, performing data fusion, and then interacts with
the UAV node. The relay node is selected from the set of
candidate relay nodes and is responsible for relaying the data

0 8 16 24 31

ID Remaining energy of the node

Data

Figure 3: Packet format.
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of sensor nodes that cannot directly reach the cluster head
node. The relay node also completing its own data sensing
task. The ordinary sensor node mainly completes the basic
environmental data sensing task. In the above figure, θ is
the angle in the middle of the connection between the candi-
date relay node and the ordinary sensor node and the con-
nection between the ordinary sensor node and the cluster
head node.

In the entire sensor network, the positions of all nodes
are fixed. Therefore, it is assumed that after the initial state
clustering is completed, each sensor node forms a mapping
table of the distance between each node in the cluster and
other nodes in the cluster.

Since ID and coordinates of each node in each cluster are
known and they have a one-to-one correspondence, after the
cluster head node broadcasts the next round of cluster head
messages, the ordinary sensor node that needs to transmit
data first obtains the distance between it and the cluster head
node by querying the node distance mapping table. When
the distance is less than the communication distance of an
ordinary sensor node, the ordinary sensor node transfers
the collected data to the cluster head node by direct delivery.
When the distance is greater than the communication dis-
tance of an ordinary sensor node, the ordinary sensor node
selects a relay node according to the method described
below.

Assume that the position distribution relationship of
cluster head node, candidate relay node, and ordinary sensor
node is shown in Figure 5.

According to geometric knowledge, the calculation
method of the included angle θ is shown in

θ = cos−1
d22 + d23 − d21
2 × d2 × d3

, ð10Þ

where d1 is the distance between the cluster head node and
the candidate relay node, d2 is the distance between the can-
didate relay node and the ordinary sensor node, and d3 is
the distance between the ordinary sensor node and the clus-
ter head node.

If the ordinary sensor node cannot directly transmit the
data to the cluster head node, the nodes within the one-hop
communication range of the ordinary sensor node are classi-
fied and stored in different sets. The classification method is
based on the above-mentioned included angle θ, and nodes
meeting different conditions will be divided into different
sets.

Since the goal is to transfer data in the direction closer to
the cluster head node, for nodes within the communication
range of ordinary sensor nodes, nodes within the range of
θ ∈ ½π/2, π� are stored in the invalid set. The nodes in this
set will never be selected. Next, divide the nodes in the range
of θ ∈ ½0, π/2Þ into three sets. The Pri1 set stores the nodes in
the range of θ ∈ ½0, π/6Þ. The Pri2 set stores the nodes in the
range of θ ∈ ½π/6, π/3Þ. The Pri3 set stores the nodes in the
range of θ ∈ ½π/3, π/2Þ. The priority relationship of the nodes
is Pri1 > Pri2 > Pri3. Then, calculate the priority of each
candidate relay node in the Pri1, Pri2, and Pri3, as shown in

Pris i, jð Þ = λ × π/2ð Þ − θ

π/2 + 1 − λð Þ × dij, ð11Þ

where Prisði, jÞ represents the priority function for the i-th
ordinary sensor node in the cluster to select the j-th candi-
date relay node in the range of the set s for relaying. The
set s is one of Pri1, Pri2, and Pri3. λ is the weight coefficient,
and λ ∈ ð0, 1Þ. θ is the angle in the middle of the connection
between the candidate relay node and the ordinary sensor
node, and the connection between the ordinary sensor node
and the cluster head node. The larger the value of ðπ/2Þ − θ,

Cluster head
node

Candidate relay
node

Candidate relay
node

Ordinary sensor
node

θ

Figure 4: Data transmission model using relay node.
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the closer the position of the candidate relay node is to the
direction of the cluster head node within the range of the
candidate set. dij is the Euclidean distance between node i
and node j. In order to reduce the number of hops from
the ordinary sensor node to the cluster head node as much
as possible, data should be transmitted to the candidate relay
node closest to the cluster head node and farthest within the
communication distance of the node. That is, a candidate
relay node with a larger priority function value is more likely
to become the final relay node.

Next, perform energy discrimination on the candidate
relay node j with the largest priority function value Prisði, j
Þ. When the remaining energy of node j is greater than the
average remaining energy of all nodes in the set Pri1, Pri2,
and Pri3, the candidate relay node becomes the final relay
node. Otherwise, the node with the second priority function
value is judged. By analogy, the energy discrimination
method of nodes is shown in

Flag j½ � = Eresidual j½ �
Eavg

, ð12Þ

where Flag½j� is the flag bit for whether node j is elected. If
its value is greater than 1, node j is elected as the final relay
node. Eresidual½j� is the remaining energy value of the current
candidate relay node j, and Eavg is the average remaining
energy of all nodes in the set Pri1, Pri2, and Pri3. If there
is no node in the set Pri1 that meets the requirements, the
nodes in the set Pri2 are judged. If there is no node in the
set Pri2 that meets the requirements, the nodes in the set P
ri3 are judged until a suitable relay node is selected. If there
is no suitable relay node for relaying, the ordinary sensor
node is marked as unreachable.

If the data transmission range of the optimal relay node
still cannot transmit data to the cluster head node, continue
to select the next hop relay node for relay transmission accord-
ing to the above method. If within the specified number of
hops, the data still cannot be transmitted to the cluster head
node, the ordinary sensor node is marked as unreachable.

4.4. Energy Consumption Model of Wireless Sensor Networks.
Since the energy consumption of nodes in a wireless sensor
networks is mainly composed of transmission energy con-
sumption and receiving energy consumption, in the process
of data transmission and data reception of sensor nodes, for
short-distance transmission, the free space model is adopted,
and for long-distance transmission, the multipath fading
model is adopted [20]. The wireless transmission model is
shown in Figure 6.

For the symmetric propagation channel, the energy con-
sumption when the sensor node transmits k bits data in the
data packet to d meters away is shown in [21]

d0 =
ffiffiffiffiffiffiffiffi
Ef s

Emp

s
, ð13Þ

ETx k, dð Þ = ETxele
kð Þ + ETxf s/mlp

k, dð Þ, ð14Þ

ETx k, dð Þ =
Eele × k + Ef s × k × d2, d ≤ d0,

Eele × k + Emp × k × d4, d > d0:

8<
: ð15Þ

The energy consumption of sensor nodes receiving k bits
data is calculated according to

ERx kð Þ = Eele × k, ð16Þ

where ETxðk, dÞ is the data sending energy consumption,
ERxðkÞ is the data reception energy consumption, Eele is
the energy consumption per bit of the transmitter or
receiver, Ef s is the free space model parameter, and Emp is
the multipath fading model parameter.

d1

d2

d3

Cluster head
node

Ordinary sensor
node

Candidate relay
node

θ

Figure 5: Position distribution relationship of three kinds of nodes.
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Figure 6: Wireless transmission model.
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The data fusion energy consumption of sensor nodes for
k bits data is shown in

EF kð Þ = k × Eda, ð17Þ

where EFðkÞ is the energy consumption of data fusion and
Eda is the energy consumption parameter of data fusion.

5. UAV Path Planning Based on Improved ACO

When there are multiple separated environmental monitor-
ing areas, these different monitoring areas have different
area and different number of sensor nodes, as shown in
Figure 1 in Chapter 3. How to make the UAV start from
the data center, use the new cluster head node information
obtained in the previous round, use appropriate algorithms,
follow the preplanned path to collect data from the cluster
head nodes in each monitoring area, and transfer the col-
lected environmental data to the data center is an important
issue.

This problem can be simplified to a traveling salesman
problem (TSP) with a fixed starting point and ending point
[22]. The TSP problem is one of the most well-known prob-

lems in the field of mathematics. It can be described as fol-
lows: suppose a UAV starts from the data center and needs
to fly to N sensor cluster head nodes for data collection. It
must plan the flight path. The restriction is that each cluster
head node can only be passed once and finally needs to
return to the data center to submit sensing data. The goal
of selecting the flight path is to require the resulting flight
path to be the minimum of all paths. The TSP problem is
an NP-hard problem with the computational complexity of
NPC. Next, the research focus of this chapter will be put for-
ward: UAV path planning method based on improved ant
colony optimization.

For solving the task of UAV starting from a fixed data
center, collecting sensing data from the cluster head nodes
that in the separated environmental monitoring area in turn,
and returning the collected data to the data center, this sec-
tion uses an improved ACO to obtain a better approximate
optimal solution. Introducing the simulated annealing algo-
rithm with dynamic simulated annealing probability coeffi-
cient and tempering algorithm to further optimize the
UAV’s data collection path.

The algorithm process of the improved ACO is as
follows.

Start

Initialize pheromone and
heuristic value

Introduce simulated
annealing iteration

Excute ant search
algorithm

Initialize the taboo table
of ants

Set the starting node of
the ant search algorithm

Calculate the cluster
head node to be reached

next

Path update
complete

Ant search complete

Calculate the shortest
path objective function

value

Better than the
value at the previous

temperature

Update path and
shortest path value

Update dynamic SA
probability coefficient

Whether to meet the
new path acceptance
probability condition

Update pheromone

Whether to meet the
tempering conditions

Execute tempering
algorithmUpdate temperature

Whether to complete
the simulated

annealing iteration

Obtain the optimal path
and shortest path value

End

No No No

No

Yes

No

Yes

No

Yes
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Figure 7: Execution flow chart of improved ACO.
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Step 1. Initialize ant pheromone and heuristic value. Initialize
the pheromone value of each edge in the UAV data collec-
tion path and the taboo table of each ant. The pheromone
value on each edge is initialized to a smaller value r0. The
taboo table of each ant is used to record the sensor cluster
head nodes that the ant has walked so far. Initialize the taboo
table of each ant as the sensor cluster head node where the
ant is currently located, and set the length of the taboo table
to a. In the initial state, the pheromone value released by the
ant on each edge is 0.

Step 2. Introduce the simulated annealing to iterate to con-
struct the flight path of UAV. At the temperature T of the
simulated annealing algorithm, perform an ant search. Ant
k determines the sensor cluster head node to be reached in
the next step according to the probability pkijðtÞ, until it
finally forms a legal UAV data collection path. Among them,
the cluster head nodes that have passed are recorded in the
taboo table. These nodes recorded in the taboo table cannot
be included in the cluster head nodes that the ant will reach

in the future. The calculation method of probability pkijðtÞ is
shown in

pkij tð Þ =
τij tð Þ
� �α ηij tð Þ

h iβ
∑s∈ak τis tð Þ½ �α ηis tð Þ½ �β

0, other,

8>>><
>>>:

, j ∈ ak, ð18Þ

where pkijðtÞ is the selection probability of ant kmoving from
cluster head node i to cluster head node j in the t-th iteration
and α is the pheromone factor. The larger the value of α, the
greater the influence factor of the pheromone in the selec-
tion probability of the cluster head node. β is the heuristic
value factor. The larger the value of β, the greater the influ-
ence factor of the heuristic value in the selection probability
of the cluster head node. ak represents the cluster head node
set that is not restricted by the taboo table. τijðtÞ represents
the pheromone on the edge ði, jÞ of the ant in the t-th itera-
tion, and ηijðtÞ represents the heuristic value for the ant to

1. Initialize pheromone and heuristic value;
2. Initialize the taboo table of ants;
3. Introduce Simulated Annealing iteration;
4. Execute ant search algorithm;
5. Set the starting node of the ant search algorithm;
6. Calculate the cluster head node to be reached next;
7. If Path update is not complete then
8. Return to step 5 and continue to execute;
9. Else
10. If Ant search is not complete then
11. Return to step 4 and continue to execute;
12. Else
13. Calculate the shortest path objective function value;
14. If Better than the value at the previous temperature then
15. Update path and shortest path value;
16. Update pheromone;
17. If the tempering conditions are met then
18. Execute tempering algorithm;
19. Update temperature;
20. If the Simulated Annealing iteration is completed then
21. Obtain the optimal path and shortest path value;
22. Else
23. Return to step 3 and continue to execute;
24. End if
25. Else
26. Go to step 19;
27. End if
28. Else
29. Update dynamic SA probability coefficient;
30. If the new path acceptance probability condition is satisfied then
31. Go to step 15;
32. Else
33. Go to step 16;
34. End if
35. End if
36. End if

Algorithm 1:The improved ACO.
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move from the cluster head node i to the cluster head node j
in the t-th iteration. This value is usually the reciprocal of
the distance dij between cluster head node i and cluster head
node j. S are the cluster head nodes that are not restricted by
the taboo table. With the constraint of Equation (18), the ant
will not pass through the cluster head node again, thus
ensuring that the UAV will not repeatedly pass the same
cluster head node during the data collection process.

Step 3. Obtain the shortest flight path of the UAV in the t-th
iteration. After the t-th iteration, each ant has completed a

tour through each cluster head node. Calculate the length
of the path travelled by each ant, and save the shortest path
travelled, thereby obtaining the objective function value.
Compare the newly obtained shortest path value with the
original shortest path value (the shortest path value gener-
ated by the first iteration process is not compared, and the
result of the next iteration is waited for). If the newly
obtained shortest path value is better than the shortest path
value at the last temperature, then directly update the UAV
flight path and shortest path value. Then, follow Step 4 to
update the pheromone on each edge. If the newly obtained
UAV flight shortest path value is not better than the shortest

0

100

200

300

400

500

600

700

Ti
m

e s
te

ps
 (r

ou
nd

s)

LEACH Fuzzy KM–CF DCSD–single

The name of scheme
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path value at the last temperature, update the dynamic sim-
ulated annealing probability coefficient according to

ωcurrent = ωmax − ωmax − ωminð Þ × tcurrent
tmax

, ð19Þ

where ωcurrent is the dynamic simulated annealing probabil-
ity coefficient of the current iteration number, ωmax is the
maximum dynamic simulated annealing probability coeffi-
cient, ωmin is the minimum dynamic simulated annealing

probability coefficient, tcurrent is the current iteration num-
ber, and tmax is the maximum iteration number.

Then, the Metropolis acceptance criterion [23] is used to
calculate the probability Pcurrent of introducing the dynamic
simulated annealing probability coefficient at the current
temperature Tcurrent to decide whether to accept the new
path. The probability Pcurrent at temperature Tcurrent is calcu-
lated according to

Pcurrent = ωcurrente
dE/kTcurrent , ð20Þ
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where dE is the difference between the shortest path objec-
tive function value of this iteration and the shortest path
objective function value of the previous iteration, k is the
coefficient, and Tcurrent is the current temperature value.

Randomly generate a random number a0 in the ð0, 1Þ
interval. If a0 ≤ Pcurrent , accept this solution, update the
UAV flight path, and update the shortest path value. Other-
wise, discard the solution generated in this iteration. From
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the Equation (20), it can be concluded that as the iteration
progresses, the temperature T is continuously reduced due
to the effect of the cooling coefficient, and the value of
ωcurrent continues to decrease with the increase of the num-
ber of iterations. Therefore, the value of the probability
Pcurrent is continuously reduced. That is, the probability of
accepting a poor solution is constantly decreasing, similar
to the annealing crystallization process of crystals in nature.

Step 4. Update the pheromone value. The update of the pher-
omone on each edge of the path includes the volatilization of
the pheromone due to the passage of time and the newly
produced pheromone released by the ants when they passed
by. Pheromone is updated according to the rules shown in

τij t + 1ð Þ = 1 − ρð Þτij tð Þ + 〠
m

k=1
Δτkij t, t + 1ð Þ, ð21Þ

where τijðt + 1Þ is the pheromone on the edge ði, jÞ at the
ðt + 1Þ-th iteration and τijðtÞ is the pheromone on the edge
ði, jÞ at the t-th iteration. ρ is the pheromone volatilization
factor, and ρ ∈ ð0, 1�. 1‐ρ is the pheromone maintenance fac-
tor. k is the k-th ant. m is the total number of ants. Δτkijðt, t
+ 1Þ is the pheromone released by the k-th ant on the edge
ði, jÞ when it passes during the t-th iteration. Δτkijðt, t + 1Þ is
calculated according to the method shown in

Δτkij t, t + 1ð Þ = Q
lk
μ , ð22Þ

where Q is the pheromone enhancement factor, lk is the
length of the path constructed by the k-th ant, and μ is the
coefficient. The smaller the path length lk, the Equation
(22) shows that the higher the pheromone content on each
edge of the path, and the greater the probability of being
selected by other ants.

After all ants complete the pheromone update operation,
save and record the shortest path of current UAV data col-

lection. Then, initialize the taboo table and pheromone
increment.

Step 5. Judgement of tempering conditions. After the phero-
mone released by the ants on each edge is updated, it is
checked whether the tempering conditions are met, so as
to decide whether to perform the tempering operation.
Whenever the temperature T during the simulated anneal-
ing operation is less than or equal to the minimum value
of the tempering temperature Tmin tempering, and the current
tempering times Hcurrent has not reached the set maximum
upper limit of the tempering times Hmax, use Equation (23)
for tempering operation.

Tcurrent = Tmax tempering, ð23Þ

where Tcurrent is the current temperature value and
Tmax tempering is the highest temperature value of the temper-
ing temperature. According to the above operation, at most
Hmax tempering operations are performed, the objective
function value is more optimized.

Finally, use the cooling coefficient to update the temper-
ature value, and the update method is shown in

T t + 1ð Þ = T tð Þ × qcooling, ð24Þ

where Tðt + 1Þ is the temperature after the update, TðtÞ is
the temperature before the update, and qcooling is the cooling
coefficient.

Repeat the execution from Step 2 and loop in turn until
the termination condition of the improved ACO is met. The
final optimal path and shortest path value are output. The
execution process of the improved ACO is shown in
Figure 7 and Algorithm 1.

The improved ACO is implemented in the UAV node to
realize edge computing. Before the next round of data collec-
tion tasks arrive, the UAV plans the data collection path
through the new cluster head node ID and coordinate value
calculated by itself in the previous round. The UAV collects
sensor network data according to the data collection path
planned in advance. Among them, when the UAV performs
the first data collection task, it uses the cluster head node ID
and coordinate values obtained by the initial clustering to
plan the path, and can ignore the influence of other factors.

6. Simulation Experiment and Result Analysis

This chapter uses MATLAB R2019a to perform simulation
experiments to analyse the performance of the solutions pro-
posed and discussed above.

Dead nodes refer to the nodes whose remaining energy is
not enough to continue to complete the data collection task
of the sensor network. Figures 8–11 show the first rounds of
10% of the nodes die, 30% of the nodes die, half of the nodes
die, and all of the nodes die in the sensor network under
LEACH [24], Fuzzy [25], KM-CF [26], and DCSD-single
scheme proposed in this paper which is suitable for single-
hop scenarios. In a sensor network, the number of rounds

Table 1: Simulation experiment parameter settings of improved
ACO.

Parameters Parameter choice

Number of ants 100

Pheromone factor 4

Heuristic factor 3

Pheromone volatile factor 0.1

Pheromone enhancer factor 1

Cooling factor 0.95

Initial temperature 2000K

End temperature 0K

Upper limit of tempering temperature 1000K

Lower limit of tempering temperature 500K

Maximum number of tempering 2

Number of iterations 300
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in which 10% of the nodes die, 30% of the nodes die, half of
the nodes die, and all of the nodes die for the first time is an
important performance evaluation index for the life cycle of
the sensor network. As can be seen from the figure, com-
pared with the other three schemes, the scheme proposed
in this paper delays the first occurrence of the death of
10% nodes, the death of 30% nodes, the death of half nodes,
and the death of all nodes and has better performance.

As mentioned earlier, for scenarios with a large network
range, the UAV-assisted sensor data collection method pro-

posed in this paper for single-hop scenarios can be used to
divide an appropriate number of clusters. This method
makes the distance between the sensor node and the cluster
head node less than or equal to the communication distance
of the node to complete the single-hop transmission between
the sensor node and the cluster head node, which is the
DCSD-single scheme. Or use the UAV-assisted sensor net-
work data collection method proposed in this paper for mul-
tihop scenarios. Select a suitable relay node as a transmission
relay, and solve the unreachable problem caused by the

Table 2: Coordinate information of data center and cluster heads.

The category of the node Node number Node abscissa Node ordinate Node number Node abscissa Node ordinate

Data center 1 500.0000 1000.0000

Sensor network 1

2 221.5789 555.4625 3 42.1414 728.7543

4 41.1697 638.8750 5 266.0404 768.2090

6 108.4884 748.4868 7 35.6075 565.2155

8 135.1900 646.9238 9 249.1216 642.9315

10 119.5054 552.3907 11 199.0793 738.1214

Sensor network 2

12 1011.9638 770.9435 13 818.4280 657.0365

14 842.5954 778.2446 15 894.6581 608.0746

16 901.0757 706.7549 17 981.4248 656.3408

18 912.5777 831.7891

Sensor network 3

19 611.1036 430.7296 20 436.8288 384.1664

21 504.2333 379.2322 22 557.5915 354.8317

23 472.0340 473.5037 24 454.2806 296.9911

25 576.2068 289.9250

Sensor network 4
26 101.4379 27.3214 27 35.8978 71.9208

28 113.7558 118.9788

Sensor network 5
29 1242.7748 151.2065 30 1327.0224 163.8992

31 1271.5899 74.8152
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Figure 14: Optimal flight path of ACO.
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distance between the sensor node and the cluster head node
being larger than the node communication distance. It is the
DCSD-multi scheme.

The experimental scene is expanded. The DCSD-single
scheme in the single-hop scenario and the DCSD-multi
scheme in the multihop scenario are compared and tested
in a 400m ∗ 400m monitoring area with 200 sensor nodes
randomly distributed. Among them, in order to make multi-
hop transmission occur, appropriately expand the range of
each cluster in the DCSD-multi scheme in the multihop
transmission scenario, that is, reduce the number of cluster
head nodes in the network.

Because the flying height of the UAV will affect the dis-
tance between nodes, it will affect the energy consumption of
information transmission. Therefore, the following compar-
ative experiment considered the influence of the UAV’s
flight height on the experimental results.

Figures 12 and 13 show that when the number of cluster
head nodes in the DCSD-single scheme is 16 and the num-
ber of cluster head nodes in the DCSD-multi scheme are
12 and 8, the comparison graph of 10% of the nodes die,
30% of the nodes die, half of the nodes die, and all of the
nodes die for the first time and the comparison graph of
the network life cycle with the UAV flight altitude change.
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Figure 15: Optimal flight path of SA.

0 200 400 600 800 1000 1200 1400

Network range (m)

N
et

w
or

k 
ra

ng
e (

m
)

0

200

300

400

500

600

700

800

900

1000

100
26

27
28

24 25
222120

23
19

31

3029

2107
4 8 9

1163
5

18

1

12

17
16

15
13

14

Figure 16: Optimal flight path of GA.
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Figure 13 shows the impact of UAV flight height on the
performance of various schemes. As the flying height of the
UAV increases, the cluster head node needs more transmis-
sion power to transmit data to the UAV node, which leads to
an increase in the energy consumption of the cluster head
node and reduces the life cycle of the network. Therefore,
when the UAV is actually used to assist the sensor network
for data collection, under the premise of ensuring safety,
reducing the flying height of the UAV to a certain extent
can delay the death time of the sensor nodes in the environ-
mental monitoring area.

This chapter uses MATLAB R2019a to plan the UAV
data collection path. Assume that there are five environmen-
tal monitoring areas separated from each other due to geo-
graphical environmental factors, which form a distributed
wireless sensor networks through the flight transmission of
UAV. According to the method of “store-carry-forward,”
starting from the data center, the UAV collects data from
the cluster head nodes in each separated environmental
monitoring area through the designated algorithm, and then
according to the planned optimal path, the UAV finally
transmits the data to the data center. In most ecological
environmental monitoring scenarios, sensor nodes are
deployed on the ground, so the height of each sensor node
is ignored, and the network scenario is simplified to a two-

dimensional coordinate plane. This scene has a data center
and five separated sensor network environmental monitor-
ing areas.

The algorithm evaluation indicators in this chapter
mainly include the total path length of UAV data collection,
the minimum number of iterations required for each algo-
rithm to reach the shortest path, and the convergence speed
of each algorithm. Suppose the data center coordinates are
(500, 1000), the range of sensor network 1 is 300m ∗ 300
m, and the number of nodes is 100. The range of sensor net-
work 2 and sensor network 3 is 250m ∗ 250m, respectively,
and the number of nodes is 70, respectively. The range of
sensor network 4 and sensor network 5 is 150m ∗ 150m,
respectively, and the number of nodes is 50, respectively.
According to the cluster head election method described in
Chapter 4, the coordinates of the sensor cluster head nodes
in each monitoring area can be obtained during a certain
round of data collection. The simulation experiment param-
eter settings of the improved ACO are shown in Table 1.

This chapter conducts simulation experiments on four
intelligent algorithms. The node numbered 1 shown by the
five-pointed star logo represents the data center. The cluster
head nodes elected in each partitioned environmental mon-
itoring area are represented by number 2-31, respectively.
The coordinate of the data center and the coordinate infor-
mation of the cluster head nodes elected in each partitioned
sensor network are shown in Table 2.

Figures 14–17 show the results of using four algorithms
for UAV data collection path planning, respectively.
Figures 14–17 show the optimal flight path for UAV path
planning using four algorithms, respectively. Among them,
1 is the data center, which is the starting point and end point
of the UAV data collection process. Nodes 2-31 are cluster
head nodes distributed in each partition monitoring area.

The comparison of the number of iterations and the
shortest path length of the ant colony optimization,

Table 3: Performance comparison of four algorithms.

Algorithm name
Number of iterations

to convergence
Shortest path
length (m)

ACO About 180 4697.07

SA About 290 6389.05

GA About 270 4802.35

Improved ACO About 170 4410.41
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Figure 17: Optimal flight path of improved ACO.
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simulated annealing, genetic algorithm, and improved ACO
to achieve convergence is shown in Table 3.

The comparison of the iterative curves of the four algo-
rithms to reach the shortest path of UAV data collection is
shown in Figure 18. It can be seen from the figure that in
the experimental scenario proposed in this chapter, the qual-
ity of the solution is poor in the initial search execution stage
of the simulated annealing and the convergence speed of the
algorithm is slow when it reaches the shortest path. The
genetic algorithm also has the problem of low solution qual-
ity in the initial search execution stage, and the convergence
speed is slow when it reaches the shortest path. However,
compared with simulated annealing, genetic algorithm
greatly reduces the shortest path length. In comparison, the
ant colony optimization and the improved ACO can obtain
higher-quality solutions in a limited number of iterations;
that is, they can converge to the shortest flight path of the
UAV faster. Using the improved ACO to plan the UAV data
collection path can get a better shortest path length and can
get the convergent shortest path result at the fastest speed.

7. Conclusion and Outlook

This paper studies the data collection method of sensor
network based on UAV and introduces the idea of edge
computing into it. Distributed wireless sensor networks
separated from each other are assisted by UAV technology
for clustering and cluster head elections, which reduces the
overall energy consumption of the distributed sensor net-
work. Then, the improved ant colony optimization is used
to plan the UAV data collection path. Through the “store-

carry-forward” method, the UAV takes the shortest path to
carry the sensed data and transmits it to the data center.

In future work, we will consider the use of UAVs to
charge and collect data in the sensor network, consider the
impact of different sensor node distribution patterns on
the performance of the sensor network, and consider
multi-UAVs to coordinate the data collection of the sensor
network to further improve the efficiency of data collection
to serve a wider monitoring area and complete the corre-
sponding environmental monitoring tasks.

In addition, it is considered that the intelligent algorithm
(improved ACO) can be changed into a reinforcement learn-
ing algorithm, and a reinforcement learning algorithm that
conforms to its own scene can be set, so that the UAV can
plan the optimal path by itself, thus improving the data col-
lection efficiency of the sensor network.
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With prevalent utilization of multirobot cooperation (MRC) systems, people pay more attention to improve the system
performance. Among them, the energy consumption and implementation latency of MRC systems are major concerns, and
mobile edge computing (MEC) provides a potential way to solve these problems. Therefore, how to leverage MEC to get the
balance between computing and communication consumption in MRC systems needs to be investigated urgently. In this
paper, a MRC system deployed to accomplish multiple time-critical tasks by MEC technology is studied. The proposed MRC
system includes a powerful master robot (MR) and several slave robots (SRs). As a scheduler, MR is responsible for allocating
tasks to SRs and has more computing power. SRs are robots with sensors that interact with the environment. In this paper, we
propose a strategy for task allocation and resource management in MRC systems. The results show that the proposed scheme
can effectively reduce the total energy consumption in SRs.

1. Introduction

At present, there are many practical applications of multiro-
bot systems, such as floor mopping robots, rescue robots
after nature disasters, surgery by surgical robots, and manu-
facture by mechanical arms [1]. Obviously, multirobot col-
laboration can greatly improve efficiency compared to a
single robot. Therefore, a very hot research direction is the
MRC system [2]. However, in a MRC system, the difficulty
in accomplishing the lantency-sensitive and computation-
intensive tasks comes from diverse computation, communi-
cation and sensing capacities of the individual robots, and
the limited battery budget [3]. On the one hand, multirobots
need cooperate to accomplish the time-critical jobs. On
the other hand, efficient cooperation between multirobot
is definitely inseparable from efficient communication.
Fortunately, MEC technology has emerged as a promising
solution to enable the task offloading via wireless commu-
nication, which perfectly fits the MRC system structure.

As driven by the explosive growth on data traffic, arti-
ficial intelligence (AI) has revolutionized science and social
life. However, AI also brought tremendous computation
workloads [4]. Inevitably, robots also undertake more
and more AI tasks in various applications, which imposes
a certain computational burden on robot with limited size.
To ease these burdens, many research have been done to
accelerate computing efforts in the following three areas
[2]: different types of robots, control architectures, and
communication technologies.

In order to solve the above problems, both the field of
robotics and the field of communication are making contri-
butions. In robotics, the solution is to collaborate by adding
more robots to overcome the resource constraints of a single
robot. Firstly, in [5], the author introduces the controlled
mobility to enable the sparse sensing, which can be exploited
for energy-efficient and nonredundant sensing in MRC net-
works. Secondly, through efficient wireless communication
technology, robots can share data and working status. In
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[6], the authors come up an ad hoc based MRC system in
which p-persistent real-time ALOHA is used as the channel
competation strategy. By doin this, they achieve ultrareliabil-
ity and ultralow latency communication. Furthermore, some
researchers have noticed that with the development of wire-
less communication technology, it is a feasible way to deploy
the computing tasks of robots to the cloud [7]. For instance,
in [8], the authors utilize a distributed framework to build a
visual SLAM robotic system, where cloud servers are respon-
sible for map optimization and storing information to
reduce computational workload. Furthermore, UAV is a seg-
ment of robotics research that has received great attention,
and in [9], a joint offloading and trajectory design scheme
that minimizes the sum of maximum delay is proposed in
a MEC-based UAV system.

As an emerging computation offloading and wireless
communication combination technology, MEC deploys
cloud-like functions closer to the edge of networks to reduce
latency. MEC trades off computational offloading and wire-
less communication, which plays an important role in
reducing energy consumption and computing latency [10].
MEC has also been extensively used in many areas including
vehicle to vehicle (V2V) [11], unmanned aerial vehicle
(UAV) [12], and augmented reality [13]. In [14], an air-
ground integrated multiaccess edge computing system has
been investigated. The interaction among mobile users has
been modelled as a stochastic game, which is transformed
into a single-agent Markov decision process at each user.
Then, an online deep reinforement learning scheme has been
proposed to approximate the Q-factor and postdecision Q-
factor, respectively, which is used to find the optimal solution
at each user. In [15], computation offloading in beyond the
fifth generation networks has been studied, where the combi-
nation of the wireless communications and multiaccess edge
computing is considered. Multiagent Markov decision process
has been applied to model the computation offloading prob-
lem, where a distributed learning framework is developed.
Authors in [16] have extended the MEC technology to the
unlicensed bands, where a context-aware communication
approach is to efficiently integrate licensed and unlicensed
spectrums by MEC technologies.

Based on above investigation, we can observe that MEC
is suitable for computation task offloading in MRC systems.
In [17], the authors propose an energy-efficient task offload-
ing scheme for multiple devices for TDMA and OFDMA
systems. Moreover, in [18], an algorithm based on Alternat-
ing Direction Method of Multipliers (ADMM) is proposed to
maximize the revenue of MEC system operator (MSO),
which is comprehensive considering offloading, resource
allocation, and content caching strategies. To overcome net-
work congestion and long latency in cloud computing, a
multilevel resource management algorithm is designed in
[19], in which cloud and edge servers cooperate to complete
tasks. In the scenario of multiserver serving multiuser, [20,
21] have proposed centralized and distributed methods to
derive the optimal task offloading strategies, respectively.
In [22], we have propose a MEC-based MRC system and
an algorithm to offload task and allocate the resource which
focus on fairness and robustness. In [23], we have developed

the optimal resource scheduling scheme to ensure that the
task can be accomplished in time. Therefore, in our previous
work [22, 23], there have two different models, where the
optimal model guarantees the performance, and the fairness
model guarantees that the SR is always “online.” However,
how to achieve the optimality and fairness is still an urgent
problem to be solved.

This paper is devoted to proposing a resource allocation
scheme applied to an MRC system, which minimizes the
total energy consumption of SRs under a task implementa-
tion latency constraint. First, we consider a complicated real-
istic scenario where the SRs are in charge of the sensing and
data collection and a MR is responsible for the task offload-
ing and wireless communication resource management.
Accordingly, a task implementation strategy in MEC-based
MRC system is proposed, in which we divide each task into
three parts. Then, an optimal and fair resource scheduling
scheme is proposed to minimize the energy consumption
of SR. The results show that the proposed scheme can effec-
tively reduce the total energy consumption in SR.

2. System Model

In the paper, a time-critical task implementation process is
proposed for MRC systems, and an MEC-based resource
allocation scheme is studied. As shown in Figure 1, a MR
M cooperates with K SRs, which denoted by a set of S =
fs1, s2,⋯, sKg. In addition, a powerful base station will han-
dle some computing tasks for MR. The MR has more pow-
erful computing ability than SRs, but SR has the ability to
interact with the environment. Then, we let the MR lead
multiple SRs on latency-sensitive computationally intensive
tasks, such as AI applications and path planning.

As shown in Figure 2, the proposed task implementation
process is divided to three stages. The first stage is called the
sensing stage where each SR collects data required by the
task under a duration of TðssÞ. The second is named as SR
offloading stage. The SRs will process a certain amount of
data locally and the rest of data will be offloaded to the
MR with a time limitation TðcoÞ

s . In the MR offloading stage,
which is the third stage, the MR also preform computation

and offloading trade-offs to meet the latency TðcoÞ
M .

On the one hand, the MR needs to decide the amount of
data each SR needs to collect, the transmit power of each SR,
and the amount of data offloaded from each SR. The MR
makes decisions based on the channel status of the SR and
the remaining battery power, so the SR will feed back these
information to the MR through the control channel at the
beginning to ensure reliable communication. The MR then
feeds back the decision to each SR via the control channel.
Similarly, at the beginning of the third stage, the MR first
measures and estimates the channel state information
between the MR and the BS.

On the other hand, general working robots cannot be
very large, so their battery and computing device capabilities
are also limited. So we assume that SR has much less battery
capacity and computing power than MR, and most of the
energy of SR will be spent on sensing and collecting data
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in the first stage. In order to maintain the functionality of the
MRC system for as long as possible, the power consumption
of the SR should be minimized and balanced. To achieve this
goal, the mathematical model of the system will be described
in detail in the following subsections.

2.1. Data Collection Model. Firstly, MR will allocate different

sensing time tðssÞk to each SR based on the information pro-
vided by the SR, which is a variable. The amount of collected
data bits at the k-th SR is denoted as

dk =
p ssð Þ
k t ssð Þ

k

Hk
, ð1Þ

where Hk represents the energy consumption used to sense

one bit [24], and pðssÞk is a constant which denote as the sens-
ing power consumption at the kth SR.

2.2. Computation-Offloading Model. Figure 2 also shows the
direction of data flow and energy consumption in the MRC

system. Let dðolÞk denotes the offloaded data bits from the kth

SR to the MR, and dM =∑k∈Sd
ðolÞ
k as the total received data

from SRs.

Then, (dk − dðolÞk ) bits are the data that need to be proc-
essed locally. Moreover, let Wk represents the computation
capability of the kth SR, which is the number of central pro-
cessing unit (CPU) cycles executed per second, and WM as
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SR 1
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model
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linkWireless communication link

Wireless communication link
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Figure 1: Multirobot cooperation system model.

SR 1

SR 2

SR 3

SR K

MR

Energy in each
SR

MR local
computing

SR local
computing

SR sensing

MR allocate
tasks

SR offload
data to MR

MR offload
data to BS

T (ss)
Sensing

Ts
(co)

Slave robots
computation

offloading

TM
(co)

Master robot
computation

offloading

Figure 2: The time division structure and energy flow for system model.

3Wireless Communications and Mobile Computing



the computation capacity of the MR. Moreever, Ck as the
number of CPU cycles is required at the kth SR to calculate
1-bit data, and CM as the number of CPU cycles is required
for computing 1-bit of data at the MR. To guarantee the
latency constraint, the time spent on local computing should
be less than a threshold TðcoÞ

s .

2.3. Communication Model. Consider the TDMA system.
According to Shannon formula, the transmission data rate
from the k-th SR to the MR is given by

rk = Bk log2 1 + p trð Þ
k hk
Nk

 !
, ð2Þ

where Bk is the channel bandwidth allocated to the kth SR,

pðtrÞk is the transmission power consumed at SR k, hk denotes
the mean channel gain on the wireless channel between SR k
and the MR, and Nk is the Gaussian channel noise, which is
fixed. It is noteworthy that the channels between the SRs and
MR experience both large fading due to the path loss and
shadowing and fast fading due to the reflection and diffrac-
tion. Based on Equation (2), the time spent on offloading
data from the kth SR to the MR can be written as

t olð Þ
k = d olð Þ

k

rk
: ð3Þ

Similarly, when the MR offloads the data to the BS, the
transmission rate is given by

rM = BM log2 1 + p trð Þ
M hM
NM

 !
, ð4Þ

where BM is the bandwidth allocated to the MR, pðtrÞM is
transmission power allocation at the MR, hM is the mean
channel gain between the MR and the BS, and NM is the
noise power, which is fixed. According to Equation (4), the

time spent on the transmission at the MR is given by tðolÞM

=DðolÞ
M /rM .

2.4. Energy Consumption Model. As shown in Figure 2,
energy needs to be consumed in the three stages of the sys-
tem. It is worth noting that we assume that the BS has suffi-
cient computing and communication capabilities and
energy. In this paper, we focus on the energy consumption
of SRs, hence the computation time spent on the feedback
from the BS and the energy cost at the BS is neglected.

First, According to Section 2.1, the energy consumption

on sensing is given by EðssÞ
k = pðssÞk tðssÞk .

Next, the energy consumption on local computation at
the kth SR is given by

E coð Þ
k = dk − d olð Þ

k

� �
Ckp

coð Þ
k , ð5Þ

where pðcoÞk is the power consumption per CPU computing
cycle at the kth SR. Similarly, when the MR executes the

computation locally, the energy consumption is EðcoÞ
M = ðdM

− dolMÞCMp
ðcoÞ
M , where pðcoÞM is the power consumption per

CPU cycle of computing at the MR.
Finally, for convenience, we define a function f ðxÞ =Nk

ð2x/B − 1Þ, and according to Equation (3), the energy con-
sumed on data transmission at the kth SR and the MR is

given by EðtrÞ
k = pðtrÞk tðolÞk = tðolÞk /hkf ðdðolÞk /tðolÞk Þ and EðtrÞ

M = pðtrÞM

tðolÞM = tðolÞM /hM f ðDðolÞ
M /tðolÞM Þ, respectively.

Based on the above analysis, the total energy consump-
tion at the kth SR and the MR during the task implementa-

tion is given by Ek = EðssÞ
k + EðcoÞ

k + EðtrÞ
k and EM = EðcoÞ

M + EðtrÞ
M ,

respectively.

3. Problem Formulation

The aim of the proposed MEC-based resource allocation
scheme in MRC system is to accomplish time-critical tasks
while maintaining the function of the system as long as pos-
sible. Then, the key problem is how to management sensing
data and offload data in each SRs and MR. Furthermore, we
define a weighted factor αk associated with the kth SR, which
can be expressed as αk =min ðERe

k Þ/ERe
k , k ∈ S . The factor

takes into account the fairness among all SRs. Accordingly,
the optimization problem (P1) for the SRs is formulated as

min
t ssð Þ
K ,d olð Þ

K ,t olð Þ
K

� �〠
K

k=1
αkEk ð6Þ

s:t:〠
K

k=1
dk ≥D ð7aÞ

dk − d olð Þ
k

� �
Wk

≤ T coð Þ
s , k ∈ S ð7bÞ

E Reð Þ
k − Ek ≥ 0, k ∈ S ð7cÞ

T ssð Þ ≥ t ssð Þ
k ≥ 0, k ∈ S ð7dÞ

T coð Þ
s ≥ t olð Þ

k ≥ 0, k ∈ S ð7eÞ

dk ≥ 0, k ∈ S ð7fÞ

d olð Þ
k ≥ 0, k ∈ S ð7gÞ

where EðReÞ
k denotes the remaining battery energy at the kth

SR, tsK is the sensing time vector of SRs which denoted as

tðssÞK = ½tðssÞi �Ki=1, dðolÞK is the allocated offloading data vector of

SRs which represented as dðolÞK = ½dðolÞi �Ki=1, and tðolÞK is the time

vector spent on data offloading with tðolÞK = ½tðolÞi �Ki=1.
In problem (P1), the objective function is set to a min-

max problem to improve fairness among SRs. Constraint
(7a) is to guarantee the SRs collect the required number of
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data, (7b) ensures that each SR has an upper limit that spend
on the local computing. Similarly, (7d) and (7e) represent
the time constraints for the first and second stages, respec-
tively. (7c) is to guarantee that the total power consumption
at the kth SR is less than its remaining power.

Next, in the third stage, it needs to decide how much
data should be offloaded to the BS to minimize the energy
consumption. Accordingly, the problem (P2) is written as

min
t olð Þ
M ,d olð Þ

M

� � EM ð8Þ

s:t:E Reð Þ
M − EM ≥ 0 ð9aÞ

T coð Þ
M ≥ t olð Þ

M ≥ 0 ð9bÞ

dM − d olð Þ
M

� �
WM

≤ T coð Þ
M

ð9cÞ

dM ≥ d olð Þ
M ≥ 0 ð9dÞ

where (9a) is to guarantee that the total power consumption
at the MR is less than its remaining battery power, (9b) rep-
resents the time constraints for the third stages, (9c) ensures
that the time MR spend on the local computation should be

less than TðcoÞ
M , and (9d) is to guarantee that the offloaded

data bits are less than the total received data bits from SRs.

4. Proposed Algorithm

Through the analysis of the (P1), we find the energy con-
sumption of SRs is coupled with constraints (7a) and (7c),
which makes it complicated to solve the problem. To decou-
ple these two constraints, the Lagrangian dual method is
applied. Then, Lagrangian dual function corresponding to
(6) is given by

L = 〠
K

k=1
αkEk + 〠

K

k=1
ηk Ek − E Reð Þ

k

� �
, ð10Þ

where η = ½η1,⋯, ηn�T is Lagrangian multipliers.

According to (10), the dual problem is defined as

max
η≥0f g

min
t ssð Þ
K ,D olð Þ

K ,t olð Þ
K

� �L
8<
:

9=
;, ð11Þ

which is convex on η.
After decoupling, we can split the problem (P3) into

three subproblems. First, the subproblem (SP1) is to mini-
mize the weighted energy consumption of SRs during the
first stage, which is given by

min
t ssð Þ
K ,dK

� � 〠
K

k=1
αk + ηkð ÞE ssð Þ

k

s:t: 6að Þ, 6dð Þ, 6fð Þ
ð12Þ

Next, (SP2) is to minimize the weighted energy con-
sumption of SRs during the local computation and task off-
loading at the second stage, which is given by

min
d olð Þ
K ,t olð Þ

K

� � 〠
K

k=1
αk + ηkð Þ E coð Þ

k + E trð Þ
k

� �

s:t: 6bð Þ, 6eð Þ, 6gð Þ
ð13Þ

With Lagrange multipliers, η, (SP1), and (SP2) are all
convex optimization problems. In particular, (SP1) is linear
programming problems, which can be solved by the Interior
Point Method. The Block Coordinate Descent (BCD) [25]
optimization technique can be used to obtain the optimal
solution of (SP2). After achieving the optimal solution of

the subprime problem E∗, EðssÞ∗
k , EðcoÞ∗

k , EðtrÞ∗
k , the Lagrange

dual problem is a linear programming problem, which is for-
mulated as

max
ηf g

L t ssð Þ
K , d olð Þ

K , t olð Þ
K , η

� �
s:t: ηk ≥ 0, k ∈ S:

ð14Þ

The updating rule in the following Algorithm 1 can be
applied to derive the optimal η.

An optimal resource allocation scheme.
Initialize: System parameters, MR and BS; set ηk = 0; set R = 0 as the number of executed tasks.
While: MRC system can complete task, i.e., problem (P1) has a feasible solution: The Interior Point Method applied to the (SP1) to

obtain the globally optimal solution fd∗R,k, tðssÞ∗R,k g. And BCD method is used to solve the (SP2) to obtain the globally optimal solution

fdðolÞ∗R,k , tðolÞ∗R,k g; Gradient Descent (GD) method is applied to update parameters ηk; jump to step 4 until convergence; compute total

energy consumption of SRs, and update EðReÞ
R,k = EðReÞ

R,k − ER,k, which represents the remaining energy of each SR after processing the

current task; similarly, get the optimal solution fdðolÞ∗R,M , tðolÞ∗R,M g by solving the (P2) using BCD method; compute energy consumption

ER,M at the MR, and EðReÞ
R,M = EðReÞ

R,M − ER,M ; update R = R + 1.

Algorithm 1
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Based on the Interior Point Method, the solution of (P2)
can be achieved and the optimal task offloading and resource
management scheme can be derived for the MR since it is a
convex optimization problem. According to the above anal-
ysis, the optimal joint computation and communication
resource scheme is concluded in Algorithm 1.

5. Numerical Results

In this section, the performance of proposed task and
resource allocation scheme is investigated using computer
simulation on MATLAB. We will refer to our scheme, i.e.,
Algorithm 1 as “ROOP.” In order to reflect the performance
of the algorithm, the robust scheme, which named as “MRC-
RP,” we proposed in [23], is considered. The key parameters
used in the simulations are listed in Table 1.

5.1. ROOP Scheme Performance. Figure 3 shows the sensing
data size allocation and offloading data size versus the num-
ber of accomplished tasks in ROOP. On the one hand, since
we define a fairness factor αk, the SR3 with the least battery
will hardly participate in the task to save the battery energy.
On the other hand, due to good channel conditions of SR2 in
this simulation scenario, their transmission energy con-
sumption per bit is lower than local computing. Therefore,
SR2 are more inclined to offload more data to the MR. Fur-
thermore, the time limit has a great constraint on the off-
loading of the SR1, since the SR1 has a bad channel state.
Then, the results show that SR1 is not willing to offload.

Figure 4 demonstrates the remaining energy at each SR
versus the number of implementing tasks. It can be observed
that, in ROOP, since SR3 is assigned more tasks, it consumes
more energy than MRC-RP. However, SR3 consumes less

energy to performing tasks than SR1 and SR2, which means
the ROOP scheme is more friendly to the energy-less
robots. We can observe in Figure 3 that the overall energy
consumption in ROOP is smaller than MRC-RP. And as
the number of accomplished tasks increases, more energy
would be consumed and the remaining energy at the SRs
decreases as well.

5.2. Performance Comparison. Figure 5 depicts the total
energy consumption of SRs that complete different numbers
of tasks. We consider the baseline greedy offloading policy
(GOP) for comprehensive performance comparisons. The
specific strategy of the GOP is that the SR will offload as
many task bits as time permits. We observe that the total

3
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Figure 4: . The remaining battery energy corresponding to the
three SRs.
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Table 1: Simulation Parameters.

Number of SR 3

Number of MR 1

The initial battery energy of each SR 3, 4, 1½ � J
The initial battery energy of MR 10 J

Low power mode threshold 0:2 J

Ts 800ms T coð Þ
s 40ms

Bk, BM 10MHz T coð Þ
M 10ms

esk ∈ 18, 22½ � nJ/bit D 5 × 106 bits

Ck ∈ 100, 1000½ � cycles/bit p ssð Þ
k

∈ 0:05,0:13½ �
W

Fk 100,⋯, 800½ � MHz FM 2.4GHz

p coð Þ
M 1000 × 10−11 J/cycle WM

2:4 × 109
cycles/s

Nk ∈ −86,−96½ � dBm CM
100 cycles/

bit

Wk ∈ 100,⋯, 800½ � × 106 cycles/s
p coð Þ
k ∈ 100,500½ � × 10−11 cycles/bit

Pass loss model
15:3 + α × 10 log10 Distanceð Þ, α = 3:75,

α = 5,distance ∈ 1,100½ �m
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energy consumption of SR for GOP and MRC-RP schemes
is always much larger than ROOP when the number of tasks
is accumulated, which verifies the effectiveness of our task
and resource allocation scheme.

6. Conclusion

This work studies task and resource allocation for MRC sys-
tem. First, a task implementation framework is proposed for
MRC system based on MEC. Next, aiming to save the energy
of SRs and MR and prolong the MRC system function time,
we proposed a time-critical and computation-intensive
resource allocation scheme for MEC-based MRC system, in
which an MR acts as an edge server to provide computation
and communication services to SRs. Simulation results
revealed that proposed scheme greatly outperforms the
baseline.
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Reliable operation of distributed internet of things (IoT) devices is essential for supporting two-way interaction between energy
flow and information flow in a distribution power grid. Traditional reliability evaluation methods suffer from several
challenges including complex evaluation indicator selection and inadaptability of fixed weights with actual reliability
requirements. In this paper, we first establish a multilevel reliability evaluation indicator system, where the indicators are
selected through joint consideration of comprehensiveness and effectiveness. Then, we propose a fuzzy analytic hierarchy
process- (FAHP-) based reliability evaluation method, where a three-layer reliability evaluation architecture is established.
Specifically, a 0.1-0.9 scaling method is adopted to establish the fuzzy judgment matrix and scale the important relationship
among state-layer elements, which can be dynamically adjusted to generate the weights adapting with actual operation state.
The scores of distributed IoT devices and corresponding reliability levels can be obtained through the weighted summation of
the scores of each layer. Simulation results verify the effectiveness and accuracy of the proposed method through comparing
with actual reliability value and two existing evaluation methods.

1. Introduction

With the integration of distributed renewable energy
sources, flexible loads, and energy storage devices into the
distribution power grid, two-way interaction between energy
flow and information flow is essential to improve energy-
supply balance and promote renewable energy consumption
[1, 2]. Massive distributed internet of things (IoT) devices
with strong interaction and perception capabilities are
deployed in the distribution power grid to collect operation
status and electrical parameters in real time, which provide
data support for the optimization of distributed energy man-
agement [3]. Therefore, the reliability of distributed IoT
devices is vital to the safe and stable operation of a distribu-
tion power grid. It is necessary to extract reasonable and
valid analysis data from numerous evaluation indicators
and build a reliability evaluation system to improve the
operation reliability of distributed IoT devices [4, 5].

However, the performance evaluation indicators of dis-
tributed IoT devices span numerous categories, and the cor-
relations among different categories of indicators are diverse
[6, 7]. Several major critical technical challenges are summa-
rized as follows.

Challenge 1. Difficulty in selecting evaluation indicators.
Numerous evaluation indicators exist for distributed IoT
devices in a distribution power grid, and the selection of
evaluation indicators has a significant impact on the con-
struction of the evaluation indicator system. Selecting insuf-
ficient indicators result in inaccurate reliability assessment,
while selecting excessive indicators increase the complexity
of the whole evaluation process. Therefore, it is a challenge
to appropriately select the evaluation indicators to achieve
accurate and concise reliability evaluation of distributed
IoT devices.

Challenge 2. Difficulty in calculating weights of indicators.
Various services of a distribution power grid impose
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different reliability requirements of distributed IoT devices.
When fixed weights are used to evaluate the reliability of
the same indicator under different services or scenarios,
the evaluation results cannot reflect the real reliability per-
formance of the IoT devices. Therefore, how to determine
the appropriate weights of indicators under different scenar-
ios is another challenge.

There exist some works on the performance evaluation
of IoT devices. In [8], Yuwen proposed a comprehensive
evaluation indicator system to evaluate the safety perfor-
mance of a communication system in a distribution power
grid. In [9], Xiao et al. proposed a principal component
analysis-based sensor performance evaluation method to
achieve online monitoring of sensor faults. However, these
works do not consider reliability evaluation, which are not
suitable for a distribution power grid with high-reliability
requirements on distributed IoT devices. Moreover, the
expert evaluation method determines indicator weights
according to individual expert preferences in performance
evaluation, which cannot well handle the ambiguity of the
indicators due to experts’ personal subjective preferences.

The fuzzy analytic hierarchy process (FAHP) eliminates
the influence of experts’ personal subjective preferences on
weight determination by fuzzy processing of indicator
weights. It provides a solution for quantitative and qualita-
tive analysis of multiobjective decision-making problems.
In [10], Yuan proposed a comprehensive evaluation method
of power quality based on incentive and punishment mech-
anism. FAHP was utilized to calculate the comprehensive
value to evaluate power quality. In [11], Zeng et al. proposed
a FAHP-based intelligent evaluation method for IoT devices
in distribution station. A hierarchical structure model was
established to quantitatively evaluate the importance of per-
formance indicators. In [12], Li proposed a FAHP-based
comprehensive evaluation system to evaluate multidimen-
sional performance of navigation IoT devices, such as econ-
omy, reliability, and security. However, these works only
consider a few evaluation indicators and ignore the impact
of the order of magnitudes of different indicators, which
are not suitable for the reliability evaluation of distributed
IoT devices in a distribution power grid.

Motivated by the above challenges, we construct a reli-
ability evaluation indicator system of distributed IoT devices
in a distribution power grid and propose a FAHP-based
reliability evaluation method. First, a three-layer reliability
evaluation architecture including a target layer, indicator
layer, and state layer is established [13]. Secondly, state-
layer elements are classified according to the relationship
between them and reliability, and corresponding member-
ship functions are constructed to obtain the scores of state-
layer elements. Then, the scores of indicator-layer evaluation
indicators can be obtained through establishing the state-
layer fuzzy judgment matrix, performing consistency check
and consistency transmission, calculating the weights of
state-layer elements, and calculating the weighted sum of
weights and scores of elements. Similarly, the target-layer
score can be obtained, which is utilized to determine the
reliability level of distributed IoT devices and complete the
reliability evaluation. According to the reliability levels and

scores of three layers, the abnormalities of IoT devices can
be inferred to provide guidance for maintenance [14]. The
main contributions are introduced as follows.

Contribution 1. Multilevel reliability evaluation indicator
system. A multilevel reliability evaluation indicator system
for distributed IoT devices is proposed. The system includes
four categories of first-level indicators and thirty-six second-
level indicators, which are selected through the comprehen-
sive consideration of the ability to reflect the actual operation
state and the actual characteristics such as the difficulty level of
data collection and the calculation complexity.

Contribution 2. FAHP-based weight calculation method.
Considering that the importance of each state-layer element
for reliability evaluation is constantly changing in the actual
distribution power grid scenario, the proposed FAHP-based
weight calculation method can dynamically adjust the rela-
tive importance of elements through adopting the 0.1-0.9
scaling method to establish the fuzzy judgment matrix,
which improves the adaptability of element weight with
actual reliability requirements.

The remainder of this paper is organized as follows.
Section 2 introduces the reliability evaluation indicator
system of distributed IoT devices in a distribution power
grid. Section 3 presents FAHP-based reliability evaluation.
The simulation results are presented in Section 4. Finally,
Section 5 concludes this paper.

2. Reliability Evaluation Indicator System of
Distributed IoT Devices in Distribution
Power Grid

The reliability of distributed IoT devices in distribution
power grid is mainly manifested in the ability of survival,
effective communication, and accurate monitoring in a
specific application environment and within a specified
time period [15]. It also emphasizes the ability to deal
with emergencies within a specific range and ensure its
stable operation. The reliability evaluation indicator system
needs to accurately describe all kinds of indicators affect-
ing the reliability of distributed IoT devices [16]. At the
same time, it should also specify the details of the hierar-
chical relationship and indicator weight of the indicator
system [17]. Moreover, the evaluation accuracy of the reli-
ability evaluation system is also directly affected by the
selection strategy of evaluation indicators [18, 19]. On
the one hand, the selected indicators are required to reflect
the actual operation of IoT devices as much as possible, so
that important indicators cannot be omitted [20]. On the
other hand, the actual characteristics such as the difficulty
level of data collection, the effectiveness of information,
and the calculation complexity should be considered to
improve the evaluation accuracy and reduce the evaluation
complexity as much as possible.

There is no unified reliability evaluation standard of dis-
tributed IoT devices in a distribution power grid [21–23].
Following the principles of objectivity and comparability,
we establish a multilevel reliability indicator system, includ-
ing four first-level indicators and thirty-six second-level
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indicators. As shown in Figure 1, the first-level indicators are
divided into four categories, i.e., technicality evaluation indi-
cator, energy efficiency evaluation indicator, security evalua-
tion indicator, and operation evaluation indicator. The
second-level indicators contained in each first-level indicator
are provided as follows:

(i) Technicality evaluation indicator. The technicality
evaluation indicator contains nine second-level
indicators, i.e., node redundancy, channel redundancy,
sampling frequency, signal transmission performance,
average voltage deviation, quality quantization, device
duty cycle, maximum number of retransmissions, and
flow benefit

(ii) Energy efficiency evaluation indicator. The energy
efficiency evaluation indicator contains nine second-
level indicators, i.e., power factor, load factor, conduc-
tor temperature rise, rated no-load loss, rated load
loss, link energy availability, three-phase load imbal-
ance rate, configuration and change management,
and medium management

(iii) Security evaluation indicator. The security evalua-
tion indicator contains nine second-level indicators,
i.e., drift deviation fault, precision degradation fault,
complete failure fault, patch security, denial-of-
service impact, network attack frequency, channel
packet loss ratio, security mechanism perfection,
and encrypted transmission

(iv) Operation evaluation indicator. The operation eval-
uation indicator contains nine second-level indica-
tors, i.e., sensor accuracy, applicability of protocol
distance, end-to-end delay, real-time received data,
service success rate, mean time between failures,
node connectivity probability, node capacity, and
link capacity

The multilevel reliability evaluation indicator system
proposed in this paper can be applied to more evaluation
indicator scenarios by adjusting the categories of first-level
indicators and second-level indicators.

3. FAHP-Based Reliability Evaluation of
Distributed IoT Devices in Distribution
Power Grid

3.1. Three-Layer Reliability Evaluation Architecture of
Distributed IoT Devices. Based on the reliability evaluation
indicator system proposed in Section 2, we establish a
three-layer reliability evaluation architecture of distributed
IoT devices, including the target layer, indicator layer, and
state layer as follows:

(i) Target layer. The target layer is defined as the dis-
tributed IoT devices considering that the ultimate
target is to evaluate the reliability of distributed
IoT devices

Figure 1: Multilevel reliability evaluation indicator system of distributed IoT devices in a distribution power grid.
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(ii) Indicator layer. The indicator layer is composed of
four types of evaluation indicators corresponding
to the first-level indicators defined in Section 2, i.
e., technicality evaluation indicator, energy effi-
ciency evaluation indicator, security evaluation
indicator, and operation evaluation indicator

(iii) State layer. The state layer consists of thirty-six
elements corresponding to the second-level indica-
tors defined in Section 2. Each type of evaluation
indicator in the indicator layer includes nine
state-layer elements, and the details are elaborated
in Section 2

Based on the established three-layer reliability evaluation
architecture, we denote the four types of evaluation indica-
tors in the indicator layer as fCn, n = 1, 2, 3, 4g, respectively.
The state-layer elements included in the evaluation indicator
type Cn are denoted as femn ,m = 1, 2,⋯, 9g. For instance, C1
represents technicality evaluation indicators, and em1 ,m = 1,
2,⋯, 9, represent the node redundancy, channel redundancy,
sampling frequency, signal transmission performance, average
voltage deviation, quality quantization, device duty cycle,
maximum number of retransmissions, and flow benefit,
respectively.

3.2. State-Layer Scoring. The scoring method for state-layer
elements in the three-layer reliability evaluation architecture
of distributed IoT devices is illustrated as follows. Mem-
bership function is adopted to realize the mapping from
the element values to the element scores, where the
membership of an element to a certain fuzzy evaluation
is calculated based on the element value, and then, the
element score is calculated based on fuzzy evaluation
scores and memberships. Membership function-based
scoring method for state-layer elements can effectively
reduce the influence of human subjective factors on the
reliability evaluation of distributed IoT devices [24]. Con-
sidering the differences in the units and order of magni-
tudes of state-layer elements, membership functions with
different parameters are constructed for different elements
to realize unified scoring.

Based on the requirements on the operation state of dif-
ferent distributed IoT devices in the actual distribution
power grid, the fuzzy evaluations for the reliability of a
state-layer element are defined as poor, medium, and good.
The membership functions corresponding to three fuzzy
evaluations are denoted as λn,m1 , λn,m2 , and λn,m3 for the
state-layer element emn [25]. Particularly, when the element
value helps to improve the reliability of distributed IoT
devices, the membership grade to the good fuzzy evaluation
will be larger. Considering the relationship between element
value and reliability, the state-layer elements are classified to
positive correlation elements and negative correlation ele-
ments. Specifically, a larger positive correlation element
value represents the higher reliability of the distributed sen-
sor devices, and negative correlation elements are the oppo-
site. We propose two membership functions for the above
two kinds of elements, which are shown in Figure 2 and
introduced as follows:

Membership function ðaÞ: the membership function for
positive correlation elements.

 λn,m1 xð Þ =

1, x ≤ bn,m1 ,
x − bn,m2

bn,m1 − bn,m2
, bn,m1 < x ≤ bn,m2 ,

0, x > bn,m2 ,

8>>>><
>>>>:

λn,m2 xð Þ =

0, x ≤ bn,m1 or x ≥ bn,m3 ,
x − bn,m1

bn,m2 − bn,m1
, bn,m1 < x ≤ bn,m2 ,

x − bn,m3
bn,m2 − bn,m3

, bn,m2 < x ≤ bn,m3 ,

8>>>>>><
>>>>>>:

 λn,m3 xð Þ =

0, x ≤ bn,m2 ,
x − bn,m2

bn,m3 − bn,m2
, bn,m2 < x ≤ bn,m3 ,

1, x > bn,m3 :

8>>>><
>>>>:

ð1Þ

Membership function ðbÞ: the membership function for
negative correlation elements.

Membership
grade

1

0

λ1
n, m (x)

b1
n,m b2

n,m b3
n,m x

λ2
n, m (x) λ3

n,m (x)

(a)

Membership
grade

1

0
x

λ3
n,m (x)

b3
n,m b2

n,m b1
n,m

λ2
n,m (x) λ1

n,m (x)

(b)

Figure 2: Membership functions.
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 λn,m1 xð Þ =

0, x ≤ bn,m2 ,
x − bn,m2

bn,m1 − bn,m2
, bn,m2 < x ≤ bn,m1 ,

1, x > bn,m1 ,

8>>>><
>>>>:

λn,m2 xð Þ =

0, x ≤ bn,m3 or x ≥ bn,m1 ,
x − bn,m3

bn,m2 − bn,m3
, bn,m3 < x ≤ bn,m2 ,

x − bn,m1
bn,m2 − bn,m1

, bn,m2 < x ≤ bn,m1 ,

8>>>>>><
>>>>>>:

 λn,m3 xð Þ =

1, x ≤ bn,m3 ,
x − bn,m2

bn,m3 − bn,m2
, bn,m3 < x ≤ bn,m2 ,

0, x > bn,m2 :

8>>>><
>>>>:

ð2Þ

Here, x represents the actual element value, and λn,m1 ðxÞ
+ λn,m2 ðxÞ + λn,m3 ðxÞ = 1. bn,m1 , bn,m2 , and bn,m3 are the parame-
ters to describe the boundaries of poor, medium, and good
fuzzy evaluations for element emn , the values of which are deter-
mined by the relationship between reliability and element
values [26]. Take the negative correlation element end-to-
end delay e34 as an example. We assume that the device is con-
sidered to be reliable when the end-to-end delay is lower than
50ms and unreliable when the end-to-end delay exceeds 100
ms. Then, b4,33 , b4,32 , and b4,31 can be set as 50ms, 80ms, and
100ms, respectively.

The specific procedures of the state-layer element scor-
ing for distributed IoT devices are summarized in the
following:

(1) Determine the membership function based on the
state-layer element types. Specifically, membership
function ðaÞ is utilized for positive correlation ele-
ments, and membership function ðbÞ is utilized for
negative correlation elements

(2) According to the selected membership function, cal-
culate the membership grades of the current element
value to the good, medium, and poor fuzzy evalua-
tions, i.e., λn,m1 ðxÞ, λn,m2 ðxÞ, and λn,m3 ðxÞ

(3) Score the current element value as

f n,m xð Þ = λn,m1 xð ÞF1 + λn,m2 xð ÞF2 + λn,m3 xð ÞF3, ð3Þ

where F1, F2, and F3 are the scores corresponding to
good, medium, and poor fuzzy evaluations, the values of
which are determined according to the actual operation
environment of the distribution power grid

3.3. Indicator-Layer Scoring. The scoring procedures for the
indicator-layer evaluation indicators in the three-layer reli-
ability evaluation architecture of distributed state IoT
devices consist of establishment of state-layer fuzzy judg-
ment matrix, consistency check, and consistency transfor-

mation, as well as weight calculation of state layer and
scoring of indicator layer, which are elaborated as follows.

3.3.1. Establishment of State-Layer Fuzzy Judgment Matrix.
The state-layer fuzzy judgment matrix is defined to describe
the important relationships between the state-layer elements
belonging to a certain evaluation indicator of the indicator
layer. Specifically, the state-layer fuzzy judgment matrix for
the evaluation indicator Cn is denoted as RB

n = ðrn,Bi,j ÞM×M
and is given by

RB
n =

rn,B1,1 ⋯ ⋯ ⋯ rn,B1,M

⋮ ⋱ ⋯ ⋯ ⋮

⋮ ⋮ rn,Bi,j ⋮ ⋮

⋮ ⋯ ⋯ ⋱ ⋮

rn,BM,1 ⋯ ⋯ ⋯ rn,BM,M

2
666666664

3
777777775
, ð4Þ

where M represents the number of state-layer elements
contained in Cn. rn,Bi,j represents the importance of the

element ein relative to the element ejn in Cn, where i, j = 1, 2,
⋯,M.

In this paper, the 0.1-0.9 scaling method is adopted to
scale the important relationship rn,Bi,j . The specific scaling
method is shown in Table 1.

For example, when ein is extremely important compared

with ejn, rn,Bi,j = 0:1.

3.3.2. Consistency Check and Consistency Transformation. In
the process of reliability evaluation of distributed IoT
devices, the weight calculation of state-layer elements
requires the consistency of the fuzzy judgment matrix. Con-
sistency check and consistency transformation are intro-
duced as follows:

Consistency check: if the fuzzy judgment matrix RB
n =

ðrn,Bi,j ÞM×M satisfies the consistency condition, i.e.,

rn,Bi,j = rn,Bi,k − rn,Bj,k + 0:5, ∀i, j, k = 1, 2,⋯,M, ð5Þ

Table 1: 0.1-0.9 scaling method.

Scaling Meaning

0.1 ein is extremely important compared with ejn

0.2 ein is strongly more important compared with ejn

0.3 ein is obviously more important compared with ejn

0.4 ein is slightly more important compared with ejn

0.5 ein and ejn have equal importance

0.6 ejn is slightly more important compared with ein

0.7 ejn is obviously more important compared with ein

0.8 ejn is strongly more important compared with ein

0.9 ejn is extremely important compared with ein
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the fuzzy judgment matrix is called fuzzy consistency
judgment matrix, which is denoted as RA

n = RB
n .

Consistency transformation: if the consistency condition
is not satisfied, perform consistency transformation to trans-
form the fuzzy judgment matrix RB

n to the fuzzy consistency
judgment matrix RA

n = ðrn,Ai,j ÞM×M , where

rn,Ai,j =
∑M

j=1r
n,B
i,j − ∑M

i=1r
n,B
i,j

2M + 0:5: ð6Þ

3.3.3. Weight Calculation of State Layer and Scoring of
Indicator Layer. The weights of state-layer elements are cal-
culated according to the fuzzy consistency judgment matrix
obtained by (6), which are integrated with the scores of
state-layer elements obtained in Section 3.2 to calculate the
scores of evaluation indicators in the indicator layer.

For the state-layer elements contained in the evaluation
indicator Cn, the relationship between the weights and the
fuzzy consistency judgment matrix RA

n is given by

wi
n −wj

n =
rn,Ai,j
a

, ð7Þ

where wi
n and wj

n represent the weights of state-layer ele-

ments ein and e
j
n, respectively. a is a random parameter which

satisfies a ≥ ðM − 1Þ/2.
Then, the least square method is adopted to calculate the

weights of the state-layer elements. Specifically, the weight of
ein is given by

wi
n =

1
M

−
1
2a + 1

Ma
〠
M

j=1
rn,Ai,j : ð8Þ

Finally, based on the weights and scores of state-layer
elements, the score of the evaluation indicator Cn is calcu-
lated as

Xn = 〠
M

i=1
f in ×wi

n: ð9Þ

3.4. Target-Layer Scoring and Reliability Evaluation. Similar
to the indicator-layer scoring, the procedures of target-layer
scoring include the establishment of indicator-layer fuzzy
judgment matrix, consistency check, and consistency trans-
formation, as well as weight calculation of indicator layer
and scoring of the target layer. The reliability evaluation of
distributed IoT devices is performed based on the target-
layer score. The details are introduced as follows.

3.4.1. Establishment of Indicator-Layer Fuzzy Judgment
Matrix. According to the scores of the evaluation indicators
obtained in subsection 3.3, establish the indicator-layer fuzzy
judgment matrix RP based on variable weight method to
describe the important relationship between the indicator-
layer evaluation indicators, which is given by

RP =

rP1,1 ⋯ ⋯ ⋯ rP1,M′

⋮ ⋱ ⋯ ⋯ ⋮

⋮ ⋮ rPi,j ⋮ ⋮

⋮ ⋯ ⋯ ⋱ ⋮

rP
M′,1 ⋯ ⋯ ⋯ rP

M′,M ′

2
666666664

3
777777775
, ð10Þ

where rPi,j = Xj/ðXi + XjÞ, and M ′ represents the number
of evaluation indicators.

3.4.2. Consistency Check and Consistency Transformation.
Perform consistency check on RP based on (5). If RP does
not satisfy the consistency condition, transform RP to the

indicator-layer fuzzy consistency judgment matrix R′P =
ðrP ′i,j ÞM′×M′, where

rP′i,j =
∑M′

j=1r
P
i,j −∑M′

i=1r
P′
i,j

2M ′ + 0:5: ð11Þ

3.4.3. Weight Calculation of Indicator Layer and Scoring of
Target Layer. Similar to (8), the weight of the evaluation
indicator Cn can be calculated as

wn =
1
M ′ −

1
2a′

+ 1
M ′a′

〠
M

j=1
′rP′i,j , ð12Þ

where a′ is a random parameter which satisfies a′ ≥ ðM ′ −
1Þ/2.

Based on the weights and scores of indicator-layer
evaluation indicators, the target-layer score is calculated as

S = 〠
M

n=1
′wnXn: ð13Þ

3.4.4. Reliability Evaluation. The reliability level is deter-
mined based on the target-layer score to achieve the reliabil-
ity evaluation of distributed IoT devices. According to the
characteristics of the operation environment of the distribu-
tion power grid, the reliability levels include excellent, good,
medium, and poor [27]. The corresponding relationship
between the target-layer score and the reliability levels is
shown in Table 2. In other practical application scenarios
with higher requirements on the reliability of distributed
IoT devices, the reliability levels can be further finely

Table 2: Corresponding relationship between the target-layer score
and the reliability levels.

Label Reliability level Target-layer score

Poor 0-20

Medium 20-50

Good 50-85

Excellent 85-100
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divided. The on-site inspectors can judge the reliability levels
of the distributed IoT devices according to the final target-
layer score [28]. In addition, for the devices with poor reli-
ability level, the state-layer and indicator-layer scores can
also provide maintenance guidance for on-site inspectors.

3.5. Implementation Process of FAHP-Based Reliability
Evaluation. The implementation process of FAHP-based
reliability evaluation of distributed IoT devices is shown in
Figure 3 and is introduced as follows:

(i) Step 1. Establish the three-layer reliability evalua-
tion architecture of distributed IoT devices, and
determine the composition of each layer

(ii) Step 2. Select different membership functions for
different types of state-layer elements. Collect the
current operation data of state-layer elements, cal-
culate the membership grades to different fuzzy
evaluations, and calculate scores of the state-layer
elements based on (3)

(iii) Step 3. Establish a state-layer fuzzy judgment
matrix based on the 0.1-0.9 scaling method

(iv) Step 4. Perform consistency check and consistency
transformation based on (5) and (6) to obtain the
state-layer fuzzy consistency judgment matrix

(v) Step 5. Calculate the weights of state-layer elements
based on (8), and calculate the score of the
indicator-layer evaluation indicators based on (9)

(vi) Step 6. Judge whether all evaluation indicators of
the indicator layer have been scored. If not, return
to Step 2 to calculate the next evaluation indicator.
If yes, proceed to the next step

(vii) Step 7. Establish indicator-layer fuzzy judgment
matrix based on (10), and carry out consistency
check and consistency transformation to obtain
the indicator-layer fuzzy consistency judgment
matrix

(viii) Step 8. Calculate the weights of evaluation indica-
tors based on (12), and calculate the target-layer
score based on (13)

(ix) Step 9. Determine the reliability levels and com-
plete the reliability evaluation of distributed IoT
devices based on Table 2. According to the reliabil-
ity levels and scores of three layers, analyze the
operation state and abnormal faults, and provide
guidance for on-site maintenance and scheduling

4. Simulation Results

To verify the accuracy and practicability of the proposed
FAHP-based reliability evaluation method, the on-site oper-
ation data of an IoT device in the distribution power grid of
Shandong Province, China, are collected to perform reliabil-
ity evaluation.

4.1. Simulation Verification. In this subsection, we introduce
the simulation verification process of the FAHP-based reli-
ability evaluation method. Due to the space limitation, we
only take the technicality evaluation indicator C1 and its
contained state-layer elements as an example.

4.1.1. Membership Function Selection and State-Layer
Scoring. Judge the type of each state-layer element of the
technicality evaluation indicator and select the correspond-
ing membership function. For instance, the signal transmis-
sion performance is directly proportional to the reliability,
which is a positive correlation element, and thus,

Establish the three-layer
reliability evaluation 

architecture

Collect the operation data 
and calculate scores of the 

state-layer elements

Establish state-layer fuzzy 
judgment matrix

Consistency transformation 
of state-layer fuzzy judgment

matrix

Calculate the state-layer 
weights and the indicator- 

layer score 

Complete 
indicator-layer 

scoring?

Establish indicator-layer
fuzzy judgment matrix

Meet the 
consistency?

Consistency transformation 
of indicator-layer fuzzy 

judgment matrix

Calculate the indicator-layer 
weights and the target-layer 

score

Determine the reliability level 
of sensing device

Provide guidance for on-site 
maintenance and scheduling

End

Begin

Y

N

N

Y

N

Y

Meet the 
consistency?

Figure 3: Implementation process of FAHP-based reliability
evaluation of distributed IoT devices.

Table 3: The scores of state-layer elements of technicality
evaluation indicator.

State-layer elements Score

Node redundancy 84

Channel redundancy 92

Sampling frequency 78

Signal transmission performance 94

Average voltage deviation 86

Quality quantification 90

Device duty cycle 88

Maximum number of retransmissions 98

Traffic benefit 93
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membership function 1 is selected. The node redundancy is
inversely proportional to the reliability, which is a negative
correlation element, and thus, membership function 2 is
selected. The boundary parameters are set based on the
characteristics of each element [29]. Then, the scores of

state-layer elements of technicality evaluation indicator can
be obtained based on (3), as shown in Table 3.

4.1.2. State-Layer Fuzzy Judgment Matrix of Technicality
Evaluation Indicator. Based on the 0.1-0.9 scaling method,
the state-layer fuzzy judgment matrix of C1 is given by

According to (5), RB
1 does not meet the consistency con-

dition. Therefore, it is transformed into a fuzzy consistency
judgment matrix based on (6), which is given by

4.1.3. Weights of State-Layer Elements of Technicality
Evaluation Indicator. The weights of state-layer elements of
technicality evaluation indicator are calculated based on
(8). The results are shown in Table 4.

4.1.4. Scores of Evaluation Indicators. The score of the tech-
nicality evaluation indicator can be calculated based on (9),
which is given by X1 = 89:85.

Similarly, the scores of the energy efficiency evaluation
indicator, security evaluation indicator, and operation

RB
1 =

0:5 0:0156 0:2 0:2222 0:0144 0:0148 0:0145 0:1152 0:0982
0:99844 0:5 0:9403 0:9474 0:4791 0:4865 0:4809 0:4754 0:4923
0:8 0:0597 0:5 0:5333 0:0552 0:0567 0:0556 0:0744 0:0567

0:7778 0:0526 0:4667 0:5 0:0486 0:05 0:049 0:0388 0:0432
0:9856 0:5209 0:9448 0:9514 0:5 0:5074 0:5018 0:5148 0:5164
0:9852 0:5135 0:9433 0:95 0:4926 0:5 0:4944 0:4898 0:4934
0:9855 0:5191 0:9444 0:9510 0:4982 0:5056 0:5 0:5351 0:5126
0:8848 0:5246 0:9256 0:9612 0:4852 0:5102 0:4649 0:5 0:4876
0:9018 0:5077 0:9433 0:9568 0:4836 0:5066 0:4874 0:5124 0:5

2
666666666666666666666664

3
777777777777777777777775

: ð14Þ

RA
1 =

0:5 0:24414 0:44463 0:45379 0:23621 0:24071 0:23574 0:24727 0:24418
0:75586 0:5 0:70049 0:70965 0:49207 0:49656 0:4916 0:50312 0:50004
0:55537 0:29951 0:5 0:50916 0:29158 0:29608 0:29112 0:30264 0:29956
0:54621 0:29035 0:49084 0:5 0:28242 0:28692 0:28196 0:29348 0:29039
0:76379 0:50793 0:70842 0:71758 0:5 0:50449 0:49953 0:51106 0:50797
0:75929 0:50344 0:70392 0:71308 0:49551 0:5 0:49504 0:50656 0:50348
0:76426 0:5084 0:70888 0:71804 0:50047 0:50496 0:5 0:51152 0:50844
0:75273 0:49688 0:69736 0:70652 0:48894 0:49344 0:48848 0:5 0:49692
0:75582 0:49996 0:70044 0:70961 0:49203 0:49652 0:49156 0:50308 0:5

2
666666666666666666666664

3
777777777777777777777775

: ð15Þ
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evaluation indicator can be calculated. The specific results
are shown in Table 5.

4.1.5. Reliability Evaluation. The indicator-layer fuzzy judg-
ment matrix is given by

RP =

0:5 0:4786 0:481 0:4929
0:5214 0:5 0:5024 0:5143
0:519 0:4976 0:5 0:512
0:5071 0:4857 0:488 0:5

2
666666664

3
777777775
: ð16Þ

According to (5), RP does not meet the consistency con-
dition. Therefore, it is transformed into a fuzzy consistency
judgment matrix R′P based on (6), which is given by

RP′ =

0:5 0:4952 0:4958 0:4984
0:5048 0:5 0:5005 0:5032
0:5042 0:4995 0:5 0:5027
0:5016 0:4968 0:4973 0:5

2
666666664

3
777777775
: ð17Þ

Calculate the weights of evaluation indicators based on
(12). The results are shown in Table 6.

Then, the target-layer score is calculated as S = 85:71.
According to Table 2, the reliability level of this distributed
IoT device is excellent. However, the scores of the energy
efficiency evaluation indicator and security evaluation indi-
cator are relatively low, which indicate that the device may
be abnormal. Through maintenance, it is found that the
three-phase load of this device is unbalanced, and a small
probability of drift deviation exists, which is consistent with
the reliability evaluation results and proves the accuracy of
the proposed method.

4.2. Simulation Comparison. In this section, the on-site oper-
ation data of ten distributed IoT devices in the distribution
power grid of Shandong Province, China, are collected. We
perform reliability evaluation on these ten devices and com-
pare the evaluation results with the actual reliability value to
verify the effectiveness. In addition, the proposed method is
compared with two evaluation methods, i.e., principal com-
ponent analysis (PCA) [30] and analytic hierarchy process
(AHP) to verify the accuracy [31]. PCA performs correlation
analysis on the indicators to obtain comprehensive indica-
tors and complete reliability evaluation. AHP establishes a
judgment matrix based on qualitative analysis to calculate
the indicator weights and conduct reliability evaluation.

4.2.1. Reliability Evaluation of Distributed IoT Devices.
Figure 4 shows the actual reliability values and the evalua-
tion values, i.e., target-layer scores, of ten distributed IoT
devices. It can be seen that the proposed method can achieve
accurate reliability evaluation. The difference between the
evaluation values and actual values is small, and the obtained
reliability levels based on the evaluation values are accurate
according to Table 2. The evaluation results indicate the
superiority of the proposed method in the processing of
indicators, which can effectively reduce the influence of the
evaluator’s subjective factors and objectively and truly reflect
the reliability of the distributed IoT devices.

4.2.2. Accuracy Comparison. Figure 5 shows the reliability
evaluation accuracy of different evaluation methods. Com-
pared with PCA and AHP, FAHP can increase the evalua-
tion accuracy by 9.86% and 6.96%, respectively. The reason

Table 6: The weights of evaluation indicators.

Weight Value Weight Value

ω1 0.248233 ω2 0.251417

ω3 0.251067 ω4 0.249283

1 2 3 4 5 6 7 8 9 10
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Figure 4: Reliability evaluation values of different IoT devices.

Table 5: Scores of evaluation indicators.

Evaluation indicator Score

Technicality evaluation indicator C1 X1=89.85

Energy efficiency evaluation indicator C2 X2=82.47

Security evaluation indicator C3 X3=83.26

Operation evaluation indicator C4 X4=87.34

Table 4: Weights of state-layer elements.

Weight Value Weight Value

ω1
1 0.0651853 ω2

1 0.1291497

ω3
1 0.0790283 ω4

1 0.0767381

ω5
1 0.1311325 ω6

1 0.1300089

ω7
1 0.1312492 ω8

1 0.1283686

ω9
1 0.1291394
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is that FAHP utilizes membership functions to obtain the
scores of state-layer elements, which avoids the influence
of subjective factors caused by artificial scoring. In addition,
FAHP can flexibly adjust the boundary parameters of mem-
bership functions to adapt to different state-layer elements,
different operation requirements, and different environ-
ments. AHP cannot get rid of the influence of subjective fac-
tors, resulting in a lower evaluation accuracy. The accuracy
of PCA is the lowest because PCA can hardly distinguish
the difference among multiple indicators.

5. Conclusions

In this paper, we addressed the reliability evaluation prob-
lem for distributed IoT devices in the distribution power
grid and proposed the FAHP-based reliability evaluation
method to overcome the influence of subjective factors and
realize accurate reliability evaluation. Compared with PCA
and AHP, simulation results indicate that the proposed
FAHP-based method increases the evaluation accuracy by
9.86% and 6.96%, respectively. In the future work, we will
further consider establishing more accurate membership
functions based on the refinement characteristics of state-
layer elements.
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In this paper, we design a blockchain-based incentive mechanism for the problem of low-level participation of primary users
caused by location privacy leakage during spectrum data sharing in the Internet of Vehicles (IoV). First, we propose a K
-anonymous location protection scheme for multiuser cooperation, which can protect the location privacy of primary users by
generalizing their location information through the construction of anonymous areas. Then, we design an incentive
mechanism, which performs reporting and adjudication strategy through the transaction stored in blockchain. Simulation
results indicate that the proposed scheme can effectively prevent the privacy leakage of primary users’ location and encourage
them to actively participate in spectrum sharing in IoV.

1. Introduction

With the development of information technology, 6G will
further realize the Internet of everything, establish multilevel
and full-coverage seamless connection, and serve the key
areas of multi-industry integration such as communication,
transportation, and automobile. The vehicle networking sys-
tem is being developed more quickly with the new genera-
tion of information and communication technology. 6G
needs to support high-level security to meet the require-
ments of intelligent vehicle systems. The growing number
of vehicles has significantly increased the consumption of
spectrum resources. In fact, spectrum resources are divided
into various frequency bands in a specific form given by gov-
ernment agencies, which are allocated to users with permis-
sion by issuing licenses. However, the existing spectrum
management methods lead to some frequency bands being
idle for most of the time, and the overall utilization rate of
spectrum resources is very low. Take the USA as an example.
A large number of investigations by the Federal Communi-
cation Commission show that the usage of spectrum

resources is extremely unbalanced. Some authorized fre-
quency bands are very crowded, while most of the others
are idle [1]. Therefore, how to use spectrum effectively has
become an urgent problem to be solved.

The 6G white paper points out that the full and efficient
utilization of spectrum resources in different frequency
bands can be realized through recultivation, aggregation,
and sharing. It meets the spectrum needs of the 6G era. Most
of the existing methods for obtaining free spectrum are
based on the perception of secondary users, but the accuracy
may be affected by malicious users. How to encourage pri-
mary users to actively participate in spectrum sharing and
improve the accuracy of available spectrum information is
an urgent problem to be solved.

Incentive mechanism can guarantee the needs of partic-
ipating users through special forms of interest division,
which is an effective way to stimulate users to participate
in spectrum sharing. In spectrum sharing, to get benefits,
primary users with permission can share the bands when
they have no communication requirements. Other users that
can use idle band shared by primary users are called
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secondary users. To get spectrum information, Feng et al.
propose a monetary incentive mechanism based on reverse
auction to encourage secondary users to participate in spec-
trum sensing [2]. Li et al. adopt a pricing mechanism based
on maximizing expected utility to encourage users to partic-
ipate in perception. Ying et al. [3] use cooperative spectrum
sensing schemes based on the evolutionary game and Sten-
berg game model to improve detection performance [4].
However, most of the current research considers using spec-
trum sensing technology to obtain idle spectrum informa-
tion and use idle bands for opportunities, while little
research is done on the active sharing of primary users. Elna-
has et al. [5] propose an auction mechanism with time-
varying valuation information to maximize auction revenue
to encourage primary users to join the market. Literature [6]
proposes to increase auction revenue in a dynamic second-
ary market to improve spectrum utilization. In fact, the par-
ticipation of primary users can effectively improve spectrum
utilization efficiency.

The effective implementation of spectrum sharing in IoV
depends on the active participation of all users in the net-
work. How to encourage the primary users to actively partic-
ipate in spectrum sharing is one of the important issues that
need to be studied in IoV.

In addition, the primary users need to submit a certain
range of location information to a third party (such as a
spectrum distribution center) in spectrum sharing in IoV.
The more precise the location provided, the more conducive
to the allocation and use of free spectrum. Untrustworthy
third parties can infer their personal sensitive information
from the primary users’ spectrum status and sharing license
information, causing hidden dangers to user privacy and
security [7], thereby reducing the primary users’ enthusiasm
for participating in spectrum sharing. Due to the lack of pro-
tection of the location information and effective incentive
mechanism for primary users in IoV, primary users have
no incentive to participate in spectrum sharing.

At present, there are many blockchain-based technolo-
gies and methods applied in privacy protection. In 2016,
Yuan et al. used blockchain technology to build a secure
and trusted distributed autonomous transportation system
for the first time [8]. Benjamin et al. proposed a distributed
storage-based vehicle networking system based on Ethereum
to achieve secure communication between vehicles [9]. In
the literature [10–12], to provide reliable reference and cred-
ible data for law enforcement agencies involved in informa-
tion exchange or traffic accident evidence collection, a
distributed data storage is constructed using blockchain
technology. According to the literature [13–16], blockchain
distributed storage can enhance the reliability of data, and
users in the blockchain system use pseudonyms, which cuts
off the connection between user names and their real identi-
ties and prevents malicious nodes from obtaining users’ real
identity. In [17], blockchain and in-vehicle IoT features and
related research questions are discussed. Besides, in litera-
ture [18], a multichannel blockchain solution is applied to
the blockchain. It can be seen that the current research uses
the blockchain to solve the problem of privacy leakage.
Therefore, the application of blockchain in the field of pri-

vacy protection can be used as an effective means to solve
the problem of privacy leakage of main users in the spectrum
sharing in IoV.

Therefore, the paper proposes an incentive mechanism
based on location privacy protection (IMLPP), which uses
the blockchain to protect primary users’ location informa-
tion and encourages them to actively participate in spectrum
sharing. The incentive mechanism is designed to improve
the utilization rate of the spectrum and further solve the
problem of the shortage of spectrum resources. In the pro-
posed mechanism, the distributed K-anonymous scheme
based on blockchain is used to generalize the location infor-
mation of primary users, which ensures that even if the
opponents can obtain the spectrum allocation information,
the real location of primary users cannot be inferred. The
main contributions of the paper are as follows:

(1) We propose a privacy-preserving scheme based on
blockchain to generalize primary users’ location dur-
ing spectrum sharing. In this scheme, users with a
certain requirement can be selected to cooperate
with primary users to construct anonymous areas.
The information of construction of anonymous area
is stored in blockchain as transaction, and it can be
used as evidence of users’ behavior

(2) We propose an incentive mechanism to encourage
primary users to participate in spectrum sharing.
The honesty degree is proposed to measure the
integrity of users. Each user in the network has an
initial honesty degree, which is updated according
to the users’ behavior. With deposit payment, hon-
esty degree evaluation algorithm, and users’ behavior
constraint in the blockchain, the incentive mecha-
nism can effectively encourage primary users to par-
ticipate in spectrum sharing and constraint users’
behavior

2. Spectrum Sharing Incentive Mechanism
Based on Location Privacy Protection

2.1. System Model. This paper considers the spectrum shar-
ing model of IoV as shown in Figure 1, which includes a
fusion center and multiple vehicle users. Communication is
enabled among users and between users and the fusion cen-
ter. The fusion center issues spectrum sensing tasks, calcu-
lates spectrum data, and allocates idle spectrum to
secondary users. Primary users share their idle spectrum
and protect location information by issuing request for loca-
tion information protection and constructing anonymous
areas with the assistance of other users in the network.

In this paper, the primary users who participate in spec-
trum sharing and need to protect their location information
are called the requesting user, and users that provide
encrypted location information to help the requesting user
construct an anonymous area are called cooperative users.
Requesting users use the location information provided by
cooperative users to construct anonymous areas to meet
the needs of privacy protection.
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To construct a reliable anonymous area, cooperative
users’ behavior should be constrained. In this paper, we
define two types of illegal behaviors, one is requesting users
who disclose the location information of cooperative users,
and the other one is cooperative users who provide false
locations. The process of assisting a requesting user to con-
struct anonymous area is regarded as a transaction. The
requesting user ID, the cooperative user ID, and the location
information of the cooperative user are taken as transaction
bill information and then encrypted and recorded in the
blockchain (the blockchain is a private chain in IoV). This
process will generate a certain amount of virtual currency
(called mining) in the blockchain system.

2.2. Incentive Mechanism Based on Location Privacy
Protection. In this section, an incentive mechanism based
on location privacy protection (IMLPP) is proposed, which
is shown in Figure 2. The mechanism uses K-anonymous
scheme based on blockchain with cooperative users to gen-
eralize primary users’ location information. In this mecha-
nism, an honesty degree evaluation mechanism is designed
to provide a basis for selecting between requesting users
and cooperative users. By paying the deposit, reporting and
adjudicating with the transaction bill as the evidence, users’
location information can be protected. On this basis, the
honesty degree and virtual currency in the blockchain are
taken as incentives for the primary users to participate in
spectrum sharing.

IMLPP scheme is divided into four sections, honesty
degree mechanism, anonymous area construction, report
and adjudication strategy, and incentive mechanism.

2.2.1. Honesty Degree Mechanism. In the honesty degree
mechanism, honesty degree is used to measure the credibil-
ity of users, as the basis for mutual choice in the transaction,
to meet the user’s personalized security requirements for
location privacy, and as the reference basis for the fusion
center to allocate spectrum. Specifically, requesting users
want the cooperative users with high honesty degree to par-
ticipate in anonymous area construction to ensure the accu-
racy of the location provided by cooperative users.
Cooperative users also tend to cooperate with requesting
users with high honesty degree to ensure that location infor-
mation is not disclosed. Secondary users with high honesty
degree will be allocated spectrum with high probability.

The honesty degree evaluation algorithm is the basis of
honesty degree update. Assuming that m0 and m1 are con-
stant coefficients, m0 and m1 can be any positive number,
and the value of m0 and m1 has no effect on the results of
this experiment. We consider m0 = 20,m1 = 20 in this paper.
B is a Boolean variable, and if the user has illegal behavior,
B = 0, and on the contrary, B = 1. The initial honesty degree
H0 of all users is 60, and the upper limit of the honesty
degree is 200. We assume that the current honesty degree
of user Ui is Hi, and the honesty degree evaluation algorithm
is shown in Algorithm 1.

Fusion center Secondary userPrimary user

Communication between the fusion center and users

Communication between users

Figure 1: System model.
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According to the honesty degree evaluation algorithm, if
the user’s honesty degree is higher, the more honesty degree
will be deducted when the user commits illegal acts, and the
more slowly of the user’s honesty degree increases.

2.2.2. Anonymous Area Construction. This section gives the
detail of anonymous area construction, which uses distrib-
uted K-anonymous scheme to protect primary users’ loca-
tion information. It contains spectrum sharing requests,
deposits paying, anonymous groups constructing, and anon-
ymous areas constructing. Among them, the anonymous
group is a set of users who are willing to participate in the
construction of the anonymous area and meet the
requirements.

To illustrate, we take a primary user PUi as an example.
PUi sends a request to the smart contract:

request = IDPUi
,HPUi

,HU , K − 1ð Þ� �
, ð1Þ

where IDPUi
is the only identifier of PUi in the blockchain

system. HPUi
is PUi’s honesty degree. HU is the lower limit

of the honesty degree of cooperative users. ðK − 1Þ is the
number of cooperative users to meet different requirements
of different requesting users for location privacy.

After receiving the request, the smart contract deter-
mines whether to assist in constructing the anonymous area
according to PUi’s honesty degree HPUi

:
(1) When HPUi

< 40, the request is rejected.
Then, the smart contract calculates and returns the

deposit that PUi has to pay:

DPUi
= m2
HPUi

, ð2Þ

where m2 is the income to be generated from this mining. It

can be seen from Formula (2) that the higher the honesty
degree, the lower the deposit PUi need to pay.

After paying the deposit, PUi’s location protection
request is broadcasted in the network, and other users in
the network choose whether to participate in the anonymous
area construction according to PUi’s honesty degree HPUi

.
In order to guarantee the construction of anonymous area,
this paper introduces willingness list wish = fU1 : HU1

,U2
: HU2

,⋯,Ui : HUi
g, which includes users’ honesty degree

and their serial numbers.
When the user Ui is willing to participate in the anony-

mous area construction, it sends a request to the smart con-
tract. Then, the smart contract will put Ui into the
willingness list. If Ui’s honesty degree HUi

≥HU , the smart
contract returns the deposit DUi

, and Ui will join the anon-
ymous group after paying the deposit DUi

, which meets the
following requirements:

DUi
= m2
K ∗HUi

: ð3Þ

If K-1 cooperative users join the anonymous group, the
anonymous group is successfully constructed. If the anony-
mous group construction fails because K or HU value is
too high, the smart contract will send the wish list to PUi.
PUi adjusts HU and K according to the wish list and sends
to the smart contract to reconstruct the anonymous group.

After the anonymous group is successfully constructed,
all cooperative users Uiði = 1, 2,⋯, K − 1Þ in the group send
PU0 location information bills BillLOCUi

, which meets the

following requirements:

BillLOCPi
= IDUi

, PPUi
EUi

LocUi

� �� �� �
, ð4Þ

where IDUi
is the cooperative user Ui’s identity, LocUi

is Ui’s

Honesty degree evaluation algorithm
Spectrum sharing requests reporting

Deposits paying

Anonymous areas constructing

Anonymous groups constructingHonesty degree evaluation algorithm 
mechanism

Reporting and 
adjudication 

strategy

Collaborative users

Requesting users

Referees
Reward and 
punishment 

strategy

The revenue reward and 
punishment

Honesty degree reward 
and punishment

Deposit punishment

Honesty degree mechanism Anonymous area construction

Report and adjudication strategy Incentive mechanism

Figure 2: IMLPP.
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location information, and EUi
ðLocUi

Þ is the encrypted
ciphertext of location information using the Ui’s SU1 pri-
vate key and PUi’s public key.

PUi uses his private key and Ui’s public key to decrypt
the ciphertext EUi

ðLocUi
Þ and obtain Ui’s location informa-

tion LocUi
, which is used to construct the location anony-

mous area.
We assume PUi’s identity is IDPUi

, and the location
information is LocPUi

. Before using the location privacy pro-
tection scheme, PUi submits location information that is
shown in Table 1, and the fusion center can directly obtain
PUi’s location information.

With the location privacy protection scheme, a multilo-
cation information anonymous area is submitted to the
fusion center by PU0. As shown in Table 2, the probability
that the fusion center can correctly analyze the location
information of the primary user is only 1/K.

After the anonymous area is constructed, PUi submits
the anonymous area together with the spectrum sharing
license to the fusion center. Then, PPUi

ðEUi
ðLocUi

ÞÞ, IDPUi

, and IDUi
are written into the transaction bill by PUi for

broadcasting throughout the network, which is shown in
Table 3. The users with honesty degree greater than 60 in
IoV jointly participate in the calculation competition to
write the transaction bill on the block and add the block to
the blockchain.

Since the size of the anonymous area is much larger than
the moving distance of vehicles during the time when the
anonymous area is constructed, the error caused by the vehi-
cle movement is ignored in this paper.

2.2.3. Report and Adjudication Strategy. For the possible
users’ illegal behaviors in this scheme, this paper proposes
a strategy for judging and punishing illegal behaviors, which
is called report and adjudication strategy. In addition, we
give the concept of referees to refer to those users who par-
ticipate in adjudicating illegal behavior. Firstly, the reporting

and adjudication strategy of requesting users and coopera-
tive users are defined as follows.

(1) Definition I (Reporting and Adjudication Strategy).

(i) In the reporting and adjudication strategy a1, we
define the reporting and adjudication strategy of
cooperative users. When Ui discovers that his loca-
tion information is leaked by PUi, Ui sends the
smart contract a request to report PUi, and provides
evidence of PUi ‘s illegal behavior. Then the request
is broadcasted in the network. The first 50 users (ref-
erees) in the network to respond carry out verifica-
tion and adjudication. Referees retrieve transaction
bills in the blockchain, verify the report information
according to the transaction bills, and determine
whether support the reporting based on the evidence

(ii) In the adjudication strategy a2, we define the report-
ing and adjudication strategy of the requesting users.
When PUi finds that the security of the constructed
anonymous area is reduced due to the provision of
false location information by Ui, PUi uses his private
key to decrypt PPUi

ðEUi
ðLocUi

ÞÞ in the transaction
bill, and obtain EUi

ðLocUi
Þ. Then, EUi

ðLocUi
Þ and

related evidence (such as the location is no man’s
land, etc.) are sent to the smart contract for report-
ing, which is broadcasted in the network. After veri-
fying the report information, the referees use Ui ‘s
public key to decrypt the ciphertext EUi

ðLocUi
Þ to

get the location information LocUi
. Finally, referees

determine whether support the report based on
LocUi

and the evidence

According to reporting and adjudication strategy, after
the user initiates a report, if there are more than 25 referees
who support the report, it will be determined that the

Input: Current honesty degree Hi;
Output: Updated honesty degree Hi′ .
①For each Hi do:
② if B=0:

//The user has illegal behavior
③ Hi′=Hi −Hi/m1
④ else if B= 1 and Hi < 200 :

//The user is honest and the current honesty degree level is not up to the upper limit
⑤ Hi′ =Hi +m0/Hi
⑥ if Hi′ > 200 :

//Updated fidelity exceeds the upper limit
⑦ Hi′ = 200
⑧ else:

//The user is honest and the honesty degree reaches the upper limit
⑨ Hi′ = 200

Algorithm 1: Honesty degree evaluation algorithm.
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reported user has illegal behavior; otherwise, the report will
be invalid.

Considering that the referee may make an adjudication
without verification, which will affect the report result, this
paper puts forward the adjudication strategies for the ref-
eree’s illegal behaviors.

For the referee Ji, if the adjudication is wrong for T con-
secutive times, Ji would be adjudicated as an illegal user, and
the T value meets

T = HJi
m4

� �
+m5, ð5Þ

where HJi
is Ji’s honesty degree. The value range of m4 is

between 0 and 1, and m5 can be other positive numbers. In
subsequent simulation experiments, we considerm4=
0.5,m5=2.

From Formula (5), the value of T is related to the hon-
esty degree of the user. The higher the honesty degree of
the user, the better the inclusiveness to the user, and the
more times the error can be decided.

2.2.4. Incentive Mechanism. To encourage the primary user
to participate in spectrum sharing, all users in the network
to participate in anonymous area construction and adjudica-
tion and restrict users’ behavior; this paper proposes reward
and punishment mechanisms in different scenarios.

(1) Definition II (Responsivity). The ratio of the number of
users responding to a primary user’s request for anonymous
area construction information to the total number of users
in the network is called the response rate.

For the primary users, the higher the honesty degree,
the higher the response rate. Only by improving the hon-
esty degree can the higher response rate be obtained. For

secondary users, only by improving honesty degree can
they have higher priority in spectrum allocation. There-
fore, in addition to the virtual currency in the blockchain,
honesty degree is also used as an incentive for users. In
this scheme, we propose a reward and punishment mech-
anism to reward users and punish users who have illegal
behavior, which consists of reward and punishment strate-
gies in three aspects, namely income, deposit, and honesty
degree.

(2) Definition III (Reward and Punishment Strategy).

(i) In the reward and punishment strategy b1, the reve-
nue reward and punishment are defined. Users who
participate in anonymous area construction or spec-
trum sharing will get virtual currency rewards, and
users who have illegal behaviors have lower income
in the penalty round (we set the penalty round to
10 rounds).

After the transaction bill is linked up, the miners look for
whether there is a penalty transaction bill for PUi’s and Ui’s
illegal behaviors in the blockchain. Assume that m2 is the
virtual currency generated by the miner through mining,
and the miner obtains virtual currency is m2/3:

(1) If no penalty transaction bill for PUi’s illegal behav-
ior is found in the blockchain, the miner will assign
PUi virtual currency CPUi

, which meets the following
requirements:

CPUi=
m2
3 : ð6Þ

(2) If no penalty transaction bill for Ui’s illegal behavior
is found in the blockchain, the miner will assign Ui
virtual currency CUi

, which meets the following
requirements:

CUi=
m2
3K : ð7Þ

(3) When PUi
’s illegal behavior is found and it exists in

the lth block blockl, assume that N is the current
number of blocks, Ci is the income when the user
has no illegal behavior, and Ci′ is the actual income
of the user this time:

(a) If N − L ≤ 10, then the miner assigns virtual cur-
rency to the user:

Table 1: Position table before generalization.

User Location information

IDPUi
LocPUi

Table 2: Anonymous area.

User Location information

IDPUi
LocU1

, LocU2
, LocU3

, ..., LocPUi
,..., LocUk−1

Table 3: Transaction bill.

User Location information

IDPU0 −

IDU1
PPUi

EU1
LocU1

� �� �
IDU2

PPUi
EU2

LocU2

� �� �
... ...

IDUK−1
PPUi

EUK−1
LocUK−1

� �� �
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Table 4: Simulation parameter table.

Parameters Meaning Default

N Number of users 10000

A Proportion of primary users 30%

B Proportion of secondary users 50

C Percentage of attackers 20%

Cycle Number of simulations 0~ 200
Block Current block length 100

M Number of transactions stored per block 100

K Number of users participating in anonymous area construction 2~ 37
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Figure 3: Anonymous region of K = 10.
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Figure 4: Anonymous region of K = 20.
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Ci ′ =
Ci

2 : ð8Þ

(b) If N − L < 10, then the miner assigns virtual currency
to the user:

Ci ′ = Ci: ð9Þ

(ii) In the reward and punishment strategy b2, honesty
degree reward and punishment and deposit punish-
ment are defined. The honesty degree is updated
according to the honesty degree evaluation algo-
rithm. If users participate in anonymous area con-
struction, share spectrum, or have illegal behavior,
their honesty degree will be updated. Besides, the
deposit paid by illegal users will be used as compen-
sation for privacy victims

After the transaction bill is linked, PUi’s and Ui’s hon-
esty degree Hi will be updated as follows according to the
honesty degree evaluation algorithm:

Hi =Hi +
20
Hi

: ð10Þ

If there is a user who has illegal behavior during the con-
struction of the anonymous area, the penalty transaction bill
will be broadcast and the user will be punished:

(1) If Ui is adjudicated to have illegal behavior, the
deposit paid by Ui will be used as PUi

’s compensa-
tion, and Ui

’s honesty degree HUi
will be updated

as follows according to the honesty degree evaluation
algorithm:

HUi
=HUi

−
HUi

20 : ð11Þ

(2) If PUi is adjudicated to have illegal behavior, the
deposit paid by PUiwill be used as compensation,
and PUi

’s honesty degree HPUi
will be updated

according to the honesty degree evaluation
algorithm:

HPUi
=HPUi

−
HPUi

20 : ð12Þ

The following is an introduction to the reward and pun-
ishment mechanism of referees.

Assume that a referee Ji’s honesty degree is Hi:

(1) If after Ji participating in the ruling, Ji is not deter-
mined to be user who has illegal behavior, and Ji

’s
honesty degree will increase to

HJi
= HJi

+ 20
HJi

 !
: ð13Þ

(2) If Ji’s adjudicated to be an illegal user after partici-
pating in the ruling, Ji

’s honesty degree will be
reduced to

HJi
= HJi

−
HJi

20

� 	
: ð14Þ

The reward and punishment mechanisms reward the
primary users who participate in spectrum sharing, the
cooperative users who participate in the construction of
anonymous areas, and the referees who participate in the
adjudication, and punish the illegal users, which not only
play an incentive role, but also can effectively restrain the
user behavior.

3. Simulation Experiment and Analysis

3.1. Simulation Environment. In this section, we conduct a
simulation analysis on the proposed IMLPP scheme to verify
its impact on location privacy protection and spectrum shar-
ing incentives in spectrum sharing in IoV. The parameter
settings of simulation environment are shown in Table 4.

3.2. Simulation Analysis and Results of Location Privacy
Protection. In this paper, a distributed K-anonymous
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algorithm is designed by using blockchain technology, which
protects the location privacy security of the primary user in
the spectrum sharing of the vehicle network and solves the
privacy security threat of the primary user caused by spec-
trum sharing.

3.2.1. Privacy Protection of Constructing Anonymous Areas.
This part of the experiment analyzes the privacy protection
effect of the privacy protection scheme on the primary user.
The vehicle user running in the vehicle network is regarded
as a point moving in a two-dimensional plane coordinate
system, and the coordinates of the point represent the posi-
tion of the user. As shown in Figure 3, before using IMLPP
scheme, the user’s position is red point A, which can be
directly obtained by attackers. After using this scheme, when
K = 10, the user’s position A (3, 0) is generalized to an anon-
ymous area composed of 10 points, and the probability that
the attacker can correctly analyze the position of point A is
only 1/10. When K = 20, as shown in Figure 4, the probabil-

ity that the attacker gets the location of A is 1/20. The larger
the K value, the safer the user’s location privacy. We use Java
to perform simulation experiments and use Python to plot
and analyze the experimental result data.

3.2.2. Influence of Parameter K on Average Computing Delay
and Communication Overhead. In this part, the calculation
delay and communication overhead of users in the process
of anonymous area construction are analyzed
experimentally.

We select different K values for simulation experiments;
the value of K ranges from 2 to 19 and obtains the user’s
computing delay and communication overhead, as shown
in Figures 5 and 6. It can be seen from the figure that the
K value will affect the computational delay and communica-
tion overhead required by the requesting users, and the
cooperative users will not be affected by it.

This is because when the requesting user receives the
location bill of the cooperative user, the requesting user
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needs to decrypt the location information using the public
key of the cooperative user, while the cooperative user only
needs to send the location bill to the requesting user. There-
fore, with the increase of K value, the calculation delay
required by the requesting user increases, and the coopera-
tive user will not be affected by it, as shown in Figure 5.

In addition, during anonymous area construction, as the
number of cooperative users participating in the anonymous
area construction increases, the number of location informa-
tion bills that the requesting user needs to receive increases,
and the amount of information that needs to be processed
increases, while the cooperative user is not affected. There-
fore, as shown in Figure 6, the communication overhead of
the requesting user increases with the value of K , while the

communication overhead of the cooperative user is not
affected by the change of the value of K .

In addition, we control the number of users in the net-
work to be 10,000 and select different K values for simula-
tion experiments. The K value ranges from 2 to 30, and
the generation time of the anonymous area is obtained, as
shown in Figure 7. The figure shows, when the number of
users in the network is fixed, the time for constructing the
anonymous area will increase with the increase of the K
value, but the larger the K value, the better the location pri-
vacy of the primary user can be protected. In addition, when
the value of K is fixed, as shown in Figure 8, the number of
users in the network is inversely proportional to the time for
constructing the anonymous area, and the more users in the
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network, the less time it takes to construct the anonymous
area. However, within a limited time, as shown in Figure 9,
the larger the K value required by the primary user, the
higher the number of users in the network.

3.2.3. The Influence of Blockchain Length. In this scheme,
after receiving an anonymous area construction request sent
by an authorized user, it is only necessary to choose whether
to participate in its spectrum sharing according to its integ-
rity, and the length of the blockchain will not affect unautho-
rized users, while in the scheme [19], in order to verify
whether there is location privacy leakage or fraudulent
behavior in the history of the requesting user, the collaborat-
ing user needs to download and query the transaction bills
stored in the entire blockchain. Therefore, as shown in
Figure 10 in the scheme [19], with the increase in the length
of the distributed anonymous area cooperative construction

blockchain, the computing delay required by users in the
anonymous area construction process is also increasing,
and the length of the blockchain will not affect this scheme.
Therefore, this scheme can reduce the computational exper-
iment well.

3.2.4. The Impact of Historical Collaboration Times. In
scheme [19], the user’s ID will be used as an index to retrieve
all historical transaction bills containing the ID in the block-
chain system, so that each user in the network can trace the
historical behavior of requesting users and cooperative users.
As shown in Figure 11, as the number of times that the
requesting user participates in the construction of the anon-
ymous area as a collaborator increases, the number of trans-
action bill numbers that the requesting user needs to provide
also increases, resulting in the requesting user needing to
construct the anonymous area. The communication
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overhead also increases, and the integrity evaluation algo-
rithm used in this paper makes the user do not need to pro-
vide the transaction bill number, so the number of historical
cooperation will not affect the communication overhead
required in the construction of the user’s anonymous area.
This scheme can reduce the communication overhead very
well.

3.3. Simulation Results and Analysis of Spectrum Sharing
Excitation. This part of the experiment analyzes the incentive
effect of incentive mechanism on primary users. In an envi-
ronment without incentive mechanism, primary users are
divided into three types: (1) always actively share their idle
spectrum, (2) sometimes share their free spectrum, and (3)

do not participate in spectrum sharing. Set the initial propor-
tion of class I users with idle spectrum to 20%, class II users to
60%, and class III users to 20%. Assuming that all primary
users in the current network have idle spectrum, the propor-
tion of primary users willing to participate in spectrum shar-
ing to the total number of primary users in the network is
taken as the positive rate of spectrum sharing. As shown in
Figure 12, in the absence of incentives, only the first and sec-
ond types of primary users will participate in spectrum shar-
ing, and due to the low enthusiasm of the second type of
primary users, the positive rate of spectrum sharing is between
0.3 and 0.5. Under the environment of incentive mechanism,
the second and third types of primary users will also actively
participate in spectrum sharing to obtain virtual currency
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rewards and improve honesty degree, so the positive rate of
spectrum sharing is between 0.7 and 0.9.

As shown in Figure 13, in the histogram, from left to
right are the response rates of the primary users with hon-
esty degree of 100, 80, and 50 in the location privacy protec-
tion scheme. The higher the honesty degree of the primary
users, the higher the response rate. This is because the higher
the honesty degree, the more credible the users are, and the
more users are willing to participate in their location privacy
protection.

4. Concluding Remarks

This paper proposes an incentive mechanism called IMLPP,
which uses a blockchain-based K-anonymity scheme to con-
struct a K-anonymity area that meets the needs of the pri-
mary user to protect their location information in
spectrum sharing. On this basis, honesty degree and virtual
currency are used to motivate users. The proposed scheme
can effectively generalize primary users’ location informa-
tion, meet their personalized privacy protection needs, and
encourage them to actively participate in spectrum sharing.
In addition, both requesting users and cooperative users
need to pay deposit, which restricts the user’s behavior.
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Benefiting from the development of big data, edge computing, and deep learning, splendid breakthroughs have been made in
automatic speech recognition (ASR) in recent years. Since then, more and more smart products have chosen speech as the
interface for human-computer interaction, which causes popularity of edge intelligence (EI) enhanced automatic speech
recognition. While people are enjoying the social changes brought by speech recognition technology, a factor of instability
quietly emerged called audio adversarial example which is a type of audio deliberately generated by attackers via adding subtle
perturbations to the original audio signal. The added perturbations which sound like certain noise that cannot be precepted by
human but will cause ASR system make wrong transcription. Three detection algorithms for audio adversarial examples are
proposed in this thesis, namely, the robust detection algorithm based on WER (word error rate), the feature detection
algorithm based on ADR (adversarial ratio), and the collaborative detection algorithm based on neural network. The
experiment results show that three detection algorithms proposed in this thesis have a great discrimination on audio
adversarial examples and achieve high AUC scores. Among them, the cooperative detection is the best and the feature
detection is the worst. In addition, we found that robust detection algorithm tends to have a higher accuracy score but a lower
recall score, while feature detection algorithm tends to have the converse performance. Moreover, since the proposed
collaborative detection method combines the advantages of the robust detection and feature detection methods, it presents a
better performance with respect to accuracy, recall, and F1 score.

1. Introduction

With the evolution of deep learning, big data, and cloud
computing technologies, the accuracy of speech recognition
has improved substantially. The hardware cost of speech
data storage is also continually dropping. These two trends
have led to more and more smart products using speech as
the interface of human-computer interaction, which has
resulted in more opportunities for the intelligent speech
industry [1]. According to statistics from Frost and Sullivan,
the market for China’s intelligent speech industry has gone
from only 2.87 billion yuan in 2014 to 21.65 billion yuan
in 2019, at a compound annual growth rate of 53.2%.
Sullivan forecasts that China’s intelligent speech market
will reach 65.51 billion yuan in 2023.

With the merge of edge computing and artificial intelli-
gence, intelligent speech applications enhanced by EI are
now used in scenarios such as smart homes, smart cars,
smart medical devices, and smart customer service [2].
Internet companies, intelligent speech technology compa-
nies, and smart speech start-ups are all players in the global
market for intelligent speech products.

The increased availability of intelligent speech devices
has helped users realize the value of instinctive expression
when it comes to productivity, and consequently, users’
lifestyles are changing. However, speech adversarial samples
have emerged as a stumbling block. The adversarial sample
in speech recognition is defined as a type of audio gener-
ated by an attacker in order to deliberately add subtle dis-
turbances to the original audio. In terms of acoustic
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characteristics, the speech adversarial sample has slightly
more noise than the original audio, which the human
ear is not sensitive to. However, it will cause an automatic
speech recognition (ASR) system to transcribe errors. The
widespread use of ASR systems in intelligent speech
devices gives attackers more opportunities to do this. For
example, attackers can generate adversarial samples against
a certain type of ASR system in advance and then use
social media to disseminate the adversarial samples.
Adversarial samples could be input into the speech inter-
face of a smart car, and then transcribed into a series of
altered driving instructions, posing great danger to life
and property. Therefore, it is very important to study the
adversarial examples and defense mechanisms in speech
recognition.

Nilaksh Das and Madhuri Shanbhogue et al. in [3]
implemented the first interactive experimental tool, called
Adagio, for audio adversarial samples, which can attack
and defend the end-to-end Deep Speech model in real time
visually and auditorily. In [4], Iustina Andronic et al. also
discussed the possibility of MP3 compression as a defense
against adversarial samples. Krishan Rajaratnam et al. [5]
discussed the effect of combining audio preprocessing
methods on speech classification models, using six prepro-
cessing methods, including MP3 compression, AAC com-
pression, bandpass filtering, and audio translation. Zhuolin
Yang et al. [6] pointed out that speech is a time-domain sig-
nal with inherent time-dependent characteristics and that
the introduction of antinoise can lead to the destruction of
this dependence. Based on this assumption, we propose the
concept of using temporal dependency (TD) for detection,
which uses the ratio of the longest common prefix of partial
and full transcription to the length of the entire text as a
detection indicator. Tejas Jayashankar et al. [7] first pro-
posed applying the concept of dropout [8] to the detection
of audio adversarial samples. Victor Akinwande and Celia
Cintas [9] introduced a novel idea, which regards the detec-
tion of adversarial samples as anomalous pattern (AP) detec-
tion in the ASR model space. The author assumes that the
adversarial sample will cause abnormal activation of some
nodes in the neural network. Based on this, the author uses
the subset scan method to search for the most abnormal
subset of data observations and then uses nonparametric
scan statistics. This method quantifies the abnormality of
the subset as a numerical score between 0 and 1, specifically
the Berk–Jones test statistics [10] method. Qiang Zeng et al.
[11] combined the fact that different ASR systems use differ-
ent architectures, parameters, and training datasets to cause
differences in the same audio transcription with the idea of
multiversion programming [12], and proposed a novel
method of adversarial sample detection, called MVP-EARS.
This method uses ready-made ASR algorithms to determine
whether the audio is an adversarial sample. Saeid Samizade
et al. [13] proposed for the first time that the detection of
adversarial samples is a binary classification problem. Based
on this, this paper proposes to convolutional neural network
(CNN) detection, which involves using the CNN model to
train the detection method of adversarial samples and
benign samples.

The main work of this paper in voice adversarial sample
defense is as follows:

(1) We propose a robust detection algorithm based on
word error rate (WER) which is based on the fact
that adversarial samples are obtained by adding a
small amount of noise to a normal sample. The algo-
rithm detects the audio using spectral subtraction for
noise reduction, then uses the WER to measure the
impact of noise reduction on the audio, and then
trains a classifier to differentiate adversarial samples
from benign samples. The proposed approach is
superior to other approach in theory and experimen-
tal results

(2) We propose a feature detection algorithm based on
adversarial effect derived from the fake sample to
improve the method of directly using the entire
speech feature for detection. In order to characterize
the adversarial nature of a certain frame and a
certain speech, the proposed approach attempts to
incorporate the characteristic of voice sample into
neural networks, and finally, a classifier is trained
to distinguish adversarial samples from the normal
samples

(3) Aware of the single and linear characteristics of the
above two methods, we pro-pose a neural network-
based collaborative detection algorithm and intro-
duce a binary neural network model to fit the
nonlinear relationship between WER, adversarial
degree, and adversarial samples, in order to further
improve the security and discrimination capability
of the detection algorithm. The robust detection
algorithm based on WER and the calculation
method based on adversarial degree are combined
with the waveform characteristics of the voice itself
to extract voice features. This combined method
can better restore the audio itself and also provides
a benign input feature for the calculation of the
neural network, thereby ensuring the accuracy of
the calculation results and a high recall rate

2. Related Work

2.1. Attack Model. ASR technology converts human speech
into text [14–16]. From speech signals to text characters,
ASR technology spans multiple basic and cutting-edge disci-
plines such as acoustics and linguistics, signal processing,
computers, and artificial intelligence. Although research on
speech recognition began as early as the 1950s, due to its
complexity, the accuracy of speech recognition was not very
high until the emergence of neural networks and the rise of
end-to-end technology [17, 18]. Since then, the accuracy of
speech recognition rate has been advancing rapidly. Com-
pared with the traditional DNN-HMM [19] hybrid model,
the end-to-end ASR system omits the steps of aligning text-
and context-sensitive phonemes and can directly start train-
ing from the neural network without multiple iterations.
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All the theoretical research and experiments in this
paper are based on Deep Speech, an open source, end-to-
end ASR system [20]. The network structure is shown in
Figure 1. The MFCC feature of speech is used as input.
The core is an RNN model with correctionist temporal clas-
sification (CTC) loss [21] as the loss function; the output is
the probability distribution of the character sequence.

The Deep Speech model consists of 5 hidden layers. For
input x, we use hl to denote the lth layer and h0 to denote the
input. The first 3 layers are fully connected layers. For the
first layer, the input at time t is not only the characteristics
xt of time t, but also the characteristics of its front and back
C frames, totaling 2C + 1 frames. The first 3 layers are calcu-
lated by

hlt = g Wlhl−1t + bl
� �

, ð1Þ

where gðzÞ =min ðmax ðz, 0ÞÞ and the maximum value is
limited on the basis of ReLU, so it is also called Clipped
ReLU. The fourth layer is a two-way RNN, as shown in

hft = g W4h3t +Wf
τh

f
t−1 + b4

� �
,

hbt = g W4h3t +Wb
τh

b
t+1 + b4

� �
:

ð2Þ

The most common RNN is used here instead of LSTM/
GRU in order to make the network structure simple and
consistent and to facilitate the optimization of calculation
speed. In this two-way RNN, the parameters input to the
hidden unit are shared (including bias), and the RNN in
each direction has its own hidden unit and hidden unit
parameters. hf is calculated from time 1 to time T , and hb

is calculated from time T in turn. The fifth layer will add

the two outputs of the fourth layer bidirectional RNN as
its input, as shown in

h4t = hft + hbt ,

h5t = g W5h4t + b5
� �

:
ð3Þ

The last layer is a fully connected layer without activa-
tion function, which uses softmax to turn the output into a
probability corresponding to each character, as shown in

h6t,k = ŷt,k = P ct = k xjð Þ =
exp W6

kh
5
t + b6k

� �

∑jexp W6
j h

5
t + b6j

� � : ð4Þ

After calculating Pðct = kjxÞ, CTC can be used to calcu-
late Lðŷ, yÞ and find the gradient of L to the parameter.

2.2. CW Attack. The CW attack is a white-box targeted
attack against the ASR system, derived from the literature
of Nicholas Carlini and David Wagner [22]. In this method,
we propose to improve the CTC loss function y introducing
the L2 norm of noise distortion and using the Adam opti-
mizer to simultaneously optimize CTC loss and distortion
to achieve a balance between distortion and CTC Loss. The
loss function is shown by

minimize δj j22 + c ⋅ l x + δ, tð Þ
such that dBx δð Þ ≤ τ

dBx δð Þ = dB δð Þ − dB xð Þ
, ð5Þ

where δ is the added noise; c is the weight; x is the original
audio; l is the CTC loss function; t is the target transcription

xt

ht
(5)

ht
(b)

ht
(f)

ht
(3)

ht
(2)

ht
(1)

C

Figure 1: Deep Speech network model.
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text; dBxðδÞ is the distortion of the noise δ relative to the
original waveform x, measured in decibels (dB); τ is the
maximum distortion constant; and dBð⋅Þ is the logarithmic
scale which is used to measure the relative loudness of audio
or noise samples; the calculation method is shown in

dB xð Þ =maxi20 ⋅ log10 xið Þ, ð6Þ

where xi represents the value of the i
th sampling point of the

waveform x.
Why can CW attacks be used to generate adversarial

examples? It should be noted that the CTC loss function
reflects the relationship between the target transcription text
and its corresponding audio. When the audio does not
match the text, the CTC loss is larger. Therefore, reducing
the CTC loss of the audio to is equivalent to increasing the
CTC loss of the audio and the original transcribed text, but
the direction of its increase is to approach. In addition, to
be able to converge as quickly as possible, we use the fast
gradient thinking in the FGSM algorithm. In each iteration,
loss is used to derive the added noise to obtain the gradient
that makes the loss function change the fastest, and the dis-
turbance noise is “updated” along this gradient direction
until the transcription target is reached.

Figure 2 shows a comparison of the audio waveform
before and after the CW attack. The original audio content
is “but everything had changed,” and the CW attack is suc-
cessfully transcribed as “nothing is impossible.” It is clear
that the CW attack modifies the entire waveform. The pro-
nunciation segment of the adversarial sample has a greater
similarity to the original waveform, while the silent segment
has a significant gap. In addition, compared with the original
audio, we can hear obvious TV-like snowflake noise.

3. Algorithms

In this section, we introduce our proposed audio adversarial
sample detection model. As shown in Figure 3, the model
includes seven components.

(i) Speech interface module: Corresponding to the
upper left corner of Figure 3, this module is respon-
sible for detecting the legality of input audio files,
that is, whether the sampling rate and format meet
the specifications, and then converting the speech
into the form of a one-dimensional vector

(ii) Noise reduction module: The core of the robust
detection algorithm, this module is responsible for
noise reduction and storage of audio. Here, it
imitates the code style of the audio adversarial
sample attack library and encapsulates all the noise
reduction-related code into the denoise.py file.
Called through the interface of the denoise input
audio, the function returns the save path of the
audio after noise reduction

(iii) Feature extraction module: This module, which
forms the core of the feature detection algorithm,
is responsible for extracting the feature vector of

the filter banks of the audio. In addition, the mod-
ule is responsible for the extraction of MFCC fea-
tures; that is, another DCT operation is performed
on the basis of the filter banks for Deep Speech
voice recognition system input

(iv) Speech recognition system: This system is responsi-
ble for transcribing the input MFCC features into
human-understandable text

(v) WER calculation module: (described in Section 3.1)

(vi) Adversity calculation module: (described in Section
3.2)

(vii) Two-class neural network: (described in Section
3.3)

3.1. Robust Detection Algorithm Based on Word Error Rate.
The core of the robust detection algorithm based on WER
is spectral subtraction noise reduction. In this method, the
first spectral subtraction noise reduction is performed on
the audio to be detected [23], and then, the audio is tran-
scribed before and after noise reduction through the ASR
system to calculate the WER of the audio to be detected.
Finally, according to the differentiation of adversarial sam-
ples based on WER, a classifier is designed for detection.
The algorithm principle and process are as follows:

According to the generation process of adversarial
samples, let yðnÞ be an audio adversarial sample with added
antinoise, and then yðnÞ is composed of original audio xðnÞ
and additive noise dðnÞ; that is, the form of the additive
model is shown in

y nð Þ = x nð Þ + d nð Þ: ð7Þ

The Fourier transform on both sides of the equation is
shown in

Y ωð Þ = X ωð Þ +D ωð Þ: ð8Þ
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Figure 2: Audio waveform comparison before and after CW attack.
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If expressed by the power spectrum, the form of the
additive model is shown in

Y ωð Þj j2 = X ωð Þj j2 + D ωð Þj j2 + 2 Re X ωð ÞD ωð Þ
n o

: ð9Þ

Here, 2 Re fXðωÞDðωÞg is called the cross term. Due to
the vibration of the vocal organs, the speech signal is usually
nonstationary. But if only one of the frames is intercepted,
assuming that it is 10 to 30 ms, the speech in this frame
has a stationary characteristic. In the same way, the noise
signal is also stable or slowly changing at the microscopic
scale. Therefore, it is considered that the mean value of the
additive noise dðnÞ is 0, and is not related to xðnÞ; that is,
the cross term is 0. The above formula is simplified as

X ωð Þj j2 = Y ωð Þj j2 − D ωð Þj j2: ð10Þ

In the speech signal, it is generally considered that there
is no speech activity in the first few frames, so the first few
frames can be regarded as pure noise signals; that is, the
noise spectrum jDðωÞj2 can be estimated using these frames.
Because the phase of the speech signal will not affect
humans’ understanding of speech, after obtaining the ampli-
tude spectrum of the original audio, the phase of the speech
adversarial sample can be used to approximate the speech
phase of the original audio. At this time, an approximation
original audio can be obtained in theory.

Further, we use the audio before and after noise reduc-
tion to obtain the reference text and the predicted text
through the ASR system. We hope that the impact of noise
reduction can be reflected in the differences in the text. To
measure the inconsistency between two paragraphs of text,
this method uses WER.

WER is generally used to compare predicted text and
reference text in units of characters and to quantify the dif-
ference between the two texts. It is typically used to measure
the performance of an ASR system and is a key indicator in

the field of speech recognition. Its calculation formula is
shown in

WER = S +D + I
N

=
S +D + I
S +D + C

: ð11Þ

Note that S is the number of words that need to be
replaced in the reference text, D is the number of words that
need to be deleted in the reference text, I is the number of
words that need to be inserted into the reference text, and
C is the correct number of words in the reference text. As
a result, N = S +D + C is the character length of the refer-
ence text.

The numerator of the WER is equivalent to the edit
distance of two paragraphs of text [24]. Editing distance is
defined as the minimum operation required to change from
one text to another. The executable operations include
replacing a character, deleting a character, and inserting a
character. The industry has a classic dynamic programming
solution to this problem, and its state transition equation is
shown in

DPi,j =min

DPi−1,j−1 + 0 if hi = rj

DPi−1,j−1 + 1 Substitutionð Þ
DPi,j−1 + 1 Insertionð Þ
DPi−1,j + 1 Deletionð Þ

0
BBBBB@

; ; ð12Þ

where h is the predicted text, r is the reference text, and
DP is the matrix used for state transition which dimension
is jhj × jrj .
3.2. Feature Detection Algorithm Based on Adversarial
Degree. The core of the feature detection algorithm based
on adversarial degree is the extraction and application of fil-
ter banks features. In this method, we first extract the filter
banks of the audio to be detected and then calculate the
antagonism of the audio to be detected based on the filter
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Figure 3: Speech adversarial sample detection model.
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banks. Finally, according to the degree of discrimination of
adversarial samples, a classifier is designed for detection.
The algorithm principle and process are as follows.

3.2.1. Pre-Emphasis. The first step of the algorithm is to
apply a pre-emphasis filter to the signal. Compared with
the low frequency, the high frequency usually has a smaller
amplitude, so the pre-emphasis filter can be used to bal-
ance the spectrum and amplify the high frequency. In
addition, the pre-emphasis can also avoid numerical prob-
lems during the Fourier transform operation and improve
the signal-to-noise ratio (SNR). The specific calculation
formula is shown in

y tð Þ = x tð Þ − αx t − 1ð Þ, ð13Þ

where x is the speech signal, y is the signal after pre-
emphasis, and α is the pre-emphasis coefficient, which is
generally selected as 0.95 or 0.97.

3.2.2. Framing. After pre-emphasis, the signal needs to be
divided into short-time frames. Under normal circum-
stances, the frequency in the speech signal is not static, and
the Fourier transform of the entire speech signal will lose
the frequency contour of the signal. Therefore, the signal is
also processed in units of frames, and then, the approximate
value of the signal frequency profile is obtained by merging
adjacent frames. In speech processing, the frame size is usu-
ally set to 25ms.

3.2.3. Window Adding. After the signal is cut into frames, a
window function such as a Hamming window needs to be
applied to each frame to offset the assumption of unlimited
data made by the fast Fourier transform (FFT) and reduce
spectrum leakage. The form of the Hamming window is
shown in

w n½ � = 0:54 − 0:46 cos 2πn
N − 1

� �
, ð14Þ

where 0 ≤ n ≤N − 1 and N is the length of the window.

3.2.4. Fourier Transform and Power Spectrum. Next, we per-
form short-time Fourier transform on each frame, which is
also called N-point FFT. N is usually 256 or 512. The power
spectrum calculation formula is shown in

P =
FFT xið Þj j2

N
, ð15Þ

where xi is the i
th frame audio signal.

3.2.5. Filter Banks. Finally, the Mel-level triangular filter
(usually 40 filters) is applied to the power spectrum to
extract the filter banks features. The Mel scale imitates the
human ear’s perception of sound; that is, it has a higher
discriminative power at a lower frequency and a lower dis-

criminatory power at a higher frequency. The conversion
formula of Hertz f and Mel m is shown in

m = 2595 log10 1 +
f

700

� �
,

f = 700 10m/2595 − 1
� �

:

ð16Þ

Each filter in the Mel filter bank is triangular, with a
response of 1 at the center frequency, and linearly decreases
to 0 toward the center frequency of the adjacent filters. The
filters in the Mel filter bank are shown in

Hm kð Þ =

0 k < f m − 1ð Þ
k − f m − 1ð Þ

f mð Þ − f m − 1ð Þ f m − 1ð Þ ≤ k < f mð Þ

1 k = f mð Þ
f m + 1ð Þ − k

f m + 1ð Þ − f mð Þ f mð Þ < k ≤ f m + 1ð Þ

0 k > f m + 1ð Þ

0
BBBBBBBBBBBB@

,

ð17Þ

where m is the subscript of the filter bank; in this method
1 ≤m ≤ 40, f ðmÞ is the center frequency of the mth triangu-
lar filter, and HmðkÞ represents the response of themth trian-
gular filter at k Hz. Because the human ear’s perception of
sound is not linear, it is necessary to use the log function
for nonlinear processing at the end.

3.2.6. Confrontation. Statistical observation of the filter
banks of benign and adversarial samples reveals that the
probability of positive values in the filter banks features of
adversarial samples is significantly higher than that of
benign audio samples. In addition, the longer the noise dura-
tion, the greater the noise amplitude, and the greater the
probability of a positive value. Based on this, we propose
the concept of adversarial frames. Frames with nonnegative
filter banks feature values are regarded as adversarial frames,
which indicate the degree of disbelief in this frame.

Furthermore, the speech signal is counted in units of
frames in filter banks, and the concept of adversarial degree
is proposed, which represents the proportion of adversarial
frames in the audio. The greater the proportion, the greater
the degree of disbelief in the audio, that is, the greater the
possibility of treating it as a confrontational sample. The
smaller the proportion, the more authentic the audio is.
The calculation method of antagonism is shown in

ADR = ∑i f ≥ 0∀f ∈ feaið Þ
N

, ð18Þ

where f ea is the feature matrix of the audio filter banks and
N is the first dimension of f ea, which is related to the audio
duration.

6 Wireless Communications and Mobile Computing



3.3. Collaborative Detection Algorithm Based on Neural
Network. All single detection algorithms may bring about
the problem of insufficient robustness, and the algorithm
proposed in this paper is no exception. An attacker can
deliberately reduce a single index to carry out more
advanced secondary attacks. In addition, the binary classifi-
cation in the real scene is usually not linearly separable,
and all the methods that use linear classification will inevita-
bly result in the lack of a certain performance index of accu-
racy or recall. Therefore, to further improve the robustness
of the model and the algorithm’s discrimination against
adversarial samples, we combine the methods proposed in
Sections 3.1 and 3.2 to provide a better detection method.

Here, we regard WER and adversarial degree as the char-
acteristics of artificially extracted speech samples and then
use neural network for nonlinear fitting training to achieve
the effects of classification and detection.

In this paper, a lightweight binary neural network is
selected. In addition to the input layer and the output layer,
it only includes two hidden layers and the corresponding
dropout layer, as shown in Table 1.

4. Implementation and Evaluation

4.1. Databases. The Common Voice [25] corpus is an initia-
tive from Mozilla, which contains six files with tab-separated
values (TSV files) and a single clips subdirectory that con-
tains all of the audio data, where each of the six TSV files
represents a different segment of the voice data, with all six
having the following column headers: [client_id, path, sen-
tence, up votes, down_votes, age, gender, accent]. It is a
collection of self-recorded voices uploaded by many users
on the Common Voice website. The text content comes
from many public domains, such as blog posts submitted
by users, old books, movies, and other public speeches.
According to Mozilla, the main purpose of the project is to
train and test the ASR system. The goal is to help teach
machines how to speak, but Mozilla also encourages its use
for other purposes.

The Common Voice corpus is divided into three parts.
The “valid” subset is the audio that has been heard by at least
two people and that most of the listeners think matches the
text. The “invalid” subset contains the audios that do not
match their corresponding text judged by at least 2 persons.
And the remaining audios form the subset named “other”.
Furthermore, “valid” and “other” are divided into three
parts: “dev” is used for development and experimentation,
“train” is used for speech recognition training, and “test” is
used for testing WER.

Considering the cost in time and hardware, this paper
finally selected 8071 audio files of “cv-valid-dev” and “cv-
valid-test” as the preliminary screening of the dataset.

The audio files of the Common Voice corpus are all in
.mp3 format. Therefore, first, the format conversion of the
preliminary audio files is required, and then Deep Speech
is used for transcription, and the WER index is tested.
According to the results, Deep Speech reached an average
WER of 7.33% and performed well on the preliminary
screening dataset. Finally, this paper screened out 1,200

speech samples with a WER of 0 and the length of the tran-
scribed text not exceeding 57 as the experimental benign
sample dataset and used the CW attack to generate the cor-
responding adversarial sample dataset. If the length of the
transcribed text of the benign sample does not exceed 37,
the CW attack target is set to “nothing is impossible”; other-
wise, the attack target is set to “if winter comes can spring be
far behind?”

4.2. Environment. The hardware environment of the experi-
ment in this article is shown in Table 2.

The software environment of the experiment in this
paper is shown in Table 3.

In Table 3, Deep Speech code is Mozilla’s code imple-
mentation of Deep Speech’s speech recognition model, and
Deep Speech model is a trained model file that stores the
weights, biases, gradients, and other variable values of the
model. We need to pay attention to compatibility when
using the Python package. The adapted version number is
given here. CUDA and cuDNN are drivers that need to be
installed when using Nvidia graphics cards. We can also
install the TensorFlow version, if it is the correct version.

4.3. Indicators. In order to better introduce the two-category
index, a confusion matrix is first introduced here. The con-
fusion matrix is shown in Table 4.

4.3.1. ACC. ACC indicates the proportion of samples with
correct predictions to the total samples. The ACC calcula-
tion formula is shown in

ACC =
TP + TN

TP + TN + FP + FN
: ð19Þ

4.3.2. AUC. The area under the curve (AUC) represents
the area under the ROC curve. Here, in order to better
understand the ROC curve, we first introduce the true
positive rate (TPR) and false positive rate (FPR). TPR
represents the proportion of all positive samples in the
dataset that are correctly predicted. The calculation for-
mula is shown in

FPR =
TP

TP + FN
: ð20Þ

Table 1: Two-class neural network architecture.

Layer (type) Output shape

dense_1 (dense) (None, 64)

activation_1 (activation) (None, 64)

dropout_1 (dropout) (None, 64)

dense_2 (dense) (None, 64)

activation_2 (activation) (None, 64)

dropout_2 dDropout) (None, 64)

dense_3 (dense) (None, 1)

activation_3 (activation) (None, 1)
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FPR represents the proportion of negative samples
that are predicted to be positive samples. The calculation
formula is shown in

FPR =
TP

TP + FN
: ð21Þ

Every time a threshold is set, a set of TPR and FPR values
can be obtained. Therefore, the score of each sample in the
test set is set as a threshold, so that multiple sets of TPR
and FPR values can be obtained. At this time, FPR is used
as the abscissa and TPR as the ordinate to draw the ROC
curve.

4.3.3. Precision. Precision represents the proportion of
positive samples that are correctly predicted to all positive
samples. The calculation formula is shown in

Precision =
TP

TP + FP
: ð22Þ

4.3.4. Recall. Recall represents the proportion of positive
samples that are correctly predicted to all positive samples.
It basically has the same meaning as the true rate, except that
the name is different. The calculation formula is shown in

Recall =
TP

TP + FN
: ð23Þ

4.3.5. F1 Score. F1 score is defined as the harmonic mean of
precision and recall. The calculation formula is shown in

F1 = 2 ×
Precision × Recall
Precision + Recall

: ð24Þ

4.4. Result and Analysis. Figures 4 and 5 show the compari-
son diagrams of WER and adversarial degree distribution of
benign samples and adversarial samples generated by CW
attacks. According to the WER distribution map, it is clear
that the WER of the benign samples is concentrated in the
range of 0 to 0.1, while the WER of nearly every adversarial
sample is greater than 0.1. Furthermore, according to the
adversarial degree distribution map, it is clear that the
WER of the adversarial samples is concentrated in the range
of 0.9 to 1.0, while the benign samples have a wider distribu-
tion range, but most of them are less than 0.9. Therefore, the
WER and adversarial degree have a good degree of success in
differentiating the adversarial samples generated by the CW
attack. In terms of the distribution ratio, the differentiation
capability of adversarial degree is slightly weaker than that
of the WER.

Figure 6 shows the joint distribution diagram of WER
and adversarial degree of the benign sample and the
adversarial sample generated by the CW attack. The bound-
ary between the benign sample and the adversarial sample is
relatively clear, with points crossing only sporadically. It can
be concluded that the collaborative detection algorithm is
very successful at differentiating the adversarial samples
generated by the CW attack.

Figure 7 shows the ROC curves of the three detection
algorithms against CW attacks. The upper left corners of
the three curves are infinitely close to the ð0, 1Þ point, and
the AUC value is greater than 0.99, indicating that these
three algorithms perform very well in detecting CW attacks.
In addition, the ROC curve of the collaborative detection
completely covers the other two curves, indicating that the
performance of the collaborative detection algorithm is bet-
ter than that of a single detection. Because a single detection
has a high degree of discrimination against the adversarial
samples generated by the CW attack, the improvement of
the discrimination degree by coordinated detection is lim-
ited. The ROC curves of robust detection and feature

Table 2: Hardware environment.

Items Parameter

CPU Intel Xeon E3-1230v5

RAM 16GB DDR4

GPU NVIDIA Quadro K420

Storage 1 T SSD

Table 3: Software environment.

(a)

Component Version

Ubuntu 16.04

Python 3.5.2

Deep Speech code 0.4.1

Deep Speech model 0.4.1

CUDA 9.0

cuDNN 7.0

(b)

Python packages Version

pandas 0.24.0

numpy 1.16.4

Keras 2.2.4

ds-ctcdecoder 0.4.1

tensoflow-gpu 1.12.0

scipy 1.4.1

Table 4: Confusion matrix.

Actual result
P N

Prediction
P TP FP

N FN TN

whereT and F represent true and false, and P and N represent positive and
negative.
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detection overlap. In terms of the AUC value, the robust
detection performs the best.

Next, we will further discuss the algorithm in terms of its
specific performance on the test set, that is, ACC, accuracy,
recall, and F1 score. Table 5 shows the CW attack detection

indicators. By comparing the three detection algorithms, we
can draw three conclusions.

(1) The three detection algorithms all have a good degree
of discrimination against adversarial samples in CW
attack scenarios, with the collaborative detection
algorithm the best, followed by the robust detection
and the feature detection. Because the collaborative
algorithm also detects the resistance robust detection
characteristics, such as WER, and the feature-
sensitive characteristics of neural networks, its suc-
cess rate is higher than that of the other two. Feature
changes often affect the robustness of the system, so
in terms of index values, robustness, and detection
methods are better than feature detection methods

(2) Robust detection algorithms based on WER tend to
have a higher accuracy rate, but the recall rate is
low. Feature detection algorithms based on adversar-
ial degree tend to have a higher recall rate, but the
accuracy rate is low. It shows that the robust detec-
tion algorithm based on the suberror rate has higher
accuracy in the retrieval accuracy rate than the
feature detection based on adversarial degree. This
also confirms the conclusion (1) from another
aspect, that is, the robust detection method better
than feature detection methods

(3) The collaborative detection algorithm based on neu-
ral network improves the discrimination capability
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Table 5: Indicators of CW attacks.

Robust
detection

Feature
detection

Collaborative
detection

ACC 0.9950 0.9817 0.9967

AUC 0.9966 0.9946 0.9991

Precision 0.9983 0.9738 0.9983

Recall 0.9667 0.9900 0.9967

F1 score 0.9822 0.9818 0.9975
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of voice adversarial samples more than single detec-
tion. In addition, the collaborative detection algo-
rithm integrates the advantages of robust detection
and feature detection, making it have a higher accu-
racy rate and recall rate, as well as a more balanced
detection capability

4.5. Comparisons. In this section, we compare the best per-
forming collaborative detection algorithm with the existing
detection algorithms, which are TD detection, DU detection,
AP detection, and CNN detection. The comparison results
are shown in Figure 8. Where there is no bar, it indicates
that the author did not use the corresponding indicators.

Figure 8 shows that the detection scheme proposed in
this paper achieves higher scores in both AUC and ACC
indicators than the existing detection schemes, indicating
that the collaborative detection algorithm has a stronger
capability to detect CW attacks.

5. Conclusions

In recent years, thanks to China’s favorable policies for
artificial intelligence and the relatively mature technologies
of speech recognition, big data, and cloud computing, the
country’s intelligent voice industry has experienced a period
of rapid development. However, the popular ASR systems
are suffering from the severe threat of audio adversarial sam-
ples. Adding even a slight disturbance to original audios,
that is difficult to be detected by listeners, will make these
systems output erroneous transcriptions. This poses a seri-
ous threat to the security of smart voice devices, which is
the focus of this article’s research.

This paper proposes three detection schemes for detect-
ing adversarial samples: a robust detection algorithm based
on word error rate, a feature detection algorithm based on
adversarial degree, and a collaborative detection algorithm
based on neural network. The robust detection algorithm is
based on WER from the perspective of generating voice con-
frontation samples. It proposes the idea of using spectral
subtraction noise reduction to destroy the artificially added
perturbation in the confrontation sample and then uses
WER as a measurement standard for detection. From the

perspective of voice features, the feature detection algorithm
based on adversarial degree proposes two concepts: detect-
ing the filter banks feature of the speech frame as a unit
and adversarial frame and adversarial degree. The algorithm
uses these as the detection criteria. Considering the
problems that might be caused by single linear detection,
the neural network-based collaborative detection algorithm
combines WER and adversarial degree to jointly detect voice
adversarial samples by training a neural network.

The experimental results show that all three detection
algorithms display good discrimination against CW attacks,
with the collaborative detection performance the best,
followed by robust detection and then feature detection.
The results also show that robust detection algorithms tend
to have higher accuracy, but the recall rate is low. The fea-
ture detection algorithms tend to have higher recall, but
the accuracy is low. The collaborative detection algorithm
integrates the advantages of robust detection and feature
detection. While improving the overall discrimination, it
also has a higher accuracy rate and recall rate, as well as a
more balanced detection ability, which proves the necessity
of joint detection.

Although the results show that the research in this paper
has achieved good results, it should be noted that the adver-
sarial samples studied in this paper are directly input to the
voice interface and cannot form an attack effect after being
broadcast in the air. However, the latest work [26, 27] shows
that although there are many restrictions, there are already
adversarial samples that can be played and then attacked.
Therefore, it is important to continue research on the
defense of voice adversarial samples. In addition, the author
believes that it is very valuable to use each frame of speech as
a unit of detection, but due to time limitations, this could not
be addressed in this paper. Future research will explore this.

Data Availability

The Common Voice [25] corpus is an initiative from
Mozilla. It is a collection of self-recorded voices uploaded
by many users on the Common Voice website. The text con-
tent comes from many public domains, such as blog posts
submitted by users, old books, movies, and other public
speeches. According to Mozilla, the main purpose of the
project is to train and test the ASR system. The goal is to
help teach machines how to speak, but Mozilla also encour-
ages its use for other purposes.
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As the product of the third information technology revolution, the Internet of Things (IoT) has greatly altered our way of lifetime.
Cloud storage has gradually become the best choice for data processing due to its scalability and flexibility. However, the cloud is
not a completely trusted entity, such as tampering with user data or leaking personal privacy. Therefore, cloud storage usually
adopts attribute-based encryption schemes to accomplish data confidentiality and fine-grained access control. However,
applying the ABE scheme to the Internet of Things still faces many challenges, such as dynamic user revocation, data sharing,
and excessive computational burden. In this paper, we propose a novel searchable attribute encryption system that replaces the
traditional key generation center with consortium blockchain to generate and manage partial keys. In addition, our scheme can
perform predecryption operations in the cloud, and users only need to spend a small amount of computational cost to achieve
decryption operations. Security analysis proves that our scheme achieves security under both the chosen keyword attack and
the chosen plaintext attack. Compared with other schemes, this scheme is more economical in terms of computing and storage.

1. Introduction

The Internet of Things (IoT) originated in the media field, and
it is an important part of the new generation of information
technology. It connects all items to the Internet through infor-
mation sensing devices to achieve positioning, tracking, super-
vision, and intelligent identification [1]. Simply put, the IoT is
the Internet that connects everything. In recent years, the IoT
has gradually become digitized in the real world, reduced the
dispersion of information, and integrated the digital informa-
tion between objects. The IoT is widely used in the fields of
transportation and logistics, industrial manufacturing, medi-
cal care, and smart environments [2–7].

Sahai and Waters first proposed the concept of attribute-
based encryption (ABE) in 2005 [8]. Because the access
structure needs to be more flexible to adapt to more applica-
tion scenarios, Goyal et al. [9] and Bethencourt et al. [10],

respectively, proposed the concepts of key policy ABE (KP-
ABE) and ciphertext policy ABE (CP-ABE). In KP-ABE,
the ciphertext is associated with a set of attributes, and the
access policy is embedded in the key. In contrast, in CP-
ABE, the ciphertext is associated with the access policy,
and a set of attributes is embedded in the key [11–14].

Although IoT has now blossomed in various fields, there
are still many problems in applying ABE to the IoT. Com-
pared with the traditional Internet, the IoT lacks standardiza-
tion. In addition, the IoT itself is a complex network system
involving many application domains, which is difficult to
manage [15]. This makes it challenging to achieve its security
and privacy. Therefore, blockchain technology is widely used
in IoT for its persistence, anonymity, and auditability [16].

In this article, we will present a new blockchain-aided
searchable attribute-based encryption (BC-SABE) scheme.
This scheme replaces a traditional centralized server using
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a distributed consortium blockchain consisting of a prede-
fined set of trusted consensus nodes. Our main contribu-
tions can be summarized as follows:

(i) We present a novel BC-SABE scheme. Our scheme
uses a distributed consortium blockchain containing
a set of credible consensus nodes to achieve the func-
tion of key generation. Pedersen secret sharing proto-
col [17] and reciprocal protocol [18] are used to
generate all secret parameters, which also means that
the master key is not needed. Our scheme can also
support keyword search under cloud assistance.
Users only need to provide user identity information
and partial token information to the blockchain, and
the cloud server will receive the complete token from
the blockchain and search for it. Moreover, the
scheme can realize predecryption in the cloud, which
can greatly reduce the burden of users

(ii) In our scheme, the Pedersen secret sharing protocol
enables the sharing of subsecrets between consensus
nodes, and each consensus node can combine the
subsecrets as the master secret. And the reciprocal
protocol ensures that the key information is shared
without a trusted party

(iii) In addition, we use blockchain technology to realize
the dynamic revocation of users. Because consensus
nodes in the blockchain can use time period tags
and status tags to update the user revocation list,
this also means that we can use the blockchain to
update the user revocation list to achieve user revo-
cation. And our scheme does not require the user to
re-encrypt the ciphertext for user revocation

Our scheme can also be applied in simple medical scenar-
ios. For example, hospital can register admission information
for patient and store the admission information in the block-
chain. Registered patients can enter their data and information
into the cloud server. When searching for relevant informa-
tion, he/she only needs to submit a partial token to blockchain,
and then, blockchain can produce the complete token for him/
her and send it to the cloud server for search operations. In
addition, patients can access data information from the cloud,
which will first generate a predecryption key for them, and the
patient can fully decrypt the data with a simple calculation.

The remainder of this paper is organized as follows. In
Section 2, we reviewed some related work, and then, we gave
some preliminaries in Section 3, including the complexity
assumptions, binary trees, and blockchain. The system
model, system procedure, and security model are given in
Section 4, and the detailed structure of the system is given
in Section 5. We give the security proof of the scheme in Sec-
tion 6 and compare the performance of the scheme in Sec-
tion 7, and finally, we give a brief summary in Section 8.

2. Related Work

Since the concepts of ABE were introduced, many improved
ABE schemes have been proposed, such as traceable ABE

[19], anonymous ABE [20, 21], and hierarchical ABE
[22–25]. However, the application of ABE to IoT is still an
issue that needs to be discussed. The resources of the Internet
of Things devices are limited, and most of the ABE algorithm
encryption and decryption calculation costs are relatively
large, so the outsourcing ABE scheme has been proposed
[26–29]. In addition, IoT systems should be able to revoke
malicious users and update legitimate users with new attri-
butes. How to implement dynamic user revocation is also an
issue. Liu et al. [30] proposed a direct revocation scheme; how-
ever, in this scheme, all data owners are required to maintain
the revocation list. Recently, Cui et al. [31] proposed a
server-aided revocable ABE scheme. This scheme outsources
all the workload to the server at the time of user revocation,
and each user stores only a fixed size private key.

However, this single authorization ABE scheme has lim-
ited security and cannot carry a large number of IoT devices.
Many multiauthorization-based ABE schemes have been
proposed by scholars [32–35]. Chase [32] first presented
the concept of multiauthority attribute-based encryption
(MA-ABE) in 2007. Recently, Belguith et al. [34] presented
a policy-hidden outsourced MA-ABE scheme, which hides
the access structure to protect user privacy. In [35], a new
MA-CP-ABE scheme was presented by Sethi et al. This sys-
tem decentralizes authority and can support white box trace-
ability along with outsourcing decryption.

Recently, the widespread application of data sharing has
deepened the academic research on searchable encryption
schemes, and many searchable attribute-based encryption
(SABE) schemes have also been proposed [36–44]. In [36],
Miao et al. presented a multikeyword SABE scheme, which
supports comparable attributes by using 0-encoding and 1-
encoding. Xu et al. [37] proposed for the first time a decentra-
lized attribute-based keyword search (ABKS) scheme for mul-
tikeyword search in cloud storage. In this scheme, data sharing
and data searching can be achieved without a fully trusted cen-
tral authority. Recently, a seed string searchable ABE (SSS-
ABE) solution for sharing and querying encrypted data was
proposed by Sun et al. [38]; data users can query the entire
ciphertext by substring without presetting keywords.

Blockchain technology originated from Bitcoin; the con-
cept of blockchain was first proposed by Satoshi Nakamoto
in [45]. Blockchain is a distributed shared ledger and data-
base. Compared with the previous centralized accounting
model, blockchain can achieve decentralization, which
means removing the trust intermediary, which also makes
the transactions on blockchain more open and transparent.
Recently, Wu et al. [46] used blockchain technology to pro-
pose a privacy-protected and traceable ABE scheme, using
blockchain to achieve data integrity and nonrepudiation. In
[47], Pournaghi et al. proposed a scheme to share medical
data based on blockchain technology and attribute-based
encryption (MedSBA), which utilizes blockchain to share
medical data. Recently, Liu et al. [48] presented a
blockchain-aided attribute-based searchable encryption
scheme, and Zheng et al. [49] proposed a fair outsourcing
decryption ABE scheme utilizing blockchain and sampling
technology. In [50], Guo et al. used blockchain technology
to propose an efficient and traceable ABE scheme with
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dynamic access control, which implements dynamic access
control and can flexibly update the access structure.

As of late, blockchain technology has been universally
exploited in ABE scheme, because compared to the tradi-
tional server structure, blockchain has no central node,
which allows no single institution or member to achieve
control over global data, while any node stops working with-
out affecting the overall operation of the system. In addition,
blockchain is also superior to traditional key management
center in ensuring the confidentiality of data. Therefore, we
adopt blockchain technology to assure the security and
robustness of the system.

3. Preliminaries

3.1. Composite Order Bilinear Groups and Complexity
Assumptions. First of all, the concept of bilinear group is
reviewed as follows. Let G and G1 be the multiplicative
groups of order N = p1p2p3, g is a generator of G, and p1,
p2, p3 are three different prime. Then, e : G ×G⟶G1 is a
bilinear map, and it has these properties as follows:

(1) Bilinearity: For ∀x, y ∈ ZN , eðgx, gyÞ = eðg, gÞxy

(2) Nondegeneracy: eðg, gÞ ≠ 1G1

(3) Computability: There is an algorithm to calculate e
efficiently

Now, we show the definition of the composite order
bilinear groups. It is similar to bilinear groups except the
order of the group is the product of two or more distinct
prime numbers. That is to say, G is a composite order group;
Gp1

,Gp2
,Gp3

are its three subgroups of order p1, p2, p3. For
∀x ∈Gpi

and ∀y ∈Gpj
, if x ≠ y, then eðx, yÞ = 1.

Decisional linear assumption. Given ðgα1 , gβ2 , g1, g2, g3Þ,
α, β ∈ ZN , any probabilistic polynomial time (PPT) algo-

rithm is difficult to distinguish ðgα
1 , g

β
2 , g

α+β
3 , g1, g2, g3Þ from

ðgα1 , gβ2 , g1, g2, g3, AÞ, where g1, g2, g3, A ∈G and a, b ∈ Zp

are randomly selected.
Decisional bilinear Diffie–Hellman problem (DBDH).

Given gα, gβ, gγ ∈G and P ∈G1, any PPT algorithm is diffi-
cult to distinguish P = eðg, gÞαβγ from P = eðg, gÞp, where α
, β, γ, p ∈ Z∗

p .

3.2. Access Structure and Linear Secret Sharing Scheme
(LSSS)

Definition 1. Assume Ο = fattr1,⋯, attrng is a set of attri-
butes, and A ⊂ 2O is a nonempty subset of 2O, where 2O rep-
resents the set constituted by all subsets of O; that is, A is a
nonempty set constituted by some subsets of O. We call A is
an access structure on O. If for any P, Q satisfies the condi-
tion P ∈A and P ⊆Q, namely Q ∈A , and then set A ⊆O is
monotonic. Authorized set refers to the set in A ; on the con-
trary, the unauthorized set is not in A .

Definition 2. In the linear secret sharing matrix formed by
the access policy, each row corresponds to an attribute value,
that is, row vector and attribute value form a one-to-one
mapping relationship. If the following two properties are sat-
isfied, and then, a secret sharing scheme Σ on a set of Ο =
fattr1,⋯, attrng is called linear.

(1) The shared secret key for each attribute is a vector
formed on Zp

(2) In scheme Σ, there is an n ×m secret sharing matrix
A, whose row label is bðiÞ, i ∈ f1, 2,⋯, ng. Given a
secret sharing column vector u = ðμ, u2,⋯, umÞ,
where μ ∈ Zp is the secret key to be shared, u2,⋯,
um is selected at random, Au represents the vector
of n shared secret keys according to Σ. Shared γi =
ðAuÞi, that is the inner product Au belongs to the
property bðiÞ, where b is a function that maps i ∈ f
1, 2,⋯, ng to bðiÞ

The LSSS matrix has an important feature, that is, linear
reconstruction. Suppose Σ is a LSSS scheme representing
access structure A , Q ∈A is an authorized set, and then, we
can define T ⊂ ½n� as T = fi : bðiÞ ∈Qg. If there has constant
fβi ∈ Zpgi∈T that can be discovered in polynomial time such
that fγig are valid shares of the secret key μ, then ∑i∈Tβiγi
= μ. There is no such constant for any unauthorized set.

3.3. Binary Tree. First, there is a brief review of the definition
of binary tree. Suppose UT represents a binary tree, in which
there are L leaves corresponding to L users, the root node of
BT is Rt. pathðφÞ represents the set of all nodes on the path
of leaf node φ from the root to φ. Note that φ and the root
node are included here. φl, φr represents the left and right
children of nonleaf nodes. The algorithm KUNodes is used
to calculate the minimum set of nodes that need to release
key updates, and only unrevoked users can decrypt the
ciphertext within a period of time. That is, nodes in rl corre-
sponding to time periods before or t do not have any ances-
tors in the set, and all other leaf nodes have exactly one
ancestor in the set. Figure 1 gives the working principle of
the KUNodes algorithm, where it first marks all ancestors
of the revoked nodes as revoked and then outputs all unre-
voked children of the revoked nodes. The Algorithm 1 is
the formal definition of the KUNodes algorithm.

3.4. Shamir Secret Sharing [51]. The Shamir secret sharing
scheme is based on Lagrange interpolation polynomials,
which are described as follows:

(1) A trusted dealer D first randomly chooses a polyno-
mial gðxÞ = a0 + a1x +⋯+al−1xl−1 with order l-1 such that
a0 = s, where a1, a2,⋯, al−1 are in finite filed Fp = GFðpÞ.
Then, D computes s1 = gð1Þ,…,sm = gðmÞ and sends si to
each shareholder pi secretly

(2) More than l shareholder pr ⊂ p (jprj ≤ l) work
together can reconstruct the secret using the Lagrange inter-
polating formula

3Wireless Communications and Mobile Computing



3.5. Pedersen (l, m) Secret Sharing [17]. The Pedersen secret
sharing scheme allows each dealer (shareholder) to ran-
domly select a secret as a subsecret and can share the subse-
cret with other shareholders. Therefore, each shareholder
can merger all the subsecrets as the master secret. The
Pedersen secret sharing scheme is described as follows:

(1) Each shareholder Hi(i ∈ ½1,⋯,m�) randomly inde-
pendently picks a subsecret Si, and then, the master
secret can be described as S =∑m

i=1Si

(2) For each subsecret Si, a l-1 polynomial gðxÞ is ran-
domly selected by shareholder Hi such that Si = gið
0Þ. After that, it calculates sij = giðxjÞ
,ðj = 1, 2,⋯,mÞ for other shareholders by using Sha-
mir’s secret sharing. Finally, Hi sends each sij to
other Hj secretly, and each shareholder Hi has m
subshares sij

(3) Each shareholder Hi calculates its own master share
si =∑m

j=1sji =∑m
j=1gjðxiÞ

(4) More than l shareholders pr ⊂ p (jprj ≤ l) work
together can reconstruct the secret by using the
Lagrange interpolating formula

3.6. Reciprocal Protocol [18]. Suppose that shareholders Hi
ði ∈ ½1,⋯,m�Þ share a secret μ using Pedersen (l, m) secret
sharing protocol. The role of the reciprocal protocol is to
get share μ−1 without disclosing relevant message about μ
and μ−1. The description of this protocol is as follows:

(1) Shareholders jointly run the Pedersen (l, m) secret
sharing scheme to generate a (l, m) sharing of a ran-
dom element α ∈ Zq. Denote all shares α1, α2,⋯, αm
as ðα1, α2,⋯, αmÞ ↔ ðl,mÞ α

(2) Shareholders jointly run the Pedersen (2l, m) secret
sharing scheme to generate and retain a share of zero
value βi

(3) Shareholders need to pass the value μiαi + βi and
interpolating the corresponding 2l degree polyno-
mial to reconstruct the value η = μα

(4) Each shareholders sets δi = η−1αi to calculate it share
δi of μ

−1

3.7. Blockchain. On January 3, 2009, Satoshi Nakamoto
generated the first Bitcoin block. A few days later, a sec-
ond bitcoin block appeared to connect with the first block
to form the chain, marking the birth of the blockchain.
Because of its four main features, immutability, irrepro-
ducible uniqueness, smart contracts, and decentralized
self-organization or community, blockchain is widely used
in various fields.

In simple terms, a hash function (SHA-256) is used to
form a blockchain. Each block contains a parent block hash,
a timestamp, and a Merkle root. Where the parent block
hash stores the hash value of the previous block header
and is used to connect the previous block, the timestamp
records the approximate time when the block was created,
and the Merkle root is the Merkle tree root hash generated
by the transaction list. There are three general types of
blockchains: public blockchains, consortium blockchains,
and private blockchains. Our system uses a consortium
blockchain. Figure 2 illustrates the basic structure of a con-
sortium blockchain.

In our consortium blockchain, consensus node nodes
perform the consistency protocol to renovate the blockchain
and reserve all nodes in the system with a consistent state.
The consortium blockchain used in our system is similar
to the scheme [48] in that firstly the consensus nodes can

1Id 2Id 3Id 4Id 5Id 6Id 7Id 8Id 1Id 2Id 3Id 4

3

Id 5Id 6Id 7Id 8Id

User Id  is revokedNo user is revoked

Figure 1: The KUNodes algorithm. This shows a pictorial depiction of the algorithm.

Inputs: a binary tree UT, a revocation list rl, a time period t, two empty sets P, Q.
∀ðφi, tiÞ ∈ rl, if ti ≤ t, then add pathðφiÞ to P:
∀p ∈ P, if pl ∉ P, then add pl to Q.
if pr ∉ P, add pr to Q.
If Q =∅, then add Rt to Q.
Return Q.

Algorithm 1: KUNodes.
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initialize the system parameters using the Pedersen secret
sharing scheme and the reciprocity protocol. Secondly, the
consensus nodes manage the associated keys of the users.
Updating the user revocation list requires the joint participa-
tion of all consensus nodes, which effectively improves the
system security. Users can submit searches to the block-
chain, and the cloud server is able to perform predecryption
operations for the users.

4. System Definition

4.1. System Model. Our data management system includes
the following four participants:

Data owner (DO): The data owner stores the generated
index and encrypted data in the cloud, where the index is
used for the cloud to perform search operations.

Data user (DU): The data user is able to store the gener-
ated partial token in the consortium blockchain and is able
to get the predecrypted message from the cloud to fully
decrypt it using their private key.

Blockchain (BC): The consortium blockchain in the sys-
tem consists of a set of credible predefined consensus nodes,
a data pool, and a distributed ledger. The blockchain is
responsible for initializing the system, storing the users’ pub-
lic identity keys, and generating the users’ public decryption
keys, key update information, and predecryption keys. In
addition, the blockchain is also responsible for generating
the complete token and sending it to cloud.

Cloud server (CS): Cloud server can search and prede-
crypt for users, and putting predecryption operations in
the cloud can effectively reduce the burden of users.

Figure 3 shows the system procedure.

4.2. System Procedure. Based on [48], the basic process of the
scheme is defined as follows:

4.2.1. System Init. All consensus nodes run Setupð1k, σÞ
⟶GPK algorithm to get the GPK . Pedersen (l, m) secret
sharing protocol and reciprocal protocol are used by all con-

sensus nodes to jointly determine the master key, and the
exact value of the master parameter is unknown.

4.2.2. User Registration and Revocation

(1) The data user runs the IdKGðGPK , IdUÞ⟶ ðskIdU
, pkIdU Þ to get its identity key pair to join the system
and sends pkIdU to BC. Then, the user public decryp-
tion key is generated by the consensus nodes using
pkIdU . In the meantime, the user’s predecryption
key is also generated later using the public decryp-
tion key

(2) For user revocation, based on a time period t, a state
mark sm, and the revocation list rl, consensus node
runs the RvðIdU , t, rl, smÞ⟶ rl to update rl when-
ever a user wishes to be revoked

4.2.3. Key Gen. In this step, consensus nodes generate three
keys:

(1) Public decryption key generation: In this step, con-
sensus nodes use the user identity IdU , an access
structure ðD, bÞ to run PubDecKGðGPK , IdU , ðD, b
Þ, smÞ⟶ ðPubDKIdU

, smÞ algorithm to generate
the user public decryption key, which is used to ver-
ify whether the user has the attributes included in its
attribute set

(2) Updated key generation: Consensus nodes run the
UpKGðGPK , t, rl, smÞ⟶ ðUt , smÞ to get a key
update message after rl is updated; it inputs a new
time period t and a state mark sm, users who have
not revoked will use it when generating a predecryp-
tion key

(3) Predecryption key generation: Consensus nodes use
ðUt , smÞ to run PreDecKGðGPK , IdU , ðD, bÞ, pkIdU ,
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Figure 2: Consortium blockchain. Consensus node nodes perform the consistency protocol to renovate the blockchain.
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UtÞ⟶ PreDKIdU ,tÞ; it generates the predecryption
key for user

4.2.4. Encryption. First, the data owner selects several key-
words related to his/her data to generate a keyword set fw
g, and then, he/she uses a symmetric algorithm with the
key ks to encrypt the data. Then, data owner runs the Encð
GPK , S, t, ksÞ⟶ CT to hide the symmetric encryption key
and runs the IdxGðGPK , S, fwgÞ⟶ Idx to generate an
index set, where the same attribute set S is used. Finally, data
owner sends CT and Idx to cloud.

4.2.5. Token Gen

(1) Patrial token generation: first, the data user runs the
PTokGðGPK , skIdU ,wÞ⟶ Tok′ to generate the par-
tial token. Then, data user sends ðTok′,HðwÞÞ to BC

(2) Complete token generation: consensus nodes run T
okGðGPK , IdU , ðD, bÞ, Tok′Þ⟶ Tok algorithm for
data user after receiving Tok. Then, data user sends
Tok to the cloud

4.2.6. Search.When data users need to search, the cloud runs the
SearchðGPK , S, Tok, IdxÞ⟶ Addr/⊥ algorithm to search.

4.2.7. Decryption

(1) Predecryption: The predecryption operation is done
in the cloud, and the cloud takes as input the prede-
cryption key sent to it by the blockchain, and it runs
the PreDðGPK , ðD, bÞ, IdU , PreDKIdU ,t , CT , tÞ⟶ C

T ′/⊥ to convert the ciphertext of data users after

receiving the requested key. In this phase, most of
the calculation costs will be carried out in the cloud

(2) User decryption: Since a portion of the predecryp-
tion work has already been done in the cloud, data
user runs the DecðGPK , skIdU , CT ′Þ⟶ ks/⊥ to gen-
erate the symmetric decryption key. After that, the
complete decryption is done by running the sym-
metric algorithm

4.3. Security Model

4.3.1. Ciphertext Indistinguishability. Based on [48], we give
a security definition of indistinguishability under chosen
plaintext attacks (IND-CPA) for BC-SABE, defined by an
indistinguishable game between adversary A and challenge
B. Let Um be the authority universe. Adversary A is defined
as an (l,m) adversary that can compromise at most l-1
authority; Pedersen (l, m) secret sharing protocol and reci-
procity protocol are applied in this security model.

Setup. A corrupted authority set Uϕ is output by A,

where mϕ ≤ l − 1. Then, B runs the Setupð1k, σÞ⟶GPK
to get the global public key GPK , a state mark sm and a rev-
ocation list rl. Note that rl is initially empty. It outputs ðGP
K , rl, sm, fai, rigi∈Uϕ

Þ to A.

Phase 1. First, B creates an empty list L, and A can per-
form the following queries adaptively:

(i) IdKey query: First of all, A issues a IdKey query on
an identity IdU , B returns ðskIdU , pkIdU Þ by running
IdKGðGPK , IdUÞ algorithm, and then, it adds ð
IdU , skIdU , pkIdU Þ to list L. It returns skIdU to A

Data user

Data ownerCloud server

2.1 User
registration
5.1 Partial
token gen

4 Encryption and index gen 

5.2 Token
gen

7.1 Pre-decryption

7.2 User decryption

6 Search

Ledger

Data
Pool

1 System init
2.2 User revocation

3 key gen

Consensus nodes

Blockchain

Figure 3: System procedures. The data management system contains four participants, and each participant operates as shown in the figure.
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(ii) PubDKey query: A issues a PubDKey Query on an
identity IdU and an access structure ðD, bÞ. If IdU
has not been issued to PubDKey query, then B returns
ðskIdU , pkIdU Þ by running IdKGðGPK , IdUÞ, runs Pu
bDecKGðGPK , IdU , ðD, bÞ, smÞ⟶ ðPubDKIdU

, sm
Þ algorithm, and returns ðIdU , PubDKIdU

, smÞ to A

(iii) Upkey query: Algorithm A submits a Upkey query
on a time period t. B returns the Ut to A by running
UpKGðGPK , t, rl, smÞ

(iv) PreDKey query: Algorithm A submits a PreDKey
query on ðIdU , ðD, bÞ, tÞ. If IdU has not been issued
to PreDKey query, B runs the IdKGðGPK , IdUÞ
,UpKGðGPK , t, rl, smÞ, PubDecKGðGPK , IdU , ðD, b
Þ, smÞ, and PreDecKGðGPK , IdU , ðD, bÞ, pkIdU ,UtÞ.
Then, B returns the PreDKIdU ,t to A. Note that this
oracle cannot be queried on a time period t before a
Upkey query has been queried on t

(v) Revocation query: A submits a PreDKey Query on
ðIdU , tÞ, where t is not queried in UpKey query. B
returns an updated revocation list rl to A by running
RvðIdU , t, rl, stÞ

Challenge. A hands over two symmetric keys with same
length SK∗

1 and SK∗
2 , an attribute set S∗, and a time period

t∗ satisfying the following restrictions:

(i) If an identity Id∗U has performed to the IdKey query, S∗ of
Id∗U satisfies a query on ðId∗U , ðD∗, b∗ÞÞ issued to the
PubDKey query. Then, the revocation querymust be que-
ried on ðId∗U , t∗Þ with t = t∗ or any t occurs before t∗,
and the PreDKey query cannot be queried on ðId∗U , t∗Þ

(ii) If Id∗U with access structure ðD∗, b∗Þ can be satisfied
by S∗ is not revoked before or at t∗, then Id∗U has
never been queried by the IdKey query

B picks random ρ ∈ f0, 1g and runs EncðGPK , S∗, t∗,
SK∗

ρÞ⟶ CT∗ to encrypt SK∗
ρ , and then, it returns CT

∗ to A.
Phase 2. A can adaptively perform the same five queries

to B as in phase 1; the queries sent by A must also meet the
above conditional restrictions.

Guess. A makes a guess ρ′ for ρ; if ρ′ = ρ, it wins.
The advantage of the adversary A in this game is

described as Pr ½ρ = ρ′� − 1/2.
If the advantages of any (l, m) PPT adversary defined

above are negligible, then a BC-SABE scheme is IND-CPA
secure.

4.3.2. Index Indistinguishability. Based on [48], we give a
security definition of indistinguishability under selective
access structure and chosen keyword attacks (IND-sCKA)
for BC-SABE, defined by an indistinguishable game between
adversary A and challenge B.

Init. Let S∗ be the challenge access structure defined by A.
Setup. B returns the global public parameter GPK to A

by running Setupð1k, σÞ algorithm.

Phase 1. A can adaptively submit the following query:

(i) IdKey query: A issues a IdKey query on an identity
IdU , B returns ðskIdU , pkIdU Þ by running IdKGðGP
K , IdUÞ, and then, it adds ðIdU , skIdU , pkIdU Þ to list
L and returns skIdU to A

(ii) Token query:A issues a token query on IdU , an access
structure S, and a keyword w. B runs PTokGðGPK ,
skIdU ,wÞ⟶ Tok′ by using skIdU . Then, B returns

Tok to A by running the TokGðGPK , IdU , ðD, ρÞ,
Tok′Þ algorithm. Note that the challenge access struc-
ture does not contain the attribute set S

(iii) Index query: A issues an index query on S and a
keyword set fwg. Then, B returns an index set by
running IdxGðGPK , S, fwgÞ

Challenge. A submits two keywords K∗
1 and K∗

2 of the
same size. B picks random ρ ∈ f0, 1g, and then it returns
the Ind∗ to A by running the IdxGðGPK , S∗,wρÞ algorithm
with the challenge access structure S∗.

Phase 2. A can perform IdKey query, token query, and
index query to B; the queries sent by A must also meet the
above conditional restrictions.

Guess. A makes a guess ρ′ for ρ; if ρ′ = ρ, it wins.
The advantage of the adversary A in this game is

described as Pr ½ρ = ρ′� − 1/2.
If the advantages of any PPT adversary defined above are

negligible, then a BC-SABE scheme is IND-sCKA secure.

5. Construction

5.1. System Init. Cu = ðCu1, Cu2,⋯, CumÞ is a consensus
node set which has m consensus nodes. First, consensus
nodes exploit the Pedersen (l, m) secret sharing protocol
[17] and the reciprocal protocol [18] to run the Setupð1k, σ
Þ⟶GPK to generate the global public key GPK , the user

revocation list rl, and the user tree UT , where σ ∈
f0, 1gpolyðkÞ is a randomly public string. Let G be groups of
a prime order p, g is a generator of G, and e : G ×G⟶
G1 is a bilinear map. Then, it chooses random u0,⋯, uη, h0
,⋯, hτ ∈G. Let PðxÞ =Qη

j=0u
xj
j and FðxÞ =Qτ

j=0h
xj
j , H

: f0, 1g∗ ⟶ Z∗
p be the collision-resisted hash function, and

D = ðe,G,G1, p, g,HÞ be the admissible bilinear group
parameters. Then, Cui share two secret parameters a, r ∈ G
and using Pedersen (l,m) secret sharing scheme and recipro-
cal protocol to compute shares of r−1. Based on its shares ai,
ri, and ji, each consensus node Cui computes and broadcasts
gai , gri , and gji ; excess l consensus nodes cooperate to recre-

ate gr−1 =
Ql

i=1ðgjiÞLðiÞ = g∑
l
i=1LðiÞ⋅ji ; and each nodes spreads

gai/r . The public parameters of the system are also generated

in this way: gr =
Ql

i=1ðgriÞLðiÞ =g∑
l
i=1LðiÞ⋅ri , eðg, gÞa =Ql

i=1

ðeðg, gÞaÞLðiÞ = eðg, gÞ∑l
i=1LðiÞ⋅ai , gα/γ =

Ql
i=1ðgai/rÞ

LðiÞ =
g∑l

i=1LðiÞ⋅ai/r:Finally, it outputs global public key:
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GPK = D, P xð Þ, F xð Þ, u0,⋯, uη, h0,⋯, hτ, e g, gð Þa, gr , ga/r
� �

:

ð1Þ

5.2. User Registration and Revocation

5.2.1. User Registration. The IdKG algorithm inputs the GPK
, the user identity IdU , and UT ; it picks random g3 ∈G and

b1, b2 ∈ Zp; and then, it calculates g1 = g1/b13 , g2 = g1/b2
3 . The

user runs this algorithm to generate the user public and pri-
vate key pair ðpkIdU , skIdU Þ = ððg1, g2, g2Þ, ðb1, b2ÞÞ, and then
the user sends pkIdU to BC. An undefined leaf node φ is
selected by BC from the UT to storage IdU and pkIdU .

5.2.2. User Revocation. The revoke algorithm is run by the
consensus node to update the user revocation list rlwhen-
ever user want to be revoked. It inputs the user identity
IdU , a state mark st, a time period t, and rl; then, it will find
all nodes y associated with the identity IdU and put (y, t)
into the rl list and outputs the revised rl.

5.3. Key Generation

5.3.1. Public Decryption Key Gen. Consensus nodes run the
PubDecKG algorithm to generate the public decryption key
PubDKIdU ;

it takes GPK, user identity IdU , and a state mark
sm and an access structure ðD, bÞ as the input, where matrix
D is an nD ×mD with row label bðiÞ, i ∈ f1, 2,⋯, lg. Then, it
selects random the leaf node φ from the UT based on IdU ,
and compute pathðφÞ. It selects random vy,2,⋯, vy,mD

∈ Zp

and let v! = ða, vy,2,⋯, vy,mD
Þ, and then, it computes vy,i =Di

⋅ v!y for i ∈ ½nD�, where Di denotes the vector of the i-th row
of matrix D. For each y ∈ pathðφÞ, it takes gy and computes

gy,i′ = gvy,i /gy and stores gy in the node y. Then, share γ1, γ2,
fγy,jgj∈IdU among consensus nodes by exploiting the Pedersen

(l, m) secret sharing scheme, and each consensus nodes com-
putes and spreads fgγy, j,i , FðbðiÞÞγy, j,igj∈IdU based on share
fγy,j,igj∈IdU . Then, excess l consensus nodes cooperate to com-

pute the public decryption key as follows:

Dy,1,j = gγ1+γ2
3 ⋅ gy,i′ ⋅

Yl
i=1

F b ið Þð Þγy, j,ið ÞL ið Þ

= gγ1+γ2
3 ⋅ gvy, j/gy ⋅

Yl
i=1

F b ið Þð Þγy, j,ið ÞL ið Þ

= gγ1+γ2
3 ⋅ gvy, j/gy ⋅ F b ið Þð Þ

〠
l

i=1
γy,j,i⋅L ið Þ

,

= gγ1+γ2
3 ⋅ gvy, j/gy ⋅ F b ið Þð Þγy, j

ð2Þ

Dy,2,j =
Ql

i=1ðgγy, j,iÞLðiÞ = g∑
l
i=1γy, j,i ⋅LðiÞ = grg,i , D3 = gγ11 , D4 =

gγ22 . Finally, BC stores PDKId in the ledger:

PDKId = y, Dy,1,j,Dy,2,j
� �

i∈ l½ �

n o
y∈path φð Þ

,D3,D4

� �
: ð3Þ

5.3.2. Key Update Messages Gen. Consensus nodes run the
UpKG algorithm to generate the update information Ut ; it
inputs the GPK, the revocation list rl, a time period t, the user
treeUT, and a state mark sm. Share sy among consensus nodes
by exploiting the Pedersen (l, m) secret sharing scheme, and
each consensus nodes computes and spreads gsy,i , PðtÞsy,i based
on share sy,i.

For all y ∈ KUNodesðUT , rl, tÞ, it takes gy from the node
y. Then, more than l consensus nodes cooperate to compute

the update information as follows: Uy,1 = gy ⋅
Ql

i=1ðPðtÞsy,iÞLðiÞ

= gy ⋅ PðtÞ∑l
i=1sy,i ⋅LðiÞ = gy ⋅ PðtÞsy , Uy,2 =

Ql
i=1ðgsy,iÞLðiÞ =

g∑l
i=1sy,i ⋅LðiÞ = gsy . BC stores Ut in the ledger:

Ut = y,Uy,1,Uy,2
� �

y∈KUNodes UT ,rl,tð Þ

n o
: ð4Þ

5.3.3. Predecryption Key Gen. Consensus nodes run the Pre-
DecKG algorithm to generate the update information Pr
eDKt ; it inputs the GPK, a time period t, user identity IdU ,
an access structure ðD, bÞ, the user tree UT, a state mark sm,
the revocation list rl, user public decryption key PubDKId,
and a update information Ut . Then, let I = PathðθÞ and J =
KUNodesðUT , rl, tÞ, so we have Ut = ðfy,Uy,1,Uy,2gy∈JÞ
and PDKId = ðfy, fDy,1,j,Dy,2,jgi∈½l�gy∈pathðφÞ,D3,D4Þ. If I ∩ J

=∅, it returns ⊥. Then, share sy and fγy,jgj∈IdU among con-

sensus nodes by exploiting the Pedersen (l, m) secret sharing
protocol. Based on share sy,i′ and fγy,j,i′ g

j∈IdU
, each consensus

nodes computes and spreads fgγy, j,i′ , FðbðiÞÞγy, j,i′ g j∈IdU , g
sy,i′ , P

ðtÞsy,i′ . Then, more than l consensus nodes cooperate to com-
pute the predecryption key.

Tk1, j =Dy,1,j ⋅Uy,1 ⋅
Yl
i=1

F b ið Þð Þγy, j,i′ ⋅ P tð Þsy,i
� 	L ið Þ

= gγ1+γ23 ⋅ gvy, j /gy ⋅ gy ⋅ P tð Þsx ⋅
Yl
i=1

F b ið Þð Þγy, j,i′ ⋅ P tð Þsy,i′
� 	L ið Þ

= gγ1+γ23 ⋅ gvy, j ⋅ P tð Þsy ⋅ F b ið Þð Þ
〠
l

i=1
γy,j,i′ ⋅L ið Þ

⋅ P tð Þ
〠
l

i=1
sy,i′ ⋅L ið Þ

= gγ1+γ23 ⋅ gvy, j ⋅ F b ið Þð Þγy, j+γy, j′ ⋅ P tð Þsy+sy′ ,
ð5Þ

Tk2,j =Dy,2,j ⋅
Ql

i=1ðgγy,i
′ ÞLðiÞ = gγy+γy′ ,

Tk3 =Uy,2 ⋅
Ql

i=1ðgsy,i
′ ÞLðiÞ =Uy,2 ⋅ g

∑l
i=1sy,i′ ⋅LðiÞ = gsy+sy′ : BC

stores PreDKIdU ,t in the ledger.
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PreDKIdU ,t = Tk1,j, Tk2,j
� �

j∈ l½ �, Tk3
n o

: ð6Þ

5.4. Encryption

5.4.1. Data Encryption. Date owner runs the Enc algorithm
to get the ciphertext CT. It inputs the GPK , an attribute set
S, and a symmetric key ks and a time period t. Let S = fS1,
⋯, Slg and choose μ ∈ Zp. It calculates C0 = eðg, gÞaμ ⋅ ks,
C1 = gμ, C2,i = FðSiÞμ, and C3 = PðtÞμ and outputs CTsym
and CT = ðS, t, C0, C1, fC2,igi∈½l�, C3Þ.

5.4.2. Index Generation. Date owners run the IdxG algo-
rithm to generate the Idx. It inputs the GPK , the same attri-
bute set S, and a keyword set fwlgl∈Uw

, and then, it computes

Idx1,l = eðg, gÞaμ⋅HðwlÞ,Idx2 = grμ, Idx3,i = grvi , and Idx4,i = F
ðbðiÞÞvi . Finally, it sent index set Idx along with CTsym and
CT to the cloud.

Ind = Idx1,l
� �

l∈Uw
, Idx2, Idx3,i, Idx4,i

� �
i∈ nD½ �, S

∗
n o

: ð7Þ

5.5. Token Gen

5.5.1. Partial Token Gen. In this phase, data users run the
PTokG algorithm to get the partial token. It inputs theGPK, user
private key skIdU , and a keyword w. Then, it randomly selects q

∈ Zp; it computes the partial token Tok′ = ðga/rÞðb1+b2+qÞ and
the hash value HðwÞ. Finally, it sends Tok′ and HðwÞ to BC.
5.5.2. Complete Token Gen. Blockchain runs the TokG algo-
rithm to get the complete token. It inputs the GPK , the user
identity IdU , the same access structure ðD, bÞ, and the partial
token Tok′. Share fαjgj∈IdU among consensus nodes by

exploiting Pedersen (l, m) secret sharing protocol. Based
on share fαj,ig j∈IdU , each consensus nodes computes and

spreads fgr⋅α j,i , FðbðiÞÞaj,igj∈IdU . Then, more than l consensus
nodes cooperate to compute the complete token as follows:

Tok1,j = Tok′ ⋅
Yl
i=1

F b ið Þð Þα j,ið ÞL ið Þ

= ga/r� � b1+b2+rð Þ ⋅ F b ið Þð Þ
〠
l

i=1
αj,i⋅L ið Þ

= ga/r
� � b1+b2+rð Þ ⋅ F b ið Þð Þα j , ð8Þ

Tok2,j =
Ql

i=1ðgr⋅α j,iÞLðiÞ = gr⋅∑l
i=1α j,i ⋅LðiÞ = gr⋅α j ,

Tok3 = Tok′ ⋅ ðga/rÞHðwÞ = ðga/rÞðb1+b2+HðwÞÞ
: Finally, it sends

the token Tok to the cloud:

Tok = Tok1,j, Tok2,j
� �

j∈IdU
, Tok3

n o
: ð9Þ

5.6. Search. Cloud runs search algorithms to perform search
operations; it takes theGPK , the same access structure ðD, bÞ,

the complete token Tok, and the Ind as inputs. It yields the
capacity address Addr of related ciphertext if and only if the
algorithm runs successfully; otherwise, the algorithm stops.
First, it verifies whether the user’s attribute set satisfies the
access structure, and if not, it outputs a stop character ⊥. If
it is satisfied, let T = fi ∈ ½nD� ∣ bðiÞ ∈ Sg, and then the algo-
rithm can calculate a set fdi ∈ Zpgi∈T which makes ∑i∈Tdi
Di = ð1, 0,⋯, 0ÞmD . Then, it verifies whether the equation
described is valid.

Idx1,l =
e Idx2, Tok3ð ÞQ

i∈T e Tok1,b ið Þ, Idx3,i
� 	

/e Tok3,b ið Þ, Idx4,i
� 	� 	di

:

ð10Þ

If the formula holds, the stored address Addr is the
output.

5.7. Decryption

5.7.1. Predecryption. The predecryption operation is per-
formed by the cloud, which runs the PreD algorithm to com-
plete. It inputs the GPK , user identity IdU , the predecryption
key PreDKIdU ,t , a time period t, the same set T = fi ∈ ½nD� ∣
bðiÞ ∈ Sg, and the ciphertext CT . If fvig are valid shares of
any secret μ from D, then the algorithm can compute a set
fdi ∈ Zpgi∈T which makes ∑i∈Tdivi = μ. It computes

CT ′ =
Y
i∈T

e C2,i, Tk2,b ið Þ
� 	

e C3, Tk3ð Þ
e Tk1,b ið Þ, C1

� 	
0
@

1
A

di

=
1

e gγ1+γ2
3 , C1

� 	
e g, C1ð Þa

:

ð11Þ

5.7.2. Decryption. The Dec algorithm inputs the GPK , pri-
vate user key skIdU , the predecryption ciphertext CT ′, and
the symmetric decryption algorithm to generate the sym-
metric decryption key. This algorithm is run by the DU,
and it can finish full decryption. The decryption is as follows.
Using ks to run symmetric algorithms can enable users to get
plaintext, and users will not consume a lot of costs because
the previous operations are already performed in the cloud.

ks = CT ′ ⋅ e Db1
3 D

b2
4 , C1

� 	
⋅ C0

=
e gb1γ11 gb2γ22 , gμ
� 	

⋅ e g, gð Þaμ ⋅ ks
e gγ1+γ2

3 , gμ
� 	

e g, gμð Þa

=
e gγ1+γ23 , gμ
� 	

⋅ e g, gð Þaμ ⋅ ks
e gγ1+γ23 , gμ
� 	

e g, gμð Þa
:

ð12Þ
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6. Security Proof

Theorem 4. If Pedersen (l,m) secret sharing protocol is IND-CPA
secure and the SR-ABE scheme presented by Cui et al. [31] is IND-
CPA secure, then our BC-SABE scheme is IND-CPA secure.

Proof: In contrast to the scheme in [31], distributed consor-
tium blockchain is used in our scheme, replacing the centralized
server in [31]. This allows the security of the whole system to be
improved. Supposing that the adversary in our scheme can com-
promise at most l-1 authority, the reasons are as follows: Our
PubDKey Oracle, the UpKey Oracle, and the PreDKey Oracle
have excellent performance because it needs more than l
authorities that are required to execute together. In addition,
during the challenge phase, we defined related restrictions.
Therefore, the proof of this scheme can be deduced from the
security proof of the scheme [31] under the security of Pedersen
(l, m) secret sharing protocol, and reciprocity protocol.

Theorem 5. Under the DBDH assumption, The BC-SABE
scheme is IND-sCKA secure.

Proof: Assuming that there is a PPT adversary A who can
win the exponential indistinguishability game with an
advantage ε that cannot be ignored, then the challenge B is
constructed to resolve the DBDH problem with an advan-
tage ε/2 that cannot be ignored.

Init. Let S∗ be the challenge access structure defined by A.
Setup. B returns the GPK to A by running the Setupð1k, σÞ

algorithm, the difference in GPK is eðg, gÞa = eðgβ, gγÞ = e
ðg, gÞβγ and r ∈ Z∗

p , and other parameters are ignored here.
Phase 1. A can adaptively execute the following queries:

(i) IdKey query: A issues a IdKey query on an identity
IdU , B returns ðskIdU , pkIdU Þ by running IdKGðGP
K , IdUÞ, and then, it adds ðIdU , skIdU , pkIdU Þ to list
L and returns skIdU to A

(ii) Token query: A issues a token query on IdU , an
access structure S, and a keyword w. B runs PTok

GðGPK , skIdU ,wÞ⟶ Tok′ by using skIdU . Then, B
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Figure 4: Enc/Dec time cost comparison. It can be seen that our scheme is not very expensive in terms of encryption and decryption.

Table 1: Performance comparison. Five aspects were compared with the other four schemes.

Schemes Encrypt cost Index gen Tok gen Search Decrypt cost

[34] EpT + 5Ne + 1ð ÞEp No No No 2NTPa + 3 EPT + Epð Þ
[35] Ne + 1ð ÞPa + 4NeEp No No No 5NTPa + EpT

[36] SymEnc 2Ne +Nw + 3ð ÞEp 2Nt + 3ð ÞEp EpT + 2Ns + 4ð ÞPa SymDec

[37] 3Ne + 2ð ÞPa + 5NeEp No No No 5NT + 1ð ÞPa + 2EpT
Ours Sym + Ne + 2ð ÞEp + EpT 2Ne + 1ð ÞEp +NwEpT User:Ep NTEpT + 2NT + 1ð ÞPa User:2EpT + Sym + Pa

BC:2NsEp + EpT Cloud:2NTEpT + 3NTð ÞPa.
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Figure 5: Continued.
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returns Tok to A by running the TokGðGPK , IdU ,
ðD, ρÞ, Tok′Þ algorithm. The attribute set S does
not meet challenge access structure

(iii) Index query: A issues an index query on a keyword
set fwg and S. Then, B returns the index set by run-
ning IdxGðGPK , S, fwgÞ

Challenge. A submits two keywords w1 and w2 of the
same size. B picks random ρ ∈ f0, 1g, and then, it returns
the Ind∗ = ðfIdx∗1,lgl∈Uw

, Idx∗2 , fIdx∗3,i, Idx∗4,igi∈½nD�, S
∗Þ to A

by running the IdxGðGPK , S∗,wρÞ algorithm with the chal-

lenge access structure S∗, where Idx∗1,wρ
= ZHðwρÞ, Idx∗2 = gαr ,

Idx∗3,i = grvi , and Idx∗4,i = FðbðiÞÞvi .
Two different situations require attention as follows:

(1) P = eðg, gÞαβγ. Let μ = α and a = βγ, and then, the
index set obtained in this case is the real index.

Idx∗1,wρ
= eðg, gÞaμ⋅HðwρÞ, Idx∗2 = gμr , Idx∗3,i = grvi

,Idx∗4,i = FðbðiÞÞvi

(2) P = eðg, gÞp. In this case, A cannot get information
about ρ because of the randomness of p

Phase 2. A can perform IdKey query, token query, and
index query to B. The queries sent by A must also meet the
above conditional restrictions.

Guess. A performs a guess ρ′ for ρ; if ρ′ = ρ, it wins. If it is
case one P = eðg, gÞαβγ, then Pr ½ρ′ = ρ� = ε + 1/2; if it is case

two P = eðg, gÞp, then Pr ½ρ′ = ρ� = 1/2. Finally, we can get
that the probability that B can resolve DBDH assumption is

1
2
Pr ρ′ = ρ

h i
∣ P = e g, gð Þαβγ










 + 1

2
Pr ρ′ = ρ

h i
∣ P = e g, gð Þz












=
1
2

1
2
+ ε

� �
+
1
2
⋅
1
2


 �
−
1
2










 = ε

2
:

ð13Þ

ε/2 is negligible due to the difficulty of the BDDH prob-
lem; that is, it is negligible that A can break the advantage of
our scheme; that is to say, our scheme is security.

7. Performance Comparison

The performance of other related scheme [34–37] is com-
pared with this scheme in this section. Let Ep and EpT
denote exponential operation in G and G1; Pa denotes pair-
ing operation. For convenience, NT indicates the number of
attributes in the decryption operation and search operation
in the system, Ne indicates the number of attributes in the
encryption operation in the system, Ns denotes the number
of attributes in the token generation in the system, and Nw
indicates the number of attributes in the index generation
in the system. Let symmetric encryption and decryption
operations expressed as Sym.

We use JPBC library version 2.0.0 for related experi-
ments. The experiment was simulated on Windows system
with an Intel(R) Core (TM) i5 CPU 3.20GHz and 8.00GB
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Figure 5: Other time cost comparison. It can be seen that our scheme is better in terms of index generation, token generation, and search
compared to scheme [36].
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RAM to approximate the actual operation. We have
obtained the measured values of exponentiation and pairing
operations. The operating times of Ep, Pa, and EpT are
10.9ms, 7.8ms, and 0.15ms, respectively. Table 1 shows
the comparison of our scheme with other schemes in terms
of encryption cost, decryption cost, and other aspects.

Figure 4 shows the comparison of the cost of encryption
and decryption between our scheme and the other three
multiauthority attribute-based encryption schemes. It is
not difficult to see that the encryption and decryption time
has a linear relationship with the number of attributes. Our
scheme shifts the decryption process to operate on the cloud
server, which makes the user’s computational cost effectively
reduced.

Figure 5 compares our scheme with the scheme [36]. It is
not difficult to see from the figure that our scheme is highly
efficient in index generation, search, and token generation
stages. Among them, in the token generation stage, our
scheme transfers the work of token generation to the block-
chain node, and users only need to generate part of the
token.

Obviously, because most of the calculation and storage
work in the scheme is handed over to cloud servers and
blockchain nodes, this makes our scheme more efficient in
all aspects, especially in user decryption and token genera-
tion. Although the performance of some algorithms will be
affected by the throughput of the blockchain and other fac-
tors, the security of the scheme will not be affected.

8. Conclusion

In this essay, we have presented a new BC-SABE scheme
that replaces the centralized key management server in
[31] using a consortium blockchain. The consortium block-
chain consist of a trusted set of consensus nodes and is
responsible for jointly generating the relevant partial param-
eters. We can guarantee the confidentiality of data transmis-
sion using the Pedersen secret sharing protocol, which
enables sharing of subsecrets among consensus nodes, and
the reciprocity protocol ensures that key information is
shared without a trusted party. The update of the user revo-
cation list is also performed entirely by the blockchain with-
out re-encrypting the ciphertext. In addition, we move the
predecryption operations to be performed in the cloud,
and users are able to fully decrypt them with only a small
amount of computation. Performance analysis shows that
this scheme is more efficient compared to other schemes.
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Blockchain is a potential technology for migrating the central server’s processing burden into a decentralized, secure, and
transparent manner. This technology has had significant influence and revolution in various industries. However, the limited
transaction processing power is a stumbling block, especially compared to proven alternatives like distributed database systems.
This paper proposes a transaction traffic control approach based on fuzzy logic to enhance the blockchain network’s
transaction processing capacity. The proposed fuzzy controller is implemented in the smart contract to adjust the transaction
traffic flow in real-time network conditions automatically. An experiment environment is built on Hyperledger Fabric to
demonstrate the design approach’s significance. According to the experiment results, the blockchain performance is
significantly improved compared to the baseline. Furthermore, the proposed approach is integrated with an existing blockchain
performance-enhancing tool, and the results indicate that the proposed approach is flexible enough to integrate with other
existing approaches.

1. Introduction

Distributed ledger systems, such as blockchain, allow for
secure and verifiable transactions without a trusted third
party [1]. Blockchain technology is progressively turning into
style, with applications in varied domains like finance, supply
chains, healthcare, the Internet of Things (IoT), sharing
economy, and vehicular edge computing [2–8]. A blockchain
is a distributed ledger of transactions maintained by all of the
blockchain network’s participating nodes. The transactions
are a series of linked blocks that reflect the business logic.
Every node in the network maintains a duplicate copy of
the ledger and updates it with new blocks when all nodes
agree.

As a result, it is widely expected that blockchain will sub-
stantially impact various industries, including finance and
real estate, government administration, energy, and trans-
portation [9]. However, to be practical, blockchain must
handle transaction rates equivalent to those provided by tra-
ditional database management systems and provide some of

the same transactional guarantees. Performance is one of the
biggest problems in implementing blockchain solutions to
replace present centralized servers [10]. Limited scalability,
throughput bottleneck, transaction latency, and storage
limits may hinder blockchain adoption due to inefficient
transaction processing capability and a lack of standards
[11]. Bitcoin, for example, has a 1MB block size restriction
and creates a new block every 10 minutes. As a result, the
Bitcoin network is limited to 7 transactions per second, ren-
dering it unsuitable for trading with a high rate of change
[12]. Ethereum transactions take about 15 seconds to
complete [13], though the average time would increase
exponentially as network conditions change. Anyone can
join a permissionless blockchain like Bitcoin or Ethereum,
and each member is anonymous. This means that neither
the agreements themselves nor the information exchanged
can be kept private as a result. Permissionless platforms
typically offer tokens to incentivize excessive mining or
accelerate transaction processing to compensate for the lack
of privacy. A negative link with the adoption of digital
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currencies can significantly impact transaction costs and
speed. It also makes it challenging to collaborate with other
decentralized platforms because the tokens used on each
platform must be consistent [14]. Since permissionless
blockchains have poor performance and scalability, side
chains are used to offload transaction processing from the
main chain.

We concentrate on permissioned blockchains, which
have known identities of all participating nodes instead of
permissionless blockchains that do not restrict network
membership. A permissioned blockchain is a technique to
safeguard interactions among a set of entities that have a
common aim but may not fully trust one another [15]. The
resultant throughput is substantially higher since traditional
consensus techniques such as crash fault-tolerant (CFT) or
byzantine fault-tolerant (BFT) consensus protocols may be
utilized, requiring expensive mining to commit transactions
to the ledger.

Table 1 depicts the distinctions between permissionless
and permissioned blockchains to overview the two briefly.
In comparison to permissionless blockchains, permissioned
blockchains are faster, more energy-efficient, and easier to
implement. However, there is a lack of depth and complexity
in the study on analyzing and improving permissioned
blockchain performance. Permissioned blockchain’s perfor-
mance can start to compete with traditional databases for
small systems, according to the results in [16]. Differences
in consistency models and setup, on the other hand, can
have a significant effect on the overall performance.

Hyperledger Fabric [17], of the most well-known per-
missioned blockchain frameworks for enterprise use cases,
implements a distributed ledger platform for running smart
contracts, leveraging familiar and proven technologies, with
a modular architecture and pluggable components aimed at
private enterprises. Many studies have investigated the per-
formance modeling of Hyperledger Fabric. In [18], the
authors evaluated multiple Hyperledger Fabric versions
(v0.6 and v1.0). In terms of throughput and latency, the
results show that Fabric v1.0 outperforms Fabric v0.6. To
see how the Fabric network behaved, the authors altered
block sizes, resource allocation, state database (DB), and
endorsement policies in [19]. The authors explored the
impact of peer central processing unit (CPU) and disk type
on blockchain latency and throughput in [20]. The authors
in [21] evaluated the performance of Hyperledger Fabric
depending on the indexes such as throughput, latency, num-
ber of transactions, and scalability. The results showed that
increasing the transaction send rate significantly impacts
network performance, particularly latency. However, the
throughput approaches zero when the network reaches its
maximum capacity. In [22], the authors used seven distinct
scenarios to test the performance of Hyperledger Fabric in
terms of transaction throughput and network latency. The
impact of various parameters such as batch-timeout, batch
size, and the number of peers was investigated in these sce-
narios. Performance bottlenecks differ slightly at each stage
depending on the network setup environment. In [23], the
authors looked into the performance characteristics of each
phase and assessed ordering services like Solo, Kafka, and

Raft. The validation stage has been identified as one of the
primary bottlenecks affecting transaction processing capabil-
ity in this research. Because of the continual expansion in
network utilization, the performance of Hyperledger Fabric
is a significant problem for businesses. Permissioned block-
chain platforms, in their current state, cannot meet the per-
formance requirements of massive provenance use cases in
the finance industry, such as stock exchanges, credit card
companies, and mobile payment platforms. As a result, it
is critical to enhance Fabric’s performance to keep pace with
its rapid expansion. Even with Fabric’s present performance,
nodes are overprovisioned to meet peak loads because there
is no way to scale up or down a network, and unnecessarily
high production costs arise.

Recent optimizations include parallel transaction valida-
tion, block and identity certificate caching, and bulk reading
of slow CouchDB for the validation phase. However, most of
these studies modify the Fabric network’s original architecture
by updating some stages of the transaction process or adding
external user-specific modules. Hyperledger Fabric’s architec-
ture is still in the works, receiving various changes and bug
fixes during development. There are times when new versions
outside of the user-specified release cycles may lead to instabil-
ity and compatibility issues. Besides, these studies present
complex configurations which require deep knowledge of
blockchain infrastructure, making it difficult to use for ordi-
nary users. These are the main issues that we need to direct
our attention to when thinking about improving the perfor-
mance of the blockchain.

This paper presents a novel transaction traffic control
approach based on fuzzy logic to improve blockchain perfor-
mance. The fuzzy-based transaction traffic controller in the
smart contract can automatically control the transaction
traffic flow according to network conditions monitored
without third-party intervention. Developers can choose
the appropriate language to depend on to implement the
smart contract without concerning the blockchain’s infra-
structure. The performance of the designed approach is eval-
uated in a clinical trial testbed built on Hyperledger Fabric.
The evaluation results indicate that the proposed approach
can significantly improve the transaction throughput while
reducing the transaction latency.

The contributions of this paper are summarized as
follows:

(i) Novelty: this paper presents a novel transaction
traffic approach based on fuzzy logic to improve
blockchain performance. The fuzzy controller
resides in the smart contract so as to automatically
perform different operations on received transac-
tions according to real-time network conditions.

(ii) Usability: the usability of the proposed approach
has been demonstrated in a clinical trial testbed
built on Hyperledger Fabric from our previous
work. The experiment results indicate that the
blockchain performance is improved significantly
in terms of transaction throughput and latency
compared to the baseline.
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(iii) Scalability: the scalability of the proposed approach
has been validated by integrating with an existing
blockchain performance-enhancing tool, and the
results show that the network’s performance can
be improved further with the proposed approach.

The remainder of this paper is organized as follows: Sec-
tion 2 examines existing research on improving blockchain
performance. The designed transaction traffic control
approach based on fuzzy logic is presented in Section 3.
The execution of the proposed approach is detailed in Sec-
tion 4. Section 5 presents the experimental setup and evalu-
ates the performance of the designed algorithm in the
clinical trial testbed. The security of the proposed approach
is discussed in Section 6. Finally, Section 7 concludes the
work by outlining some future research directions.

2. Related Work

Because of the technological improvements in the last few
years, blockchain technology has shown to be a robust way
of ensuring data integrity, particularly in trustless networks
[24–27]. Even though blockchain has the property of data
integrity, using it to improve distributed systems entails
accepting obligatory performance disadvantages such as
high latency and low throughput [28]. Blockchain has
received much attention as a crucial technology that enables
decentralized and incredibly reliable database management.
High latency and low throughput in highly concurrent situ-
ations, on the other hand, are regarded as the primary per-
formance bottlenecks of blockchain technology and have
an impact on its adoption. Due to the blockchain’s nature,
the consensus process is complex. The operation and main-
tenance costs are high because the block data is redundantly
stored in the nodes constituting the blockchain. Most of the
researchers have tried to build a blockchain network based
on high-performance hardware to improve throughput.
However, it is challenging to use blockchain in small and
medium-sized enterprises with insufficient funds due to the
high cost.

Since the initial version of Hyperledger Fabric was
launched in 2017, the architecture of Hyperledger Fabric
has undergone various changes and bug fixes in develop-
ment. The Fabric comprises miscellaneous components such
as peers, membership service providers (MSPs), clients, and
ordering services. The basic transaction workflow goes

through the following stages: the endorsement stage, the
ordering stage, and the validation stage. Each stage runs
independently and does not affect the other stages. The busi-
ness logic of Fabric is provided by the smart contracts that
serve as a trustworthy decentralized program, gaining its
trust and security from the blockchain and conjointly the
entire agreement across the entire network. Fabric intro-
duces a brand-new approach known as an execute-order-
validate to perform transactions in three stages. In simple
terms, a submitted transaction will be executed, thus being
endorsed, ordered in a block, and before appending to the
ledger, these endorsed transactions must be validated against
the predefined endorsement policy. The flow of transaction
execution across the network is illustrated in Figure 1. The
client application should have credentials issued by the cer-
tificate authority (CA) to induce approval for submitting
dealings proposals. The CA issues credentials to clients
who want to submit transaction proposals and authenticates
the identities of these clients before they are allowed to par-
ticipate in the network. Client applications generate transac-
tions, and the application software development kit (SDK)
creates connections between the client application and net-
work peers. These peers are the basic units to form the
network, and they can be separated into endorser peers or
committer peers depending on the type of task. Endorser
peers perform on proposals, sign them with their signatures,
and then respond with approvals or rejections. Each
endorsed transaction is validated against the endorsement
policy by committer peers, who then add the block of trans-
actions to the ledger. Endorser peers in a simulated environ-
ment handle the received transaction proposal by invoking
the smart contract. At this time, the results of transaction
execution will not be replicated in the ledger.

Every endorser peer signs the read and write (RW) set
and returns proposal responses to the client application for
inspection. The client verifies the endorsing signatures to
check if the required endorsement policy (e.g., the required
number of endorser peers that have to endorse the transac-
tion execution results) has been consummated. These signed
transactions are packaged and submitted along with RW sets
to the orderer by the client. The batched data is ordered into
a block by the orderer and delivered to any or all committer
peers. Every committer peer validates the transaction by
checking whether the RW sets match the current state or
not. Once the committer peer validates the transaction, it
writes it to the ledger and updates the state using the Write

Table 1: Comparison of permissionless and permissioned blockchain platforms.

Property Permissionless blockchain Permissioned blockchain

Consensus participant Public ownership The nodes that have been chosen

Permission Public Either public or private

Efficiency Low High

Decentralization Fully decentralized Partially decentralized

Cost Not cost-effective Cost-effective

Consensus mechanism Proof of stake, proof of work BFT, raft, CFT

Use case Bitcoin, Ethereum Hyperledger Fabric
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data from the RW set. Finally, the committer peers send
events to the client application to inform whether the sub-
mitted transaction succeeded or not. Besides, client applica-
tions can subscribe to events to be notified by every
committer peer once an event happens.

There are few studies on improving Fabric performance
or optimizing its architecture. The authors in [29] propose a
configurable blockchain system with a new consensus algo-
rithm to adjust the verification process. The network scale-
up/out, space efficiency, and security level are all factors in
determining transaction processing capability. As a con-
straint, the basic authentication procedure is performed
within the Hyperledger Fabric network, and general network
security is in place. Besides, all peer-to-peer (P2P) data
transmission utilizes the public key infrastructure (PKI)
encryption module.

Nexledger Accelerator [30] is a novel transaction pro-
cessing engine with an independent and modular structure
that acts as an intermediate between application clients
and the blockchain network. Such a feature is appropriate
for IoT applications since IoT devices might not have
enough computing power to run a novel approach to
improve blockchain performance. Nexledger Accelerator
provides a straightforward, however robust, transaction pro-
cessing algorithm using batch scheduling. It classifies the
incoming transactions into batched transactions. To this
end, Nexledger Accelerator is fastidiously designed to settle
on the self-adaptive batch size, counting on the characteristic
of requested transactions and the remaining computing
resource of the blockchain network. A similar approach is
also presented in [31] to reduce the network latency and

the number of transfers by batching chaincode execution.
Batch processing refers to transferring/handling transactions
in a batch by grouping transactions into a set of data rather
than processing them sequentially.

Though multiple studies are dedicated to addressing low
throughput, these studies only focus on the use cases with
giant transaction volumes, neglecting conflicting transac-
tions. Conflicting transactions are those transactions initi-
ated by the client with the constant primary key. The
system performance of Hyperledger Fabric may be severely
degraded if various conflicting transactions exist. The
authors [32] suggest utilizing a cache-enabled endorser to
discover conflict transactions before executing the smart
contract. When the system is integrated with the cache, it
takes fewer steps than the original system to reject conflict
transactions. The cache is enforced on the local endorser.
The account code is retrieved from the incoming data and
saved in the cache as necessary information before each
transaction is completed. If the account code is located in
the cache, the endorser can refuse to execute such transac-
tions and alert clients, shortening the time between
transactions.

Hyperledger Fabric is designed with flexibility and gen-
erality in mind, allowing for a wide range of nondeterminis-
tic smart contracts and pluggable services to be
implemented. Version 1.0, on the other hand, does not
include a BFT ordering service implementation, instead
offering only a crash fault-tolerant ordering service. The
authors in [33] present the design, implementation, and
evaluation of a new BFT ordering service, similar to the
Practical Byzantine Fault Tolerance (PBFT) protocol. Even
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Endorser peer
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Committer peer
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Collect transaction-
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Figure 1: Transaction processing workflow in Hyperledger Fabric.

4 Wireless Communications and Mobile Computing



with ordering nodes spread across regions, the BFT-SMART
ordering service can achieve up to 10 k representative trans-
actions per second and write a transaction irreversibly
within the blockchain in half a second, according to the eval-
uation conducted on a local cluster and in a geodistributed
setting.

In Hyperledger Fabric, every peer node is linked to a dis-
tributed repository, so-called state database, to store the
latest values of ledger data. LevelDB and CouchDB are the
two-state databases that Hyperledger Fabric currently sup-
ports. LevelDB is a peer-to-peer database that allows for
comparatively speedy access. CouchDB is a client-server
database that can be accessed over an HTTP-based represen-
tational state transfer (REST) application programming
interface (API). The authors in [34] redesign the transaction
validation phase of Hyperledger Fabric based on the analysis
from a fine-grained breakdown of the validation latency. An
optimization approach using chaincode cache is proposed to
enable ledger reading and writing operations in parallel. The
experiment results reveal performance improvements of 2x
for CouchDB and 1.3x for LevelDB.

Similarly, the authors in [35] rearchitect Hyperledger
Fabric to increase transaction throughput. They focus on
performance bottlenecks beyond the consensus algorithm
and present architectural changes that reduce computation
and input or output (I/O) overhead during transaction
ordering and validation phases. The authors in [36] develop
a Hyperledger Fabric GoLevelDB benchmark to characterize
database access performance by simulating the transaction
behaviors. The characterization results reveal several perfor-
mance bottlenecks and identify some optimization opportu-
nities to achieve better performance. The authors in [37]
propose two other competent APIs between the chaincode
and the peer. The first API is called the Differential Update
State (DUS), which can reduce reading the state of the key
before writing the updated value. As the name implies, the
DUS API provides a specified set of operations to compute
the updated values via different operations and writes the
ledger’s commutated value. The second API is called
the Compound Request (CR), which supports read, write,
and combined functions. It executes all the requests in a
specified order and removes the number of requests com-
pared to the DUS API. This feature makes it suitable for
use cases requiring frequent parameter read and initializa-
tion operations. QiQi, a component-level performance isola-
tion approach for Hyperledger Fabric, is presented by the
authors in [38]. By monitoring Fabric’s performance, this
technique may dynamically adjust the CPU scheduling of
Fabric components. The experiment results show that QiQi
can support a variety of Fabric ordering services and chain-
codes. By rearchitecting Hyperledger Fabric, the authors
provide a pipeline execution of validation and commit
phases in [39]. They also introduce the sparse peer, a new
type of node that may selectively commit transactions to
avoid CPU and I/O intensive tasks.

Table 2 describes the comparison between the proposed
approaches with some existing studies discussed above. It is
evident from the table that most of the existing studies mod-
ify the original architecture or process of Hyperledger

Fabric. This may result in incompatibility issues,
especially when a new version is released. This paper’s pro-
posed approach does not change the original system as the
fuzzy controller is directly deployed into the smart contract
that is flexible enough to be extended. Nexledger Accelerator
is a recent blockchain performance-enhancing tool with
similar features to the proposed approach. Although it is also
built on an independent and modular architecture, however,
it is only specified to the Fabric network. Besides, Nexledger
Accelerator’s configuration is complicated, making it diffi-
cult to use, especially for people who know little about block-
chain. The proposed approach can be applied to any other
blockchain platforms that support smart contracts. Devel-
opers can choose the appropriate language to depend on to
implement the smart contract without concerning the block-
chain’s infrastructure.

3. Designed Architecture of the Transaction
Traffic Control Based on Fuzzy Logic in
Smart Contract

3.1. System Architecture. Figure 2 illustrates the proposed
system’s architecture, which comprises the admin, transac-
tion traffic measurement analyzer, blockchain adaptor,
benchmark DB, and the Hyperledger Fabric network. The
Fabric network consists of various peers who copy the dis-
tributed ledger and a smart contract. The admin can config-
ure the benchmark and network files for the performance
evaluation. A network configuration file describes the system
under test and specifies the network’s connection require-
ments. The performance benchmark workload and user-
specified test files are specified in a benchmark configuration
file. The blockchain adaptor receives the transactions from
the client where the workload happens and sends commands
to initialize the blockchain network. Multiple clients can
submit transactions to the blockchain network and return
the transaction responses by invoking the functions specified
in the smart contract. The transaction traffic measurement
analyzer reads predefined performance statistics and stores
benchmark results into the benchmark DB. The fuzzy con-
troller adjusts the transaction acceptance rate by comparing
transaction throughput, transaction latency with the accep-
tance rate. Transaction throughput and transaction latency
are input parameters of the fuzzifier. Rules are evaluated in
the inference engine. The defuzzifier converts output data
(acceptance rate) into nonfuzzy values. The transaction con-
trol module obtains the output value to adjust the transac-
tion acceptance rate. The whole process is repeated, and
the transaction processing capability of the Fabric network
can be dynamically maintained at a suitable level.

Figure 3 details the block diagram of the network config-
uration. The admin creates crypto certificates for each net-
work entity and updates the network configuration, which
specifies the network’s topology. The blockchain adaptor
consists of a config validator, Fabric SDK, and network con-
figuration module. The config validator validates each net-
work configuration object. The Fabric SDK provides the
interface to connect with the Fabric network. The network
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configuration is used to access information in the connec-
tion profile configuration. The blockchain adaptor can send
commands to initialize the network (channel, peer) and
install the smart contract to the Fabric network.

Figure 4 details the structure of the transaction traffic
measurement analyzer. The workload module acts as the
brain of the analyzer. When the analyzer schedules transac-
tions for a given round, it is the task of the workload control
module to generate the transactions’ content and submit it
to the adaptor. Multiple local clients are generated according
to the benchmark configuration, and each of them is con-
nected with a rate control module. The rate control module

regulates the rate of transactions at a fixed rate or follows a
specific profile. The resource monitor collects statistics on
resource utilization during benchmarking, while the perfor-
mance analyzer calculates benchmark results according to
performance statistics. Benchmark results are collated into
a test report by the report generator, and a copy of the report
is stored in the benchmark DB.

3.2. Fuzzy Based Transaction Traffic Control. The smart con-
tract based on fuzzy logic is the core component of the pro-
posed transaction traffic control approach that makes
decisions based on network conditions from the blockchain.

Table 2: Comparison between the proposed approaches with existing studies from the literature.

Name Change of architecture Use of smart contract Interoperability Compatibility Configuration difficulty

[29] Yes No No No High

[30] No No No Yes High

[31] No No No Yes High

[32] Yes No No No Low

[33] Yes No No No High

[34] Yes No No No Low

[35] Yes No No No High

[36] No No No Yes Low

[37] Yes No No No High

[38] No No No Yes High

[39] Yes No No No High

Proposed approach No Yes Yes Yes Low
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Figure 2: The system architecture of the transaction traffic control based on fuzzy logic.
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The used fuzzy logic module keeps a favorable position by
utilizing the general knowledge or experience to take a
network-specific decision. In this paper, the Mamdani fuzzy
system is used, one of the most well-known theories in the
field of fuzzy logic control (FLC) [40]. The linguistic control
strategy is born-again into an automatic control strategy
supported by up-to-date data. Linguistic expression labeling
information granular, like temperature for the weather or
age for persons, is expressed as a linguistic variable. It is
familiar and comfortable to convert linguistic values using
adverbs or adjectives since natural languages do not contin-
uously contain enough worth to define a fuzzy variable scale.
This paper utilizes the Mamdani rule structure to set up lin-
guistic modeling to regulate transaction traffic control.

Figure 2 shows that the fuzzy logic module mainly consists
of a fuzzification module, fuzzy rules, an inference system,
and a defuzzification module. The steps of a fuzzy logic
implementation can be summarized as follows:

Step 1. Define a set of fuzzy variables (see Table 3).

Step 2. Define a set of membership functions.

Step 3. Build a set of fuzzy rules for each variable (see
Table 4).

Step 4. Get outcomes of the fuzzy rules by combing rule
strength and output membership functions.

Admin

Blockchain
adaptor

Config
validator

Fabric SDK

Network
configuration

Hyperledger fabric

Channel

Peer

Smart
contract

Create crypto
certificates

Initialize the
network

Initialize the
smart contract

Set network
configuration

Figure 3: Blockchain adaptor block diagram.
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Figure 4: The detailed structure of the transaction traffic measurement analyzer.
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Step 5. Obtain the output by combing the outcomes.

Step 6. Defuzzify the output membership function.
Rule definition is one of the most complex and essential

tasks in fuzzy inference systems. It requires domain expert
knowledge; for rule generation, we have used the model eval-
uated from the previous study [41]. The linguistic terms of
the input and output variables and their corresponding fuzzy
sets are given in Table 3. In the proposed approach, the fuz-
zy variables for membership functions are defined as trans-
action throughput and transaction latency, and acceptance
rate is valued as “high,” “acceptable,” and “low.” For every
acceptance rate factor, the output values are scaled in [0,
100], where the minimum value 0 expresses the lowest
acceptance rate and the value 100 represents the highest
acceptance rate.

We use both triangular and trapezoidal membership
functions to outline the fuzzy variables within the fuzzy sys-
tem. The trapezoidal fuzzy set A performs μAðxÞ, assigned by
four quantified variables (a, b, c, d). The mathematical illus-

tration of the fuzzy membership function is interpreted, as
shown in

μA xð Þ

0, x < a,
x − a
b − a

, a < x < b,

1, b < x < c a < b ≤ c ≤ dð Þ,
d − x
d − c

, c < x < d,

0, x > d:

8
>>>>>>>>>><

>>>>>>>>>>:

ð1Þ

It is worth noting that the trapezoidal function is trian-
gular when b equals c. Equation (2) defines the fuzzy inter-
section operation between two fuzzy sets A and B, where
A, B ∈U and x is an element in the U universe:

μA∩B xð Þ =min μA xð Þ, μB xð Þf g, ∀x ∈U: ð2Þ

Moreover, their union is defined by

μA∪B xð Þ =max μA xð Þ, μB xð Þf g, ∀x ∈U : ð3Þ

The proposed fuzzy controller considers two input vari-
ables: transaction throughput and transaction latency. The
output variable generated by the fuzzy controller is
the acceptance rate of the transaction. For combining, these
two fuzzy input parameters are used to obtain rule strength
by using fuzzy operators. Afterward, the fuzzy inference sys-
tem evaluates each rule via the membership functions and
concludes with the rule’s conditions. The quantitative results
of the given fuzzy sets and corresponding membership
degrees are calculated by

mCoA =
Ð
f xð Þ∙xdx
Ð
f xð Þdx : ð4Þ

The defuzzification approach used is the Modified Cen-
ter of Area (mCoA). It considers all areas covered by the
scaled membership functions, even if they extend beyond
the range of the output variable, where (x) is the aggregated
membership function and x represents the output value. The
integration interval is the distance between the minimum
and maximum membership function values.

For rule definition, three different approaches are
adopted as follows:

(1) Minimum based: in this scheme, the output value is
set to the minimum value of given input, e.g.,

If M1 is high andM2 is high, then y is minimum: ð5Þ

(2) Average based: in this scheme, the output value is set
to the average value of given input, e.g.,

Table 3: Fuzzy set definition for input and output parameters.

(a)

Input variables Linguistic terms Fuzzy sets (a, b, c, d)

Transaction throughput

Very low 0, 0, 20, 60

Low 20, 60, 100

Acceptable 60, 100, 140

High 100, 140, 180

Very high 140, 180, 200, 200

Transaction latency

Very low 0, 0, 0.15, 0.45

Low 0.15, 0.45, 0.75

Acceptable 0.45, 0.75, 1.05

High 0.75, 1.05, 1.35

Very high 1.05, 1.35, 1.5, 1.5

(b)

Output variables Linguistic terms Fuzzy sets (a, b, c, d)

Acceptance rate

Very low 0, 0, 10, 30

Low 10, 30, 50

Medium 30, 50, 70

High 50, 70, 90

Very high 70, 90, 100, 100

Table 4: Sample fuzzy rule definition.

Transaction throughput Transaction latency Acceptance rate

Very low Very low Very high

Low Low Very high

Acceptable Acceptable Medium

High High Low

Very high Very high Very low
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If M1 is high andM2 is low, then y ismedium: ð6Þ

(3) Maximum based: in this scheme, the output value is
set to the maximum value of given input, e.g.,

If M1 is low andM2 is low, then y is maximum: ð7Þ

The proposed fuzzy controller is aimed at holding the
acceptance rate of the transaction at an optimum level. For
example, the acceptance rate is meager if the transaction
throughput is exceedingly high and has incredibly low
latency. In a word, the fuzzy controller serves as a regulator
of transaction traffic in line with transaction throughput and
transaction latency. Table 4 presents a sample of specified
fuzzy rules, and in total, twenty-five rules are defined. The
total number of rules for the fuzzy controller is counted by
considering all possible combinations of input variables.

3.3. Transaction Traffic Control Execution Process. Figure 5
describes the execution process of the transaction traffic con-
trol approach based on fuzzy logic. At the beginning of each
test, the admin should configure the network and bench-
mark profiles to fulfill the test scenario’s requirements. The
benchmark file describes how the evaluation test should be
executed, including the number of rounds, send rate of the
transaction, and settings about monitoring the test network.
The network configuration file describes the topology of the
test network, such as the configuration of nodes, number of
clients, and smart contracts deployed to the test network.
Once the network is set up, the admin can start the script
to start the benchmark test. One or more clients generate
transactions to the adaptor; in turn, the adaptor submits
transactions to the Fabric network.

Meanwhile, the transaction traffic measurement analyzer
observes and collects the benchmark results. The
analyzer calculates the benchmark statistics and stores the
results in the benchmark DB. The fuzzifier retrieves the
transaction throughput and network latency as the input
parameters of the fuzzy inference system. The inference
engine evaluates the input parameters according to the fuzzy
rules. The defuzzifier produces the acceptance rate as the
output value and sends this value to the transaction control
module. The transaction module performs transaction traffic
control operations concerning the acceptance rate. The
transaction execution response is generated and returned
to the client. This process is repeated across the entire
benchmark experiment until the user stops the test. Finally,
all network entities and the smart contract will be removed.

4. Implementation of the Transaction Traffic
Control Based on Fuzzy Logic

4.1. Development Environment. Table 5 presents the technol-
ogy stack used to implement transaction traffic control based
on fuzzy logic. The Hyperledger Fabric (v1.4.1) is used as the
blockchain infrastructure deployed in the Ubuntu Linux

(18.04 LTS) operating system. All the network elements of
Hyperledger Fabric are encapsulated as Docker images in
Docker containers, which are running in the virtual
machine. The Node SDK enables interactions between exter-
nal applications and the Fabric blockchain network via APIs
to submit transactions to the ledger or query content data.
Hyperledger Caliper (v2.0.0) is an open-source blockchain
benchmark tool that allows users or developers to measure
different performance indexes of blockchain implementation
[42]. FuzzyIS is a JavaScript library for building a fuzzy
inference system in smart contracts that utilize Node.js.
MongoDB is a NoSQL database used to store the benchmark
results in the JSON-like document with a schema. Express.js
is a Node. Js-based web server framework to build web appli-
cations provides various REST APIs to manipulate
MongoDB.

4.2. Smart Contract Implementation. Algorithm 1 illustrates
the process to initialize the fuzzy inference system in the
smart contract. The fuzzy inference system in the smart con-
tract contains three core objects. The linguistic variable ini-
tializes and adds input and output linguistic variables into
the system. In the proposed fuzzy inference system, the
input linguistic values are transaction throughput and trans-
action latency, while the output linguistic value is the accep-
tance rate. The variable term describes fuzzy terms for each
variable like high/low and very high/very low. The rule
describes the connection between input and output linguistic
variables. These are conditions like: “if transaction through-
put is very low and transaction latency is very low, then
acceptance rate should be very high,” which describes how
the system works. The fuzzy inference system is created with
input and output linguistic variables along with described
rules. It calculates precise values for output variables refer-
ring to the rules given. We can express the algorithmic com-
plexity by using the Big-O asymptotic notation. Algorithm 1
is a constant-time function that can be expressed as Oð1Þ.

Algorithm 2 describes the process of invoking the fuzzy
inference system in the smart contract. When the smart con-
tract is invoked, it initializes the Benchmark Url and
connects with the database. A new database instance is cre-
ated, and the smart contract retrieves the latest record.
Transaction throughput and transaction latency values are
extracted from the result. These two values are used as the
fuzzy inference system’s input variables to compute the out-
put variable acceptance rate. Afterward, the smart contract
performs different operations on the transaction according
to the acceptance rate’s value, as described in Algorithm 3.
Three operations (drop, delay, and accept) are defined in
the smart contract along with three thresholds. The algorith-
mic complexity of Algorithms 2 and 3 is also a constant-time
function that can be expressed as Oð1Þ.

5. Performance Evaluation

5.1. Clinical Trial Testbed. In this section, we verify the effi-
ciency and usability of the proposed approach by applying it
in the clinical trial testbed from our previous work [43]. The
workflow of the proposed system is illustrated in Figure 6.
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Each participant must have credentials to get the authorized
permission for submitting a transaction to the blockchain
network. The principal investigator (PI), clinical research
coordinator (CRC), and clinical research associate (CRA)
can only read and update their profiles. The PI and CRC
can create profiles for new subjects participating in the clin-
ical trial. They can also set profiles for devices (pillbox, bgm),

which will update the settings accordingly. The devices col-
lect biomedical data from subjects and generate electronic
case report form (eCRF) pillbox/blood glucose meter
(bgm) data in the blockchain. The eCRF PI consult data
and lab test data are created by the CRC when the subject
visits the clinical site. After confirmation by the PI, these
data cannot be modified. The CRA can review the data

Admin

Configure the network

Configure the benchmark

Run tests

Generate
transaction Submit

transaction

Throughput
and latency

Evaluate fuzzy
rules Produce

fuzzy output Control
command

Execution results
Response

Remove
network

Clear contracts

Stop tests

Return response

Clear the blockchain network

Remove
contracts

Perform transaction
traffic control operations

Observe benchmark
results

Save benchmark statistics
in database

Main loop

Client Transaction traffic
measurement analyzer Adaptor Blokchain

network Fuzzifier Inference
engine Defuzzifier Transaction

control

Smart contract (with fuzzy logic)

Figure 5: Sequence diagram of the transaction traffic control approach based on fuzzy logic.

Table 5: Development environment of the transaction traffic control based on fuzzy logic.

Component Description

CPU Intel Core i5-8500 @ 3.00GHz

Memory 12GB

OS Ubuntu Linux 18.04 LTS

Docker engine v19.03.8

Docker-composer v1.24.0

SDK Node.js v8.17.0

Blockchain infrastructure Hyperledger fabric v1.4.1

Transaction traffic measurement tool Hyperledger caliper V2.0.0

FIS library FuzzyIS

DBMS MongoDB

Web server Express.js

Programming language JavaScript

IDE VSCode
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and generate audit queries if there exist errors in data. After-
ward, the PI and CRC can access the audit and correct the
data accordingly.

The smart contract for the clinical trial testbed contains
seven participants, five assets, and nine transactions, as
shown in Table 6. The participants are CRC, PI, CRA, sub-
ject, pillbox, bgm, and last but not least, the admin of the
network. Table 6 gives a list of transactions and describes
the transaction structure, which comprises the participant,

operation, and resource. Participants are users who can sub-
mit the transaction to the business network. The operation
specifies the action (e.g., create and read) that the
transaction can perform on the resource. ALL represents
that the transaction can support all kinds of actions.
Resources represent either participant (e.g., CRC and CRA)
or assets such as eCRF pillbox data and eCRF bgm data.
Transactions submitted by a participant are to perform the
specified operation against the resource.

Input (Linguistic Variables, Variable Terms, Rules)
Begin

Describe a new fuzzy inference system
Initialize and add Linguistic Variables into the system
If the input variable is null, then

Initialize and add transaction throughput variable
Initialize and add transaction latency variable

Else
Throw an error

If the output variable is null, then
Initialize acceptance rate variable

Else
Throw an error

Describe Variable Terms for each variable
IfVariable Term is null
Describe term for transaction throughput variable
Describe term for transaction latency variable
Describe term for acceptance rate variable
Else

Throw an error
Describe Rules for each variable
IfRule is null
Describe each rule in the same order as listed in the term description
Else

Throw an error
End

Algorithm 1: Initialize fuzzy inference system method.

Input (Transaction Throughput, Transaction Latency, BenchmarkDB Url)
Output (Acceptance Rate)
Begin

Initialize the BenchmarkDB Url
Connect to the database with the BenchmarkDB Url
If an error occurs, then

Throw an error
Else

Initialize the database instance
Find the latest record from the collection

If an error occurs, then
Throw an error

Else
Extract the Transaction Throughput value from the result
Extract the Transaction Latency value from the result
Compute the Acceptance Rate value
Close the database connection

End

Algorithm 2: Invoke fuzzy inference system method.

11Wireless Communications and Mobile Computing



5.2. Setup for Experiment. This experiment was performed in
a single channel of the clinical trial testbed network, consist-
ing of 4 organizations with 6 endorser peer nodes in total. A

new block is generated every 250 milliseconds, with a default
block size of 10 transactions per block. The default ordering
service is solo, with only one ordering node. The default

Input (Acceptance Rate, Drop Tx Threshold, Delay Tx Threshold, Accept Tx Threshold)
Begin

Set the Acceptance Rate
Set the Drop Tx Threshold
Set the Wait Tx Threshold
Set the Accept Tx Threshold
IfAcceptance Rate is less than the Drop Tx Threshold then

Drop the transaction
Else IfAcceptance Rate is greater than the Drop Tx Threshold and less than the Wait Tx Threshold then

Delay the transaction
Else IfAcceptance Rate is greater than the Acceptance Tx Threshold then

Accept the transaction
Else

Throw an error
End

Algorithm 3: Transaction control method.
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Figure 6: The workflow of the blockchain-based clinical trial service platform.

Table 6: Defined transactions in the smart contract.

Transaction Participant Operation Resource (participant, asset)

User profile management Admin ALL CRC, CRA, PI

Subject management CRC, PI ALL Subject

Device pillbox profile management CRC, PI ALL Pillbox

Device BGM profile management CRC, PI ALL BGM

eCRF pillbox data management CRC, PI, pillbox READ, CREATE eCRF pillbox data

eCRF BGM data management CRC, PI, BGM READ, CREATE eCRF BGM data

eCRF PI consult data management CRC, PI, CRA ALL eCRF PI consult data

eCRF LAB data management CRC, PI, CRA ALL eCRF lab data

eCRF CRA audit CRC, PI, CRA ALL eCRF audit

12 Wireless Communications and Mobile Computing



state database in this experiment was LevelDB. Table 7 lists
the remaining experiment parameters. The experiment’s
scripts were specified to target one function of our proto-
type: eCRF lab data generation, since the user most fre-
quently invokes this transaction. The evaluation tests in
this section were averaged over numerous rounds to reduce
errors caused by system overload and network congestion.
Figure 7 shows the snapshot of the command in the console
to install the smart contract onto all of the peer nodes for
each organization.

5.3. Performance Metrics. The two main performance met-
rics used to assess the blockchain network’s performance
are throughput and latency. The throughput can be further
divided into two divisions in terms of the processes to be
handled. Read throughput is a metric that counts how many
read operations are accomplished in a given amount of time,
expressed in reads per second (rps). Most of the systems are
often deployed adjacent to the blockchain to obtain signifi-
cant reading query efficiency. As a result, the read through-
put of the blockchain is not utilized as a core performance
metric. The rate at which the blockchain commits valid
transactions in a given period, represented in transactions
per second (tps), is known as transaction throughput. Trans-
action throughput is measured across all nodes in a network,
not only at a single node.

Read throughput = Total read operations
Total time in seconds

,

Transaction throughput =
Total valid transactions
Total time in seconds

:

ð8Þ

Regarding the types of operations, latency can be divided
into two sections. The whole time it takes to send a read
request and obtain a response is read latency. Transaction
latency costs the entire network to validate a transaction,
including broadcasting time and consensus algorithm

allocation time.

Read latency = response received time − submission time,

Transaction latency = confirmation time − submission time:
ð9Þ

5.4. Throughput and Network Latency Evaluation. This sec-
tion evaluates the performance of the proposed approach
using the clinical trial testbed in terms of transaction
throughput and transaction latency. This experiment is per-
formed by scaling the transaction send rate and the number
of clients to obtain a comprehensive result.

Figure 8 plots the experimental results of the baseline
and the fuzzy logic scheme in terms of average transaction
throughput with 1 client. The transaction throughput
increased linearly with the increase in send rate until it
reached around 100 tps. The transaction throughput growth
slowed drastically and eventually came to a halt when the
send rate exceeded this point. When the send rate was 125
tps, the transaction throughput was 95 tps, and 106.4 tps,
respectively, resulting in a 12% improvement in transaction
throughput. Figure 9 plots the experimental results of the
baseline and the fuzzy logic scheme in terms of average
transaction latency with 1 client. It is observed that the base-
line network generated more transaction latency than the
fuzzy logic scheme when the send rate was above the satura-
tion point. When the send rate was 200 tps, there is a 57.3%
reduction in transaction latency.

Figure 10 plots the experimental results of the baseline
and the fuzzy logic scheme in terms of average transaction
throughput with 5 clients. The transaction throughput
increased linearly with the increase in send rate until it
reached around 150 tps. The growth of transaction through-
put decreased significantly and approached to a flat when
the send rate was above this point. When the send rate was
150 tps, the transaction throughput was 108.6 tps, and
125.4 tps, respectively. When compared to the baseline, the
fuzzy-based technique can increase transaction throughput
by 15.5% at this point. Figure 11 plots the experimental

Table 7: Default experiment setup unless otherwise stated.

Parameters Values

Number of orgs 4

Number of endorser peers 6

Endorsement policy AND (a, b, c)

Ordering service Solo

Block size 10 transactions per block

Block frequency (maximum timeout to create a block) 250ms

State database LevelDB

Programming language Node.js

Use of TLS No

Number of clients 5

Smart contract Clinical trial network
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Figure 7: Snapshot of smart contract installation in the network.
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Figure 8: Evaluation of transaction throughput with one client.
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Figure 9: Evaluation of transaction latency with one client.
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results of the baseline and the fuzzy logic scheme in terms of
average transaction latency with 5 clients. It is observed that
the baseline network generated more transaction latency
than the fuzzy logic scheme when the send rate was above
the saturation point. This experiment results indicate that
the fuzzy logic scheme performs better than the baseline
concerning transaction latency and throughput. When the
transmit rate was 200 tps, there is a 37% reduction in trans-
action latency.

The proposed approach is effective, especially when the
send rate reaches 150 tps and more. According to the exper-
iment results in the previous work [41], 150 tps is a satura-
tion point of the network, and higher arrival rates can
cause lower transaction throughput. The reality is that scal-
ing the rate of transactions sent to the network will likely
reach a point where transaction latency becomes untenable
because the peers become saturated, consuming all the avail-
able CPU and memory resources allocated to the host server.
In this case, the fuzzy controller regulates the network’s

acceptance rate to maintain the transaction processing capa-
bility just as we expected.

Furthermore, we perform a collaboration experiment by
integrating the proposed approach with one of the existing
performance-enhancing tools called Accelerator, overviewed
in Related Work. Accelerator retrieves transactions from cli-
ents on behalf of blockchain nodes and routes the transac-
tions to the blockchain network. The proposed fuzzy logic
controller is applied to the nodes connected with Accelerator
nodes. The proposed approach was evaluated thoroughly by
comparing it to the baseline network and the baseline net-
work with Accelerator. The experiment was carried out by
altering the number of clients while maintaining a fixed send
rate of 200 tps, as shown in Table 8. Compared to the base-
line, the network with Accelerator boosts transaction
throughput by 67.2% and lowers transaction latency by
35.4% for one client. With Accelerator and the proposed
technique, transaction throughput is enhanced by 77.7%,
and transaction latency is reduced by 52.3%. Compared to
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Figure 10: Evaluation of transaction throughput with five clients.
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Figure 11: Evaluation of transaction latency with five clients.
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the baseline, the network with Accelerator increases transac-
tion throughput by 82.1 percent and reduces transaction
latency by 20% for five clients. With Accelerator, the trans-
action throughput is enhanced by 96.9%, and the latency is
reduced by 37.9% using the fuzzy-based approach. The
results show that the proposed method is interoperable
enough to collaborate with other methodologies.

The performance of the proposed approach is also eval-
uated in terms of resource utilization, such as memory
usage, CPU utilization rate, and traffic in and traffic out.
Table 9 and Table 10 represents the results of the baseline
and the prototype with the designed approach, respectively.
From these two tables, it is observed that there is no signifi-

cant burden on the network by utilizing the fuzzy-based
approach. The results indicate that the proposed algorithm
can efficiently utilize system resources.

This paper presents a transaction traffic control
approach based on fuzzy logic to improve blockchain plat-
forms’ performance that supports smart contracts. A clinical
trial testbed implemented on Hyperledger Fabric is used as
part of the experimental test to demonstrate the proposed
approach’s usability. This technique is based on smart con-
tracts rather than the underlying blockchain architecture,
accommodating various blockchain implementations easily.
Furthermore, it can work with some of the existing block-
chain performance enhancement tools to get even more

Table 8: Comparison analysis of the performance evaluation with Accelerator.

Number of clients Send rate (tps) Performance indexes Baseline Accelerator Accelerator (with proposed approach)

1
200 Transaction throughput (tps) 98.7 165 175.4

200 Transaction latency 650 420 280

5
200 Transaction throughput (tps) 135.5 246.7 266.8

200 Transaction latency (ms) 2350 1880 1460

Table 9: Resource utilization of the baseline network.

Name Memory (max) Memory (avg) CPU (max) CPU (avg) Traffic in Traffic out

local-client.js 103.2MB 88.5MB 12.64% 9.76% — —

http://peer1.company.com 115.0MB 106.2MB 12.36% 6.73% 5.6MB 5.2MB

http://peer2.home.com 114.2MB 106.0MB 16.92% 7.75% 5.7MB 13.6MB

http://peer3.home.com 94.6MB 86.7MB 12.95% 7.75% 5.2MB 5.4MB

http://peer4.hospital.com 133.4MB 115.5MB 11.20% 4.74% 3.9MB 29.0 KB

http://peer5.hospital.com 109.0MB 96.2MB 11.46% 5.53% 4.6MB 4.7MB

http://peer6.cro.com 112.3MB 107.0MB 13.92% 5.24% 5.4MB 11.1MB

http://orderer.com 40.6MB 25.4MB 6.16% 2.85% 4.3MB 1472MB

ca_nodeCompany 6.5MB 6.5MB 0.00% 0.00% 536 B 0 B

ca_nodeHome 6.5MB 6.5MB 0.00% 0.00% 486 B 0 B

ca_nodeHospital 6.5MB 6.5MB 0.00% 0.00% 516 B 0 B

ca_nodeCRO 6.5MB 6.5MB 0.00% 0.00% 426 B 0 B

Table 10: Resource utilization of the prototype with the designed approach.

Name Memory (max) Memory (avg) CPU (max) CPU (avg) Traffic in Traffic out

local-client.js 103.7MB 88.7MB 12.84% 9.96% — —

http://peer1.company.com 115.4MB 106.7MB 12.46% 6.93% 5.8MB 5.4MB

http://peer2.home.com 114.7MB 106.5MB 17.22% 8.05% 5.8MB 13.8MB

http://peer3.home.com 95.2MB 87.1MB 13.05% 8.15% 5.3MB 5.6MB

http://peer4.hospital.com 133.9MB 115.8MB 11.35% 4.94% 4.1MB 31.0 KB

http://peer5.hospital.com 112.0MB 96.6MB 11.67% 5.73% 4.7MB 4.9MB

http://peer6.cro.com 112.7MB 107.3MB 14.02% 5.54% 5.6MB 11.5MB

http://orderer.com 41.6MB 25.6MB 6.46% 3.05% 4.6MB 1502MB

ca_nodeCompany 6.8MB 6.8MB 0.00% 0.00% 566 B 0 B

ca_nodeHome 6.8MB 6.8MB 0.00% 0.00% 496 B 0 B

ca_nodeHospital 6.8MB 6.8MB 0.00% 0.00% 536 B 0 B

ca_nodeCRO 6.8MB 6.8MB 0.00% 0.00% 446 B 0 B
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significant benefits; for example, the proposed approach
improves Accelerator’s performance.

The experimental results in this section indicate that the
proposed approach can be used in business scenarios that
require high throughput and concurrency. Some other busi-
ness disciplines, including supply chains and energy trading,
can also benefit from the significance of this work. Due to
the absence of transaction processing capabilities caused by
a time-consuming consensus procedure that remains a
restriction in deploying blockchain on IoT applications, the
proposed approach can be expanded into current decentra-
lized food supply chain systems to increase efficiency. IoT
sensors can be attached to any product, such as fish
entrusted for transportation, and transmit temperature,
humidity, and location data. The fuzzy controller is placed
on a smart contract that each supply chain business network
party can access. The transaction traffic flow can be con-
trolled based on network conditions in real time.

6. Security Verification

This paper introduces an adaptor that acts as a link between
the user and the blockchain network. This adaptor is used to
set up the network and benchmark profiles that the user has
created. It can also receive transactions from numerous cli-
ents and distribute them to each network endorser peer.
The CA of Hyperledger Fabric secures data transfer between
the adapter and the blockchain network. The CA is in charge
of digital certificate registration and issuing. By the name
subject of the certificate, the digital certificate identifies the
owner of a public key. The adapter can consume services
using the issued certificate in X.509 to certify itself in net-
work messages. This method allows all participants to trust
the digital signature associated with the issued certificate’s
private key. Recipients of digitally signed messages can check
if the signature is valid with the sender’s public key to verify
the message’s origin and integrity.

7. Conclusion and Future Work

Blockchain networks provide a decentralized mechanism for
peers to collaborate and create trust through business net-
works. Each peer node must perform operations and com-
municate with peers to confirm transactions, reach
consensus, and update the shared ledger’s status. Many
well-known blockchain platforms such as Bitcoin and Ether-
eum have been widely adopted into different application
domains. So far, there has been much confusion about
whether or not the blockchain can scale, as well as a paucity
of information regarding best practices for improving per-
formance and scaling. Besides, more analysis and evaluation
of the performance of these platforms are urgent.

This paper proposes a novel transaction traffic control
approach using fuzzy logic to improve blockchain perfor-
mance. Real-time network feedback is used as input
parameters, and the fuzzy controller adjusts the transac-
tion traffic across the whole network accordingly. A clini-
cal trial testbed built on the Hyperledger Fabric is used as
the experiment environment to evaluate the proposed

approach’s performance. The experiment results indicate
that the designed approach can significantly improve the
transaction throughput while reducing transaction latency.
Furthermore, the proposed approach is applied with an exist-
ing blockchain performance-enhancing tool called Nexledger
Accelerator. The results indicate that the proposed approaches
integrate with the existing performance-enhancing approach
and improve blockchain performance.

One of this study’s limitations is that all benchmark tri-
als are done on a single-host virtual system. The blockchain
network is also running on a local network that is inappro-
priate for production. A future work will refine the proto-
type system. To test the impact of the proposed approach
in the production environment, we will duplicate the results
using a cloud service such as Amazon Web Services (AWS)
or IBM Blockchain. Furthermore, we will verify the applica-
bility of the proposed technique by deploying it on current
smart contract-enabled blockchain platforms such as Ether-
eum and Corda.
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This paper proposes a novel signal source identification system composed of unmanned aerial vehicles (UAVs) and a blockchain,
in which the identification method makes full use of binocular camera data and received signal strength. The UAV tasks are
organized by using blockchain technology and smart contracts. To tackle the challenge that the transmit power of the object
and the channel path loss coefficient are unknown to the UAV, a maximum likelihood estimation method is developed to
estimate the parameters in the path loss log-normal shadowing model. Then, the mean squared error is used as the metric to
distinguish the signalling object. The simulation results show that the proposed method can effectively complete the task. Also,
a mobile edge computing- (MEC-) enabled UAV testbed system is designed and implemented in real environment. The system
works accurately where the number of candidate objects is 3.

1. Introduction

Radio signal source identification provides essential support
in many applications [1–3]. However, except the basic
information of the object (such as shape and outline), the
parameters of the signal are usually unknown. Therefore,
in a complex electromagnetic environment, it needs to first
screen out the potential targets and then identify the one
which is sending signals. The traditional ways of object
detection and radio direction finding are easily constrained
by their own mobility and rely on manual operation and
control. Therefore, to improve the efficiency, accuracy,
and reliability of the identification, as well as reduce the cost,
an integrated and shareable aerial platform is required.

Technology advances in unmanned aerial vehicles
(UAVs, also known as drones) have enabled them to carry
multiple types of onboard sensors. Cameras are one kind
of sensors that have been commonly used. A UAV carrying

cameras can provide a clearer view from the air than ground
while allowing flexible movement. Cameras carried on UAVs
can be classified into many types, such as single camera [4],
multiple cameras [5], and spectral cameras [6]. A binocular
camera is a single camera with two lenses and is capable of
outputting both graphs and depth information, thus arousing
interest in UAV applications, such as UAV navigation [7],
obstacle avoidance [8], and localization [9]. Furthermore,
road detection [10] and photogrammetric measurements
[11] can be also solved with UAV binocular vision.

Meanwhile, the reduced cost and weight of Software-
Defined Radio (SDR) equipment make it feasible for UAVs
to carry an SDR onboard. The application fields of
UAVs carrying SDRs can then be extended to wildlife track-
ing, search, rescue, etc. For example, in [12], two SDR-based
UAV-assisted wildlife tracking methods are presented: one is
based on four single-stage antennas using the Doppler effect
and the other one using Yagi omnidirectional antennas for
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signal reach angle. Ref. [13] presents a UAV system carrying
VHF telemetry equipment that includes a hexacopter UAV,
an onboard computer, an SDR receiver, a directional
antenna, and a control laptop on the ground. In paper [14],
to search for survivors after a disaster, the authors use the
UAV carrying an SDR as a GSM base station to receive sig-
nals sent by the target’s GSM device and locate the target
by the received signal strength and UAV coordinates.

As UAVs are getting more powerful and smarter nowa-
days [15], automatic UAV-assisted radio source detection
becomes a potential solution and a hot research topic. An
automatic UAV trajectory planning method for ground
object localization is proposed in [16]. The solution locates
ground objects by received signal strength and automatically
finds paths with high localization accuracy and low energy
consumption by reinforcement learning. A method for
locating illegal base stations via received signal power in
the case of unknown channel model and unknown noise
model is proposed in [17]. It takes advantage of directional
antennas and controls the UAV by Q-learning algorithms.
However, all the above methods have only been validated
in numerical simulations. In reality, the real-time perfor-
mance of the system, due to heavy data transmission stress
and computation demands, can be a major challenge to be
settled in field experiments.

Considering a practical commercial application scenario,
a user may not afford such a UAV fleet and it is also not
necessary. Therefore, UAVs may be from a heterogeneous
origin and form a computing paradigm of multiple autono-
mous agents. In the meantime, the air-ground integrated
edge computing system has been put into practice [18]. In
such an architecture, how to ensure secure communication
and cooperation between multiple parties becomes a key
problem. Blockchain [19, 20] has been proven to be very
useful in various IoT applications. In literature [21], the
authors describe a method of organizing the communication
protocol, which allows agents of the multiagent system
(MAS) to make decisions about their actions. The paper
shows how to implement an autonomous economic system
with UAVs and organize a communication system among
agents in a peer-to-peer network using the decentralized
Ethereum blockchain technology and smart contracts.
“BUS” proposed in [22] is a UAV swarm-assisted data
acquisition scheme in which data is collected from IoT
devices via a UAV swarm and then stored in the nearest
server with the assistance of blockchain. A smart contract
is employed to handle the IoT devices and missions in
BUS. In another work, the selection of the UAV for the
desired quality of network coverage and the development
of a distributed and autonomous real-time monitoring
framework for the enforcement of service-level agreement
(SLA) are introduced [23]. It builds a novel blockchain
architecture that relies on machine learning techniques to
monitor and penalize UAVs that violate SLA. In [24], the
authors propose a new type of blockchain to resolve critical
message dissemination issues in a vehicular ad hoc network
(VANET), which can be used as a reference in our work.

In this paper, partly motivated by [25], we design and
implement a mobile edge computing- (MEC-) enabled

UAV system equipped with onboard SDR and binocular
camera, one for each. A signal source identification algo-
rithm that fuses the visual depth information and received
power strength is proposed. The organization of tasks of
UAVs is enabled by blockchain. Our method can work in
situations where the objects’ transmit power and channel
parameters are unknown.

The rest of this paper is organized as follows. Section 2
briefly introduces the overall architecture of the system.
Blockchain preliminaries are presented in Section 3. In
Section 4, the system model, the four major parts, the for-
mulation of the problem, and the design of the algorithm
are described in detail. Section 5 gives the experimental
results, including the results of the semiphysical simulation
and the real-world experiment. Finally, Section 6 concludes
the paper.

2. System Architecture

The proposed scenario consists of a target area, a hiding sig-
nal source, various UAVs, some users, a ground access point,
edge computing servers, network services, and a blockchain,
as shown in Figure 1. A user would like to make an order for
signal source identification. With the help of the servers, a
smart contract is generated with the order data (the purpose
of the order, attribute data, participators, etc.) and then trans-
ferred to the blockchain. Any unoccupied UAVs can accept
the contract which contains information about the task.

Then, the UAV makes a scheduled flight and informs the
user about the result of the task. During the flight, the data
collected by the UAV will be sent to the edge servers for
analysis. After returning to the base, the UAV notifies the
servers that the order is completed. This ensures the security
and reliability of the proposed system.

3. Blockchain Preliminaries

The blockchain is essentially a distributed public ledger,
where each transaction is recorded in a block. Each block
is identified by its hash. Each block not only contains the
content of the transaction and timestamp but also references
the hash of its previous block. These blocks are linked by
reference hash and then superimposed into a “chain” in
chronological order to create a blockchain. A blockchain
network is a peer-to-peer network composed of a group of
nodes. Each node operates the same blockchain through its
own copy. The blockchain is a distributed data structure that
is copied and shared among network members. We assume
that each user conducts transactions on the network through
miners (i.e., nodes). The literature [26] summarizes that the
operations of nodes in a blockchain network follow
the below steps:

(1) The user interacts with the blockchain through a pair
of private/public keys. When initiating a transaction,
the transaction initiator needs to sign the transaction
with a private key, and those transactions are
addressable on the network through the initiator’s
public key. When a new transaction is generated, it
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will be broadcast to other participating nodes in the
blockchain network

(2) After the transaction is broadcast to the entire net-
work, within an agreed time interval, each node will
collect several unverified transactions and hash them
into a time-stamped block. Each block can contain
hundreds or thousands of transactions

(3) Each node performs a Proof-of-Work (PoW) calcu-
lation equivalent to solving a mathematical problem
to determine who can verify the transaction. Letting
the fastest node in calculation do the job is the way
to achieve consensus. The node with the fastest
PoW calculation will propagate its own block to
other nodes. This calculation process is a “mining”
process to derive the effective hash of the new block

(4) The node that obtained the verification right broad-
casts the block to all nodes, and other nodes will con-
firm whether the transactions contained in this block
are valid. If valid, add this block to the blockchain
and apply the transactions it contains to update the
world view of all nodes. Otherwise, this block will
be discarded. Once the block is accepted by the
blockchain, the transactions contained in the block
are part of the blockchain and cannot be changed
in any way

(5) Once all nodes accept the block, the blocks that have
not previously completed the PoW work will be
invalidated, and each node will reestablish a block
to continue the next PoW calculation work

In essence, a smart contract refers to a piece of condi-
tional statement code that runs on the blockchain. When
two parties of a smart contract generate an asset transaction
on the blockchain, this piece of code is triggered to automat-
ically complete the specific transaction process. Smart

contracts are special accounts on the blockchain, which con-
tain addresses, balances, status, and codes. The address is a
unique identifier for the account, just like a regular user
account. The smart contract works as follows:

(1) Construction of smart contracts: smart contracts are
jointly formulated by multiple users in the block-
chain and can be used for any transaction behavior
between any users. A contract clearly stipulates the
rights and obligations of both parties to the transac-
tion electronically. The code contains conditions that
will trigger the automatic execution of the contract.
All possible results of the contract should be
described in the smart contract

(2) Storage smart contracts: once the coding is com-
pleted, the smart contract is uploaded to the block-
chain network; that is, all nodes on the entire
network can receive the contract

(3) Executing smart contracts: the smart contract will
periodically check whether there are related events
and trigger conditions and push the events that meet
the conditions to the queue to be verified. The verifi-
cation node on the blockchain first performs signa-
ture verification on the event. After most nodes
reach a consensus on the event, the smart contract
will be successfully executed and the users will be
notified. The execution result of a smart contract
must be deterministic; that is, the same input always
produces the same output. Because all interactions
with the contract are performed through signed mes-
sages on the blockchain, all network participants can
obtain the cryptographically verifiable trace of the
contract’s operations

4. System Model

The architecture of the proposed blockchain-based signal
source identification system is shown in Figure 2. There
are three roles: miners, initiators, and participants. In the
system, participants have backbone ground edge units to
support UAV manipulating, data processing, negotiating
with miners, and transmitting data to initiators.

Miner: theminer is a trusted and authenticated node that
has multiple roles. First, it acts as a broker between initiators
and participants. It accepts requests from initiators and
matches them with participants. Second, it is a maintainer
of the stable operations in the blockchain system which
packages all kinds of data and smart contracts onto the
blockchain. There could be a few miners, such as servers of
the different public third-party platforms, in a real scenario.

Initiator: the initiator refers to the users in Section 2. The
object detection or signal source identification task is
launched by the initiator. Then, the initiator sends this task
to the miner and waits for the assignment and draft smart
contract. Smart contract and data related to the transaction
will be handed to the miner to write onto the blockchain.
Detection data will be returned by participants directly.

ground access
point

UAV 4

UAV 3

UAV 2

UAV 1

block block block block

Network services

servers

user C

user B

user A

Figure 1: System architecture.
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Finally, the initiators make payment through the blockchain
by using digital currency.

Participant: the participant refers to the UAV. It is
controlled by a ground edge unit. The participant can
evaluate the recruitment from the miner and accept the
task. It reads the parameters related to the object identifi-
cation task and the smart contract from the blockchain.
Then, it flies to the target area and sends the computation
results to the initiator.

After matching and agreement on the smart contract,
the object detection and signal source identification task is
technically carried out in three major steps, i.e., visual-
based object detection and tracking, binocular depth estima-
tion, and wireless signal-aerial image fusion-based signal
source identification. The flow chart of the method is shown
in Figure 3.

4.1. Blockchain and Smart Contract. The design goals of
introducing blockchain and smart contract lie in two aspects:

4.1.1. Reliable Collaboration. We need to ensure the authen-
ticity and reliability of initiators and participants. To this
end, the blockchain guarantees that the synchronization
and consistency of quality of service (QoS) of each UAV,
and the payment is correctly made by the user.

4.1.2. Security and Privacy. We assume that the initiator and
participants are all semihonest nodes who obey the agree-
ment and honestly execute the tasks. However, they may
want to probe into others’ data, either individually or
collusively. On the other hand, both sides do not want to
expose their identities. Therefore, the proposed blockchain-
based architecture combines secure schemes such as
asymmetric key cryptography, ring signature, and consensus
mechanism. All the operations are performed in a
privacy-preserving manner.

According to Figure 2, there are totally eight steps for the
whole process.

Step 1. The initiator sends its task requirement and
remuneration offering to the miner which is encrypted by
its private key and with ring signature.

Step 2. The miner decrypts the requirement and recruits
the participant with an optimal matching algorithm accord-
ing to predefined conditions. The offer is sent with the
encryption of the miner’s private key.

Step 3. The participant decrypts the offer and chooses to
accept or deny it in his own interest. If accepted, its param-
eters and the public key will be encrypted with the miner’s
public key and then sent back to the miner.

Step 4. The miner then answers the initiator with the
information of the participant in an encryption manner.

Step 5. Then, a smart contract between the initiator and
the participant is created in both parties’ confirmation.

Step 6. The smart contract is deployed in the blockchain
framework. The miner also builds a secure channel and pro-
vides a pair of keys for data exchange of both parties.

Step 7. After receiving the parameters of the task from
the initiator (a user) via the secure channel, the participant
(a UAV) flies to the target area and performs the
identification task.

Step 8. When the task is completed, the result will be
returned to and validated by the initiator via the secure
channel. Finally, the payment is made using digital currency
according to the smart contract.

4.2. Object Detection and Object Tracking. The visual target
detection and tracking part mainly complete the subtask of
tracking and identification of specific types of targets within
the UAV field of view. Target detection is one of the key
technologies to improve the perception capability of UAVs
and is of great significance. Compared with the traditional
methods based on manual features, the deep learning
methods based on convolutional neural networks have pow-
erful feature learning and expression capabilities and
become the mainstream algorithms for target detection tasks
at present [27].

block block block block

Manage blocks

Smart Contract

Recruit participant

Initiate Smart Contract
6

block

2

Accept tasks

Participant(s)

Target Area

Subject site

3

Send request

Miner(s)

Initiator(s)

Ground Edge Units

1

Return data8

Move to target area7

Reply request4

5

Figure 2: The proposed system model.
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Aerial photography generally has the following charac-
teristics because the imaging perspective is different from
natural scene images.

(i) Complex background

(ii) Small targets

(iii) Large field of view

(iv) Rotation

Inspired by [27], the visual target detection part adopts
the YOLO-based target detection framework [28], and on this
basis, the algorithm is optimized and adjusted based on the
characteristics of UAV data collection and the difficulties of
recognition, via the drone vehicle datasets [29] and DOTA
datasets [30], as shown in Figure 4. For the target tracking
part, the Deep SORT algorithm [31] is used to predict the
movement probability of the object and calculate the differ-
ence between the front and back frame features of the object
and then complete the continuous tracking of the target.

We perform data augmentation for both datasets of
images. Data augmentation is a technique that artificially
extends the training dataset by allowing limited data to
produce more equivalent data. It is an effective means to
overcome the shortage of training data. We mainly use
random rotation, color transformation, blurring, noise injec-
tion, and hybrid image processing to enhance the diversity
of the input data. Then, the YOLO pretraining network is
trained using the enhanced data to fine-tune the weights of
the convolutional layer parameters and migrate the object
recognition task from the ground view to the object recogni-
tion task in the UAV view.

In the overall system, the signal source identification
algorithm needs to take the visual detection result and the
corresponding object ID as input; thus, we add a tracking
algorithm in addition to YOLO’s object recognition to
ensure that each detected object corresponds to its ID. As
an algorithm commonly used in Multiobject Tracking
(MOT), Deep SORT is a detection-based tracking method
of good performance and high industrial interest. The main
process of the MOT algorithm is as follows:

(1) Given the original video frame, run a target detector
such as YOLO for detection and obtain target detec-
tion frames

(2) Take out the interested targets in all target
frames and perform feature extraction (including
apparent features and motion features)

(3) Perform similarity calculation to calculate the
matching degree between the targets in the front
and back frames (the distance between the features
belonging to the same target before and after is rela-
tively small, and the distance between different
targets is large)

(4) Associate the data, and assign the ID of the target to
each object

4.3. Binocular Depth Estimate. The binocular depth estimate
part is to complete the subtask of estimating the depth to the
identified object, i.e., the distance of a UAV equipped with a
binocular camera to the identified target object.

In this work, we choose the SGBM algorithm to estimate
the depth between objects and the camera [32]. Firstly, the
binocular disparity d measures the horizontal disparity of
the surface point on the target object between the video
frame taken by the left camera xL and the right camera xR
is estimated by energy optimization [33] as shown in

d = xL − xRj j: ð1Þ

Then, the obtained disparity map is converted into a
depth map based on the relationship between disparity and
depth. Finally, the distance from the target to the camera is
extracted from the depth map. More specifically, the dispar-
ity value of each pixel is calculated with respect to the right
eye view using the left eye view as the reference. We con-
struct an energy function EðDÞ to estimate the optimal dis-
parity image D by minimizing the energy value using the
following equation:

E Dð Þ =〠
p

C p,Dp

� �
+ 〠

q∈Np

P1I Dp −Dq

�� �� = 1
� �

+ 〠
q∈Np

P2I Dp −Dq

�� �� > 1
� �

:
ð2Þ

The first term is the sum of matching cost for every pixel
in the disparity image D corresponding to the captured left
video frame. Cðp,DpÞ is the pixel-wise matching cost func-
tion with disparity Dp corresponding to the minimum cost
for pixel p. In the current implementation, the matching
cost value is calculated based on Mutual Information (MI)
[34]. The second term adds a constant penalty P1 for all
pixels q in the neighborhood Np of p, if the disparity between
p and q is 1, while the third term adds a larger constant pen-
alty P2 if the disparity between p and q is larger than 1.
Operator I½X� equals 1 if event X occurs; otherwise, it equals
0. Constant P2 is chosen larger than P1.

Based on the mapping between disparity and depth
value, the depth image according to the left-view video
frame can be evaluated. The depth information of the
surface point on the target object using disparity value is
computed as follows:

Object Detection

Depth Estimation

Updating Data Output Result
Distinguishing Signal

Source by Fusion
Algorithm

Binocular Data
Collecting

Power Data
Collecting

Object Tracking

Figure 3: The flow chart of the wireless signal-aerial image fusion-
based signal source identification.
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Z = b ⋅ f
d

, ð3Þ

where b is the baseline of the binocular camera and f is the
camera focal length.

To obtain the distance between the target object and the
camera, the bounding box of the object in the video frame
needs to be computed based on the object detection and
tracking algorithm. The pixels within the bounding box are
sampled at an interval of 2 to 5 pixels, and the depth value
is indexed from the corresponding depth map. The average
depth value of the sampled pixels is then used to represent
the actual distance from the object to the camera.

4.4. Fusion Object Detection. So far, we have found a number
of suspicious objects distributed in the area, which are simi-
lar in appearance. Suppose that only one of them is the real
object which is communicating with the outside world at a
fixed wireless frequency band, and we need to identify it.
Some existing works utilize a wireless network between
UAVs and objects to help localization [35, 36]. However,
in both cases, the information of the target is known before-
hand. The wireless connection is only used to transmit data,
power, and arrival of time for distance calculation. To this
end, the proposed method utilizes a UAV equipped with a
binocular camera to obtain the distances between the object
and the UAV at some measurement points of the trajectory,
by applying binocular depth estimation after using deep
learning-based target detection. At the same time, the
received power is obtained utilizing the UAV onboard
SDR. As shown in Figure 5, the UAV moves simultaneously
along the path until the desired data has been collected.

Let S denote the set of objects that the UAV detected in
the flight area. Arbitrarily select an object s ∈ S and take it as
the source target sending signals. Then, let the received
power pn measured by the UAV at position n be as same
as psn (assume that only s is the transmitting signal and note
that s is anonymous to the UAV) and the distance estimated

by binocular depth estimation at position n be dsn. The two
types of data collected during the flight have a correspon-
dence such that the received power from the object s
measured at N positions constitutes a vector ps, and the
binocular depth estimated distance of the object s measured
at N positions constitutes a vector ds, as shown in

ds = ds1, ds2,⋯, dsi,⋯, dsN½ �T , ð4Þ

ps = ps1, ps2,⋯, psi,⋯, psN½ �T : ð5Þ
Consider that the received wireless signal power satisfies

the path loss log-normal shadowing model [37].

p = p0 − 10α lg d
d0

+ Xσ, ð6Þ

where p is the received power in dB at distance d from the
object, p0 is the received power in dB at distance d0 from the
object, α is the path loss exponent, and Xσ is the
environment-dependent shadow fading coefficient which obeys
the Gaussian distribution with zero mean and variance σ2.

To determine whether object s is sending signals, the
distance vector ds and power vector ps of object s can be
substituted into the path loss log-normal shadowing model

(a) (b)

Figure 4: Two datasets for UAV object detection: (a) from drone vehicle datasets; (b) from DOTA datasets.

(ps1, ds1) (ps2, ds2)

object s

(psn, dsn) (psN, dsN)

Figure 5: Problem formulation of signal source identification.
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to determine if they match the model well. In the case that
the parameters p0 and α in the log-normal model are
unknown, they (when s is assumed to be the target object)
need to be calculated first. By utilizing maximum likelihood
estimation, the procedure for evaluating the parameters of
the path loss log-normal shadowing model for object s is
as follows.

Let the reference distance d0 in the path loss log-normal
shadowing model be equal to 1m, implying that p0 is the
received power at a reference distance of 1m. Since p is sub-
ject to Gaussian distribution with mean p0 − 10α lg d and
variance σ2, we can define the following likelihood function:

L p0, α, σ2� �
=
YN
n=1

1ffiffiffiffiffiffi
2π

p
σ
exp −

psn − p0 − 10α lg dsnð Þ½ �2
2σ2

( )
:

ð7Þ

Taking the likelihood function logarithmically, we can
obtain

ln L p0, α, σ2
� �

=N ln 1ffiffiffiffiffiffi
2π

p
σ
− 〠

N

n=1

psn − p0 − 10α lg dsnð Þ½ �2
2σ2 :

ð8Þ

Then, to calculate the maximum likelihood estimate of
the parameters, we can derive equation (8) and find p0, α,
and σ2, such that the partial derivatives are zero, i.e.,

∂ ln L
∂p0

= −〠
N

n=1

psn − p0 − 10α lg dsnð Þ½ �
σ2 = 0, ð9Þ

∂ ln L
∂α

= lg dn 〠
N

n=1

psn − p0 − 10α lg dsnð Þ½ �
σ2

= 0, ð10Þ

∂ ln L
∂σ2 = −

1
2N

1
σ2 + 1

2
1
σ4

〠
N

n=1
psn − p0 − 10α lg dsnð Þ½ �2 = 0:

ð11Þ
After calculation, we can obtain the following estimates

for p0, α, and σ2:

p̂0 = �p + 10bα�dsn, ð12Þ

bα = ∑N
n=1 − 1/10 lg dsn − �dsn

� �
psn − �pð Þ

∑N
n=1 lg dsn − �dsn

� �2 , ð13Þ

cσ2 = 1
N
〠
N

n=1
psn − p̂0 − 10bα lg dsnð Þ½ �2, ð14Þ

where

�p = 1
N
〠
N

n=1
psn, ð15Þ

�dsn =
1
N
〠
N

n=1
lgdsn: ð16Þ

Using the parameters obtained from the maximum like-
lihood estimation p̂0 and bα , we can obtain the fitted value of
the received power p̂sn according to equation (6) as

p̂sn = p̂0 − 10bα lg dsn: ð17Þ

To measure the extent to which object s conforms to the
path loss log-normal shadowing model, we choose the mean
squared error (MSE) of the fitted received power and the
measured received power as the metric. Then, the MSE of
object s is defined as

MSEs =
1
N
〠
N

n=1
p̂sn − psnð Þ2: ð18Þ

After the UAV detects all objects in the flight area, it
compares the MSE of all objects and identifies the object
with the smallest MSE as the source target, i.e.,

Source target = arg mins∈SMSEs: ð19Þ

In summary, the fusion-based signal source identifica-
tion algorithm is shown in Algorithm 1.

4.5. Hardware Implementation. We also build a testbed to
evaluate the system performance. The hardware component
list is described in Table 1.

The experiment system consists of two major parts, the
air system and the ground system, as seen in Figure 6. The air
system contains various UAVs (in our case, hexacopter
UAVs loaded with Raspberry 4Pi B model, which links the
binocular camera and the SDR by a USB cable and commu-
nicates with the ground system through Wi-Fi). The ground
system includes a laptop with a discrete GPU, in which the
costly computations are conducted, and a Wi-Fi AP to
connect all devices through wireless communications. The
laptop is also responsible for simulating the miner in the
blockchain network. We use smartphones to play the role
of the initiator. All tasks are launched from smartphones.
The UAV system is shown in Figure 7. The Raspberry Pi 4
and SDR are mounted in the UAV, and the camera is tied
in angle to the ground.

5. Result and Analysis

We used semiphysical simulation to verify the effectiveness
of the fusion algorithm. First, we used SDR on the ground
to collect power data at different positions, and then, we cal-
culated the path loss coefficient of the actual channel and the
received power at a reference distance of 1m by linear
regression. As shown in Figure 8, the object was a USRP
B210 device from Ettus Corp, and diagrams for transmitting
were written in GNU Radio software. The waveform of the
signal was a periodic sine waveform, and the transmitter
frequency was set to 907MHz-927MHz, the power was set
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to 1W, and the transmitting gain of the antenna was
50 dB. The object was placed at 1.7m from the ground
to simulate the signal propagation in the air as high as
possible. We measured the data at each 1m interval on
the ground, and the distance range from the source was
from 1m to 30m. The experiment was repeated 10 times,

and the total received power values were obtained for 300
locations. Figure 9 shows the measured power and dis-
tance. After calculation, we obtained p0 = −28:91 dBm, α
= 3:581, and σ2 = 23:49.

5.1. Security Analysis. In our system, all participants and
initiators are assumed to be semihonest nodes. Based on this
assumption, we are going to analyze the security objectives
in this section.

5.1.1. Anonymity between Initiators and Participants. To
hide the identities of both the initiator and participants, we
use the ring signature proposed by Rivest et al. [38]. The ring
signature can hide the real signer. And if the asymmetric
encryption function is used in the signature, the security of
the signature can be enhanced. The ring signature in our sys-
tem is based on the asymmetric encryption function.

5.1.2. Data Security. All data segments are encrypted with
the receiver’s public key; without the receiver’s private key,
the attacker cannot crack the cryptosystem and obtain the
encrypted data segments. At the same time, the key
exchange and data communication are through the secure
channel created by the miner, which enhances the security.

5.2. Performance of Semiphysical Simulation. We first placed
the objects randomly in an area with the size of 30m × 40m,
generated the coordinates of the objects, and selected an
object as the source target. After that, we generated a
sequence of N coordinates at uniform intervals of 1m
according to the distance to the object. This sequence is
the coordinate sequence of the simulated flight path of the
UAV. Then, according to the measured channel parameters,
the source distance was substituted into the path loss log-

Input: objects set S=Ø, initiate corresponding distance data vector ds=Ø, power data vector ps=Ø
Output: signal source target
1. while UAV keeps flying do
2. if new object s’ is detected then
3. do S = S ∪{s’}
4. end if
5. obtain current power p from SDR measurement
6. for s in S do
7. obtain current distance d of object s from binocular depth estimate
8. if d and p is valid then
9. update d and p to the end of ds and ps
10. end if
11. end for
12. if data achieves certain amounts then
13. target = None
14. for s in S do
15. calculate p̂0 and bα of object s
16. calculate MSEs
17. update target by comparing MSE
18. end for
19. end if
20. end while

Algorithm 1: Fusion-based signal source identification.

Table 1: Hardware components.

Component Parameter

UAV air system

Computer Raspberry Pi 4B

Camera Metoak binocular camera

UAV Hexacopter Tarot UAV

SDR Hackrf One

Ground MEC system
Laptop Lenovo Legion 7

Wi-Fi TP-LINK war1200

Control Link

Data Trans Link
Hexacopter

WorkStationWiFi AP
Wired

HackRf Binocular Camera Raspberry Pi

Wired

Data Trans Link

Hexacopter Controller

Mount

Figure 6: Experiment system architecture. The dashed double
arrow lines show the communications between devices.
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normal shadowing model to generate the corresponding
measured power value. Next, for all objects, the distance
was calculated based on the coordinates of the UAV flight
path and the distance of the object coordinates. Noting that
the UAV flight passed through N points, we set up an object
distance vector with a size of N , as well as a power vector.
Figure 10 shows the identification accuracy of the proposed
fusion method under different numbers of potential objects.
When the number of objects is 2, the accuracy decreases
slightly with the increase in experimental rounds and finally
reaches a stable value about 70%. When the number of

objects is 3, the accuracy also decreases slightly with the
increase in experimental rounds and then increases gradu-
ally until it is stable at about 53%. We attribute this small
fluctuation to the influence of random factors. In the above,
we mentioned that objects were randomly placed in the area,
and the signal source was randomly selected; a Gaussian
noise would also be added when using the log-normal sha-
dowing model to generate the received power at different
distances, which would affect the discrimination of objects
and then the accuracy. The reason for the decrease in accu-
racy against the number of objects is that, within the limited

(a) (b)

Figure 7: The proposed UAV system: (a) the assembled UAV; (b) the ground MEC system.
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Figure 8: Experiment system implementation: (a) USRP B210; (b) GNU radio block diagrams.
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area, the increase in the number of objects will also increase
the possibility that they have similar distance to the UAV,
and thus, the trend of distance versus power change between
them tends to be similar.

5.3. System Sensitivity Analysis. Figure 11 shows the sensitiv-
ity of the fusion method regarding the change of parameters
and the depth distance error obtained by the binocular
vision in the log-normal model. σ2 is the variance of the
noise mentioned above. The variance indicates the stability

of the channel or the received signal-to-noise ratio to a
certain extent. To explore the influence of variance on the
accuracy of the method, we selected three synthetic and one
measured values for experimental simulation. Here, the
number of objects was set to 3, the distance between objects
was 5m, the number of experiments was 2000, and the num-
ber of distance-received power pairs collected for each exper-
iment was 30. The horizontal coordinate was the variance of
the distance error for each measurement in square meter.
The four curves indicate the detection accuracy of the fusion
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Figure 11: Sensitivity under different distance errors.
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algorithm when the variance of the shadow fading is set to 5,
10, 15, and 23.48, respectively, while the distance error
increases from 0 to 4.0 meters.

When the variance is small, in another word, when the
signal-to-noise ratio is high, the discrimination accuracy of
the method is high. When σ2 is equal to 5, the channel is
ideal and the accuracy is close to 1.0. With the gradual
increase in variance, the accuracy also begins to decline.
When σ2 exceeds 15, the accuracy begins to decline signifi-
cantly. It is preliminarily inferred that the value of 15 should
be a critical point of the method. Also, when the distance
error increases, the accuracy decreases gradually. The calcu-
lation shows that when the distance error is 4, it will be 2m
different from the real distance in extreme cases. When the
object spacing is 5m, the error will greatly reduce the accu-

racy. In practice, the distance error estimated by binocular
vision is around 1m, so the accuracy of this method is high
enough in real-world applications.

5.4. Physical Experiment.We also launched the UAV to the
air to verify our system. The experiment was held on a
lawn, and the objects were simply 3 umbrellas, each was
placed 3m away from the other. The whole system
worked well, when the 3 umbrellas were in the sight of
the camera. By controlling the moving path of the UAV,
we got some data. Despite those limitations, the accuracy
was very close to the simulation result. Figure 12 shows
the setup of the experiment and the real-time output of
the system.

(a)

(b)

(c)

Figure 12: Experiment results: (a) two umbrellas detected; (b) the depth graph; (c) successfully distinguishing the signal source (see the red
anchor box).
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6. Conclusion

In this paper, we proposed a signal source identification
algorithm to distinguish the target by a blockchain and
UAV-enabled system. We used binocular cameras to detect
candidate objects and corresponding distances. With the mea-
suring of the received signal strength and mobile edge com-
puting, finally, we used fused object identification techniques
to determine the real target object. Blockchain and smart con-
tract technologies were adopted to organize UAVs and users,
aimed at providing reliability and security. The accuracy of
discrimination could reach 70% for 2 objects and 53% for 3
objects in a semiphysical simulation. The real-world experi-
ment showed the feasibility of the system, and the perfor-
mance was close to that in the semiphysical simulation.

Regarding future directions for this work, first, satellite
positioning (such as GPS and BeiDou) can be utilized to give
precise location information of the signal source after iden-
tification. Second, only one signal source is considered in
this paper; the method will be extended to support multiple
signal sources in the future work.
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Crowdsourcing is a new way to solve complex problems by using human intelligence. However, the tasks and user information
privacy concerned in crowdsourcing have not been adequately addressed. It is necessary to design a privacy protection
mechanism for tasks that need to be restricted to specific user groups. Ciphertext-policy attribute-based encryption (CP-ABE)
is an efficient and feasible cryptographic tool, particularly for crowdsourcing systems. The encryptor can choose the access
policy independently, which limits the scope of decryption users. At present, most CP-ABE schemes adopt a centralized
management platform, which poses problems such as high trust-building costs, DDoS attacks, and single point of failure. In
this paper, we propose a new access control scheme based on CP-ABE and blockchain, which has the properties of policy
hiding and attribute updating. To protect the privacy of worker’s attributes, we adopt a test algorithm based on a fully
homomorphic cryptosystem to confidentially judge whether the worker’s attribute lists match the hidden attributes policy in
ciphertext or not before the decryption. Experiment results and comprehensive comparisons show that our mechanism is more
flexible, private, and scalable than existing schemes.

1. Introduction

With the rapid development of science and technology, a
new generation of information technology represented by
5G, Internet of Things, edge intelligence, and blockchain
has emerged, which has realized a comprehensive link
between people, machines, and things, and built new infra-
structure, application mode, industrial ecology, and service
system [1–7]. In the application of new technologies, people
are most concerned about information security and privacy
protection. Researchers have conducted extensive and in-
depth research in many fields to promote the healthy devel-
opment of related application technologies [8–13].

In recent years, crowdsourcing as a distributed problem-
solving model has been widely concerned by researchers. As
in Figure 1, the model consists of three parties: requesters,

workers, and a crowdsourcing platform. Requester submits
tasks through the crowdsourcing platform. Workers get
tasks from the platform and get corresponding rewards after
completing tasks. At present, many crowdsourcing applica-
tions are widely used, such as UBER and Waze [14]. These
applications have been integrated into many aspects of daily
life.

Due to the diversity of perceptual tasks, it is necessary to
select appropriate policies for the privacy protection of spe-
cific perceptual tasks. However, the traditional crowdsour-
cing systems based on a centralized management platform
have the following weaknesses. First, it is vulnerable to
DDoS attacks, remote hijackings, and so on. Second, there
is a potential danger of a single point of failure. Third, users’
sensitive information and task solutions are exposed to the
risks of leakage. Fourth, from the perspective of privacy
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protection, it is impossible to implement the task hiding
publishing mechanism within a limited receiver scope. The
above problems seriously restrict the development of crowd-
sourcing system applications.

To solve these problems, we use blockchain [15] and CP-
ABE [16] technologies to construct a credible task hiding
access control mechanism in crowdsourcing. By using cryp-
tography, timestamps, consensus mechanism, and incentives
mechanism, blockchain enables point-to-point transaction
and collaboration. Applying blockchain technology to a
crowdsourcing system solves problems such as trust, incen-
tive, and decentralization. CP-ABE is a branch of ABE
mechanism [17], in which the access control policy is deter-
mined by an encryptor. The user’s decryption key is associ-
ated with its own attribute set, which can be decrypted
correctly only when the user attributes meet the policy
requirements. Due to this special property, CP-ABE has
been widely used in various scenarios.

In this paper, we integrate blockchain with CP-ABE
cryptosystems to implement an access control mechanism
for task privacy publishing. The main innovations of this
paper are summarized as follows.

(i) We propose a new access control mechanism based
on blockchain under the crowdsensing system,
which has decentralized, fine-grained, flexible, and
security features. It can be applied in the task distri-
bution phase that ensuring crowdsourcing tasks can
only be accessed by users who meet the require-
ments of the access policy. The system establishes
a secure way to exercise access control between
requesters and workers, which is more suitable for
complex crowdsensing systems than other schemes

(ii) We propose a new CP-ABE scheme with policy hid-
ing property. In the encryption phase, the access
policy is not displayed in the ciphertext tuple, which
ensures the privacy of the access policy. Different
from the present CP-ABE schemes, in which
decryptors need to do excessive calculations to
determine whether their attributes meet the access
policy in the decryption phase, the new scheme adds

a test phase before the decryption. With much less
computation than decryption itself, the test uses a
fully homomorphic cryptosystem to ensure the pri-
vacy of policy and attributes

(iii) Our CP-ABE scheme features attribute updating. It
is very flexible to add new attributes in the access
policy because we can only generate the public key
parameters for the new attributes and the existing
public key can remain unchanged. To decrypt the
ciphertext with newly added attributes in the access
policy, the decryptors must obtain a new secret key
including the newly added attributes again. The fea-
ture of attribute updating can greatly improve the
flexibility and scalability of our scheme

The remainder of the paper is organized as follows. In
Section 2, we present the related work. The preliminaries
are given in Section 3, an overview of the new access control
system in Section 4. Section 5 describes the proposed system,
including an access control mechanism and a CP-ABE
scheme. We analyze the security of our access control system
in Section 6 and make comparisons and performance evalu-
ation of our scheme in Section 7. The last section is the
conclusion.

2. Related Work

In a heterogeneous and complex network environment,
research on access control technology is heading towards
the direction of fine granularity, which takes into consider-
ation users, resources, operation, environment, and other
factors. In this section, we would introduce some related
work in the field of blockchain-based access control and
CP-ABE schemes.

2.1. Blockchain-Based Access Control. Because of the low
management efficiency, lack of flexibility, poor scalability,
and other problems existing in the current centralized access
control mechanism, researchers began to pay attention to
the blockchain-based access control mechanism. [18] pro-
posed a privacy-preserving authorization management
framework for IoT by using blockchain that enables users
to own and control their data. The data access control is
implemented through a series of transactions that are used
to grant, get, delegate, and revoke access. [19] realized the
transfer of user rights through blockchain transactions and
stores the transaction results on the blockchain to ensure
that the executed access authorization operation cannot be
denied. In view of the data privacy problem of cloud, [20]
proposed a fine-grained access control scheme based on
the blockchain model and attribute-based cryptosystem,
which has the nature of privacy-preserving and user-
controlled. In the scheme, a smart contract is used to ensure
the scalability of the access control. [21] proposed an access
management system for cloud federations. It allows feder-
ated organizations to enforce attribute-based access control
policies on their data in a privacy-preserving fashion. By
using blockchain and Intel SGX trusted hardware, the integ-
rity of the policy evaluation process in the scheme is
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Figure 1: The model of crowdsourcing.
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ensured. To address the problem that roles are used across
organizations in the network, [22] used smart contract as
the trusted basis in access control and employed the
challenge-response mechanism to realize the verification of
user roles. [23] proposed a blockchain-based big data access
control mechanism based on the attribute-based access con-
trol (ABAC) model. To ensure the tamper-resistant, audit-
ability, and verifiability of access control information, the
scheme described a transaction-based access control policy
and entity attribute information management method. [24]
proposed an access control model called timely CP-ABE,
where the user legitimacy is verified by blockchain nodes
and file sharing is based on a CP-ABE scheme that adds
temporal dimension. [25] proposed an access control mech-
anism in a smart grid scenario based on an identity-based
combined encryption, signature, and signcryption scheme.
A new consensus algorithm in the power system is designed
to solve the key escrow problem. [26] proposed to define an
access control system that guarantee the auditability of
access control policy evaluation. The core idea of the scheme
is to codify access control policies as smart contracts and
deploy them on a blockchain. In this way, the decision pro-
cess of the policy can be executed automatically. By using
CP-ABE, [27] proposed a ciphertext policy and attribute
hiding access control scheme based on blockchain. To
ensure the attribute privacy during authorization validation,
they use the ElGamal cryptosystem [28] to secretly match
user attributes and access policies. However, we point out
that the ElGamal cryptosystem does not have additive
homomorphism; so, there are loopholes in the access policy
match phase. In addition, the scheme adopts a secure chan-
nel to transmit secret key, which increases the communica-
tion cost.

2.2. CP-ABE Schemes. The notion of ABE was first intro-
duced by Sahai and Waters in [17], where both ciphertexts
and secret keys are associated with sets of attributes. There
are two variants of ABE: key-policy ABE (KP-ABE) [29]
and ciphertext policy ABE (CP-ABE) [16]. In a KP-ABE
scheme, the decryption key is associated with an access pol-
icy, and the ciphertext is associated with a set of attributes.
In the decryption phase, the ciphertext can be decrypted if
and only if the attribute set of the ciphertext satisfies the
access policy of the decryption key. On the contrary, in a
CP-ABE scheme, the ciphertext is associated with an access
policy, and the decryption key is generated over a set of attri-
butes. CP-ABE is perfectly suitable for fine-grained access
control environments because it enables data owners to for-
mulate and enforce access policies themselves.

Since [17] proposed the first CP-ABE scheme,
researchers have proposed many specific CP-ABE schemes.
In the CP-ABE mechanism, the more complex the policy,
the more complicated the system is designed, and the more
difficult to obtain the security proof of the mechanism.
Researches on CP-ABE focus mainly on the design of access
policy, which is generally classified into AND gates, access
tree, and LSSS matrix. Cheung and Newport [30] presented
a CP-ABE-based AND gates that is proven to be secure
under the standard model. Subsequently, Nishide et al. [31]

and Emura et al. [32] realized policy hiding and efficiency
improvement, respectively, on the basis of the scheme [30].
Lai et al. [33] proposed a ciphertext policy hiding CP-ABE
scheme, which can be expressed as AND gates on multiva-
lued attributes with wildcards, and proved that it is fully
secure. Different from the above types, there are many CP-
ABE schemes [16, 34–36] with tree, linear secret sharing
scheme (LSSS), and 0-1 coding as access structures, which
have strong policy expression ability. For application scenar-
ios that access policies need to be hidden and updated, many
anonymous ABE schemes [27, 37–39] have been proposed.
In an anonymous ABE, the access policy is hidden so that
the user has no idea about the attribute content in the policy.
However, most previous schemes cannot securely add new
attributes in the access policy because these schemes have a
common flaw that a decryptor can combine all old secret
key components to reconstruct the exponent for decryption.

3. Preliminaries

In this section, we showcase the associated basic knowledge.
See Table 1 for the notations used herein.

3.1. Blockchain. Blockchain was originally known as the
underlying technology of Bitcoin. It was not until 2015 that
blockchain became a prominent concept by researchers.
Consisting of peer-to-peer (P2P) network, consensus proto-
col, transaction, smart contract, and a series of other tech-
nologies, blockchain can provide a trusted and distributed
network environment. This new technology has solved the
security risks brought by the centralization model. Applica-
tions based on blockchain technology can provide a new
direction to reduce the middleman role.

3.1.1. P2P Network. Unlike the traditional client/server
mode, the P2P network is a net system in which information
is exchanged entirely by nodes without a central server. In a
P2P network, blockchain nodes can join and exit freely, and
the network system can expand and shrink freely.

3.1.2. Consensus Protocol. The consensus mechanism is the
cornerstone of blockchain and an important guarantee for
the security of the blockchain system. It can be used to solve
the consistency problem caused by block distributed storage.
The consensus mechanism is the foundation for building
trust in the blockchain and contains an incentive mechanism
for the effective operation of the blockchain system. The
common consensus protocol includes POW [15], POS
[40], BFT [41], and mixture of various mechanisms.

3.1.3. Transaction. Blockchain adopts a transaction data
model composed of input, output, and digital signature to
ensure that every transaction can be tracked. Merkel hash
tree is used to package and aggregate all transaction infor-
mation in a period of time to ensure that the transaction
data will not be tampered.

3.1.4. Smart Contract. The concept of smart contract was put
forward by Nick Szabo [42] in 1994. It is a computer pro-
gram that executes and verifies the contract in an
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information way. The birth of blockchain provides a credible
execution environment for smart contracts and accelerates
the development of smart contracts. At the same time, the
application of smart contracts expands blockchain technol-
ogy from the earliest monetary system to a wider range of
practical application scenarios.

3.2. Attribute and Access Structure. We define the attribute
and access structure as provided in [43]. Let U = fA1, A2,
⋯, Ang represent the attribute universe and A represent
the user’s attribute set, where A ⊂U. In this paper, we use
n-bit string a1a2 ⋯ an to represent the user’s attribute infor-
mation.

ai = 1, Ai ∈A,

ai = 0, Ai ∉A:

(
ð1Þ

For instance, let n = 5. A = 10011 means that the attri-
bute set consists of the attributes fA1, A4, A5g.

We also represent the access policy ℙ with an n-bit
string b1b2 ⋯ bn defined as follows.

bi = 1, Ai ∈ℙ,

bi = 0, Ai ∉ℙ:

(
ð2Þ

For instance, let n = 5. The ℙ = 10111 means the access
policy ℙ requires fA1,A3, A4, A5g attributes.

In the attribute universe, each of Ai can be represented in
terms of a group element gi ∈G, where G is a cyclic group of
order N . There is a αi ∈ Z

∗
N that satisfies gi = gαi . Let us

assume that the ℙ has z elements equal to 1. We compute
A ·ℙ = a1b1 + a2b2 +⋯ + anbn. This implies that if an attri-

bute set A fulfills the access policy ℙ, then A ·ℙ must be z.
On the contrary, if A does not fulfills ℙ, the result of A ·ℙ
must be less than z.

3.3. Fully Homomorphic Cryptosystem. The concept of fully
homomorphic encryption [44] was proposed by Rivest
et al. in 1970s, and it has become an important technology
to solve the security problem arising in cloud service. The
way to construct such schemes has been a hard problem
for cryptographers. The first fully homomorphic cryptosys-
tem based on ideal lattice was proposed by [45]. This scheme
can perform any computation on the encrypted data without
decrypting and does not affect the confidentiality of the data.
The fully homomorphic cryptosystem means that it satisfies
the properties of both additive and multiplicative homomor-
phisms simultaneously. It can be expressed by the following
formula.

f E m1ð Þ, E m2ð Þ,⋯, E mkð Þð Þ = E f m1,m2,⋯,mkð Þð Þ: ð3Þ

If f is an arbitrary function, it is called fully homomor-
phic encryption.

3.4. Composite Order Bilinear Groups. The concept of com-
posite order bilinear groups was proposed in [46]. In this
paper, we select two prime numbers of equal length as the
order of two subgroups of group G.

Let Gð1κÞ be a group generation algorithm and κ denote
a security parameter. The algorithm outputs public parame-
ters G = ðg, p, r,G,GT , eð·, · ÞÞ, such that (1) g is a generator
of G, (2) G and GT are two multiplicative cyclic groups of
prime order N = pr, and (3) e : G × G⟶GT denotes a
computable bilinear map that satisfies the following
properties:

(i) Bilinearity: eðua, vbÞ = eðu, vÞab, for all a, b⟵Rℤ
∗
N

and u, v⟵RG

(ii) Nondegeneracy: eðg, gÞ ≠ 1GT
, where 1GT

is the gen-
erator of GT

(iii) Computability: given the elements v, u ∈G, eðu, vÞ
can be computed efficiently

Furthermore, let Gp,Gr denote two subgroups of G with
order p, r, and hp ∈ Gp, hr ∈Gr . Then, we have eðhp, hrÞ = 1.

3.5. Complexity Assumptions. Let the definition of G = ðg,
N , p, r,G,GT , eð·, · ÞÞ be the same as above, and S be an
adversary whose purpose is to solve DBDH problem.

Definition 1. (DBDH problem). For the exponents a, b, c, z
randomly selected from ℤ∗

N , two tuples T 1 = ðg, ga, gb, gc,
eðg, gÞabcÞ and T 0 = ðg, ga, gb, gc, eðg, gÞzÞ are computa-
tionally indistinguishable. The advantage of adversary S in
solving DBDH problem is defined as

AdvDBDHS κð Þ = Pr S T 1ð Þ = 1½ � − Pr S T 0ð Þ = 1½ �j j: ð4Þ

Table 1: Notation description.

Notations Descriptions

G,GT Two cyclic multiplicative groups

U = A1, A2,⋯, Anf g The attribute universe

A An attribute set

ℙ An access policy

Ai An attribute

k A security parameter

B:PK A public key registered in blockchain

B:SK A private key registered in blockchain

PK A public key in CP-ABE

SK A secret key in CP-ABE

MSK A master secret key in CP-ABE

M Task information

E ·ð Þ A fully homomorphic cryptosystem

H A collision-free hash function

CT A CP-ABE ciphertext

Tx A transaction on the blockchain
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We say that the DBDH assumption holds if for all adver-
saries S , we have

AdvDBDHS κð Þ ≤ negl κð Þ: ð5Þ

3.6. Definition of CP-ABE Scheme. A CP-ABE scheme con-
sists of Setup, Encrypt, KeyGen, and Decrypt algorithms.
The specific process is as follows.

Setupð1κÞ: the setup algorithm takes the security
parameter κ as input and outputs a public key PK and
a master secret key MK

KeyGenðMK,AÞ: given the master secret key MK and
an attribute list A, the keyGen algorithm returns a
secret key SKA

EncryptðPK,M,ℙÞ.: given PK, a message M, and an
access policy ℙ, the encrypt algorithm returns a cipher-
text CT

DecryptðCT, SKAÞ: given a ciphertext CT and a secret
key SKA, the decrypt algorithm returns the message
M if A⊨ℙ. Otherwise, it returns ⊥ with overwhelming
probability

Setupð1κÞ: the setup algorithm takes the security parameter κ
as input and outputs a public key PK and a master secret key
MK

3.7. Security Model for CP-ABE. In this paper, we use the
security model proposed by [30]. A CP-ABE scheme is
secure against chosen plaintext attacks (CPA) if no probabi-
listic polynomial time adversary has a nonnegligible advan-
tage in the following game.

(i) Init: the adversary defines the target access policy ℙ
and sends it to the challenger

(ii) Setup: the challenger executes the setup algorithm
and sends PK to the adversary

(iii) Phase 1: the adversary makes key generation queries
by submitting an attribute list A. The challenger
answers with a secret key SKA if A n⊨ℙ. The process
can be repeated adaptively

(iv) Challenge: the adversary selects two equal-length
messages M0 and M1 and sends them to the chal-
lenger. After selecting a random bit μ ∈ f0, 1g, the
challenger generates a ciphertext CT by encrypting
Mμ with ℙ. Then, it sends CT to the adversary

(v) Phase 2: the adversary makes key generation
queries, and the challenger answers as Phase 1

(vi) Guess: finally, the adversary outputs a guess μ′ ∈ f
0, 1g. If μ′ = μ, the challenger outputs 0; otherwise,
it outputs 1

4. The Specific Process of Access
Control System

4.1. System Architecture. Our system architecture is shown in
Figure 2, which involves four entities, namely, requesters,
workers, cloud, and blockchain.

Requesters need to set an access policy first and then
encrypt the task information using our CP-ABE scheme.
Finally, they post the ciphertext of the task to the cloud
and send the ciphertext address of the task to the blockchain
via a storage transaction. When the task is completed, the
requester will reward workers accordingly.

Workers are a group of users with different attributes
who compete for the task to get rewards. The attributes of
the workers determine whether the workers can get the
plaintext of the task.

Cloud has an extremely large storage capacity to offer
data storage services. In our system, the cloud is a data stor-
age platform for storing encrypted task information.

Blockchain is a distributed platform to record relevant
transaction information, which is open and transparent to
requesters and workers.

4.2. Specific Process. Next, we describe the specific process of
the system in detail.

Step 1. In the first step, the requester performs the setup
algorithm of CP-ABE as follows.

Setupð1κÞ: our construction takes a security parameter
κ as input and runs the group generator to get ðN = p
r,G,GT , eÞ, where G =Gp ×Gr . It picks the generators
gp of Gp. Let the attribute universe U = fA1, A2,⋯, An

g be the set of n attributes. For each attribute Ai where
1 ≤ i ≤ n, choose random values fαig1≤i≤n from Z∗

N , set
Ai = gαip . Algorithm selects random elements ω, β ∈ Z∗

N
. Let Y = eðgp, gpÞω and B = gβ

p . The public key is PK
= ðgp, Y , B, fAig1≤i≤nÞ. And the master secret key is
MSK = ðω, β, fαig1≤i≤nÞ.

Step 2. The requester sets an access policy ℙ = fb1, b2,⋯,
bng and encrypts the task by using Encryption algorithm.

EncryptðPK,M,ℙÞ: the requester picks up random
values ri ∈ Z

∗
N for bi = 1, set r =∑bi=1‍ri. Then, the

requester computes C0 = Br , ~C =MYr , and fCi,1, Ci,2g
as follows:

Ci,1, Ci,2
� �

=
grip , A

ri
i

n o
, if bi = 1,

Ti, Ti′
n o

, if bi = 0,

8><
>: ð6Þ

where M ∈GT , Ti, Ti′∈RGr . The ciphertext is CT = ðC0,
~C, fCi,1, Ci,2g1≤i≤nÞ.
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Step 3. The requester uploads the ciphertext of the task to the
cloud server.

Step 4. In the storage phase, the requester only needs to pub-
lish the ciphertext address of the task to the blockchain
through a storage transaction, to reduce the storage cost of
the blockchain. The specific process is as follows.

The requester takes (IDs, Br:SK, CT, AddressCT, ℙ, z) as
input, where IDs is the identifier of the current storage trans-
action, AddressCT is the cloud storage address of the cipher-
text CT, and z is the number of attributes in the access
policy. Then, the requester makes the following calculation.

(1) Calculate the hash value of the CT:

hc =H CTð Þ: ð7Þ

(2) Calculate the ciphertext of access policy vector
encrypted by the fully homomorphic cryptosystem

E ℙð Þ = E b1ð Þð , E b2ð Þ,⋯, E bnð Þ: ð8Þ

(3) Calculate the hash value of the storage transaction:

hs =H IDs, AddressCT, z, E ℙð Þ, hcð Þ: ð9Þ

(4) Use the private key Br:SK to sign the hash value of
the storage transaction. It generates a sign ðhsÞ:

Finally, the requester generates a transaction:

Txstorage = IDs, AddressCT, z, E ℙð Þ, hc, sign hsð Þð Þ ð10Þ

and publishes it on the blockchain.

Step 5. Workers submit an attribute authentication transac-
tion and get attribute certification by calling smart contract
SC. AA that is used to provide attribute management ser-
vices for workers. Then, workers’ attributes are authenti-
cated and endorsed by SC. AA. Meanwhile, the attributes
of workers recorded on the blockchain will not change
anymore.

Step 6. After getting the authentication of attributes, a
worker sends the ciphertext of attributes to the blockchain
via an attribute test transaction. It takes ðIDt , Bw:SK,A, IDs
Þ as input and makes the following calculation.

(1) Calculate the ciphertext of the worker’s attribute vec-
tor encrypted by a fully homomorphic cryptosystem

CT (2) Store in cloud

(9) Download CT
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Figure 2: System architecture.
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E Að Þ = E a1ð Þ, E a2ð Þ,⋯, E anð Þð Þ: ð11Þ

(2) Calculate the hash value of the test transaction

ht =H IDt , E Að Þ, IDsð Þ: ð12Þ

(3) Use the private key Bw:SK to sign the hash value of
the test transaction. It generates sign ðhtÞ:

Finally, the worker generates a transaction:

Txtest = IDt , E Að Þ, IDs, sign htð Þð Þ ð13Þ

and publishes it on the blockchain.

Step 7. It can get EðAÞ, EðℙÞ, z through the identifier IDt and
IDs. The smart contract SC.PD calculates EðAÞ × EðℙÞ by
using the above fully homomorphic cryptosystem.

E Að Þ × E ℙð Þ = E a1ð Þ · E b1ð Þ + E a2ð Þ · E b2ð Þ+⋯+E anð Þ · E bnð Þ
= E a1b1ð + E a2b2ð Þ+⋯+E anbnð Þ = E z′

� �
:

ð14Þ

Finally, the smart contract SC. PD returns the valueEðz′Þ
.

Step 8. The requester decrypts Eðz′Þ to get z′. If z′ = z, it can
determine that the worker’s attributes satisfy the CP-ABE
policy. Then, the requester will run the KeyGen algorithm
to generate the CP-ABE secret key SKA. Afterwards, the
requester encrypts SKA with Bw:PK and sends the ciphertext
of SKA to the blockchain.

KeyGenðMSK,AÞ. Firstly, the requester selects a ran-

dom s from Z∗
N and let D0 = gω+s/β

p . Then, for every i
∈ f1,⋯, ng, the requester picks up random values λi
∈ Z∗

N and computes

Di,1,Di,2
� �

= gs+αiλip , gλip
n o

: ð15Þ

The secret key SKA = ðD0, fDi,1,Di,2g1≤i≤nÞ.

Step 9. The worker downloads the ciphertext of the task from
the cloud via CT address of Txstorage. At the same time, the
worker can decrypt and obtain SKA by using Bw:SK.

Step 10. By using the private key SKA, the worker runs the
decryption algorithm Decrypt to obtain the task data.

DeryptðCT, SKAÞ: the worker tries to decrypt the CT
= ðC0, ~C, fCi,1, Ci,2g1≤i≤nÞ without knowing ℙ by using

his SKA = ðD0, fDi,1,Di,2g1≤i≤nÞ associated with the
attribute list A. The decryption process is as follows:

M =
~C
Qn

i=1e Ci,1,Di,1ð Þ
e C0,D0ð ÞQn

i=1‍e Ci,2,Di,2ð Þ

=
M · e gp, gp

� �ω·rQ
bi=1

e grip , g
s+αi ·λi
p

� �
e gβ·rp , gω+s/β

p

� �Q
bi=1

e gαi ·rip , gλip
� �

=
M ·

Q
bi=1

e grip , gsp
� �

e grp, gsp
� � =M:

ð16Þ

4.3. Main Idea. Through such a CP-ABE scheme, we can
achieve a policy hiding, updatable, and fine-grained access
control scheme in crowdsourcing. For requesters, they only
want workers who meet the policy requirements to get the
task. For workers, they need to do a policy test confidentially
to prove whether their attributes meet the policy require-
ments. The implementation of policy hiding and attribute
updating is as follows.

To achieve the goal of policy hiding, it means that the
ciphertext CT does not contain policy ℙ, and the workers
can decrypt CT without knowing the access policy ℙ. As
mentioned above, we use n − bit string a1a2 ⋯ an and b1b2
⋯ bn to represent the user’s attribute set A and access policy
ℙ, respectively. We chose a composite order group G with
order N = pr. In the encrypt phase, if bi = 1, let ½Ci,1, Ci,2�
be well-formed parameters chosen from Gp. If bi = 0, we
set ½Ci,1, Ci,2� as two random elements of Gr . If an attribute
Ai is required in a policy, then the worker’s attribute set
must also have that attribute to be validated by SC.PD. Each
worker that satisfies the attribute can obtain the decryption
key. Thus, if the set of attributes for the workers meet the
policy requirements, it does not need to know the access pol-
icy ℙ to complete the decryption.

The attribute update feature requires that it is easy to
update the attribute information in the access policy, even
after the setup phase is executed. The reason the previous
scheme does not have this feature is that the decryptors
can use their old secret key that does not contain new attri-
butes to decrypt the new ciphertext. These schemes have a
common flaw that the decryptors may combine all old secret
key components to reconstruct the exponent of the secret
key for decryption. In our scheme, we embed the composi-
tion factor ri of the random number r in the ciphertext tuple
instead of the private key, which forces workers to obtain the
private key components corresponding to all attributes spec-
ified in the new access policy. If any new attributes were
added into the access policy after the workers got their pri-
vate keys, they cannot decrypt correctly until getting the
new secret key components.

5. Security Analysis

Our scheme satisfies several security properties, and the spe-
cific analysis is as follows.
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(1) Collusion resistance: for an attribute-based encryp-
tion scheme, it is very important to prevent collusion
attacks between adversaries. In our CP-ABE scheme,
to decrypt the ciphertext, adversaries have to get eð
grp, gs

pÞ. When an adversary does not possess an attri-
bute, he needs to conspire with a coconspirator who
possesses the attribute. However, in the process of
secret key generation, the private key of different
adversaries uses different random numbers. By
means of collusion, the adversary must get

Q
ai≠0

‍e

ðgrip , gspÞ · eðgrip , gs
∗

p Þ in the decryption phase. How-
ever, s is the random number in the adversary’s
secret key, and s∗ is the random number in the
coconspirator’s secret key; so, they cannot calculate
eðgr

p, gs
pÞ together. That is why this scheme has the

character of resisting collusion attacks

(2) Task confidentiality: this is the most basic security
feature to ensure the security of the task. In our sys-
tem, the task is encrypted and uploaded to the cloud
server platform, which is considered to be curious. In
the worst case, the cloud server platform may
attempt to restore the task information; however, it
either does not have a secret key or the attribute does
not satisfy the access policy. Therefore, the scheme
can ensure the privacy of the task

(3) Decentration: by using blockchain, we can realize an
end-to-end crowdsourcing task management. In this
process, requesters and workers can interact directly.
It avoids DDoS attacks, single point of failure, and
leakage of important data that may be encountered
on a centralized management platform

(4) Policy privacy protection: in our scheme, the policy
is treated as private data that need to be protected.
We propose the CP-ABE with policy-hiding prop-
erty. In the encryption phase, the generated cipher-
text does not contain access policy information,
which can protect the privacy of the policy. To
authenticate the worker’s attributes, a policy test
algorithm that uses a fully homomorphic cryptosys-
tem is adopted to estimate whether the attribute lists
match the hidden attributes policy in ciphertext or
not before the decryption. Such an approach ensures
the privacy of the policy

(5) Integrity and traceability: our scheme can ensure the
integrity of task data and the traceability of access con-
trol information through blockchain. Workers can
compare the hash value of the task ciphertext in the
cloud server platform with the information stored in
the blockchain to determine whether the task has been
modified. Meanwhile, all authorization records are
stored as immutable access transactions in the block-
chain; therefore, no one can deny their behavior

(6) Security analysis of CP-ABE: we now prove that the
above CP-ABE scheme is selectively secure under the
DBDH assumption

Theorem 1. Assume that there is a probabilistic polynomial-
time adversary S which can break out our CP-ABE scheme in
a chosen plaintext attacks model with nonnegligible advantage
εðκÞ, then a simulator can be constructed to distinguish the
DBDH tuple ðg, ga, gb, gc, eðg, gÞabcÞ from the random tuple
ðg, ga, gb, gc, eðg, gÞzÞ with nonnegligible advantage 1/2εðκÞ.

Proof. We first let the Sim set the security parameter κ and
run the group generator to get the public parameters ðN =
pr, gp,G,GT , eÞ, where G =Gp × Gr , gp ∈Gp. The DBDH

challenger gives a DBDH tuple ðgp, gap, gbp, gcp, ZÞ ∈ G4 × GT

to Sim, where Z is either eðgp, gpÞabc or eðgp, gpÞz with equal
probability. The Sim proceeds as follows:

(i) Init: during this phase, Sim receives the challenge
access policy ℙ from S

(ii) Setup: to provide a public key to S , Sim sets Y to be
eðgap, gb

pÞ = eðgp, gpÞab. This implies ω = ab. Let the
attribute universe be U = fA1, A2,⋯, Ang, Sim
chooses random α1,⋯, αn, β ∈ Z∗

N , sets

fAi = gαip g1≤i≤n and B = gβ
p . Then, Sim publishes

PK as in the real scheme

(iii) Phase 1: S submits a set A = fa1, a2,⋯, ang,
providedA⊨ℙ, and it means that there is at least
one k ∈ f1,⋯, ng that satisfies bk = 1, but ak = 0.
Sim answers with a secret key SKA for A as follows:

Sim picks up random values s′ ∈ Z∗
N . For every i ∈ f1,

⋯, ng, Sim chooses random λi′∈ Z∗
N . It sets s = βs′ − ω, and

the D0 component of the secret key can be computed as

D0 = gω+s/β
p = gs′

p . Sim computes the components fDi,1,Di,2g
= fgβs′+αiλi′

p , gλi′+ðω/αiÞ
p g. When λi = λi′+ ðω/αiÞ, the compo-

nents fDi,1,Di,2g are as follows:

Di,1 = gβs
′+αiλi′

p = g
βs′+αi λi−ω

αið Þ
p = gs+αiλi

p ,

Di,2 = g
λi′+ω

αi
p = gλip :

ð17Þ

The secret key SKA = ðD0, fDi,1,Di,2g1≤i≤nÞ.

(iv) Challenge. S submits two challenge messages M0
and M1 of equal length. Sim chooses μ ∈ f0, 1g at
random and encrypts Mμ based on ℙ. Then, sets

C0 = ðgcÞβ, ~C =MμZ. For the policy ℙ, Sim con-
tinues chooses random values ri ∈ Z

∗
N for bi = 1, set

r =∑bi=1‍ri. Obviously, Sim can compute the
ciphertext components fCi,1, Ci,2g easily

(v) Phase 2: same as Phase 1

(vi) Guess: S produces a guess μ′ of μ. If μ′ = μ, Sim
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outputs 1 and otherwise outputs 0. If Z = e

ðgp, gpÞabc, then CT is a valid ciphertext, in which
case the advantage of S is ε. Hence,

Pr μ′ = μ ∣ Z = e gp, gp
� �abc

� �
−
1
2

����
���� = ε kð Þ: ð18Þ

If Z = eðgp, gpÞz , then ~C is completely random from the
view of S . Therefore,

Pr μ′ = μ ∣ Z = e gp, gp
� �zh i

−
1
2

����
���� = negl kð Þ, ð19Þ

where neglðkÞ is negligible. Hence,

Pr μ′ = μ
h i

= Pr Z = e gp, gp
� �abc

� �

Pr μ′ = μ ∣ Z = e gp, gp

� �abc
� �

+ Pr Z = e gp, gp
� �zh i

Pr μ′ = μ ∣ Z = e gp, gp

� �zh i
=
1
2

1
2
± ε kð Þ

	 


+
1
2

1
2
± negl kð Þ

	 

=
1
2
±
1
2
ε kð Þ ± 1

2
negl kð Þ,AdvCPAS kð Þ

= Pr μ′ = μ
h i

−
1
2

����
���� = 1

2
ε kð Þ ± negl kð Þj j ≈ 1

2
ε kð Þ: ð20Þ

From the above analysis, we can see that the Sim’s
advantage in the DBDH game is 1/2εðkÞ.

6. Comparisons and Efficiency Evaluation

In this section, we first make comprehensive comparisons of
our scheme with related work in terms of security, efficiency,
and performance features. Then, we implement our CP-ABE
scheme to analyze the efficiency of the algorithm.

6.1. Comparisons. We make a horizontal comparison with
the relevant blockchain-based access control schemes in
terms of important features, including policy privacy, fine
granularity, attribute update, policy test, decentration, and
framework. As seen in Table 2, these schemes do not con-
sider the privacy of the policy except [27]. There is a poten-
tial problem that the attacker may infer the scope of the user
group through the policy information. Centralized entities
are introduced in schemes [22, 25], which results in some
privacy and security concerns. Meanwhile, these three
schemes can only achieve coarse-grained access control.
[19, 23] support dynamic updating of policy attributes,
which makes the schemes extensible. Only the scheme [27]
is capable of supporting the policy test to judge whether
the attribute lists match the hidden attributes policy in
ciphertext or not before the decryption. However, there is
an obvious mistake in the paper that the ElGamal cryptosys-
tem does not have additive homomorphism; so, there are

loopholes in the access policy match phase. Therefore, none
of these blockchain-based access control schemes can sup-
port policy hiding and testing. Our scheme adopts a
policy-hiding CP-ABE scheme and a fully homomorphic
cryptosystem to realize policy hiding and testing. At the
same time, our scheme supports attribute updating. Further-
more, a secure communication channel is not necessary any-
more in our system.

Aiming at the efficiency problem, we compare our CP-
ABE scheme with some related CP-ABE schemes. In
Table 3, the symbols PK,MK, SK, and CT represent the pub-
lic key, the master secret key, the secret key, and the task
ciphertext, respectively. We use LG, LGT

, and LZp
to denote

the number of groups G, the target group GT , and prime
group Zq, respectively. Let n, l, jAAj, jAℙj denote the number
of attributes, the number of elements in an attribute cate-
gory, the number of elements in the user A’s attribute set,
and the number of attributes in the policy set. Through the
horizontal comparison, we can see that under the premise
of obtaining the relevant security features, our scheme does
not reduce the efficiency and even outperforms the relevant
schemes in terms of ciphertext size. It is better for saving
storage space on the cloud.

6.2. Efficiency Evaluation. We implement our CP-ABE
scheme based on pairing-based cryptography (PBC) library
on a laptop with Windows 10, Intel Core i5-8250U CPU,
2.90GHz, and 16GB RAM. The size of public parameters
and message size is important indicators to evaluate the cal-
culated performance of a CP-ABE scheme. In this experi-
ment, we use type A1 pairing and let the composite N be
the universe size. The composite N in our experiments con-
sists of two prime numbers of 517 bits, which means that j
ZN j = jGj = jGT j = 1024 bits.

Our main concern is how the efficiency of the scheme
changes with the increase of the number of attributes. The
execution result of the algorithm is shown in Figure 3. For
each phase, we run the algorithm 10 times and then adopt
the average value. As is illustrated, the two phase algorithm
time increases as the number of attributes grows. This is
due to the calculation of variables in each algorithm

Table 2: Comparisons of blockchain-based access control schemes.

Scheme
Policy
privacy

Fine
granularity

Attribute
update

Policy
test

Decentration

[22] × × × × ×

[23] × ✓ ✓ × ✓

[26] × ✓ × × ✓

[25] × × × × ×

[19] × ✓ ✓ × ✓

[18] × ✓ × × ✓

[24] × ✓ × × ✓

[27] ✓ ✓ × ✓ ✓

Our ✓ ✓ ✓ ✓ ✓
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depending on the number of attributes. Compared with
other algorithms, the advantage of our algorithm is that it
can support attribute update, policy hide, policy test, and
other properties at the same time, while the efficiency of
the algorithm does not decrease too much. Therefore, our
scheme is more suitable for the crowdsourcing system with
higher requirements for privacy protection.

7. Conclusion and Future Work

In this paper, we present a privacy protection mechanism for
tasks in crowdsourcing, which realizes autonomous access
control by adding blockchain to avoid a series of problems
faced by central institutions. To solve the privacy of crowd-
sourcing tasks and access policies, we propose a new CP-
ABE scheme with an expressive AND gate access structure
that supports policy hiding and attribute updating. At the
same time, we adopt a test algorithm based on a fully homo-
morphic cryptosystem to confidentially judge whether the
worker’s attribute lists match the hidden attributes policy
in ciphertext or not before the decryption. Compared with
previous schemes, our scheme has more advantages in flex-

ibility, scalability, and privacy. In the future, we will consider
an expressive and constant-size attribute-based access con-
trol based on blockchain.
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Vehicular reputation maintenance with distributed ledger is aimed at establishing trust among vehicles randomly meeting in a
Vehicular Ad-hoc Network (VANET). It is, however, challenging in VANET, as congested areas in road networks, brought by
traffic tides or accidents, challenge the ledger performance. Meanwhile, the reputation update is highly dependent on
transaction consensus of the distributed ledger. To solve the problem, this paper proposes deploying directed acyclic graph-
(DAG-) based distributed ledgers on vehicles, which use the vehicular distribution to adapt the unpredictable reputation
update. Specifically, we first propose a partitioned DAG-based distributed ledger to manage vehicular reputation in partitioned
VANET. Secondly, we introduce a novel reputation evaluation method to encourage vehicles to contribute to VANET
interaction and ledger consensus maintenance, which can remedy the topology churn of the ledger network due to the
mobility of VANET. Finally, we design a reputation update method based on the consistency of transactions in the partition to
facilitate trust establishment. Experimental results on a real-world dataset show that the proposed ledger and reputation update
method is effective and feasible in the large-scale dynamic VANET.

1. Introduction

With the rapid evolution of Vehicular Ad-hoc Networks
(VANETs) and intelligent technology, intelligent vehicles have
further demands for exchanging information with surrounding
smart objects like other intelligent vehicles, smart traffic lights,
and Road Side Units (RSUs) [1, 2]. However, the unique
features of VANETs, such as high mobility and volatility, make
the antiattack and privacy protection become major concerns
[17]. Establishing the trust for received information or connect-
able nodes needs a vehicular reputation management system.
Recently, due to providing privacy protection and decentra-
lized trust among unfamiliar vehicles [17], employing Distrib-
uted Ledger Technologies (DLTs), such as blockchain, for
vehicular reputation management has become a hot research
topic [1, 4, 6, 9].

Nevertheless, a vehicular reputation management system
with distributed ledger also faces two challenges. The first
challenge is ledger maintenance. To maintain the consistency
of the transaction, the distributed ledger needs consensus
mechanisms like Proof of Work (PoW) [7] or Proof of Stake
(PoS) [8] in the blockchain ledger. However, it is challenging
for the VANET node to satisfy the requirements of consensus
mechanisms, e.g., computing power and stable communica-
tion route [6]. The second challenge is trust establishment.
Evaluating the other’s reputation is an excellent way to estab-
lish trust for an interaction. A node can evaluate reputation for
one time when the interaction begins rather than assessing the
context of each exchanging message. However, the VANET, a
decentralized network, challenges the reputation update.

Existing studies for vehicular reputation management are
mainly based on the blockchain platform [6, 20]. There are
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two kinds of nodes in a blockchain platform, the full node and
the simplified node. The former keeps the entire blockchain
ledger and composes the backbone blockchain network. The
latter only creates and consumes transactions that store repu-
tation ratings on others or some nodes’ historical behaviors
but do not maintain the ledger. The researchers use the RSUs
as the full nodes to satisfy computational and stable bandwidth
resources and the vehicles as the simplified nodes to quantify
and encapsulate the vehicular interactive behaviors into the
transactions [3, 5, 6, 9, 17, 20]. However, it is tricky for an
RSU-based blockchain ledger to guarantee timely reputation
updates. Vehicles can only connect and issue transactions to
nearby vehicles or RSUs [21]. When a traffic jam or accident
occurs, the vehicle density will dramatically increase in the
spot and overload adjacent RSUs, which delays the consensus
of the ledger and update of reputation.

Distributed ledger with a directed acyclic graph- (DAG-)
based architecture seems to have better scalability than
traditional blockchain architectures, which provide promising
solutions to solve the issue of uneven reputation update work-
load. Firstly, the DAG-based distributed ledger (DDL) has a
higher throughput than the blockchain. Instead of competing
for the block-level consensus, DDL verifies and approves the
transactions in different parts of the ledger network parallelly
with homogenous nodes. A DDL node is required to approve
recently issued transactions to help these pending transactions
receive enough approvals quickly. Secondly, some DDL sys-
tems, such as the Tangle [10], are designed for the IoT scenario
composed of low-resource nodes, e.g., vehicles. Although
some works have been done on DDL-enabled VANET, they
mainly carried out the feasibility tests [13, 14], and two key
issues have still not been properly solved. (1) DDL needs to
sort the parallelly approved transactions [11], but this brings
about the complexity of the design. (2) DDL requires enough
nodes to ensure the high throughput and security of the ledger.
It is a challenge to guarantee this in the mobile VANET.

To address the above challenges, this paper proposes a
partitioned DDL with local consistency for reputation man-
agement in VANETs. We designed the ledger and reputation
update method based on the insight of spatiotemporal sensi-
tivity. On the one hand, limited by the sensing range, some
interactions occur only between the nearby vehicles [12]. For
example, the traffic lights at an intersection are only helpful
for nearby vehicles that also only these vehicles can check
the trustworthiness of light information instantly. On the
other hand, unlike financial applications, reputation manage-
ment in VANETs does not require a transaction to reach a
consensus among all nodes. Specifically, a vehicle needs some-
one’s reputation only when establishing trust with a meeting
vehicle, so the vehicles with different routes do not need each
other’s reputation in practice. We argue that a vehicle could
independently choose which vehicles to follow according to
its own itinerary needs. Ensuring the related transactions are
consistent among the vehicles in a particular range is enough.
The main contributions of this paper include the following.

(i) We design a partitioned DAG-based distributed
ledger based on the Tangle architecture for reputa-
tion management in the VANETs

(ii) We present a vehicular reputation evaluation method
by assessing the node’s interactive quality and the con-
tribution to maintaining the transaction consensus

(iii) We propose a reputation update method based on
local transactional consistency to reduce the update
latency and improve the trust establishment

(iv) To demonstrate the effectiveness of the proposed
ledger framework, we conduct the simulations on
a real-world dataset, and simulation results reveal
that the proposed framework is effective and feasi-
ble in the large-scale VANETs and the reputation
update delay also converges when the VANETs size
is growing exponentially

The remainder of this paper is organized as follows. Sec-
tion 2 surveys the existing reputation system for VANETs
and summarises the related DDL works. Section 3 describes
the framework overview and system model. The details of
the proposed ledger are carried out in Section 4. Section 5
proposes the reputation definition and update method. We
conduct simulations and discuss the numeric results in
Section 6. Finally, Section 7 concludes the paper.

2. Related Work

In this section, we classify existing DLT-based reputation/
trust management systems and present existing works about
expanding the throughput of the distributed ledger systems.

2.1. DLT-Enabled Reputation/Trust Management in VANET.
In a DLT-enabled reputation/trust management system in
VANET, the distributed ledger helps the vehicles build the
consensus of the data, trust, or opinion related to the partic-
ipant’s reputation. The state-of-the-art systems can be classi-
fied into two categories: access-to-trust system and evaluate-
to-trust system. We introduce them in detail as follows:

(1) Access-to-trust system

Access-to-trust systems require that any nodes get permis-
sion first before they are considered trustworthy and build
trusted communication [15, 16]. In general, the systems main-
tain a white list or black list to control this communication
permission. Lu et al. [17] utilize two blockchains to record
the workflow of the Certificate Authority (CA) and manage-
ment history of all vehicles separately, and the former moni-
tors the credibility of the CA, and the latter maintains the
reputation of the system nodes and assists the CA in the issu-
ance of certificates. With the development of smart contract
[18], Javaid et al. [4] and Liu et al. [19] all adopted the smart
contract to control the registering and access of the honest
vehicles, and only the vehicles with permission can communi-
cate with each other freely. Furthermore, Wang et al. [20] use
smart contracts to manage the access of vehicles, and vehicles
can obtain the evaluation results of the other vehicle’s reputa-
tion by submitting the request to the specific smart contract.
To overcome the dynamic network size of the VANET, Javaid
et al. [4] modified the Proof of Work (PoW) mechanism to

2 Wireless Communications and Mobile Computing



adapt to the incoming traffic generated by the vehicles. Kudva
et al. [22], Khalid et al. [23], and Liu et al. [19] build their sys-
tems based on the consortium blockchain platform, which
operates only with a fixed number of preauthorized nodes so
it can assign to some powerful nodes to keep the performance
of their ledger system. All of the above works focus on com-
munication efficiency but lack investigation into the incentives
of the nodes in a decentralized system.

(2) Evaluate-to-trust system

Evaluate-to-trust systems directly assess the credibility of
the transmitted data, including based on the voting of differ-
ent data sources about the same event, the reputation of the
source sender, or even the empirical probability of the event
occurrence. Kang et al. [24]use the interaction frequency,
event timelines, and trajectory similarity of the source vehi-
cles to evaluate their message’s credibility; Road Side Units
(RSUs) collect the reputation opinions or other shared data
and ensure the consensus of these records by PoW. To solve
similar problems, Yang et al. [6] use the location of the send-
ing vehicles to evaluate the message’s credibility, and RSUs
collect multiple messages that report the same event from
different vehicles, calculate the sending vehicles’ offsets,
and add them to the blockchain through a consensus mech-
anism combining PoW and Proof of Stake (PoS). Based on
the above work, Lu et al. [1] required the vehicles, in addi-
tion, to continue to collect the opinions on the event after
receiving it from its initiator and also to query the initiator’s
reputation from the RSUs to compute the event’s credibility,
which will eventually be transmitted back to the RSUs to
update the initiator’s reputation. In these systems, the evalu-
ation of the reputation is conducted after the nodes share
messages. Unlike the above systems, Li et al. [25] proposed
an active detection method based on the probe to find the
possible misbehavior nodes before the sharing, and the sys-
tem divided the VANET into multiple fixed partitions and
set some fixed powerful servers to provide stable blockchain
services. However, although all the above works allow the
vehicles to self-assess the message’s credibility or vehicle’s
trustworthiness for specific interaction, they still rely on
the RSUs to provide and update the vehicles’ reputation.

The most existing DLT-based reputation/trust manage-
ment systems adopted the blockchain platform as their
infrastructure framework. They implemented the RSUs as
the miner (running the backbone network of the blockchain)
because they have better computing resources and more sta-
ble network links than the vehicles in VANET. However, it is
easy to cause the delay of reputation update due to the lim-
itation of the RSU bandwidth and block size [6] when the
inflow traffic increases. Diallo et al. [26] and Zhang et al.
[27] have tried to reduce the update delay by using other
consensus technologies, such as Practical Byzantine Fault
Tolerance (PBFT). However, PBFT has a high communica-
tion complexity, and the consensus cluster should not be
too large. Therefore, there are no suitable flexible frame-
works that can simultaneously cope with the dynamic net-
work topology, fragility network connection, and the lower
update delay requirements in VAENT.

2.2. The DAG-Based Distributed Ledger. DAG ledgers poten-
tially offer many advantages over traditional blockchain
architectures for DLTs, including scalability and faster trans-
action speeds (Ferraro). Many DAG-based DLT projects,
such as NANO [28], Byteball [29], and Tangle [10], have
been in operation for many years and have been tested in
practical applications. DAG ledgers organize transactions
according to the DAG structure instead of packing them into
the block. The consensus is conducted in parallel and runs
over the transaction level with stochastic attachment mech-
anisms instead of constructing a chain of blocks. All transac-
tions must be strictly ordered by their timestamp, which
forces the above methods to adopt an additional puissant
and centralized component, such as the coordinator in the
Tangle, to check and determine the order of all transactions.
Bartolomeu et al. [14] deploy the Tangle in VANET, and
their experiment result shows that the transaction confirma-
tion delay has been significantly reduced than the blockchain
solution, and the performance is comparable with Tangle’s
main network. However, they only validated the feasibility
of DAG-based consensus deployment on VANET and there
is no further research on specific VANET applications. In
terms of reputation management in VANET, Zhang et al.
[27] and Kang et al. [24] both try to apply the DAG structure
in subregions that a miner covered to improve transaction
processing speed in subregions, but their ledger is still based
on the blockchain platform.

Therefore, this paper designs a DAG-based vehicular
distributed ledger and implements it with the Tangle archi-
tecture to optimize reputation management in VANET.

3. Application Overview

In this section, we first present the application scenarios of
sharing in VANET and the interactive model and then
introduce fundamental concepts of the Tangle project as
backdrop. For the clarity of the following discussion, the
key notations are summarized in Table 1.

3.1. Application Model. Figure 1 shows the overview of our
reputation maintenance framework where the VANET entity,
including vehicles and RSUs, arises sharing interaction and the
vehicular reputation, maintained by a DDL. The framework
contains two layers: the sharing and vehicular reputationman-
agement layers. We require a node’s reputation to be calcu-
lated by auditing the node’s history interactive behavior that
accumulates in the sharing layer, and the node’s historical
interaction is packaged into the transaction. A node will gen-
erate a transaction based on its last interaction and attach it
to the DDL in the reputation management layer. To ensure
all the nodes can run the DDL equally, we assume that every
node has an essential computational resource and can hold a
full copy of the ledger.

Another important assumption is that the peer-to-peer
interactive application in VANET scenario, such as environ-
mental awareness, is mostly geographically independent.
Take the traffic density perception at an intersection as an
example; Figure 1 shows that the nodes around the intersec-
tion S1 can be seen as a subpartition of VANET, and S1
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consists of at least n ≥ 5 vehicles and m ≥ 2 RSUs. It is
acceptable that all the traffic data contained in the message
perceived by the p1 can only be verified by the nodes in
the same partition (that is, S1). So, we can have S = fS1, S2,

⋯, SKg, where S is the entire VANET and consists of K par-
titions. These partitions are connected by the RSUs, and any
node belongs to at least one partition. Obviously, some
applications need the nodes in different partitions to

Table 1: Notions.

Symbol Definition Symbol Definition

pi
A node that can interact with others and issue

transaction
μ The reputation

pj⟶i The node answered the request of pi σ The metric of interactive quality

yj⟶i The received originally rating of pj⟶i η The metric of consensus contribution

ψi The transaction R+, R−, R∗ The calculated ratings of positive interaction, negative interaction,
and consensus contribution

ψj⟶i The transaction directly approved by ψj wi The weight of ψi

ψj⟶m⟶i The transaction indirectly approved by ψj Nc
The set of all the active nodes in a period, Ncj j is the number of

these nodes

ψf gi The set of transactions that contains the
historical interactions of pi

A i The cumulative weight of ψi

L tð Þ The set of tips at time t Θ The threshold of local consistency

Transaction Reputation

Normal vehicle (node)

DAG-based distributed ledger (reputation management layer)

Vehicular Ad-hoc network (sharing layer)

Malicious vehicle (node)Road side unit (node)

S1 S2

p1

Figure 1: Overview of trust maintenance with a DAG-based distributed ledger.
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cooperate, such as route plans, and we will discuss these
more complicated scenarios in future work.

3.2. Interactive Model. In terms of most applications in
VANET, we consider two typical interactive models, sharing
and cooperating.

3.2.1. Sharing Model. To inform some warnings or share
some knowledge, some vehicles may positively broadcast
unencrypted information. Figure 2 shows that there are n
nodes (n ≥ 2, Figure 2 givesV1 and V2 as an example) that
broadcast the knowledge of a specific eventEat the same
time. If a node has interests in E, it can collect a message
set Msg = fmsg1, msg2,⋯, msgng. Then, the nodes need to
assess the credibility of each of the received messages and
evaluate a possible result of event E (because they do not
know the truth about it). Based on the calculated result of
event E, the node can judge whether the received messages
are the same or contrary to the calculated result of E and
evaluate a rating about interactive behavior of the informa-
tion source node.

3.2.2. Cooperating Model. To get advice and assistance, some
vehicles may ask for help from others. Figure 3 shows a general
process, a node (p1) in need broadcasts its request to the sur-
rounding nodes first, and then, others may answer the request
at their will. If there are n answered nodes, p1 can receive some
responses; for easy understanding, we also use an answering
message setMsg = fmsg1, msg2,⋯, msgng for the unified pre-
sentation with the same as sharing mode. The difference is
only the p1 can judge whether the answered node provided
an effective result and evaluate the rating of interactive behav-
ior for each answered node. To simplify the discussion, we
assume that all requested nodes are honest.

3.3. DAG-Based Distributed Ledger Model.All the transactions
are stored in a DAG architecture and are represented by ver-
texes (dark grey rectangles shown in Figure 4). A new transac-
tion needs to approve several old (especially issued recently)
transactions, and the approval relationships are represented
by edges. A new edge (from the new vertex to the old vertices
that stand for the selected previous transactions) is added
while a new transaction is issued simultaneously. This adding
process is also called transaction attachment. Some key con-
cepts of the DDL are introduced as follows.

Transaction Approval: as shown in Figure 4, there are two
types of approval relationship, direct and indirect approval.
Direct approval is represented by a directed edge and indirect
approval is represented by a path that consists of several trans-
actions and direct edges connecting them. For example, E1
indicates that ψc approved ψa, E2 indicates ψb approved ψc,
and E4 and E5 indicate ψd and ψe approved ψa indirectly.

Tip: transaction that has received no approval is called tip.
A tip may be a newly issued transaction (e.g., ψe or ψf ) or an
old transaction but has not been approved even once (e.g.,ψc).
DefineLðtÞ to be the set of tips at time t. In general, an issuing
node is suggested to select tips from LðtÞ to approve, so the
size of LðtÞ determines the growth and health of the DDL.
Once a transaction is approved, it is no longer a tip, but it also

needs to accumulate enough direct and indirect approval to be
regarded as secure and final confirmation.

Cumulative weight: cumulative weight (CW) is a metric
for measuring how trustworthy a transaction is for security
consideration. Suppose A i presents the CW of ψi and is
calculated by the weights of all the transactions, including
directly and indirectly, that approved ψi. In general, when
a transaction’s CW reaches (only monotonically increasing)
a threshold, we say that it is confirmed, which also means it
is correct and immutable. We will introduce the details of
how the weights increase and threshold setting in Section 5.

4. Partitioned DAG-Based Distributed
Ledger in VANET

This section first introduces how to record the details of the
interaction into a transaction and how to verify. Then, we
present the definition of the CW considered under the parti-
tioned DDL. To deal with the fragility of connection and
topology in VANET, we introduce a local consistency
threshold and an extended tip selection algorithm to
improve the throughput of transactional consensus while
ensuring the ledger’s security.

4.1. Historic Interaction. We need a way for the node to
obtain others’ reputations when establishing the trust. The
existing works usually update the “balance” or “bias” of rep-
utation. However, these solutions do not allow nodes to
adjust reputations according to different situations. We con-
sider the “auditing” method, which records the interaction
details into transactions, and nodes calculate the reputation
for anyone in their desired ways when needed.

Two interactive models have the different roles of the
node to record each interactive detail. For a sharing model,
RSUs can generate the transaction to record an interactive
event in the partition it is deployed. If there are many RSUs,
a rotation method can balance the workload of transaction
generation. For a cooperating model, the requested node is
responsible for generating the transaction when finishing a
round of interaction. Take the cooperating model as the
example, and we define the transaction as shown in Figure 5.

Ψ≔ d, γ, s, th i, ð1Þ

where d is the interaction data, γ is the transaction approval
data, and s and t represent the encrypted script and time-
stamp, respectively. The detail of d is

d ≔ pi, pj⟶i

n o
, yj⟶i

n oD E
, ð2Þ

where pi denotes the issuing node that is also a requested
node; fpj⟶ig and f yj⟶ig refers to all the nodes that
answered the pi and the corresponding ratings, respectively.
We use a Bayesian method [6] to inference the f yj⟶ig. γ
represents the transaction approval relationship and com-
posed of the following:

γ≔ ψi⟶mf g, PoWNoncef g, PoW targeth i, ð3Þ
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where fψi⟶mg denotes the selected and approved transac-
tion set. PoW Nonce and PoW target are parameters for a
PoW mechanism that used to prevent malicious nodes from
issuing large-scale false transactions to attack the ledger net-
work. In general, the target is set to a small value and does
not bring heavy PoW workload for a vehicle.

4.2. Transaction Verification. Each node needs to verify the
newly received transaction to avoid malicious and fake
transaction attacks. Moreover, the transaction weight is also
calculated if it passes the verification.

The verification includes three steps; take ψi as an exam-
ple; they are as follows:

(1) In d, whether the pi and fpj⟶ig exist

(2) In γ, whether all the selected transactions in
fψi⟶mg exist, and verify their PoWNONCE

(3) If step 1 and step 2 pass, calculate the transaction’s
weight

For step 1, we assume that all the interactive messages
can be recorded with some methods, such as the smart con-
tract among the reference nodes.

For step 2, the validation of γ requires that the selected
and approved transactions must have been transmitted to

all other nodes (at least in several nearby partitions) before
they can be approved. In fact, the most recent tips that the
issuing node cab select at time t can only be issued at t − h,
where h, called the waiting period [10], includes both the
PoW time and the minimum transmission time for transac-
tion transmission to most nearby nodes.

For step 3, any node that received the transaction needs
to calculate its weight. The weight is calculated only once
and stored only at the local.

In our framework, we define the issuing node’s interac-
tive behaviors as the weight of its issuing transaction. Some
nodes invest a lot, including frequently and actively
responding or issuing transactions (verifying and approving
the other transactions to assist the DDL). For a peer-to-peer
data sharing system, it is obvious that the nodes working
hard and getting higher interaction ratings should have
more credibility. So, we define the weight of the transaction
issued by pi as

wi = ϵ1ei + ϵ2 〠
k∈ ψf gi

yk, ð4Þ

where ei denotes the number of valid transactions issued by
pi and fψgiis a set of transactions that contain the historical
interactions of pi. yk refers to the corresponding rating and
ϵ1 + ϵ2 = 1. Obviously, ei and the size of fψgi are changed
over time, so we only calculate the weight at once when it
is issued.

4.3. Cumulative Weight. The CW of a transaction can be cal-
culated by the sum of the weights from all its successor
transactions. If we set w = 1 for each transaction, the CW
represents how much approval this transaction achieved.

1 V1 and V2 broadcast knowledge

p1p1

p2 p2

2 Other vehicles receive

Figure 2: Two vehicles sharing data with others.

1 V1 broadcast a request for help 2 Some vehicles answer the request

p1 p1

Figure 3: A vehicle asks and establishes cooperation to others.

e

c
a

d
b

f

E2

E1

E3

E4

E5

Figure 4: Representation of approval between the transactions.
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For ψi, its CW is

A i = 〠
j∈ ψ j⟶i ,ψ j⟶m⟶if g

wj, ð5Þ

where fψj⟶i, ψj⟶m⟶ig = fψj⟶ig + fψj⟶m⟶ig denotes
a set of transactions that directly and indirectly approve ψi,
wj is the weight of ψj, and any transaction counts once.
Figure 6 demonstrates an example of how a transaction
accumulates weight, where the rectangle represents transac-
tion, and the number outside the parentheses in the rectan-
gle represents transaction weight. The transaction c selects a
and b which, respectively, are represented by the edges E2
and E3, so a and b both accumulate a direct approval, and
their accumulative weight is added by the weight of c (it is
12 in Figure 6). b and c approve a directly; d and e approve
a indirectly. If wb = 1, wc = 12, wd = 2, and we = 1, then Aa
= 5 + 1 + 12 + 2 + 1 = 21.

4.4. Local Consistency Threshold. The existing DDLs own
independent components to strictly sequence transactions,
such as Tangle’s coordinator [11]. Strictly ordered transac-
tions are very important for financial applications to defend
against the double attack. However, managing reputation
does not need to be strict. We argue that a transaction,
approved by enough but not be strictly ordered globally, is
secure for auditing reputation for the reference nodes.
DDL defines that a transaction reaches consensus when it
achieves enough approval, making the transaction difficult
to tamper. Combining the above discussion of the CW, it
is easy to realize that the transaction accumulated a high
CW which can be seen as secure and cannot easily be falsi-
fied. We need to find how much CW can ensure the security
of transactions for auditing reputation.

The local consistency threshold is proposed to enable the
ledger node to judge whether the transaction is secure by
itself instead of relying on the third component. Before
introducing the details of the local consistency threshold,
let us clarify two essential and reasonable assumptions in
this paper: (1) if two nodes do not meet within their trips
(refer to the trip where they need the VANET applications),
they do not need the reputation of each other. First, in terms
of the collaboration, nodes only care about the nodes run-
ning in several nearby partitions; e.g., the traffic light data
of a specific road section is only meaningful and can only
be verified by the nearby nodes. Then, in terms of time,

the node’s behavior that is too old is no longer suitable for
evaluating reputation for some security issue consideration
[30]. (2) We consider that if a node has always been well-
behaved in issuing a transaction (verification and selecting
tips) and participating in the interaction (sharing and coop-
erating), then the ledger will eventually accept the transac-
tion issued by this node with a high probability.

According to the above discussion, we set a period h,
limiting all transactions’ valid time. When a period ends,
the ledger will be reset. We also define a set of transactions
Nc, containing all the transactions for a node cared. How-
ever, the fewer nodes will lead to security risks for a distrib-
uted ledger, so we bring the workload of the nodes to
increase the transaction’s weight. Now, we can focus on
the transaction consensus in nðn ≥ 1Þ partitions and define
Θ as the local consistency threshold to assist nodes to infer
the transaction’s credibility, and it can be expressed by

Θ = L
Ncj j 〠j∈Nc

max
k∈ ψkf g jð Þ

w jð Þ
k

n o
, ð6Þ

where fψkgðjÞ = fψ1, ψ2,⋯, ψkgðjÞ denotes the set of all the
transactions issued by node pj, w

ðjÞ
k is the weight of the ψðjÞ

k

, so max
k∈fψkgð jÞ

fwðjÞ
k g presents the largest weight of the transac-

tion issued by pj. Nc represents a set of active nodes (issued
transactions in a period) in n partitions cared about; jNcj is
the number of these nodes. L is a positive hyperparameter
that controls the evolution speed of the ledger, and the nodes
can adjust it to cope with the scale change of the interest par-
titions. Nodes could make their judgments on whether the
transaction is confirmed. Algorithm 1 introduces the detail
of the transaction consensus process.

4.5. Tip Selection Algorithm.We propose a modification to the
attachment mechanism of the Tangle. This modification
ensures the transaction is verified and secure in the partition-
ing VANET and preserves essential features of the Monte
Carlo Markov Chain (MCMC) selection algorithm [10].

Firstly, the issuing nodes need to verify whether or not the
transaction selected for approval is mutually consistent with
each other. If detecting an inconsistency, the tip selection pro-
cess must be rerun until a consistent LðtÞ is found. In addi-
tion, creating m independent random walks in a path of
DAG contains the transactions issued by the nodes running
in the interested partitions in the current period. The walk
starts at the genesis site and moves along the edges. The

Timestamp t

Response nodes {pj→i}

{yj→i}

Request node pi

Rating set

{pj→i} : Response node
{𝜓i→m} : Approval Trans

Approval Trans {𝜓i→m}

PoW Nonce : {NONCE}

{NONCE} : PoW Nonce

PoW Target

Encrypted script s

Sharing Field d
Approving Field 𝛾 d

Transaction

……
Transaction

Transaction

……

+1
+1

–1

Response node

……
Response node

Response node

p1→i
p2→i

pj→i

……

y1→i

y2→i

yj→i

{yj→i} : Rating 

d : Sharing Field

𝜓 : Transaction

𝛾 : Approving Field

𝜓i→1

𝜓i→2

𝜓i→m

𝜓1 : NONCE
𝜓2 : NONCE

𝜓k : NONCE

Figure 5: Data structure of the transaction.
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probability of stepping along an edge from site ψj to site ψk is

f −α A j −Ak

� �� �
, ð7Þ

where f ð·Þ is an exponential function and α is a positive con-
stant. A j and Ak are the CWs of ψj and ψk, respectively. For
a new transaction, suppose the walk should reach QðQ ≥mÞ
tips, and the issuing node selects the tip satisfying

min
l<Q

〠
m

i=1
Θ −A

lð Þ
i

��� ���
( )

, ð8Þ

where A ðlÞ
i denotes the CW of transactions directly approved

by ψl that is the end of a walk. Finally, we also need to walk
to the m tips that their selected transactions are about to be
or just recent security.

5. Reputation Update with Transaction
Local Consistency

In this section, we first present the definition of each part of
the vehicular reputation. Then, we will describe the reputa-
tion update method based on the partitioning and valid
period.

5.1. Vehicular Reputation. Our DDL requires the vehicle to
be a node and contributes to the ledger maintenance. There-
fore, we argue that the expression of reputation needs to
contain the node’s behaviors in ledger maintenance and
VANET interaction. Interactive behavior refers to the qual-
ity of data that the node shares when interacting, and it is
stored in the relevant transactions issued after each interac-
tion occurs. The maintenance behavior of the ledger, we also

1(20)

3(6)

1(16)

5(21) 12(12)

2(3)

1(1)

E1

E2

E3

E4

E5
d

e

b

c
a

Figure 6: A part of ledger.

input: A tip ψi,local consistency thresholdΘ, current tip set LðtÞ, sub-DAG consisted of the confirmed transactions Gc
t and sub-

DAG consisted of the unconfirmed transactions Gu
t

output: Updated ledger Gc
t+1,G

u
t+1, and the updated tip set Lðt + 1Þ

1 Extract all approval transactions fψi⟶m gpackaged in fψig;
2 for each fψi⟶m gdo
3 calculate and add weight ωi to ψi ;
4 add ωi to Cumulative Weight A i⟶mof

ψii⟶m;
5 if ψi⟶minLðtÞto Gu

t
6 add ψi to LðtÞto toGu

t
7 move ψi⟶mfromLðtÞto Gu

t
8 else
9 wait for a punish time;
10 add ψi to LðtÞ ;
11. Extract the transaction fψi⟶m⟶η gthat indirectly approved by

12 for each ψi⟶m⟶η in fii⟶m⟶ηgdo
13 add wi to A i⟶m⟶n of ψi⟶m⟶n;
14 if ψi⟶m⟶n >Θ then
15 move ψi⟶m⟶n to Gc

t
16 final;
17 return Gc

t+1,Gc
t+1,Lðt + 1Þ;

Algorithm 1: Consensus algorithm for transactions on partitions.

Table 2: Data field in NSL.

Field Symbol

Node ID pi

Iterative consensus metric t, R∗h i
Cumulative interactive metric t, R+, R−h i
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call consensus contribution, refers to the node’s performance
in ledger maintenance and is calculated by other nodes when
they verify a new transaction issued by the node.

In summary, when omitting the symbol of interest parti-
tions and valid period, the reputation is

μ = τ1σ + τ2η, ð9Þ

where σ and η represent the interactive quality and consen-
sus behavior, respectively; we will discuss them in the follow-
ing subsection. τ1 + τ2 = 1; they are used to adjust the ratio
of the two measures in different scenarios. For example, in
the initial phase of each valid period, the ledger needs as
many as possible nodes to join to maintain the transaction
consensus, at this case, τ2 > τ1.

5.1.1. Interactive Quality. To simply the discussion, we only
consider the cooperating model because it can easily extend
to the sharing model. Assume that a node has M1-positive
ratings and M2-negative ratings, so that all the received rat-
ings M =M1 +M2. Let R

ðb+Þ
m be the positive rating that pb

received at mth response at time t and Rðb−Þ
m represent the

negative rating. So we have

R+
tu
= 〠

tu

t=t0
〠
M1

m=1
R b+ð Þ
m , ð10Þ

R−
tu
= 〠

tu

t=t0
〠
M2

m=1
R b−ð Þ
m , ð11Þ

where t0 is the initial time of current valid period and tu rep-
resents the current time. The interactive quality is calculated
as follows:

σtu
=
θ1 · R+

tu
− θ2 · R−

tu

R+
tu
+ R−

tu

, ð12Þ

where θ1 and θ2 are sensitivity weight; let R
+ = R+

tu
, R− = R−

tu
,

then

θ1 =
F R+ð Þ

F R+ð Þ + F R−ð Þ , θ2 =
F R−ð Þ

F R+ð Þ + F R−ð Þ : ð13Þ

Fð·Þ represents the sensitivity function such as FðxÞ = x,
FðxÞ = x2, and FðxÞ = x3; the sensitivity of the positive or

input: NSL, a confirmed transaction ψi, issued node pi and the node that waited to interact with pj
output: The updated reputation μ of pj
1/∗∗∗ Update NSL ∗∗∗/ Extract response nodes fpj⟶ig and corresponding interactive ratings fyj⟶ig;
2 for each fpj⟶ig in fpj⟶igdo
3 update NSLðpj⟶iÞ½ht, R+, R− i� based on the corresponding interactive rating fyj⟶ig;
4 Extract R∗ in ψi and update ht, R∗ i to NSLðpiÞ;
5/∗∗∗ Calculate Reputation ∗∗∗/ Obtain the current time tu;
6 Calculate quality σ based on NSLðpjÞ½ht, R+, R− i�;
7 Select an exponential function to calculate η = f ð−βR∗Þ;
8 Obtain the reputation μ;
9 final;
10 returnμ;

Algorithm 2: Reputation update algorithm.

07:00 – 08:00 11:00 – 12:00 14:00 – 15:00 20:00 – 21:00
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132.0

82.0

31.0

0.0

Figure 7: Distribution of the partitions and the vehicle heat in different hours in Manhattan.
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negative rating in the metric of interactive quality can be
controlled by θ. θ could adjust the weight of contribution
rating based on the different requirements. For example,
when the shared data may threaten the safety of humans,
the weight of negative evaluation should be increased.

5.1.2. Consensus Contribution. When the node selects tips,
its behavior determines its contribution to the consensus of
DDL. The selections are represented by the edges and are
public to all nodes, and they are important on ledger
evolution. When receiving a new transaction ψi issued by
pb, a node needs to check the CWs of all the transaction in
fψi⟶mg and calculate a consensus rating Rb∗ðtÞ of pb, and
the calculation can be expressed by

R∗
b tuð Þ = R∗

b tu − 1ð Þ + 〠
m=M

m=1
Θ −A i⟶m tuð Þð Þ, ð14Þ

where A i⟶mðtuÞ presents the CW of the ψi⟶m approved
by ψi at time tu. If Θ −A i⟶mðtuÞ ≤ 0, it denotes that the
issuing node selected a confirmed transaction, which repre-
sents a bad behavior, of course; otherwise, it denotes a tip
is selected or there is other issued unconfirmed transaction
recently, which means a good behavior. Therefore, if the
node performs positively, then 0 ≤ R∗

b ðtuÞ ≤ 1; otherwise, −1
≤ R∗

b ðtuÞ ≤ 0. The iterative method is used because the CW
of a transaction always increases along with time. Define
the metric of consensus contribution as

η = f −βR∗
bð Þ, ð15Þ

where β is an attenuation factor; it can be adjusted with the
ledger network change even if node pb does nothing in a
time interval. Thus, the metric of consensus contribution
of a node’s reputation can be calculated by auditing the local
transactions at any given time.

5.2. Reputation Update. Since the dimension of the DDL
grows with time, it would be nonfeasible to search and audit
the related transactions for reputation calculation even in
one partition. A possible solution is to maintain additional
data structures to store intermediate reputation calculations
to save the computing power and time required for transac-
tion search. We called this additional data structure as Node
Status List (NSL). Each node should initialize an NSL when
first connecting the ledger or a new valid period starting.
Table 2 presents the data field contained in each row of
the list. The first column is node ID. The second is a set of
tuples, and the elements recorded the calculating timestamp
and consensus metric. The third is a tuple containing the
interactive metric and the update timestamp.

Now, we consider the reputation update method based
on the intermediate data structure. The node can calculate
the transaction weight and the vehicular reputation by
searching the NSL. If a new transaction passes the verifica-
tion or exceeds the threshold, each receiving node will
update the specific field at local. Algorithm 2 describes the
transaction consensus with node status data update.
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Figure 9: Local consistency threshold vs. epoch, L = 1.
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6. Experimental Result and Analysis

We build a trip set based on the New York yellow cab [31]
and extract the trajectories at daytime of several days in
December 2020. The vehicle number in the evaluation sce-
nario is a uniform distribution between 5800 and 7900 and
distributed in 55 partitions. All the partitions are fixed
according to predivided partitions in [31], and we filter par-
titions with less than 20 vehicles and merge these vehicles
into nearby partitions. Figure 7 shows the distribution of
the partitions and vehicles’ heat at different times of one
day. We can find that vehicle numbers in different partitions
at the same period are very different, and so do the number
of vehicles in the same partition at different periods.

In addition, the entry of vehicles into VANET follows
the Poisson process with an average of λ [32], so does the
arrival of transactions. Assume that vehicles issuing the
transactions follow the power-law distribution [33, 34] and
the number of the reference vehicles for the interaction is a
uniform distribution between 3 and 10. Considering the
simulation is conducted in daytime, we set the system’s
throughput per second (TPS) in a partition to be large and
positively correlated with the number of nodes. Suppose
the global arrival rate λall ≤ 1000, and for each partition, its
arrival rate λk is also allocated according to the proportion
of vehicles owned by it. Thus, for any partitions in our eval-
uations, suppose 3 < λk < 86.

The simulation is implemented using Python 3.8.3 in
Windows 10 system with a Lenovo laptop, which has four
cores and 32GB memory. Cryptography is the Python cryp-
tography library (v2.8) [35] and the Hashlib standard library
(3.7.7) [36].

6.1. Convergence of the Proposed Ledger. We first investi-
gated the convergence performance of our proposed DAG-
based distributed ledger. Figure 8(a) shows that the size of
LðtÞ increases quickly in the first few epochs and reaches
a stable state after around 20 epochs. The main reason for
the rapid accumulation of tips in the early stage is the wait-
ing period u. After a tip is released, it will take a while to be
“seen” and verified by the nodes. Meanwhile, when a new
validity period begins, the node’s reputation and each metric
are reset to 0.5, so the tips’ weights and the parent’s selection
are very close. The transaction selection can be thought of as
random in all transactions, which will cause some tips to be
unable to be verified in time. However, as the number of
epochs increases, the size of LðtÞ becomes stable, which
verifies the convergence performance of our proposed DAG
ledger in the case of the partitioning method. In Figure 8(b),
we observe the change of the size ofLðtÞ around 120th epoch
though adjusting the TPS in partitions. It can be seen that the
convergence performance will not be affected because of the
definition of the tip and the verifying-before-issuing mecha-
nism of the transaction; that is, when a new transaction is
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Figure 10: Reputation vs. misbehavior ratio for one vehicle, f ð·Þ = x3:
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Figure 11: Continued.
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Figure 11: Reputation accumulation process, τ1 = τ2 = 0:5, f ð·Þ = x3.
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added, several tips need to be verified. Therefore, the increase
of TPS will also improve tip verification. So, the convergence
performance of our proposed DAG ledger in the case of the
partitioning method was verified.

6.2. Local Consistency inMultipartitions.Next, we investigated
the performance of the local consistency threshold. Figure 9
shows the results of the threshold changing with the number
of the followed partitions. We also set the node’s participation
following the power-law distribution, and only the top 20%
active nodes are considered when calculating the threshold
starting from the middle of a period (randomly from 40 to
60 epochs in each evaluation). The results show that the
threshold increase is slow in the initial few epochs. This is
because the threshold is positively correlated with the reputa-
tion of the active nodes, and it will be reset to 0.5 in the initial
stage of a new validity period. Furthermore, reputation always
rises slowly at the beginning of the validity period. Even the
most active nodes also need to spend multiple epochs to con-
duct one good behavior (answering the request from others or
computing the PoW for approving transactions) and reach
consistency with other related nodes.

Note that in the later epochs, the threshold grows slowly
at the scenario of followed fewer partitions, and this is
because many nodes have left the followed partitions before
their reputation accumulated high enough. However, the
reputation grows faster in the scenario of following more
partitions, and this is because we can observe the nodes in
a more extensive range (involved more partitions), so the
nodes have enough time to accumulate a sufficiently high
reputation. Moreover, we summarize that some nodes (a taxi
will operate for a long time and drive within some fixed par-
titions) can accumulate much and soon based on the power-
law distribution. Therefore, the local consistency threshold is
effective; short-travel nodes only need to pay attention to
fewer partitions and the recent behavior of the nodes, while
long-travel nodes need to pay attention to more partitions
and the long-term behavior of the nodes.

6.3. Performance of Reputation Update. Then, we test the
resiliency of our reputation representation against misbe-
havior of vehicles in Figure 10. The misbehavior includes
bad collaboration performance (obtained a lower shared rat-
ing) or selecting an old and approved transaction to attach.
In Figure 10, we can see that all the schemes with different
tip selection algorithms can reduce the node’s reputation
below 0.5 when the node’s misbehavior ratio exceeds 50%.
Besides, when the reputation is lower than 0.5, the decline
is very fast, mainly caused by the bad consensus behavior.
Typically, if a node becomes lazy, it would select a fixed
transaction set to save its computational power. Meanwhile,
the CW of any approved transaction inevitably increases
(raised by the indirect approval) with epoch, and the expo-
nential function in Formula (5) also speeds up the decline.
This also provides incentives to the node to select the tip.

Last, Figure 11 shows the impact of different metrics on
reputation when bad behavior accumulates. We can con-
clude that when there is bad sharing behavior, the reputation
begins to decline rapidly, while the consensus become bad,

and the downward trend is slow. This is mainly controlled
by the setting of hyperparameter. We can strengthen the
weight of consensus metric by adjusting the proportion of
τ For example, if the sensitivity function f ð·Þ = x, then the
sharing metric will decrease linearly. f ð·Þ = x3 can reduce
some misbehavior caused by inevitable communication
delay; sharing metric will begin to decline rapidly after the
misbehavior exceeds the tolerance limit. In addition, when
there are few numbers of the activated vehicles, the reputa-
tion system can increase the weight of the consensus metric
by recommending a large τ2, so as to attract more vehicles to
help verify new transactions, which is also to accumulate its
own reputation (consensus metric).

7. Conclusion

This paper proposes a partitioned DDL for maintaining the
vehicular reputation to support the trust establishment in
VANET. We design the transaction for the vehicular reputa-
tion auditing using the details of interactions among vehicles.
To encourage the vehicle to maintain the ledger, we design a
vehicular reputation evaluation method by aggregating the
contribution in vehicular interaction and ledger consensus
maintenance. Besides, a reputation update method based on
the consistency of transactions in one or several partitions is
presented to allow any vehicle to evaluate other’s reputations
anywhere and anytime. Simulation results demonstrate that
our partitioned DDL is practical in real-world scenarios and
achieves a better detection rate of bad behavior than the base-
lines with various tip selection algorithms. Future work is in
progress to consider how to partition the VANET better to
improve the vehicle’s safety during its trip.
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Because the blockchain is secure and untamperable, it has been widely used in many industries, such as the financial industry, digital
tokens, and e-commerce logistics. The remarkable security feature of the blockchain is that the blockchain verifies the transaction
initiated on each block through the node, and its process is broadcast throughout the whole network to let everyone know. On the
one hand, this ensures the security of every transaction, but on the other hand, it is easy to cause privacy disclosure problems for
transaction users. Therefore, under the premise of ensuring the security of the blockchain, it has become a hot issue to protect the
sensitive information of transaction users. A check-in privacy protection (CPP) algorithm based on check-in location
generalization is proposed in this paper, which can be applied to blockchain transactions to solve the privacy leakage problem of
transaction users’ sensitive information. CPP algorithm not only protects the privacy of check-in data but also keeps the high
utility of trajectory pattern data. Firstly, location types are recommended in the sensitive check-in location generalization based on
the user’s trajectory pattern by using Markov chain technology. Secondly, to make sure that the generalized locations can be
scattered as much as possible to prevent the attacker from deducing back, a heuristic rule is designed to select the generalized
location based on the recommended location types, and at the same time, the similarity between the anonymous trajectory and the
original trajectory is maintained. In addition, a generalized location search strategy is designed to improve the efficiency of the
algorithm. Based on the real spatial-temporal check-in data, the results of the experiment indicate that our algorithm can
effectively protect the privacy of sensitive check-in while ensuring the high utility of trajectory pattern data.

1. Introduction

In recent years, the blockchain [1] has been broadly used
in the financial industry, digital tokens, e-commerce logis-
tics, and many other industries due to its characteristics of
security and untampering. The significant security feature
of the blockchain is that the blockchain authenticates each
transaction initiated on each block through the node, and
its process is broadcast throughout the network for every-
one to know. This not only ensures the security of the
transaction but also brings privacy harm to the transaction
users. Hence, under the premise of ensuring the security of
the blockchain [2, 3], it is already an issue worthy of
attention to protect the sensitive information of transac-
tion users. With the constant development of mobile net-
works [4, 5], vehicular networks [6–9], wireless

communications network [10], and GPS-enabled devices,
a mass of check-in data [11] of mobile users has been col-
lected and utilized.

Check-in data contains the characteristics of human
behavior, which plays a key role in major social science
issues such as disease transmission, epidemic prevention
and control, poverty eradication, urban planning, and other
important life applications such as route recommendation
and bus travel. Government and many research institutions
hope to create more value through data mining. The trajec-
tory contains many sensitive check-in data. Users’ private
information (home address, religious belief, interests, health,
and other private information) will be obtained and used by
malicious attackers, assuming these sensitive check-in data is
leaked. Therefore, protecting sensitive check-in data in tra-
jectory has become a challenging problem.
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Check-in data means the user visits a certain place at a
certain time. Sensitive check-in refers to user hopes to
keep check-in data from being leaked. The user u’s histor-
ical trajectory set Tr = ftr1, tr2, tr3, tr4, tr5, tr6g is shown in
Figure 1(a), and four check-in data in chronological order
are included in the trajectory tr5 = <ðl2, t51Þ, ðl5, t52Þ, ðl7,
t53Þ, ðl8, t54Þ > . The check-in data ðl7, t53Þ indicates that
user u visits location l7 at time t53. The location type of
l7 is the zoo, and t53 belongs to user u’s office time. User
u does not want to disclose the check-in data; therefore,
ðl7, t53Þ is set to sensitive check-in of user u. Currently,

there is no privacy protection technology for sensitive
check-in, and location privacy protection [12–15] is near-
est to the problem.

Location generalization [16] is a popular location pri-
vacy protection method, and it has the characteristics of
retaining the user’s complete location information, law com-
putation, and simple mechanism. However, these current
location generalization methods do not consider the user
trajectory pattern factor, which may reduce the privacy pro-
tection degree of sensitive check-in or even directly reveal
the real sensitive check-in of user.

ID Trajectory

tr2

<(l6,t11),(l1,t12),(l4,t13),(l9,t14),(l3,t15)>

<(l4,t21),(l8,t22),(l2,t23)>

tr3 <(l9,t31),(l5,t32),(l4,t33),(l7,t34),(l1,t35)>

tr4 <(l2,t41),(l4,t42),(l6,t43)>

tr5 <(l2,t51),(l5,t52),(l7,t53),(l8,t54)>

tr6 <(l4,t61),(l2,t62),(l7,t63)>
Anonymous

central location
l7a,l7a′

Bank (T4) l4,l5

Coffee shop (T3)

Fitness room (T2)

SignType of
location Locations

Zoo (T1)

tr1

l7,l8,l9

l1,l3

l2,l6

(a) A set of user history trajectory

l7
1

l72

l7
3l7a

(l2,t51)

(l5,t52) (l7,t53)

(l8,t54)

(b) The random method is used to protect the sensitive check-in in the trajectory

l74 l75

l76

l7a′

(l2,t51)

(l5,t52) (l7,t53)

(l8,t54)

(c) This experiment is used to protect the sensitive check-in in the trajectory

Figure 1: User trajectory set and anonymous trajectory.
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For example, the trajectory in Figure 1(b) is an anonymous
trajectory obtained by using location generalization technology
under 4-anonymity privacy requirement (4-anonymity means
that the probability of identifying the sensitive check-in location
based on this anonymous trajectory is nomore than 1/4). Gener-
alized locations l7

1, l7
2, and l7

3 are obtained by a random
method in literature [17], and these and the real sensitive
check-in location l7 form an anonymous location set to partici-
pate in the trajectory release; thus, the attacker cannot guess the
real check-in location of user u at time t53. This anonymous tra-
jectory has two problems: (1) it does not conform to the user tra-
jectory pattern. Location type of l5 is bank. Based on user history
trajectory, it can be seen that the next possible location type is the
zoo, the coffee shop, and the bank from the current location type
with the probability of visit being 4/7, 2/7, and 1/7, respectively.
However, the location type of l7

1 and l7
3 is the fitness room.

Obviously, the attacker can easily deduce that ðl71, t53Þ and
(l7

3, t53) are false check-in based on user history trajectory. (2)
The similarity between the anonymous trajectory and the origi-
nal trajectory decreases. l7

a is the anonymous central location

generated after random generalization, and l7
a′ is the anony-

mous central location generated after another anonymization.
As shown in Figure 1(b), the shape of the anonymous trajectory
<ðl2, t51Þ, ðl5, t52Þ, ðl7a, t53Þ, ðl8, t54Þ > differs greatly from that
of the original trajectory <ðl2, t51Þ, ðl5, t52Þ, ðl7, t53Þ, ðl8, t54Þ > .

In Figure 1(c), the shape of the anonymous trajectory <ðl2, t51Þ
, ðl5, t52Þ, ðl7a′ , t53Þ, ðl8, t54Þ > is closer to that of the original tra-
jectory<ðl2, t51Þ, ðl5, t52Þ, ðl7, t53Þ, ðl8, t54Þ > . Due to the above
two problems, the probability of identifying sensitive check-in
will be greater than 1/4 and lead to privacy disclosure of sen-
sitive check-in. To solve the problem, this paper proposes a
check-in privacy protection algorithm based on check-in loca-
tion generalization to protect the privacy of check-in data and
keep the high utility of trajectory pattern data.

The main contributions are as follows:

(1) We propose a check-in privacy protection (CPP)
algorithm based on check-in location generalization

(2) We recommend generalized location types by using
Markov chain technology, and design a heuristic rule
to select generalized locations

(3) We optimize the generalized location search strategy
to improve the efficiency of the algorithm

(4) Extensive empirical studies show that our algorithm
performs efficiently to protect check-in data while
preserving the high utility of trajectory pattern data

The rest of the paper is organized as follows. Section 2
analyzes related work. Section 3 presents some important
concepts and problem definition. Section 4 elaborates our
scheme in detail. Section 5 evaluates the performance of
CPP. We conclude this paper in Section 6.

2. Related Work

Sweeney [12] first proposed the concept of the k-anonymity
model, and it was first applied in the relational database.

Subsequently, Gruteser and Grunwald and Gruteser and
Liu [18, 19] applied the k-anonymity model to location pri-
vacy protection. The core idea of it is that the anonymous
server selects k − 1 generalized locations to form an anony-
mous set with user real location, and the k locations cannot
be distinguished from each other. Gedik and Ling [20] pro-
posed the Clique Cloak algorithm, which constructed the
anonymous region based on the graph model combined
with time and space factors, and transformed the problem
of anonymous set into the problem of finding k − 1 neigh-
bors in the graph model. Wang et al. [21] proposed a gen-
eralized location generation scheme based on semantic
information and query probability, which can generate k
− 1 generalized locations related to user location semantic
information. Niu et al. [22] proposed an enhanced DLS
algorithm, which can select 2k generalized locations with
high query probability similarity to the real location by cal-
culating the location entropy and then select k − 1 general-
ized locations from them by calculating the product of
location distance. Lu et al. [23] proposed two generalized
location generation algorithms CirDummy and Grid-
Dummy to realize location k-anonymity considering the
shape of user privacy region.

Dwork [13] first proposed the differential privacy pro-
tection method, which protects privacy by adding noise
to distort data. The differential privacy protection technol-
ogy with mathematical theory and strict mathematical def-
inition has two characteristics: first, it is not affected by
attackers with background knowledge, and second, it is
not affected by changing the specific data. Xiong et al.
[24] proposed a spatial crowdsourcing algorithm based
on a reward mechanism, which protects location privacy
by adding Laplace noise to location data. Xu et al. [25]
proposed a hybrid location privacy protection method,
which divided locations into discrete locations and nondis-
crete locations. For discrete locations, differential privacy
technology was directly used for noise processing; while
for nondiscrete locations, a k-means clustering algorithm
based on differential privacy technology was used for gen-
eralization processing. However, excessive noise will lead to
poor data availability and serious errors. Thus, Ping et al.
[26] proposed PriLocation, a differential privacy protection
method for noise reduction, to solve effectively this prob-
lem caused by excessive noise.

The basic idea of the location privacy protection method
based on encryption technology is to encrypt the user’s
query information. Even if the attacker obtains the query
information, he cannot know the real privacy information
behind the query information. Zhang and Ni [14, 15] pro-
posed a neighbor query method PRN-KNN, which uses a
spatial encryption algorithm to enable users to quickly query
k-neighbor candidate sets and introduces pseudo-random
number secret rules to effectively reduce algorithm process-
ing time. Papadopoulos et al. [27] used security hardware to
assist PIR protocol and protected user location privacy
through KNN query. Encryption-based location privacy
protection technology can better ensure data availability
and service accuracy, but the disadvantage is a large amount
of calculation.
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3. Preliminaries and Problem Definition

The check-in data set of user u is represented as Cu = fci ∣ i
∈ ½1,m�g. The check-in data ci = ðli, tiÞ indicates that user
u visits location li at time ti, where ti is the check-in time,
and li is the specific location on the map, such as Northeast-
ern University, Wanda Plaza, and Beiling Park, and (x, y) is
the latitude and longitude of a specific location, respectively.
Ti represents the location type of a specific location, such as
universities, shopping centers, and parks.

Definition 1 Sensitive check-in. Given trajectory tr = <ðl1, t1
Þ, ðls, tsÞ,⋯, ðln, tnÞ > , if the user does not want to check
in, (ls, ts) was exposed, so (ls, ts) is called sensitive check-in.
As shown in Figure 1(b), (l7, t53) is a sensitive check-in in
trajectory tr5.

Definition 2 Trajectory pattern matrix M. Given an m ∗m
matrix, T1,⋯, Tm represents the location type, and MðTi,
T jÞ represents the probability that the user travels from loca-
tion type Ti to location type T j.

As shown in Table 1(a), the location type of the zoo, the
fitness room, the coffee shop, and the bank are, respectively,
denoted T1, T2, T3, and T4, respectively. The user trajectory
pattern matrix M is obtained according to the transfer situ-
ation of location type in user’s historical trajectory set Tr ,
where MðT1, T2Þ represents the transfer probability that
the user travels from location type T1 to the next location
type T2. In Figure 1(a), location type T1 includes l7, l8, and
l9. The next location of l7 is l1 (T2) and l8 (T1). The next
location of l8 is l2 (T3). The next location of l9 is l3 (T2)
and l5 (T4). Therefore, the value of MðT1, T2Þ is 2/5.

Definition 3 Check-in location generalization. Given a check-
in data (ls, ts), generalization operation refers to convert
location ls of check-in (ls, ts) to a location set L′ = fls, l1 ′,
l2 ′,⋯, li ′g, there are 1 + i locations in L′, and the probabil-
ity that any location in the set appears between moment ts−1
and moment ts+1 is equal.

Definition 4 Anonymous trajectory. The trajectory obtained
after replacing the sensitive check-in location ls in the origi-
nal trajectory with the anonymous center location ls

a after
anonymization.

As shown in Figure 1(b), the anonymous trajectory is
represented as <ðl2, t51Þ, ðl5, t52Þ, ðl7a, t53Þ, ðl8, t54Þ > .

Definition 5 Trajectory pattern similarity. Given the original
trajectory pattern matrix M and the anonymous trajectory
pattern matrix M ′ (the order of the matrix is m), the trajec-
tory pattern similarity is shown in Formula (1):

sim M,M ′
� �

=
∑M i, jð Þ ∗M ′ i, jð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑M i, jð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑M ′ i, jð Þ2

q i, j ∈ 1,mð Þ: ð1Þ

As shown in Figure 1(b), the anonymous trajectory pat-
tern matrix M ′ is obtained by anonymizing the original tra-
jectory pattern matrix M, and the value of trajectory pattern
similarity simðM,M ′Þ is 99.93%.

Definition 6 Check-in k-anonymity. Given sensitive check-in
(ls, ts), the generalized location set c′ = fls1,⋯, ls

mg is get
through the check-in location generalization operation,
where size ðc′Þ > = k, so that the leakage rate of check-in
location is not greater than 1/k, namely, check-in k
-anonymity.

Definition 7 Location exposure rate LE. The generalized loca-
tion is expressed as l′, the location anonymous set is com-
posed of the real check-in location l and k − 1 generalized
locations, namely, LAS = fl, l1, l2,⋯, lk−1g. Given the user
location anonymous set LAS, the attacker uses background
knowledge to identify LAS and infers the probability of the
user real check-in location as shown in Formula (2):

LE =
1

LASj j − LAS′
�� �� : ð2Þ

∣LAS ∣ represents the total number of locations in an
anonymous set, and |LAS′| indicates that the attacker can
identify the number of generalized locations.

Definition 8 Distance between trajectories. Given original tra-
jectory, sensitive check-in location ls, anonymous trajectory,
and anonymous center location ls

a, the distance between tra-
jectories is defined as the Euclidean distance between two
locations as seen in Formula (3):

tr dist ls, ls
að Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ls:x − ls

a:xð Þ2 + ls:y − ls
a:yð Þ2:

q
ð3Þ

Table 1: Trajectory pattern matrix.

(a) User trajectory pattern matrix

Matrix M T1 T2 T3 T4

T1 0.2 0.4 0.2 0.2

T2 0 0 0 1

T3 0.25 0.25 0 0.5

T4 4/7 0 2/7 1/7

(b) Anonymous trajectory pattern matrix

Matrix M ′ T1 T2 T3 T4

T1 3/19 8/19 4/19 4/19

T2 0 0 0 1

T3 0.25 0.25 0 0.5

T4 16/29 0 8/29 5/29
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Problem definition. Given check-in data set Cu, sensitive
check-in set Su of user u, real trajectory tr, and privacy pro-
tection threshold k, the location anonymous set LAS is
obtained by generalizing the sensitive check-ins in sensitive
check-in set based on trajectory pattern. The generalized
check-ins in LAS not only meet check-in k-anonymity but
also ensure the maximum similarity of trajectory pattern.

4. Check-In Privacy Protection Algorithm
Based on Generalization of Check-
In Location

In this section, the check-in privacy protection algorithm
based on check-in location generalization (Algorithm 1) is
proposed. The main idea is to select the generalized location
based on the original trajectory pattern matrix in the process
of check-in location generalization so that the generalization
operation can change the similarity between the original tra-
jectory pattern matrix and the anonymous trajectory pattern
matrix as little as possible. Thus, high data availability of
anonymous trajectory in trajectory patterns is guaranteed.
The algorithm framework of this paper is shown in
Figure 2. The algorithm framework can show that users’ sen-
sitive check-ins are protected by the four algorithms (Algo-
rithms 1–4) proposed in this paper, and this method can
be used to protect user identity information in blockchain
transactions.

First, the Markov chain-location type recommendation
(MC-LTR) algorithm is used to recommend the set of loca-
tion types for sensitive check-ins (line 2). Generalizing loca-
tion search (GLS) algorithm is used to search the specific
location in the generalization area (line 3). The location
assignment based on trajectory pattern (LATP) algorithm
is adopted to allocate the number of generalized locations
corresponding to the recommended location type, and the
aim is to ensure that the change of the anonymized trajec-
tory pattern matrix is minimal (line 4). The dummy location
selection (DLS) algorithm is used to obtain the candidate
array of generalized locations (line 5). As shown in Formula
(4), score is a heuristic function, whose value measures the
influence of the distance product between the generalized
locations and the sensitive check-in location and the dis-

tance between trajectories before and after anonymity. The
higher the value, the more scattered between the generalized
locations and the sensitive check-in location, and the closer
the distance between the anonymous trajectory and real tra-
jectory is. Finally, the CPP algorithm returns an anonymous
location set containing k locations (line 6).

Score =
Q

dist li, l j
� �

dist ls, ls
að Þ li ≠ l j

� �
: ð4Þ

For example, we protect sensitive check-in (l7, t53) in tra-
jectory tr5.The random choice of location type is likely to
expose the user’s sensitive check-in, so the MC-LTR algo-
rithm is used to ensure that the generalized location type
conforms to the user’s historical trajectory pattern. The loca-
tion type of sensitive check-in location l7 is T1, and the loca-
tion type of next moment predicted based on Markov chain
includes T1, T2, T3, and T4, and the recommendation prob-
ability is 4/35, 0, 1/14, and 4/49, respectively. Therefore, the
recommended set of location types for sensitive check-in
(l7, t53) is T = fT1, T4, T3g. Searching the specific location
corresponding to the recommended location type mainly
considers two factors: historical average speed and time
accessibility. In the query area, GLS algorithm will be used
to put the searched specific locations corresponding to each
location type in the set into location queue L, namely, L = ½
l1
1, l1

2, l4
1, l4

2, l4
3, l3

2�, wherein the location type T1 contains
two specific locations l1

1 and l1
2, and the location type T4

contains three specific locations l4
1, l4

2 and l4
3, and the loca-

tion type T3 contains one specific location l3
2. Due to need

to achieve the 4-anonymity protection, three generalized
locations are selected from location queue L to ensure that
the anonymous set can achieve optimal protection. By using
the LATP algorithm, one location type meeting the require-
ment of anonymity is selected at a time, and the number
array S of generalized location types is obtained. Among
them, S½T1� = 2, S ½T4� = 1, and S ½T3� = 0. The dispersion
between locations and the change situation of the original
trajectory’s shape and the anonymous trajectory’s shape
are considered. The purpose is to prevent the location expo-
sure and ensure trajectory similarity. Finally, the DLS algo-
rithm is used to select 3 candidates from the location

Input: sensitive check-in location ls, privacy protection threshold k;
Output: an anonymous set of locations containing k locations.
1. LAS ⟵∅;
2. T= MC-LTR (M, rðMÞ, sub T ,s);
3. L= GLS (D − index, R, tr);
4. S = LATP (k, T ,M, Ts);
5. Candl= DLS (S, k, ls);
6. LAS = Candl

S
ls;

7. if(LE<1/k)then
8. Return LAS.
9. else
10. Return ∅ .

Algorithm 1: Check-in privacy protection algorithm based on generalization of check-in location.
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queue L and put them into the location anonymous set LAS,
namely, LAS = fl11, l12, l42g.

4.1. Recommendations for Generalizing Location Types. This
section mainly introduces recommendations of the location
type for sensitive check-in based on the MC-LTR algorithm
(Algorithm 2). For example, by using this algorithm, the
location type recommendation is made during generalized

sensitive check-in (l7, t53). Check-in data is an integral part
of user trajectory, and user trajectory patterns can reflect
user behavior characteristics, so the selection of location type
should be in accordance with the user trajectory movement
pattern. Because the sensitive check-in location l7 is located
in the middle of the trajectory, two predictions are needed
to realize the location type recommendation. According to
the previous moment location type T4 of the sensitive

: sensitive check-in location , privacy protection threshold k;
: an anonymous set of locations containing k locations. 

Figure 2: The algorithm framework of CPP.

Input: trajectory pattern matrix M, reverse trajectory pattern matrix R(M), sensitive sub-trajectory type sub T= {Tbef ore, Ts, Tbehind},
recommended location type quantity threshold s;
Output: set T of location types.
1. Initialize T[i], i ∈½1,∣M ∣ �;
2. if (sub T[0] ==∅) then
3. T[i]=RðMÞ½sub T½2��½i�, i ∈ ½1,∣M ∣ �;
4. else if (sub T [2] ==∅) then
5. T[i]=M½sub T½0��½i�, i ∈ ½1,∣M ∣ �;
6. else then
7. T[i]=M½sub T½0��½i� × RðMÞ½i�½sub T½2��; i ∈ ½1,∣M ∣ �;
8. sort(T[i]);
9. Select the first s location types with higher probability values and put them into T;
10. Return T.

Algorithm 2: The Markov-chain location type recommendation algorithm.

Input: distance index D-index, query distance R, any location li;
Output: location queue L.
1. L=∅;
2. pos =1, end =lens (D-index [li]);
3. While (pos<end) do
4. mid=(post+end)/2;
5. if D-index[mid]<R then
6. pos=mid+1;
7. else if D-index[mid]>R then
8. end=mid-1;
9. else
10. pos=end=mid;
11. L=D-index [li], i∈(1, pos);
12. Return L.

Algorithm 3: The generalized location search algorithm.
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check-in, it is predicted that the generalized location types of
the sensitive check-in are T1, T2, T3, and T4, and the prob-
abilities are 4/7, 0, 2/7, and 1/7, respectively. The transfer
probability of each generalized location type to the next
moment location type for sensitive location is 1/5, 0, 1/4,
and 4/7, respectively. Therefore, the recommended set of
generalized location types for sensitive check-in is repre-
sented as T = fT1, T4, T3g.

As shown in Table 2, the user reverse trajectory pattern
matrix RðMÞ is obtained in reverse time based on the user
trajectory set Tr . In Algorithm 2, M and RðMÞ are taken as
inputs to recommend set T of location types that meets the
trajectory pattern.

Algorithm 2 shows the recommendation process of loca-
tion types when generalizing sensitive check-in. The algo-
rithm takes into account three kinds of location situations
of sensitive check-in in the trajectory. When the sensitive
check-in location is located at the beginning of the trajec-
tory, the reverse trajectory pattern matrix is used for the rec-
ommended location type of the sensitive check-in (lines 2
and 3). When the sensitive check-in location is located at
the end of the trajectory, the trajectory pattern matrix is used
for the recommended location type of the sensitive check-in
(lines 4 and 5). When the sensitive check-in location is
located at the nonhead-tail location of the trajectory, the
combination of two trajectory pattern matrices is used to
recommend location type for the sensitive check-in (lines 6
and 7). Finally, the first s location types with high recom-
mendation probability values are selected from the recom-
mended location types and put into the set T of location
types.

4.2. Search for Specific Generalization Location. This section
mainly introduces the use of a generalized location search
algorithm (Algorithm 3) to generate location queue L.
According to the recommended location type, the specific
location of the corresponding location type should be
searched in the query area. At the same time, the specific
location selected should meet the time accessibility. For
example, the query areas of sensitive check-in (l7, t53) are

circular areas with check-in location l5 at the previous time
and check-in location l8 at the later time as the center and
�vðt53 − t52Þ and �vðt54 − t53Þ as the query radius, respectively,
where �v is the average speed calculated from the user’s his-
torical trajectory. First, the specific locations corresponding
to each location type in the query area are put into location

Input: privacy protection threshold k, generalized location type set T, trajectory pattern matrixM, sensitive location type Ts, location
queue L;
Output: generalized location type quantity array S.
1. Initialize S [Ti]=0, i ∈ [1,|T|];
2. S [Ts]=min (k-1, L (Ts));
3. While ∑S½Ti�<k-1 do
4. for each location type Tiϵ T ðTi ≠ TsÞdo
5. if S½Ti�<=L (Ti) then
6. S½Ti�++;
7. update M based on S½Ti� to change M toMTi ;
8. Calculate simðM,MTiÞ;
9. S½Ti�–;
10. Tmax= Ti which maximizes simðM,MTiÞ;
11. M=MTmax ;
12. Return S.

Algorithm 4: The location assignment based on trajectory pattern algorithm.

Table 2: Reverse trajectory pattern matrix.

Matrix R Mð Þ T1 T2 T3 T4

T1 1/6 0 1/6 2/3

T2 2/3 0 1/3 0

T3 1/3 0 0 2/3

T4 0.2 0.2 0.4 0.2

Table 3: Distance index for each sensitive location.

l1
l5
6 l3

1 l2
2

0.10 0.20 0.40

l2
l1
6 l5

1

0.14 0.18

l4
l1
8 l9

4 l4
7

0.20 0.22 0.65

l5
l7
2 l4

6 l1
1

0.24 0.36 0.45

l7
l1
1 l1

2 l3
2 l4

1 l4
2 l4

3

0.18 0.19 0.58 0.68 0.69 0.72

l8
l4
1 l4

1 l1
1 l4

3

0.11 0.32 0.50 0.75

Table 4: Generalized location quantity allocation.

Location type T1 T2 T3 T4

Number of locations 2 0 1 3

Allocated quantity 2 0 0 1
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queue L, namely, L = ½l11, l12, l41, l42, l43, l32�. There are two
locations belonging to location type T1, there are three loca-
tions belonging to location type T4, there is one location
belonging to location type T3, and then, l:DðRÞ is defined
to represent a group of locations within distance R of sensi-
tive location l. As shown in Table 3, search the location of
distance sensitive location l7 within the 0.7 km, that is, l7:D
ð0:7Þ = fl11, l12, l41, l42, l32}, and the unit of distance is kilo-
meter (km). The generalized location search algorithm pro-
posed in this paper implements the breadth-first search on
the query area to realize the location search. l:D is used to
store the searched candidate locations and the correspond-
ing distance index (D-index), and then, the binary search
algorithm is used to select the qualified locations, in order
to save the running time of the algorithm.

Definition 9 Distance index (D-index). Given a sensitive
location l, the distance index (D-index) between this location
and other locations is defined as a list l:D. The elements
stored in the list are candidate locations and the distance
data between each candidate location and the sensitive loca-
tion l, and the distance data in l:D are arranged in order
from small to large.

4.3. Generalized Location Quantity Allocation. This section
mainly introduces the generalized location quantity alloca-
tion algorithm based on the trajectory pattern (Algorithm 4).
The purpose is to determine the number of specific locations
allocated for the recommended location type and to ensure
the maximum similarity of the trajectory pattern matrix.
As shown in Table 4, five generalized locations
(l1

1, l1
2, l4

1, l4
2, l3

2) are found for sensitive check-in (l7, t53)
through the generalized location search algorithm. Because
the privacy protection threshold k is 4, so three of the five
generalized locations are selected to ensure the maximum
similarity of the trajectory pattern matrix. In the generalized
location allocation algorithm based on trajectory pattern, the
same generalized location type as the sensitive check-in loca-
tion is first assigned (line 2), so two generalized locations of
location type T1 are assigned. The selection of the remaining
generalization location is determined by adding a generaliza-
tion location of different location type at a time and calculat-
ing the similarity value of the corresponding trajectory
pattern matrix (lines 4-9). When the generalized location

type T3 is added, the similarity of trajectory pattern is
99.81%. When the generalized location T4 is added, the sim-
ilarity of trajectory pattern is 99.93%. So, a generalization
location of type T4 is assigned and returns a generalization
location type quantity array S.

4.4. Selection of Candidate Generalized Location. This sec-
tion mainly introduces the selection of candidate generalized
locations by candidate location selection algorithm (Algo-
rithm 5). The generalized location candidate array needs to
meet two conditions: (1) the locations in the array are as
scattered as possible, which can effectively prevent the anti-
deduction of the attacker. (2) The center location of the area
formed by each location is as close as possible to the sensi-
tive check-in location, which ensures that the anonymous
trajectory is similar to the original trajectory. Among them,
the traditional method to ensure the dispersion between
locations is to calculate the sum of the distance between
locations ∑i≠jdistðli, l jÞ. However, the product of the dis-
tance method

Q
i≠jdistðli, l jÞ can better reflect the dispersion

of locations in most cases. As shown in Figure 3, A and B are
selected generalization locations, and C and D are to be
selected generalization locations. When selecting the third
generalization location, both C and D can meet the require-
ments if the sum of distance method is used, because tr
distðD, AÞ + tr distðD, BÞ = tr distðC, AÞ + tr distðC, BÞ.
However, the product of distance method is used, and we
should choose the generalization location C, because tr dist
ðC, AÞ ∗ tr distðC, BÞ > tr distðD, AÞ ∗ tr distðD, BÞ, and the
anonymous region formed by the generalization location A
, B, and C is more scattered, so the product of distance
method is adopted in this algorithm.

4.5. Algorithm Complexity Analysis. In the MC-LTR algo-
rithm, generalized location types are recommended through
the trajectory pattern matrix. Suppose jMj is the order of the
user trajectory pattern matrix, so, the time complexity of the
MC-LTR algorithm is OðjMj + jMjlog2jMjÞ. In the GLS algo-
rithm, we use the binary search algorithm to find specific
generalized locations that match the location type, and the
algorithm complexity of the location queue at any sensitive
location is Oðlog2∣D−index½li�∣Þ. In the LATP algorithm, we
need to assign generalized locations for the recommended
location type, because the privacy protection threshold is k,

Input: generalized location type quantity array S, real sensitive location ls, privacy protection threshold k, location queue L;
Output: generalized location candidate array Candl .
1. Initialize Candl[Ti]=0, i ∈[1,|S|];
2. while lens (Candl)<k-1 do
3. for each location type Ti ∈ S &&Candl½Ti�<= S [Ti] do
4. if lens (Candl)==0 then
5. Select the location furthest from the real sensitive location from the generalized locations in Ti and add it to Candl ;
6. else
7. Select the location with the maximum Score in Ti and add it to Candl ;
8. Return Candl ;

Algorithm 5: The dummy location selection algorithm.
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so, the generalization location needs to be allocated through
k − 1 cycles, and each cycle needs to update the matrix and
calculate the matrix similarity. The algorithm’s time com-
plexity is Oððk − 1Þ½ðjsj − 1Þð3 + jMj ∗ jMjÞ� + 2Þ =Oðk ∗ s
jMj2Þ. In the DLS algorithm, we need to choose k − 1 candi-
date generalization locations from the generalization region,
and it is necessary to judge ∣S ½Ti� ∣ locations every time, so
the algorithm complexity is Oðk ∗ jSjÞ. Therefore, the time
complexity of the CPP algorithm is Oðk ∗ sjMj2Þ.

5. Experimental Evaluation and Analysis

This section analyzes and evaluates the performance of the
proposed check-in privacy protection algorithm based on
generalized check-in location. The data used in the experi-
ment comes from two real data sets Brightkite and Gowalla
disclosed by the complex network analysis platform of Stan-
ford University. The map data of California where these two
data sets are located are also obtained. Firstly, this paper

deletes and filters users whose cumulative check-in days
are less than 50 days in the data set and then deletes the tra-
jectory that contains only one check-in data in a single tra-
jectory. Finally, this article selects 5000 users and their
corresponding data from the two data sets. Table 5 shows
the relevant information of the experimental data.

This paper proposes a check-in privacy protection algo-
rithm based on the generalization of check-in location
(recorded as CPP), compared with the dummy location
selection algorithm based on multiobjective optimization
(recorded as enhanced DLS) [12] and the location privacy
protection algorithm based on random selection method
(recorded as RS) [7]. The performance of the algorithm is
analyzed by comparison, and the influence of the parameters
involved in the algorithm on the algorithm is evaluated. In
the test, the value range of privacy protection anonymous
parameter k is from 2 to 32.

The software and hardware environment of this experi-
ment are as follows: (1) hardware environment: Intel Xeon
3.90GHz CPU and 256GB; (2) operating system platform:

Table 5: Experimental data statistics.

Experimental data set Number of users Number of locations Number of check-ins Number of trajectories Number of location types

Brightkite 5000 274761 3185493 168 766316

Gowalla 5000 193989 1501739 121 436665

A B

C

D

Y

X

Figure 3: Distance product scene graph.
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Microsoft Windows 10; and (3) programming environment:
Python language, Pycharm.

This section compares the performance of the CPP algo-
rithm, enhanced DLS algorithm, and RS algorithm by ana-
lyzing the running times of the algorithm, the change of
score value, and data availability. The following can be seen
from Figures 4 and 5: (1) The running time of the three algo-
rithms increases with the increase of the privacy protection
threshold k. The running time of the CPP algorithm is
between the RS algorithm and the enhanced DLS algorithm.
The running time of the enhanced DLS algorithm changes
significantly with the increase of k, and the running time

of the RS algorithm is the smallest and tends to be stable.
The enhanced DLS algorithm should consider the influence
of the query probability and the entropy when selecting gen-
eralized locations, and the running time will be increased
with the number of generalized locations, The CPP algo-
rithm saves the running time by proposing a reasonable
and effective location search algorithm. (2) The score value
measures the degree of dispersion between locations and
the distance between the anonymous trajectory and the orig-
inal trajectory.

When the score value is larger, it means that the selected
generalized location and sensitive check-in location are
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Figure 5: Change situation of score value.
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Figure 4: Change situation of running time.
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more dispersed, and the distance between the generalized
trajectory and the real trajectory is closer. With the increase
of the privacy protection threshold k, the score of the three
algorithms increases significantly. The CPP algorithm has
the better performance in score value because the CPP algo-
rithm uses the heuristic rules to select each generalization
location, and it ensures that each selected generalized loca-
tion can keep the maximum score value. However, the ran-
dom selection of each generalized location will lead to
uncertainty, and the size of the score value to be unstable.
When the order of magnitude of score value is too large, this
paper uses the logarithm of score value to express it.

The availability of measurement data can be evaluated
from three aspects: the change of user trajectory pattern,

the change of access location type, and the change of access
location points. The following can be seen from Figures 6–8:

(1) According to the position type transition probability
difference before and after anonymity of the trajec-
tory pattern matrix, it can be divided into four inter-
vals: 0 ~ 10−9, 10−9 ~ 10−7, 10−7 ~ 10−5, >10−5,
counting the quantity distribution of each interval.
The probability difference greater than 98% in the
CPP algorithm falls in the 0~10−9 interval, and it
shows that the change of location type transition
probability is small, the similarity of the trajectory
pattern matrix before and after anonymity is high,
while the performance of enhanced DLS algorithm
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Figure 6: Distribution situation of probability change.
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Figure 7: Change situation of location types.

11Wireless Communications and Mobile Computing



and RS algorithm is lower than that of CPP algo-
rithm. The similarity of the trajectory pattern matrix
before and after anonymity is high, and the perfor-
mance of the enhanced DLS algorithm and RS algo-
rithm is lower than the CPP algorithm

(2) The Changes in the Type of User Access Location. The
total number of original location types visited by a
user is 38. It can be seen from the figure that the
number of access location types of the CPP algo-
rithm changes little with the increasing of the k,
and the algorithm will not generate new location
types. The access location type of the enhanced
DLS algorithm increases gradually as the increasing
value of the k, while the number of access location
types of the RS algorithm changes significantly with
the increasing of the k. Because the CPP algorithm
recommends the location type for the user according
to the user’s trajectory pattern, the generalized loca-
tion selected by the random method is uncertain,
and the location type of the generalized location will
exceed the range of the user’s original access location
type.

(3) For the user’s access location change index, set the
number of user visits to each access location before
generalization as ni, and after generalization, the
number of user visits to each location becomes ni ′;
the change in the number of visits for each location
is defined as Δni = ∣ni − ni ′ ∣ . Set a standard number
threshold N and a location set S, and put the loca-
tions with the change of the number of visits greater
than or equal to the standard number threshold into
the set S, symbolized as S = fli∣Δni ≥Ng. The value
of ∣S ∣ represents the number of position points in
the set S. The smaller the value of ∣S ∣ , the more sta-

ble the number of visits of the user to each access
location after anonymity, and the better anonymity.
It can be seen from Figure 8 that the CPP algorithm
proposed in this paper has the smallest ∣S ∣ value,
which is much lower than the other two algorithms,
so the anonymous protection effect is the best. The
RS algorithm is easy to generate new locations when
selecting generalized locations, and the number of
new locations is uncertain, so the ∣S ∣ value is larger

6. Conclusion

In this paper, a check-in privacy protection algorithm based
on check-in location generalization for sensitive check-in pro-
tection is proposed for the first time and can be applied to
blockchain transactions to solve the privacy protection prob-
lem of transaction users’ sensitive information. Considering
the user’s trajectory pattern factor, the algorithm recommends
the location type of the generalized check-in location for the
user and selects generalized locations that can ensure the min-
imum change of trajectory pattern. Experimental research
based on real check-in data sets shows that the CPP algorithm
can effectively protect the sensitive check-ins in the trajectory,
greatly reduce the probability of the attacker identifying the
real sensitive check-ins, and maintain the high availability of
the trajectory pattern data. This method is suitable for protect-
ing the location in the area with dense geographical density.
However, the k-anonymity method may not be implemented
in areas with sparse geographical density. The solution to the
above problem needs to be further studied.

Data Availability

All data included in this study are available upon request by
contact with the corresponding author.
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The engineering construction-related data is essential for evaluating and tracing project quality in industry 4.0. Specifically, the
preservation of the information is of great significance to the safety of intelligent water projects. This paper proposes a
blockchain-based data management model for intelligent water projects to achieve standardization management and long-term
preservation of archives. Based on studying the concrete production process in water conservancy project construction, we first
build a behavioral model and the corresponding role assignment strategy to describe the standardized production process.
Then, a distributed blockchain data structure for storing the production-related files is designed according to the model and
strategy. In addition, to provide trust repository and transfer on the construction data, an intelligent keyless signature based on
edge computing is employed to manage the data’s entry, modification, and approval. Finally, standardized and secure
information is uploaded onto the blockchain to supervise intelligent water project construction quality and safety effectively.
The experiments showed that the proposed model reduced the time and labor cost when generating the production data and
ensured the security and traceability of the electronic archiving of the documents. Blockchain and intelligent keyless signatures
jointly provide new data sharing and trading methods in intelligent water systems.

1. Introduction

In the water conservancy project management, archives have
the characteristics of large numbers and comprehensive cov-
erage, and they play an essential role in all aspects of engi-
neering construction. With the increasing investment of
water conservancy projects, the scale gradually grows, and
the project gradually becomes complex. The management
of water conservancy project archives also faces more and
more problems, which restrict the development of water
conservancy projects. On the other side, the traditional file
management mode can no longer adapt to the rapidly devel-
oping economic needs, so the introduction of digital archives
for water conservancy projects has become an inevitable
trend [1, 2, 3]. However, because the construction of water
conservancy projects requires the global deployment and

management of various units and resources, making the dig-
itization process of its archives difficult, the status of library
management leading to the water conservation institutions
requires acceleration transformation [4].

At present, digital archives of water conservancy projects
have less relevant research in foreign countries, and the
research in China is also in the initial stage [5, 6]. Although
the new “Archives Law of the People’s Republic of China”
provides legal and policy guarantees for the informationiza-
tion of construction files of water conservancy project con-
struction, the relevant research and application are still
focused on the initial stage of construction [7]. Other impor-
tant aspects of water conservancy project construction, such
as concrete production and mixing, and metal structure
installation, still lack effective information management
means [8]. In addition, the current digital file management
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methods are relatively simple, with the drawbacks of poor
antitampering and antirepudiation capabilities, and their
application range is also limited. In total, the current digital
file management methods cannot undertake the engineering
construction works involving significant safety needs [9].

In response to the shortcomings of traditional file man-
agement methods, this paper introduces blockchain and
keyless signature techniques [10], takes the concrete mixing
process as the research object, and conducts research on data
management in intelligent water conservancy construction.
The main contributions of this paper are demonstrated as
follows.

(1) By employing the smart keyless signatures, this
paper established a paperless concrete production
and operation management model to monitor the
concrete mixing process and prevent data tampering
during the process

(2) With the help of the consortium blockchain, this
paper built up an intelligent document storage
method to effectively supervise the progress, quality,
and safety of concrete production and then explore
general methods for encryption, storage, and trace-
ability of production files

(3) Integrated with the corresponding model and
method, this paper proposed a blockchain-based file
management system for concrete mixing procedures
and then implemented it in the Hanjiang to Weihe
River Project to improve the production manage-
ment capacity markedly

2. Motivation

Concrete mixing is a vital link in the construction of water
conservancy projects, and many engineering archival docu-
ments are generated during the mixing process to record
the concrete mixing details [11]. These files are crucial basic
information for project quality control and problem tracing
and are related to the whole life cycle safety of the project.
However, the management of concrete production files has
problems such as low informationization and insufficient
security at present [12, 13]. Firstly, the current management
method wastes paper. The volume of files related to concrete
mixing production is enormous. The amount of grouting
required for reservoir construction is usually more than
100,000 cubic meters, which will generate a massive amount
of paper data that is difficult to store and manage. Secondly,
the paper-based management method has less credibility.
The manually dumped paper files are not standardized,
and falsification of the paper files often occurs. Thirdly, the
traceability of the paper files is feeble. Currently, the catalog-
ing and archiving of concrete production files have not yet
formed a strict and complete discipline and management
system. Therefore, it is difficult to achieve practical traceabil-
ity issues tracing. At last, the current management methods
obtain insufficient security since the lack of security and
confidentiality control measures for the massive paper files.

In response to the above problems, more and more
researchers have devoted their efforts to studying the digital
file management of water conservancy projects, especially
for the informatization of the concrete mixing process, and
preliminary research results have been achieved. The repre-
sentative projects include the Jingtaichuan Dam in Gansu
Province, the Daxing Water Conservancy Hub Project in
Guizhou Province, and Chushandian Reservoir in Henan
Province [14]. However, these research results still fail to
completely solve the shortcomings of low antitampering
ability and poor antirepudiation ability of digitized archives
[15]. Digital archives are still exposed to risks, and they are
difficult to effectively manage the concrete mixing procedure
and ensure the procedure’s safety.

The quality of concrete production and the management
of related production documents are closely associated with
the safety of people’s lives and property. They have a high
level of tamper-proof and repudiation-proof requirements
[16]. Although the Chinese government has established the
corresponding laws to push forward electronic signatures
steadily, digital files are bound to be severe trust and security
concerns when transmitted over the Internet and stored in
centralized servers for long periods [17]. The higher the sen-
sitivity of the data, the greater the risk of using high-tech
means to “blacken” it. Apparently, there are substantial tech-
nical difficulties in achieving the highly informative manage-
ment of concrete mixing files paperless. How to help the
concrete mixing files and the corresponding data get rid of
the security threat becomes a hot topic in the intelligent
water conservancy field.

In 2009, blockchain technology was proposed to guaran-
tee the security of data. Recently, applications based on
blockchain have increasingly appeared in various fields of
daily social life, such as finance, public services, culture and
entertainment, data insurance, and general welfare [18–20].
However, the present archival research on the blockchain
mainly focuses on the feasibility of document archive man-
agement and specific application methods [21]. Many
scholars have proposed their application for standard archi-
val management based on blockchains, such as museum
archives, student archives, and medical information archives
[22, 23]. Other scholars have also discussed the challenges
and troubles that blockchain technology may face when
applied in archival management [24, 25]. But there are only
a few cases of the practical application of blockchain-based
archive management in hydraulic engineering fields [26].
In summary, applying blockchain and related technologies
in engineering construction archive management, especially
to critical aspects such as concrete production, has received
less attention from relevant studies domestic and abroad.

Based on the current research foundation in related
fields, this paper takes the whole concrete production pro-
cess as the research object, integrates blockchain technology
with the specific needs of water conservancy projects, and
improves the management quality of the electronic files in
the concrete mixing process. Meanwhile, this paper also pro-
poses a highly integrated information management system
to guarantee the data security of each step in the concrete
mixing procedure. The specific steps are as follows: first,
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study the relationship between the different concrete pro-
duction departments and establish a behavioral model
describing the concrete production process; second, design
and implement a distributed blockchain data structure for
concrete production process management; third, use keyless
signature technology to manage the type-in, modification,
and approval process of the concrete production files; finally,
all the files generated in the concrete production process are
uploaded to the blockchain to achieve openness and trans-
parency of the entire process, guaranteeing accurate trace-
ability of production files and quick location of quality
problems, thus effectively supervising the data quality and
safety in the intelligent water conservancy projects
construction.

3. Behavioral Model for the Concrete
Production Process

3.1. Process Sorting and Role Assignment. To establish a
behavioral model for the concrete production process, we
first need to sort out the production process. As shown in
Figure 1, the concrete production process is divided into
raw material preparation and concrete production parts.
Specifically, the raw material preparation part can be divided
into the import and test subpart. In contrast, the concrete
production part can be divided into the mix proportion
design subpart, the concrete mixture subpart, and the con-
crete test subpart.

The raw materials for concrete production include
cement, fly ash, admixtures, coarse aggregate, and fine aggre-
gate. The first three materials are transported and supplied
by the corresponding manufacturers, while the other mate-
rials can be produced by the mixing plant itself. As
Figure 1 illustrates, in the material import stage, the quality
and quantity reports are provided along with the entry of
the purchased raw materials. When the raw materials are
in storage, the laboratory of the mixing plant will sample
and measure them and then record the report of the material
test results in the ledger by computer. Besides, self-made raw
materials like coarse and fine aggregates are also tested in
detail and recorded by the laboratory of the mixing plant
either. At last, all these raw material inspection reports are
submitted to the supervision, and the supervision’s approval
allows the materials to participate in concrete production.

In the concrete production stage, the construction unit
submits an application of concrete to the mixing plant.
Moreover, the required concrete grade and performance
requirements, the required quantity, and the use purpose
are also informed to the mixing plant at the same time. After
receiving the application, the laboratory personnel in the
mixing plant will inspect the moisture content of sand and
stone, check the exceeding and inferior grain in aggregate
according to the relevant regulations, and then design the
concrete mixing proportion. After the supervisor confirms
the mixing ratio, the relevant mixing information is pro-
vided to the mixing plant. The mixing plant strictly follows
the ratio, sets the raw material feeding value, and operates
the mixing plant for concrete production. Besides, the raw
material temperature and weighing information are

recorded during the concrete mixing process according to
the regulations. After the concrete mixture, samples are
taken from the outlet of the mixing plant; then, the construc-
tion unit tests the samples’ quality and forms the sample
record and test report.

The role assignment could be set as follows by sorting
the concrete production process. The main characters
involved in the production process are the mixing plant,
the laboratory of the mixing plant, the construction depart-
ment of China Railway 12th Bureau (CR-12 in short), the
laboratory of CR-12, the supervisor, and the third-party test-
ing center. In specific, the mixing plant and its laboratory
worked in the raw material preparation stage, while CR-12
and the corresponding laboratory worked in the concrete
production stage. At last, the supervisor and the third-
party testing center took part in every stage of the concrete
production process to ensure the safe and reliable quality
of the whole concrete production process.

3.2. Classification of Concrete Production Files. The second
step of building the concrete production behavioral model
is to classify all the files involved in the concrete production
process according to their attributes. The files include the
raw material performance testing records before concrete
mixing, the concrete supply contact sheets, the descriptions
on concrete mixing proportion, the records about the mix-
ing process, the result of the concrete performance testing,
forms related to each cycle errata, and summaries. The coop-
eration of these files is demonstrated as follows: The manu-
facturers supply the raw materials to the mixing plant for
concrete production. After production, the mixing plant’s
laboratory samples the concrete and conducts a quality
inspection. If the concrete meets the quality standards, it
would be transported to the construction department of
CR-12 by vehicles. After the additional tests conducted by
the laboratory of CR-12, the construction department of
CR-12 builds the water conservancy facilities with qualified
concrete. At last, as a neutral third party, the supervisor
keeps on inspecting the concrete by commissioning a
third-party laboratory to sample and test the concrete at all
stages during the production.

In total, after summarizing the files involved in the con-
crete production process, 50 categories of forms are
obtained. There are a total of 29 forms related to raw mate-
rials, 1 contact sheet for material supply, 7 forms related to
the concrete mixing process, 12 forms related to testing,
and 1 form for erratum summary. The details are in
Figure 2.

4. Distributed Blockchain Data Structure

4.1. General Framework Design. Based on the behavioral
model, the distributed blockchain data structure can be con-
structed, and then, the preservation, categorization, and
management of the concrete production-related archives
can be achieved. The general framework design is illustrated
in Figure 3. In Figure 3, the archives generated in concrete
production are divided into temporal and spatial levels in
the order of warehouse blocks, procedure blocks, branch
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blocks, and cell blocks. The structure in Figure 3 represents a
comprehensive mixing procedure for a warehouse of con-
crete, and the warehouse is the fundamental quantity unit
in the concrete production process. Inside the data structure,
the subblock is composed of one or several distributed led-

gers. The functions and properties of each subblock in the
distributed blockchain are described below.

The top element in the distributed blockchain data struc-
ture is the warehouse block. The warehouse block contains
all the files during the concrete mixing process. In the actual
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 grain
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Figure 1: Schematic diagram of the concrete production process.
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environment, the whole construction procedure of the water
conservancy project is often divided into unit projects, divi-
sion projects, and cell projects. Furtherly, the cell projects are
refined into a series of sequential subtasks, and the data and
corresponding files generated in each subtask are formed as
a warehouse block. Like the example in Figure 3, during the
mixing process, the computers automatically record the pro-
duction data for each tray of concrete, including the set and
actual usage amount of the raw materials, the mixing time,
the use of the concrete, and other detailed information.
The warehouse blocks are made up of cyclic packets, and
they are numbered sequentially from 0001 onwards in chro-
nological order.

The procedure blocks are the blocks that indicate the
specific flows of the concrete production. Note that the block
could not be formed until the previous one is generated, and
all blocks in the same layer are chained together in a tandem
pattern. As shown in Figure 3, the concrete production pro-
cess contains five procedure blocks: data before mixing, sup-
ply list, data in mixing, outlet sampling, errata, and
summary.

The blocks in the branch block layer are the distributed
ledgers created and categorized by different roles in the con-
crete mixing procedure. For example, @Aa,@Ab,@Ac,@Ad
are the branch blocks under the same procedure block A
in Figure 3; they represent the file collections in the mixing
plant, the producer, the lab, and the supervisor, respectively.

The bottom layer in the distributed blockchain data
structure is the unit block layer. In this layer, the unit blocks
are the specific files, forms, images, or other media bound-
aries with archival requirements in branch blocks, marked
with 001, 002, and so on. As shown in Figure 3, each unit
block refers to one file created by a specific role.

Besides, the naming scheme of the proposed distributed
blockchain data structure is as follows: Firstly, “@” and “#”
in the front of each unit block number indicate if this block
is shared or not. Secondly, the warehouse block is often
divided into blocks for the raw material test, blocks for the
concrete inspection, and the other blocks. Among them,
the raw material inspection blocks record the samples and
the test results of raw materials, such as 200~400 t a sam-
pling unit of cement, 100~200 t a sampling unit of fly ash,
and 50 t a sampling unit of admixture. Thirdly, if the unit
block is shared, the provenance of the shared data should
be indicated, and the indication method is to add the name
of the warehouse block which contains the shared block.
For instance, if the cement test report is “×××××Ac013,”
suppose that a new cement test report is generated in ware-
house block “0020,” then its number is “0020#Ac013.” If the
next five bunker blocks “0021,” “0022,” “0023,” “0024,” and
“0025” need to quote the previous report rather than gener-
ating new cement inspection reports, then the quoted report
is named as “0020@Ac013.” But if the warehouse block
“0026” generates a new cement inspection report, then the
name of the report is “0026#Ac013.”

4.2. Distributed Storage Architecture for Digital Archives.
Based on the design of blockchain data structure, this paper
classifies the files according to different production roles and

then stores them in distribution. Specifically, the main char-
acters participating in the concrete production procedure
keep their own files locally. For instance, the construction
department that initialized and transmitted the supply list
would leave a copy of the list in the server of CR-12. Simi-
larly, if the mixing plant initiates the batching notification
form, then the form is stored in the computer of the mixing
plant. The rules for the rest of the file storage locations are
similar, except that the files that are shared by different
branches should be stored by both the sending and the
receiving units.

Moreover, the data-sharing scheme is another crucial
part of distributed storage architecture, and it consists of
two parts: the data sharing between files and inside files.
The data sharing between files means keeping the same sec-
tions’ consistency and accuracy in different files. There is a
mapping or logical relationship between information in
some files and information in the other files during trans-
mission. Therefore, when creating such files, we first store
this information in public memory and then automatically
obtain the corresponding data with the same content on dif-
ferent files. For illustration, “construction site, strength
grade, collapse level, and planned quantity” in the batching
order are derived from the contents “construction site, seep-
age and frost resistance, collapse level and outlet tempera-
ture, and concrete supply order” in the supply list.
Similarly, the “oversize content” and “undersize content”
on the batching notice come from the same contents on
the coarse aggregate test records. However, if the shared data
is inconsistent, we will issue warning messages to senders
and receivers. Then, the file is rejected by the receiver until
the sender makes corrections. During the revision, the char-
acter who makes the file first checks if the inconsistency is
indeed caused by himself then resolves this dispute by
amending the filled-in content. Otherwise, the inconsistency
is caused by the incorrect data in the system. Then, the dis-
pute will be temporarily put on hold through the consensus
mechanism and resolved through the errata at the end of
this warehouse block.

The data-sharing scheme inside files means that the files
are shared between different warehouse blocks. For illustra-
tion, in the raw material test stage, an inspection form for
raw materials may cover more than one warehouse block;
then, these blocks share the same inspection form. As men-
tioned above, the specific method to distinguish the shared
and the unshared data uses “@” and “#” symbols as
indicators.

5. Edge Computing Supported Intelligent
Keyless Signature

During the concrete mixing, every authentic and valid file
requires the principal’s signature of every department, and
the signature means the approval of the file content. This
signature process is represented as the form-filling operation
in the proposed model. However, there is a risk of tampering
with the file during the filling process. The traditional
approach is to introduce asymmetric encryption technology
in the file approval process to ensure the security of
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transmission and the file’s integrity. But this technical
approach has certain management risks because it involves
the management of an individual’s private key. Therefore,
this paper employs a keyless signature technology based on
edge computing to standardize the form-filling process and
provide security for electronic files.

5.1. Hash Tree Construction Based on Edge Computing. The
fundamental method for data security during the file trans-
mission is to use the hash function to make a calculation
on the file and then regard the calculation result as a digital
fingerprint to prove the file’s authenticity. In detail, the pro-
posed management model uses the SHA-256 hash algorithm
to calculate the file, generate a 256-bit hash value, perform a
series of operations with the hash value, and build up a hash
tree. The process is in Figure 4.

In Figure 4, x1 to x8 represent the hash values calculated
with the SHA-256 algorithm, and these values are the input
of the leaf nodes in the hash tree. hðÞ denotes the hash func-
tion, and the vertical line represents the join operation, but
hðx1 ∣ x2Þ ≠ hðx2 ∣ x1Þ. The hash tree introduces the hash
function to fulfill zero-knowledge proof and ensure that
the file is authentic. For example, suppose the initial data
x3 knows the hash values fx4, x12, x58g and their position
markers f1,0,1g. In that case, the root value can be recreated,
thus proving that x3 is involved in calculating the generated
root value. In total, based on hash chains, goals including a
fast comparison on massive data, locating the modified data,
and constructing zero-knowledge proofs, can be easily
achieved. The hash chain computing process is shown in
Figure 5.

Further, to secure data transfer and file integrity from
the spatial dimension, a large number of hash trees need to
be aggregated into Merkle trees simultaneously, and edge
computing is the best way to achieve such goals. A Merkle
tree consists of a root node, some intermediate nodes, and
a set of leaf nodes. Each leaf node is labeled with the hash
value of the digital file, while intermediate nodes other than
the leaf nodes are marked with the cryptographic hash of
their child node labels. Creating a complete Merkle tree
requires recursively hashing a set of nodes and inserting
the generated hash nodes into the tree until only one hash
node remains, which is also called the Merkle root. The con-
struction process of the Merkle tree is in Figure 6.

As shown in Figure 6, Merkle trees are created and
destroyed once per second. These trees are composed of a
hierarchical network of geographically independent distrib-
uted computing nodes. Each operates in an asynchronous
aggregation fashion, generating a hash tree by receiving hash
values from its subtrees transmitting the hash root values to
multiple parents. The aggregation process is theoretically
unbounded and runs on top of virtual machines or dedicated
hardware. Moreover, in a keyless signature system with a
multilayer aggregation hierarchy, the acceptable theoretical
limit of the system is 264 signatures per second.

5.2. The Intelligent Keyless Signature System. The keyless sig-
nature system based on Merkle trees is shown in Figure 7,
and the specific tree construction process can be described

as follows. Firstly, the department participating in the con-
crete mixing procedure submits the hash value (the blue dots
in Figure 7) of the file to the customized keyless signature
gateway. Secondly, the adjacent hash values are connected
in series, and then, an additional hash operation on the
concatenated values is performed again to calculate the
result. Subsequently, the newly calculated hash value is sub-
mitted to the upper layer for serial hash operation until the
Merkle tree’s root is created. Finally, the keyless signature
gateway returns a keyless signature to the department. The
keyless signature contains the hash value submitted in the
previous step and the sequence to regenerate the hash root
value. This keyless signature is a hash chain composed of
coordinates like the red dots in Figure 7. With this keyless
signature system, the concrete construction department
can ensure the spatial integrity of electronic data.

Except for guaranteeing the spatial integrity of the elec-
tronic files, the intelligent keyless signature system based
on Merkle trees can also ensure the temporal reliability of
the electronic files. The mechanism is illustrated as follows:
First, the keyless signature system stores the hash root values
in a shared database called the calendar database while cre-
ating and destroying every second. Specifically, since 0 : 00,
0 seconds on January 1, 1970, each second of hash values
has been regarded as a leaf node, forming a particular type
of permanent hash tree, also known as a Merkle forest.
The calendar hashes are periodically aggregated to generate
the integrity code’s hash value. In a keyless signature system,
the calendar database’s integrity code is regularly issued in
electronic and paper form in the world media, as shown in
Figure 8 [27]. After the integrity code is released in the elec-
tronic or paper-based public media, the authenticity of all
signatures can be evaluated by tracing back the integrity
code, thus ensuring the temporal integrity of the data. [28].

5.3. Signing and Verification of Production Files. Signing and
verifying the production files based on keyless signature are
illustrated in Figure 9. As the description at the top of
Figure 9, when a file is created and needs to be signed during
the concrete production process, first, the signatories make a
hash calculation on the file with the SHA-256 function and
then submit the hash value to the distributed keyless signa-
ture server. From the one-way nature of the hash function,
it is clear that the hash value is only the credential for apply-
ing a keyless signature, so the privacy of the original file is
still kept. In the second step, the keyless signature server that
receives the hash value performs a calculation through the
hash chain and returns a keyless signature starting from
the root node of the Merkle tree to the signatories as a
response. In the third step, the keyless signature server
timely releases the integrity code through newspapers or
other forms. Note that the integrity code is preserved in
the online calendar database after its release.

The verification of signed files usually occurs in the file
approval stage. As shown at the bottom of Figure 9, when
the validator receives a signed file from the previous signa-
tory, in order to verify the authenticity of the data, first
and foremost, the received file and its corresponding keyless
signature should be aggregated to conduct a hash
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computation. Next, the integrity code associated with the
signature file is figured out from the online database. Then,
a comparison of the integrity code with the hash computa-
tion result is conducted subsequently. If the comparison

result is consistent, it indicates that the signature data is
accurate and trustworthy, the file transmission and approval
process is in line with the standard requirements, and there
is no tampering with the data. If the comparison result is

x1 x2 x3 x4 x5 x6 x7 x8

x12 = (x1|x2) x34 = (x3|x4) x56 = (x5|x6) x78 = (x7|x8)

x14 = (x12|x34) x58 = (x56|x78)

xroot = (x14|x58)

Data item

Figure 4: Schematic diagram on hash tree construction.

x3 x34 = (x3|x4) x14 = (x12|x34)

x4

x12

x58

xroot = (x14|x58)

Figure 5: Schematic diagram on hash chain computing.
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Figure 6: Parallel construction of the Merkle tree based on edge computing.
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inconsistent, it proves that the concrete production file man-
agement process is not standardized and data security risks
have occurred.

In summary, the implementation of the keyless signature
system could standardize the approval and writing process
of files during the concrete production process, supervise
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Figure 7: The keyless signature system legend.

Figure 8: The Merkel forest structure.
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every step of data generation, and eliminate irregular data
recording and internal tampering, thus protecting the secu-
rity of the concrete production file to a higher degree and
for a long time.

6. Production File Management Based
on Blockchains

6.1. Chain Structure Design. Based on the data structure and
the keyless signature system, the chain structure of the con-
crete production file and the corresponding data on-
chaining process are in Figure 10. When all the files involved
in each concrete warehouse are collected, each file’s hash

value, also known as the unit block in the distributed block-
chain data structure, is calculated separately. Then, a series
of unit blocks aggregate two by two to form a binary tree,
the root of which is called a procedure block. Thirdly, many
procedure blocks polymerize to a compound as a Merkle
tree, and the root is regarded as the warehouse block. Finally,
by aggregating the current warehouse block with the previ-
ous warehouse block into a Merkle tree and storing the root
of the tree on a trusted blockchain, the information security
of the adjacent two warehouse blocks can be ensured.

As Figure 10 illustrates, compared with the traditional
paper form files, the electronic files are more conducive to
data search and analysis. Besides, electronic information

User A

Send hash value

Respond signature

Meta data

Keyless
signature

Service provider

Server

1

2

Publish
integrity code

3

Store online

4

User B

Meta data Keyless signature

Calculate by public tools

Verification code

5

6 Make a comparison

Figure 9: Data signing and verification process based on the keyless signature.
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Figure 10: Schematic diagram of the chain structure.
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security and traceability can be improved markedly by the
blockchain-based information deposition mechanism com-
pared with the conventional centralized storage database.

6.2. Automatic Data On-Chaining Mechanism. Creating one
warehouse block and uploading it onto blockchain means
that the mixing plant finishes an entire concrete production
task from batching, mixing to the end according to the
instructions. A warehouse usually produces tens to hundreds
of cubic meters of concrete. In the proposed model, the
warehouse blocks are at the top level, and adjacent ware-
house blocks are linked in tandem with time stamps. The
organization of each warehouse is in Figure 11.

As shown in Figure 11, the blocks of each warehouse
employ the Merkle tree structure to organize data, which is
compatible with the signature generation mechanism in
the keyless signature system. In Merkle trees, the two leaf
nodes on each set of forks represent two files, and the files
are paired two-by-two in the order of their generation time.
In Figure 11, the file hash is regarded as a unit hash, and the
branch hash is generated by two-by-two aggregation of all
unit hashes. Furtherly, the procedure hash is composed of
a two-by-two accumulation of branch hashes, and the ware-
house hash is made up of pair-wise procedure hashes.
Finally, the automatic data uploading is finished when all
unit hashes are chained to form a warehouse hash.

Due to the structural characteristics of the Merkle tree,
any changes in the underlying data will lead to changes in
its parent nodes and eventually affect the changes in the
Merkle root. So the Merkle tree has the advantages of effi-
cient comparison of a large amount of data, fast location of
modified data, and fast verification of incorrect data, which
are all demonstrated explicitly in the proposed management
model. For illustration, when two Merkle tree roots are the
same, the data they represent must be the same, which
makes data verification between different users possible.
Besides, when the underlying data is changed, its location
can be quickly detected by inspecting the corresponding
branch. With this feature, the proposed model can easily ful-
fill fast querying of the information about the abnormal data.
Last but not least, when it is necessary to prove the original-
ity and authenticity of the data, only the hash summary of
the data needs to be validated without knowing the exact
content of the data.

6.3. Smart Contracts and Consensus Algorithm. The smart
contracts in our blockchain management model are fulfilled
by introducing various forms of notification measures such
as emails and cell phone applets to inform users of pending
matters and remind them of the approval delays during file
flow. Beyond that, to ensure data consistency during the
automatic data on-chaining process, our model adopts
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Byzantine Fault Tolerance (BFT) [29] as the consensus algo-
rithm to synchronize the data to be recorded. The automatic
concrete production data on-chaining mechanism based on
the BFT consensus algorithm is shown in Figure 12, and it
can be precisely divided into five steps, which are as follows:

(1) When the supervisor starts the approval of the con-
crete mixing order, the action will be considered a
transaction, and the proposed model broadcasts this
transaction to all blockchain nodes, including raw
material providers and construction units

(2) After hash computation, the supervisor broadcasts
the hash value of the transaction to all blockchain
nodes

(3) Each blockchain node (participating construction
unit) makes a hash after receiving the transaction
and compares it with the supervisor’s hash sequence

(4) After all nodes receive the message that more than
half of the comparisons are approved, the transac-
tion is deemed to be established

(5) The transaction is recorded into the block

6.4. Validation and Abnormal Block Tracking. The valida-
tion and tracking of the production files can also be fulfilled
by the blockchain. As Figure 13 shows, the process is to ver-
ify the file’s integrity and record the location of the files that
failed the verification. Specifically, the information of the
abnormal file is retrieved from the database; then, the values
of the file and the corresponding warehouse are recalculated
according to the calculation rules at the time of uploading.
Subsequently, the newly calculated warehouse values are
compared with the corresponding uploaded warehouse
values on the blockchain in sequence according to the ware-
house organization order.

Suppose the comparison of the hash values is consistent.
In that case, all the electronic files in the warehouse are safe
and secure. It has not been tampered with, so it is unneces-
sary to continue comparing the detailed information of this
warehouse. But if inconsistency happens, the files contained
in that warehouse are lost or tampered with, so it is neces-

sary to continue to compare the hash value of each file in
that warehouse. The processes of file hash matching and
warehouse hash matching are the same; the newly calculated
file hash is compared with the file hash recorded on the
blockchain. The file that contains inconsistent hash compar-
ison results is recorded. Thus, the traceability of the prob-
lematic blocks can be achieved.

7. Model Application

7.1. Overall Architecture. In this paper, a concrete produc-
tion management system based on the proposed model has
been developed and implemented in the Hanjiang to Weihe
River Project in Shaanxi Province to verify the model’s prac-
ticality and security. The system adopts a B-S architecture,
and all users can log in and use it directly through a browser.
Figure 14 shows the overall architecture.

The concrete production information management sys-
tem mainly manages data related to concrete production in
the water conservancy project construction, including stan-
dardized management of file filling, unified management of
data archiving, and automatic uploading of production files.
The management system consists of user management,
menu management, process management, parameter man-
agement, authority management, and log management.
Through the network interface provided by the management
system, different construction units in the concrete produc-
tion system automatically import or manually enter various
information about concrete production and create electronic
files. After that, the file, branch, procedure, and warehouse
hash are generated sequentially, and then, they are organized
to the tree structure according to the distributed blockchain
data structure.

The generated hash values are uploaded to a credible
blockchain for deposition. The information interaction
between the blockchain and the information management
platforms is fulfilled through port calls. In our information
management system, the blockchain is the consortium
blockchain called the Blockchain-based Service Network.
This blockchain was jointly initiated by the State Informa-
tion Center, China Mobile Communications Corporation,
China UnionPay Corporation, and Beijing Red Date

Node 4

1 2 3 4 5

Node 3

Node 2

Node 1

User
Transaction Broadcasting Broadcasting Validation Consensus Data writing

Figure 12: The implementation model of the consensus mechanism.
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Technology Corporation [30]. Besides, this consortium
blockchain provides the storage, verification, and traceability
of hash values and facilitates historical data security
verification.

In practice, the system was implemented in the Hanjiang
to Weihe River Project to collect and organize the concrete
production-related files in 2020. The total concrete produc-

tion volume in the project in 2020 was about 170,000 square
meters, which generated about 16,000 related paper forms in
total. At present, we have entered and uploaded some of the
files, including 18,000 square meters of concrete related to
more than 3,500 forms, and stored these records on the con-
sortium blockchain. The data server and the application
server configurations in our system are the same: both are
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Figure 13: Schematic diagram of the abnormal block tracking flow.
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dual-core and quad-threaded, with 8G memory and 500G
storage space, which meet the minimum requirements for
civil engineers [31].

7.2. Experiment and Analysis. The experiment for testing the
system performance is designed as follows: one warehouse
block is selected randomly as the experiment object from
the actual concrete production process. The target ware-
house block contains 40 files, including supply contact
sheets, production notification sheets, quality inspection
sheets, and errata summary sheets, recording a complete
concrete production process. The file creation and transmis-
sion are standardized with the keyless signature. After the
files are filled and verified, they are uploaded on the block-
chain for permanent storage. Besides, the time for the Mer-
kle tree construction, the keyless signature creation, the
signature verification, and files’ chaining are recorded sepa-
rately. The specific time spent on the four steps of the 40
concrete production files is shown in Figure 15.

As shown in Figure 15, the overall trend of keyless signa-
ture generation time per file raises as the production data
increases. By fitting the linear regression model, it can be
seen that the slope of the total keyless signature time is about
0.109. For each integrated keyless signature registration,
when the size of the Merkle tree increases, the keyless signa-
ture generation time of the following file will also increase by
about 0.109 s.

Secondly, the average time consumption for data on-
chaining is about 3.39 s, with a slope of -0.009. This erratic
fluctuation is caused by blockchain instability and network
fluctuations.

Thirdly, the time for the Merkle tree generation also
shows an increasing trend correlation with the keyless signa-
ture generation time because the keyless signature is based
on the combination of hash values from the root to the leaf
sequence of the Merkle tree and its corresponding sequence
coordinates. The slopes of Merkle tree creation and keyless
signature generation are similar by linear fitting, which indi-
cates that the creation time of the Merkle tree is the main
factor that increases the generation time of keyless signature.

Fourthly, the average time to verify the on-chain data is
about 1.38 s. The slope of the linear fit function is 0.019,
indicating that the verification is swift for on-chain data.
The verification efficiency is mainly affected by the structure
of the warehouse block.

Besides, we also conduct the tests on keyless signature
sizes. As shown in Figure 16, the keyless signature size of
each file is about 157 kb, and its storage cost is less than 1
penny. The keyless signature storage cost of the whole ware-
house is less than 0.1 yuan, and this cost is almost negligible
compared with the benefits of data security.

Finally, we use the number of transactions processed per
second as the criterion for system throughput to evaluate the
entire performance. The throughput of the relevant smart
contracts is calculated for different concurrent requests.
The number of concurrent requests is set from 100 to
1000, and 10 experiments are conducted in sequence. At last,
the average values are taken as the experimental results. The
throughput of the smart contracts is in Figure 17.

In Figure 17, the throughput of the write operation (data
on-chaining) is overall lower than that of the read operation
(signature verification). In other words, the write operation
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tends to be more time-consuming than the read operation. It
is because the write operation needs to hash the data and
generate a historical version of the old data to ensure the
traceability of the blockchain. On the other hand, read oper-
ation only needs to search and validate data based on index
positions, thus taking less time. Besides, the system’s
throughput increases with the number of concurrent
requests. However, when the number of simultaneous
requests reaches a certain value, the growth trend slows
down slightly. By calculation, the throughput stays 71 for

the smart contract with data on-chaining. In contrast, the
throughput for a signature verification smart contract is
about 62.

8. Conclusions

The digital archiving of engineering construction files in
intelligent water projects is of great significance. The block-
chain can provide security verification and integrity check
for electronic files, which guarantees the security of archive
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informatization and contributes to the realization of elec-
tronic archiving of files. This paper proposes a comprehen-
sive data management model for smart water system
construction based on blockchain and edge intelligence
and then implements it in the Hanjiang to Weihe River Pro-
ject in Shaanxi Province. Firstly, the behavioral model for
the concrete production process is summarized, and the cor-
responding roles that participate in the process are
abstracted out simultaneously. Secondly, the intelligent key-
less signature based on parallel edge computing is intro-
duced to ensure data security. The proposed model uses
the Merkle tree to construct a chained file structure and
standardizes the data entering, uploading, and checking pro-
cedure by the consensus mechanism. In the case study, we
have created a blockchain of 3,500 blocks according to the
decentralization requirement. In total, the proposed model
and the corresponding system have already taken a big step
forward in saving workforce and material resources and
improving the security and traceability of construction
archives markedly. We believe that through a more extensive
scope of application and continuous improvement, the man-
agement of archives in civil engineering, especially in smart
water projects, will eventually achieve the goal of
digitalization.
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Cognitive learning is progressively prospering in the field of Internet of &ings (IoT). With the advancement in IoT, data
generation rate has also increased, whereas issues like performance, attacks on the data, security of the data, and inadequate data
resources are yet to be resolved. Recent studies are mostly focusing on the security of the data which can be handled by blockchain.
Blockchain technology records the learned data into the block which is generated after completing proper consensus mechanism.
In this paper, Hetero Federated Learning approach is used to apply cognitive learning on data produced by Internet of &ing
devices. Security on cognitiveIoT data is provided by blockchain using Proof of Work consensus mechanism. By applying
blockchain over heteroFL approach, we have conducted various simulations to check the performance of our proposed
framework. Parameters taken into consideration during performance evaluation are effect of number of blocks on memory
utilization and impact of data sample size on accuracy according to different learning rates.

1. Introduction

Previous Google chief director, Eric Schmidt made this
striking IoT forecast: “&e Internet will vanish. &ere will be
numerous IP addresses, such countless gadgets, sensors,
things that you are wearing, things that you are cooperating
with, that you will not detect it. It will be important for your
essence constantly.” In-numerable efforts have been done
from academia community, network providers, service
providers, and various standard developing organizations, to
provoke the growth of IoT devices [1]. It is expected that
greater than 64 B devices based on IoT will exist worldwide
by 2025. Most focused areas of research include networking,
security, computations, communication, and energy har-
vesting but without cognitive ability, i.e., without brain, IoT

seems awkward [2]. Entitling high level intelligence into the
IoT gives rise to Cognitive Internet of &ings [3].

Cognitive Internet of &ings (CIoT) is a new paradigm,
where physical or virtual things are connected with least
human interruption. &e communication with the things
occurs by utilizing the approach of understanding. Un-
derstanding can be done from the actual climate, sensed
data, and social communities. &ey store the gained con-
notation and additional data gathered in form of data sets
and adjust to changes bymeans of computation and resource
efficient algorithms for decision making. CIoT assists in
bringing together physical world with the social world in an
intelligent manner. It includes smart learning, smart re-
source allocation, spectrum sensing, capturing high preci-
sion data, smart service provisioning, and information
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processing. Figure 1 illustrates the smart features that can be
incorporated in the CIoT.

Smart data being produced by smart devices may suffer
from security attacks like denial of service (DoS), physical
attacks, malware, and malicious data injection [19]. Tradi-
tional machine learning approaches may not provide pre-
vention from such attacks. Federated learning is a recent
approach which learns from the dispersed data by incor-
porating collaborative models that are embedded in the local
nodes. &is approach learns iteratively till it reaches the
threshold value set by the global model. Hetero Federated
learning (HeteroFL) models are designed for devices that
need different computation requirements and communi-
cation abilities.

With the rapid development of new technologies, the
data generation rate has also increased. As the number of
devices is increasing, the data production rate will also
increase. It is of utmost importance to provide security to the
users who are relying on the data produced by IoT devices.
Lot of work is done in the field of research of IoTsecurity [4].
However, few areas of research in IoT security are still
unexplored. Meanwhile, as an arising innovation, block-
chain innovation steadily stirs consideration of the scholarly
community and industry. Blockchain innovation depends
on a decentralized shared organization, based on cryptog-
raphy, time-managed information of all events, well-defined
consensus mechanisms, and with proper traceability and
check of information to be stored.

Cognitive computing is assisting a lot in making IoT
become smarter by providing human intelligence to the
systems. However, privacy leakage of heterogeneous
clients of IoT is not addressed by most of the technologies
developed so far. In our proposed framework, cognitive
computing is done by using heterogeneous federated
learning to serve the needs of heterogeneous IoT clients.
However, poisonous attacks can also be done on fed-
erated learning which will degrade the performance of
the system [5]. Hence, integration of blockchain is done
to protect the system from attacks and make the system
more secure.

&e structure of this paper is organized as follows. In
section 2, related work is discussed. &en, the proposed
cognitive learning through hetero federated learning and
privacy through blockchain is presented in section 3. Section
4 discusses the performance evaluation parameters. Con-
clusion and future work are mentioned in section 5.

2. Related Work

In last few years, cognitive computing in Internet of &ings
has gained momentum in different ways. Various tech-
nologies collaborated with this are federated learning and
blockchain. To guarantee the intelligent sensing of data, the
Quality of Information Coverage (QIC) fulfillment metric
is utilized to decide how gathered information tests can
fulfill CIoT necessities. Experiments conducted in this
model proved the accuracy of the QIC algorithm [7].
Hierarchical architecture is proposed for the heterogeneous
IoT system based on blockchain [8]. Content caching

architecture is proposed for the interaction between dif-
ferent vehicles and Road Side Units. Blockchain technology
is also adopted to provide trust among the users which are
connected to each other [9]. Edge networks are used to
facilitate blockchain in vehicular decentralized environ-
ments. &e selected edge nodes perform the task of
maintaining blockchain. Selection of edge nodes is done by
considering the velocity, distribution, and link of the ve-
hicles. &e proposed method provides improved perfor-
mance in block dissemination for the implementation of
blockchain in vehicular decentralized environments [10].
Authors highlighted that future research area will be to
improve protocols of vehicular IoT which can support
blockchain and also to frame efficient blockchain which can
satisfy the essential requirements for the vehicular IoT [11].
Multichannel blockchain architecture is proposed for In-
ternet of Vehicles where optimization of all channels is
done by using vehicle density as well as based on re-
quirements of applications. &e proposed method im-
proves the latency, transaction success ratio, and through
put for varying number of vehicles [12]. &e decentralized
model for huge data based on cognitive processing, fed-
erated learning, and blockchain together is fostered.
Blockchain empowered federated learning assists fast as-
sembly with high-level verifications and selection of
members [13]. To maximize the throughput, transmission
scheduling for CIoT based on Q-learning approach is
proposed. A Markov choice interaction-based model is
detailed to portray the state transformation of the
framework [14]. Cognitive computing technologies with
IoT provide solutions to many existing challenges like big
sensory data, efficient computation at CIoT edge, and
various data sources [15]. Energy and spectrum efficiency
are considered as very important parameters in CIoT.
Metric is identified which provides the characteristics of
network design space [18]. To increase the network utili-
zation and throughput, the hybrid model is proposed for
energy constraint devices and data aggregation of IoT
devices. Deep Reinforcement Learning is applied with the
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Supply Chain Management
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Figure 1: Cognitive internet of things.
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Double Q-learning algorithm to provide optimization
using multiobjective ant colony optimization (MOACO)
and greedy method techniques [19]. Internet of Multimedia
&ings based services are provided by the proposed al-
gorithm, i.e., cognitive-based middleware for private data
mashup (CMPM). Privacy issues are taken into consid-
eration to provide proper environmental monitoring of
data [20]. Table 1 presents the work done by different
researchers in the field of cognitive IoT.

Althoughmany studies are focusing on the integration of
blockchain in IoT, blockchain in cognitive learning, and
cognitive learning in IoT, there arises a need to solve the
problem of heterogeneous IoT clients by incorporating
cognitive learning and blockchain which can provide im-
provement in accuracy, learning rate, and latency.

Due to limited research carried out for security of IoT
data produced by heterogeneous clients using HeteroFL, the
research in this area is in its infancy. &erefore, this paper
focusses on providing security to heteroFL-based cognitive
learned data using blockchain.

3. Blockchain-Based Privacy on Cognitive
Learned Data

Different applications of IoT involve variety of clients be-
cause of connectivity of heterogeneous devices. As different
clients possess varying computation and capabilities of
communicating with each other, they are assigned different
complexity levels. First, the learning takes place on their
respective local model and then the aggregation of all pa-
rameters of local models gives rise to parameter of the single
global model. In our proposed framework, the cognitive
model uses heterogeneous federated learning for training of
the IoT data and then the trained data are secured by using
blockchain.

3.1. Cognitive Learning Based on HeteroFL. Mobile devices,
Gaming, and IoT devices generate huge amount of data.
Based on cognitive computing, models can be made to store
the data and then train the models locally. Federated
learning (FL) is an approach of machine learning where
parameters of local models are trained and their aggregation
produces the global model which is independent of raw data.
Generally, local models and global model share the same
architecture. However, there can be various scenarios where
miscellaneous types of local models will exist with the wide
range of computing complexities. To meet the requirements
of heterogeneous clients of IoT devices, another unified
learning system named HeteroFL is used to outfit the en-
tirely different computations and their communication
abilities [6].

&e process of training global model is done from
local data x1, . . . , xn{ } available at heterogeneous IoT
devices. Local model parameters are expressed as
w1, . . . , wn{ }. &e model averaging of the local parameters
is done to find the global parameter wg. &is process is
done in various iterations, and wg calculated at i th

iteration is passed on to the local parameters of (i + 1)th

iteration.
For effective cognitive learning to take place, size of

network can be modulated by changing width of the net-
work. &is can help in decreasing the local parameters,
whereas architecture of local and global parameters remains
in the same model class. &is also improves the stability of
aggregation in the global model. In heteroFL, selection of
global parameters is done based on the size of input channel
(ig), output channel (og), and computation complexity
level (c). Figure 2 shows the federated learning approach
with various complexity levels of computations on the data
produced by heterogeneous IoT devices. Calculation of
shrinkage ratio plays very important role for hidden layers.
Equations of shrinkage ratio of output channel are expressed
as mentioned in the following equation:

s1 �
oc+1

l

og
􏼠 􏼡

1/c

. (1)

Formula for shrinkage ratio of input channel is shown in
the following equation:

s2 �
ic+1
l

ig
􏼠 􏼡

1/c

. (2)

For simplification, let s1 � s2 � s.
Shrinkage ratio of local model parameter is mentioned in

the following equation:

SR � w
c
l � wg∗ s

2(c− 1)
. (3)

According to the calculated potential of the local model
parameter, global model parameters can be constructed
based on allocated subsets. &e concept of set difference is
mostly used in the calculations of the global parameter.
Figure 3 shows different regions according to set differences.
According to Figure 3, total clients m� 6 are shown. Here, 3
clients are of complexity level 3 (represented by m3 in red
region), 2 clients are of complexity level 2 (represented bym2
in yellow region), and 1 client is of complexity level 1
(represented by m1 in blue region).

Aggregation of smallest local model parameter (red
region) is done as follows:

w
3
l �

w
3
1 + w

3
2 + w

3
3􏼐 􏼑

3
. (4)

Calculation of subset of yellow region is done as follows:

w
2
1 − w

3
1 �

1
m − m3( 􏼁

∗ 􏽘

m−m3

m�1
w

2
1 − w

3
1. (5)

Calculation of subset of blue region is done as follows:

w
1
1 − w

2
1 �

1
m − m2 − m3( 􏼁

∗ 􏽘

m−m2−m3( )

m�1
w

1
1 − w

2
1.

(6)

Calculation of subset of global model parameter is done
as follows:
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Table 1: Related work in CognitiveIot and Blockchain.

Ref.
no Parameters Technology used Application Proposed model Future scope

[7]
Information density,
price, collection of

data samples
Non-cooperative game Intelligent sensing

intelligence system
Quality of information
coverage algorithm

Considering privacy
for the growth of
internet of things

[16] Smart contract
Cognitive engine for machine

translation, blockchain,
intrusion detection

Shopping center Cognitive recommender
system

Applicability of
proposed framework
for web of things

[9] Cache hit rate and
robustness

Caching strategy, deep
learning andmachine learning

algorithms
Internet of vehicles

Blockchain and cognitive-
engine-enabled content

caching strategy
—

[17] Average delay,
processing time

Convolutional neural
networks (CNN), smart

contract, machine learning
algorithms

Sharing economy
services in mega

smart cities

MEC-based sharing service
economy system, which
includes the blockchain

Testing different
sharing economy cases

at a bigger level

[18] System utility, no. of
average packet loss Markov decision process Wireless data

Q-learning algorithm and
stacked autoencoders deep

learning model

Process to create more
relays

[18] Energy and spectrum
efficiency

Dynamics of spectrum sharing
and energy harvesting

Solar energy
harvesting

Cloud enabled CIoT
platform —

[19] Energy and
throughput

Deep reinforcement learning
and double Q-learning

algorithm
— Multiobjective ant colony

optimization (MOACO)
Considering security

parameters

Parameters for global model formed by
aggregation of parameters of local model Federated Learning

Parameters for local model having
2 clients with complexity level = 2

Parameters for local model having
1 clients with complexity level = 1

Parameters for local model having
3 clients with complexity level = 3

Wl
1

Wl
2 Wl

2

Wl
3 Wl

3 Wl
3

Raw data

Heterogenous IoT devices

Figure 2: Federated learning from data produced by IoT devices.
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wg � w
3
1 ∪ w

2
1 − w

3
1􏼐 􏼑∪ w

1
1 − w

2
1􏼐 􏼑. (7)

Aggregation of all those clients is done whose parameter
is the part of the parameter matrix. Hence, model having
intermediate complexities contains the parameters com-
pletely aggregated with the bigger models whereas moder-
ately with the smaller models. Also, aggregation is more in
case of smaller local models which can benefit global model.
&e data stored at the global model become the learning part
of the cognitive learning. Algorithm 1 and Algorithm 2 are
mainly designed for applying cognitive learning using
heteroFL and sending client updates.

3.2. Blockchain on Cognitive Learned Data. Blockchain as-
sumes a significant part to protect the performance of
cognitive learned data. As these data will be used for making
further decisions, it is very important to provide privacy to
these data. Important characteristics of blockchain-like
immutability, tamper-resistant, decentralized, pseudony-
mous identity, and so on are the contributing factors of
security and privacy.

&is subsection explains the role of blockchain to the
data stored in a global model. Here, blockchain guarantees
the security of the global model parameters by storing the
learned data into the blocks [21]. Here, blockchain guar-
antees the security of the global model parameters by storing
the learned data into the blocks. &e framework of the
blockchain of our proposed model is the same as that of the
basic blockchain. Figure 4 explains the task of process of
computing block. All blocks consist of previous hash, a hash
of the current block, timestamp, nonce, and data field which
contains cognitive learned data. &e first block is the genesis
block whose previous hash field contains all zeroes. All
blocks are cryptographically linked to each other through the
hash of the previous block. A very minute change in any one
of the fields of the block can change the hash of the entire

block. Applicability of the consensus algorithm on the block
completes the process of verification and validation of the
block and then appends the block to the distributed
blockchain. &e Proof of Work (PoW) consensus algorithm
is used in our approach. &e miners keep on trying to create
the random nonce until they reach the constraints of the
target nonce [22]. Once a miner gets the desired nonce,
miner obtains the authority of broadcasting the block as a
new block to the distributed blockchain. All miners will
append the new block to their blockchain, which makes the
blockchain consistent. Algorithm 3 explains the procedure
followed by miners to compute block by completing the task
of nonce calculation.

4. Implementation and
Performance Evaluation

Amazon AWS platform has been used which includes dif-
ferent types of 1000 nodes. Some of these nodes are SPV
nodes and few are full nodes. Nodes are configured with a
Linux Virtual Machine. &e privacy of the learned data is
tested on the testing environment. Testing was done in 4 sets
by changing the number of clients according to different
complexity levels. Accuracy, latency, and block generation
rate are evaluated to check its performance. &e SHA-256
algorithm is used to compute the ID of IoTdevices added in
this framework. Computed ID is 16 bytes long. All IoT
devices are assigned public key and private key for inter-
action with the other devices and providing secure
signatures.

&e IoT devices connected to the framework are known
by 16 bytes ID. HeteroFL approach is applied for successful
cognitive learning to take place. HeteroFL technique min-
imizes the computation as well as communication com-
plexity of complete process. Training of local models is done
in lesser number when compared with the global model.
Private Ethereum platform is used for performing block-
chain computations. Core i7-8565U CPU 1.80GHz, 1992
Mhz, 4 Core(s), and 8 Logical Processor(s) are used for
implementation. &e performance of our proposed scheme
has been evaluated for different parameters such as accuracy
and memory utilization [23].

Memory utilization of different sizes of blocks is con-
sidered, i.e., 10 transactions per block, 20 transactions per
block, and 30 transactions per block. Memory utilization
mainly depends on the size of basic information of block
excluding transactions data and size of the transactions. &e
data produced by the global models are stored in the blocks.
However, to evaluate the appropriate number of transac-
tions to be stored in the block, evaluation of this parameter is
done. Figure 5 presents the reduction in memory utilization
with the increase in the transactions per block. Experiment
proves that less number of transactions per block will
consume less memory.

&e performance is also evaluated at different learning
rates, i.e., 0.005, 0.05, and 0.5. Good accuracy is observed at
large data sample sizes also as shown in Figure 6. It is clear
from the graph that initially learning is done linearly in all
three cases and then it becomes constant, but the best
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Figure 3: Venn diagram of different complexity levels.
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(i) Variables: w1, wg, s, p, m

(ii) Procedure input: data generated by heterogeneous IoT devices, Xi, and local clients with the data, xi
(iii) Begin: Initialization of global model parameter, wg, and local clients with the data, xi
(iv) for each round of data production t � 0, 1, 2, . . . do
(v) S ← random set of active clients
(vi) for all clients, k ∈ S

(vii) Compute complexity level ‘c’ based on local information
(viii) Compute output channel shrinkage ratio (s1), input channel shrinkage
(ix) ratio (s2) and hidden shrinkage ratio (SR)
(x) End
(xi) for all complexity levels, c do
(xii) Compute global model parameter using aggregation of local model parameter
(xiii) end
(xiv) end
(xv) End

ALGORITHM 1: Algorithm for cognitive learning using HeteroFL.

Cognitive
Learned

data
through
heteroFL

1. Cognitive
learned data

2. PoW Consensus
algorithm used to create a

block by miners

3. Other miners receive
block for verification

4. Validated block is appended in
the blockchain of Cognitve IoT

data

Figure 4: Blockchain protected cognitive data.

(i) Variables: T, l, ƞ
(ii) Procedure input: wk, Xk

(iii) Begin: Bk ← splitting of local data Xk into various batches of size, T
(iv) After regular interval of time, t do
(v) for batch bk ∈ T do
(vi) for all clients, k ∈ S

(vii) lk←ηΔl(Wk, bk)

(viii) Wk←Wk − lk

(ix) ratio (s2) and hidden shrinkage ratio (SR)
(x) End
(xi) End

ALGORITHM 2: Blockchain protected cognitive learned data.

(i) Variables: bi
(ii) Procedure input: cognitive learned data, Yi, and Miners, Mi
(iii) Begin: Fetch cognitive learned data, Yi
(iv) while Yi do
(v) Upload Yi of fixed size to Miners Mi
(vi) If Mi finds the nonce
(vii) Block bi of that data is created
(viii) bi is appended to all local ledgers
(ix) Computation done by other miners is dropped
(x) end
(xi) Winning miner Mi gets the incentive
(xii) Compute global model parameter using aggregation of local model parameter
(xiii) end
(xiv) End

ALGORITHM 3: Blockchain protected cognitive learned data.

6 Wireless Communications and Mobile Computing



accuracy is observed in case of high learning rate. Similar
graph is expected in case of larger data sample sizes (in
thousands). &is also guarantees high scalability.

Figure 7 presents execution time taken for the creation
of blocks with 10, 20, and 30 transactions per block using
one thread. Figure 8 presents execution time taken for the
creation of blocks with 10, 20, and 30 transactions per
block using two threads. Figure 9 presents execution time
taken for the creation of blocks with 10, 20, and 30
transactions per block using four threads. Figure 10
presents execution time taken for the creation of blocks
with 10, 20, and 30 transactions per block using eight
threads. As the count of blocks rises with rise in number of
transactions per block, the execution time also increases
whereas the increase in number of threads reduces the
execution time. Figure 9 shows very less execution time as
the number of threads is four and the number of cores of
our system is also four. Evaluation of this parameter
proves that there is a dependency on the system’s con-
figuration for the execution time of a block. Less execution
time will ultimately improve the performance of the
network by updating the blocks in a blockchain very
quickly, which will make the system consistent with the
more recent learned data in its ledger.
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Figure 5: Effect of number of blocks on memory utilization.
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5. Conclusion

We propose heteroFL for cognitive learning to take place
from the raw data produced by IoTdevices. In this approach,
local models are trained by exploiting their full capabilities,
and then their aggregation is done to infer an individual
global model. HeteroFL takes less number of iterations to
produce best results. Blockchain is employed to provide the
privacy to the learned data. &e PoW consensus algorithm is
used to verify and validate a block. From the experiments,
accuracy at different learning rates and memory utilization
at different number of transactions per block are computed.
&is approach achieves good results for heterogeneous
clients of IoTdevices. In future, multimodal learning can be
used for addressing heterogeneous learning.
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Based on the clinical states of the patient, dynamic treatment regime technology can provide various therapeutic methods, which
is helpful for medical treatment policymaking. Reinforcement learning is an important approach for developing this technology.
In order to implement the reinforcement learning algorithm efficiently, the computation of health data is usually outsourced to the
untrustworthy cloud server. However, it may leak, falsify, or delete private health data. Encryption is a common method for
solving this problem. But the cloud server is difficult to calculate encrypted health data. In this paper, based on Cheon et al.’s
approximate homomorphic encryption scheme, we first propose secure computation protocols for implementing comparison,
maximum, exponentiation, and division. Next, we design a homomorphic reciprocal of square root protocol firstly, which only
needs one approximate computation. Based on the proposed secure computation protocols, we design a secure asynchronous
advantage actor-critic reinforcement learning algorithm for the first time. Then, it is used to implement a secure treatment
decision-making algorithm. Simulation results show that our secure computation protocols and algorithms are feasible.

1. Introduction

As a recent healthcare tendency, personalized medicine [1]
enables the patient to obtain early diagnoses, risk estimation,
optimal treatments with low costs by using molecular and
cellular analysis technologies, diagnosis results, genetic
information, etc. Personalized medicine is usually imple-
mented by the dynamic treatment regime technology [2,
3], which can provide various therapeutic methods accord-
ing to the time-varying clinical states of the patient. This
technology is particularly suitable for coping with complex
chronic illnesses, such as diabetes, mental diseases, alcohol
dependence, and human immunodeficiency virus infection,
which have various stages.

Reinforcement learning [4], which is implemented by
trial-and-error and interaction with the dynamic environ-
ment, is an important method for developing dynamic
treatment regimes, industry automation, vehicular net-
works [5, 6], and other scenarios [7–12]. Meanwhile, with
the developing technologies of internet of things and cloud
computing, dynamic treatment regimes that are based on
reinforcement learning are becoming increasingly attrac-
tive. For example, wearable devices are helpful for moni-
toring the patient’s health data, which include heart rates
and blood sugar levels. Next, collected health data are
stored on the cloud. Then, the reinforcement learning
algorithm can be implemented on these health data for
making treatment decisions.
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Unfortunately, because of the patient’s limited computa-
tion ability, health data are usually outsourced to the cloud
server for implementing the reinforcement learning algo-
rithm. Because the cloud server may be untrusted, it is likely
that health data will be illegally accessed, forged, tampered,
or discarded in the process of transmission and computa-
tion. In addition, it may be harmful for personal privacy,
economic interests, and even the security of human life.
For example, as a billing service company, American Medi-
cal Collection Agency was intruded in 2019 [13]. This attack
affects the health data of about 12 million patients. Besides,
the parent firm of this company has filed for bankruptcy.
Furthermore, unlike financial data or other types of
human-generated data [14], health data are permanent bio-
logical data. They cannot be modified or wiped to avoid the
damage, which is caused by health data disclosure.

In order to protect health data, we can encrypt health
data by using a traditional encryption algorithm. Unfortu-
nately, the reinforcement learning algorithm cannot be exe-
cuted on the encrypted health data easily and flexibly.
Homomorphic encryption [15] supports the operations on
the ciphertext. Hence, the cloud server can run the reinforce-
ment learning algorithm on the encrypted health data per-
fectly by using homomorphic encryption without leaking
patient privacy. Finally, the encrypted computation result
is returned to the patient. The computation result can be
obtained by using the patient’s secret key.

In this paper, we endeavor to study the security of health
data in the above realistic scenario and focus on the secure
implementation of the asynchronous advantage actor-critic
(A3C) reinforcement learning algorithm. Taking into
account the privacy and computation of health data on the
untrusted cloud servers, we adopt homomorphic encryption
as the main encryption primitive to carry out our research.
Eventually, we make the following three contributions:

(1) Because the efficiency of Cheon et al.’s approximate
homomorphic encryption scheme [16] is better than
that of fully homomorphic encryption (FHE), we use
it to design secure computation protocols, namely,
homomorphic comparison protocol, homomorphic
maximum protocol, homomorphic exponential pro-
tocol, and homomorphic division protocol. Based on
these protocols, we first design the homomorphic
reciprocal of square root protocol, which needs only
one approximate computation

(2) Based on the proposed secure computation protocols,
we design the secure A3C reinforcement learning
algorithm for the first time. Then, we use it to imple-
ment a secure treatment decision-making algorithm

(3) Finally, we simulate the proposed secure computa-
tion protocols and algorithms on the personal com-
puter’s virtual machine. Then, we demonstrate the
efficiency of our secure computation algorithms
according to the thorough analysis

The layout of this paper is as follows. Section 2 analyzes
related work about homomorphic encryption and secure

computation of encrypted health data. Preliminaries are pre-
sented in Section 3. Section 4 shows related work about
secure dynamic treatment regimes on health data. Building
blocks are discussed in Section 5. Section 6 describes the
proposed privacy-preserving A3C reinforcement learning
algorithm and treatment decision-making algorithm. Perfor-
mance results are shown and analyzed in Section 7. Finally,
this paper is concluded in Section 8.

2. Related Work

In this section, we introduce related work about reinforce-
ment learning, homomorphic encryption, and the computa-
tion of encrypted health data, which are described as follows.

Reinforcement learning can be mainly classified as
value-based algorithms, policy-based algorithms, and actor-
critic algorithms. Value-based algorithms usually compute
the optimum cumulative reward and give a suggested policy.
As a typical value-based algorithm, Q-learning is used for
estimating the utility of the individual pair that consists of
a state and an action. Q-learning has been applied for path
planning [17, 18] in vehicular networks. Policy-based algo-
rithms can evaluate the optimum policy directly. Williams
[19] proposed a policy-based algorithm REINFORCE.
Actor-critic algorithms combine the advantages of value-
based algorithms and policy-based algorithms. The A3C
reinforcement learning algorithm [20] is an actor-critic algo-
rithm. It can work in discrete action spaces as well as contin-
uous action spaces [21].

The concept of homomorphic encryption begins from
privacy homomorphism [15]. According to the types of sup-
ported homomorphic operations, homomorphic encryption
can be divided into partial homomorphic encryption
(PHE), somewhat homomorphic encryption (SWHE), and
FHE. PHE only supports homomorphic addition or homo-
morphic multiplication. SWHE is the basis of FHE. SWHE
supports finite homomorphic addition and homomorphic
multiplication. FHE supports arbitrary homomorphic addi-
tion and homomorphic multiplication.

In 2009, Gentry [22] designed the first FHE scheme,
which is based on ideal lattices. Since then, homomorphic
encryption has become a research hotspot. Next, in order
to improve the efficiency of homomorphic operations, Gen-
try et al. [23] first constructed the FHE scheme, which is
based on the approximate eigenvector method. In this
scheme, the ciphertext noise increases linearly after each
homomorphic multiplication. Although homomorphic mul-
tiplication of this scheme is efficient, it does not support the
technique of single instruction multiple data (SIMD) [24].
Then, based on the learning with errors over rings (RLWE)
[25] assumption and relinearization technique [24], Brake-
rski et al. [24] designed a FHE scheme, which supports the
SIMD technique. However, this scheme does not support
approximate homomorphic operations. Hence, based on
Brakerski et al.’s scheme [24], Cheon et al. [16] proposed
an improved homomorphic encryption scheme.

In terms of the computation of encrypted health data by
using homomorphic encryption, there exist following several
schemes. Khedr and Gulak [26] first proposed an optimized
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homomorphic encryption scheme, which is based on Gen-
try’s scheme [23]. Then, the proposed scheme is applied
for secure medical computations, which include comparison,
Pearson goodness-of-fit test, and logistic regression. Sun
et al. [27] implemented secure average heart rate, long QT
syndrome detection, and chi-square tests by using Dowlin
et al.’s FHE scheme [28]. Based on Boneh et al.’s homomor-
phic encryption scheme [29], Poon et al. [30] implemented
the secure Fisher’s exact test algorithm, which is often used
to guarantee the statistical stability of genetic analysis. Rai-
saro et al. [31] used homomorphic encryption to explore
genomic cohorts securely in a real scenario. In 2019, based
on the distributed two trapdoors public-key algorithm [32]
and Q-learning algorithm, Liu et al. [2] constructed a secure
reinforcement learning model, which is helpful for making
treatment decisions dynamically. Based on Fan’s SWHE
scheme [33], Jiang et al. [34] performed secure and efficient
feature point detection and image matching for retinal
images of diabetic retinopathy.

However, most of the above schemes are based on PHE,
which only supports homomorphic addition or homomor-
phic multiplication. PHE may not support homomorphic
multiplication. If homomorphic multiplication is required
in some schemes, excessive rounds of interactions are
needed. FHE can avoid this problem. But FHE confronts
the problem of the efficiency of homomorphic operations.
Furthermore, the Q-learning algorithm is usually used as
the reinforcement learning algorithm in the above schemes.
There does not exist an approach that can implement the
A3C reinforcement learning algorithm securely.

3. Preliminaries

In this section, we begin with basic notations and definition
of Cheon et al.’s approximate homomorphic encryption
scheme. Then, we give the introduction of the A3C
algorithm.

3.1. Basic Notations. Let ½z� = ðz − 1/2, z + 1/2�, where z is a
real number. Let ½z�p = z − ½z/p� · p ∈ ð−p/2, p/2�, where p
denotes an integer.

Let R =ℤ/hΦmðxÞi denote the ring modulo ΦmðxÞ,
where λ is the security parameter, m is a positive integer,
and ΦmðxÞ is the mth cyclotomic polynomial. Rq =ℤq½x�/h
ΦmðxÞi represents the ring modulo q and ΦmðxÞ, where q
is the prime modulus, q ≥ 2.

As for an integer h > 0, the distribution HWT ðhÞ is
selected from f0,±1g randomly with the Hamming weight
h. As for a rational number σ > 0, the distribution DGðσ2Þ
outputs a vector, which coefficients are selected from the dis-
crete Gaussian distribution with the variance σ2. As for a
rational number 0 ≤ ρ ≤ 1, the distribution ZOðρÞ is chosen
from f0,±1g randomly, where ρ/2 is the probability that ±1
is selected and 1 − ρ is the probability that 0 is selected.

3.2. Learning with Errors over Rings. In 2010, Lyubashevsky
et al. [25] first proposed the RLWE assumption, which is
described as follows.

Definition 1 (RLWE). The RLWEλ,q,χ assumption is to dis-
tinguish two distributions, namely, ða, a · s + eÞ ∈ Rq × Rq

and ða, cÞ ∈UnifðRq × RqÞ, where a ∈ Rq and s ∈ Rq, e is an
error term, and Unif represents uniform random. Lyuba-
shevsky et al. [25] proved that the security of RLWE
assumption relies on ideal lattices.

3.3. Cheon et al.’s Homomorphic Encryption Scheme. In this
subsection, we introduce Cheon et al.’s approximate homo-
morphic encryption scheme AHE = ðKeyGen, Enc, Add,
Sub, Mul, Dec, ReScale, Ecd, DcdÞ [16] as follows:

(i) AHE:KeyGenð1λ, p, LÞ: given the security parame-
ter λ, an integer p, and a level L, this algorithm first
sets ql = pl · q0, where q0 is a fixed integer, l = L,
⋯, 1. It selects a power-of-two integer M =Mðλ,
qLÞ, an integer P = Pðλ, qLÞ, and a rational number
σ = σðλ, qLÞ. Next, it chooses a vector s from H

WT ðhÞ. The secret key sk is set as ð1, sÞ. A ring
element a is sampled from RqL

. An error term e is
sampled from DGðσ2Þ. The public key pk is set
as ðb, aÞ ∈ R2

qL
, where b = −a · s + eðmod qLÞ. Then,

a ring element a′ is sampled from RP·qL . An error

term e′ is sampled from DGðσ2Þ. The evaluation
key evk is set as ðb′, a′Þ ∈ R2

P·qL
, where b′ = −a′ · s

+ e′ðmod P · qLÞ
(ii) AHE:Encðpk,mÞ: in order to encrypt a plaintext m

, this algorithm samples an integer v from ZOð
0:5Þ. In addition, it chooses two error terms e0
and e1 from DGðσ2Þ. m is encrypted as the cipher-
text c = v · pk + ðm + e0, e1Þðmod qLÞ

(iii) AHE:Decðsk, cÞ: in this algorithm, c = ðb, aÞ is
decrypted as b + a · sðmod qlÞ

(iv) AHE:Addðc′, c′′Þ: in this algorithm, input param-
eters include two ciphertexts c′ = ð½c′0�ql , ½c′1�qlÞ
and c′′ = ð½c′′0�ql , ½c′

′
1�qlÞ, which are under the same

secret key. Then, the additive ciphertext cadd =
ð½c0�ql + ½c′′0�ql , ½c1�ql + ½c′′1�qlÞ

(v) AHE:Mulðevk, c′, c′′Þ: in this algorithm, input
parameters include evk, two ciphertexts c′ = ð
½c′0�ql , ½c′1�qlÞ and c′′ = ð½c′′0�ql , ½c′

′
1�qlÞ, where c′

and c′′ are under the same secret key. Then, the

ciphertext ctemp = ðc0, c1, c2Þ = ð½c′0 · c′′0�ql ,
½c′0 · c′′1 + c′1 · c′′0�ql , ½c′1 · c′

′
1�qlÞ. The multiplicative

ciphertext cmul = ðc0, c1Þ + ½P−1 · c2 · evk�ðmod qlÞ
(vi) AHE:ReScalel⟶l′ðcÞ: as for a ciphertext c ∈ R2

ql
at

the level l, the new ciphertext c′ = ½ðql′/qlÞc�ðmod
q′lÞ
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(vii) AHE:Ecdðz, ΔÞ: as for a vector z = ðz0, z1,⋯,
zN/2−1Þ ∈ℂN/2 and a scaled factor Δ > 0, this algo-
rithm outputs z′ = ½σ−1ðΔ · zÞ� ∈ R, where σ−1 is
the inverse operation of a canonical embedding
map σð·Þ

(viii) AHE:Dcdðz′, ΔÞ: as for z′ ∈ R, this algorithm out-
puts z = Δ−1 · σðmÞ ∈ℂN/2

In Cheon et al.’s scheme, the decryption noise should be
bounded by 8

ffiffiffi
2

p
· σ ·N + 6σ ·

ffiffiffiffi
N

p
+ 16σ ·

ffiffiffiffiffiffiffiffiffiffi
h ·N

p
for the cor-

rectness of decryption. In addition, the noise of the rescaling
ciphertext is at most

ffiffiffiffiffiffiffiffi
N/3

p
· ð3 + 8

ffiffiffi
h

p Þ. Furthermore, the
noise of the multiplicative ciphertext should be less than
P−1 · ql · 8σ ·N/

ffiffiffi
3

p
+

ffiffiffiffiffiffiffiffi
N/3

p
· ð3 + 8

ffiffiffi
h

p Þ. The details about
the analysis of Cheon et al.’s scheme can be found in [16].

3.4. Asynchronous Advantage Actor-Critic Reinforcement
Learning Algorithm. In 2016, Mnih et al. [20] proposed the
asynchronous advantage actor-critic reinforcement learning
algorithm, which is based on combining the value-based
method and the policy-based method. One advantage of
the A3C algorithm is that it can work in discrete action
spaces as well as continuous action spaces. In addition, in
order to improve the learning efficiency of the A3C algo-
rithm, multiple asynchronous actor-learners, which can
interact with the environment and acquire various indepen-
dent exploration policies, are running in parallel. The details
of the A3C algorithm are described as follows.

In the A3C algorithm, there is a policy function πðat ∣ st
; θÞ and a value functionVðst ; θvÞ, where at denotes an action
at the time step t, st denotes a state at the time step t, and θ and
θv are two parameters. In addition, Vðst ; θvÞ and πðat ∣ st ; θÞ
will be updated tmax times, where tmax denotes the maximum
step. Vðst ; θvÞ and πðat ∣ st ; θÞ are usually approximated by
a single convolutional neural network. Specifically, Vðst ;
θvÞ is based on a linear layer. πðat ∣ st ; θÞ is relied on a
softmax layer. Namely, Vðst ; θvÞ = xðstÞ · θv, where xðstÞ
is a function which is related to st . πðat ∣ st ; θÞ = ef ðat ∣stÞ·θ/
∑tmax

j=0 e
f ðaj∣sjÞ·θ, aj is an action at the time step j, and f ðaj

∣ sjÞ is a function which is related to aj and sj.
Furthermore, the A3C algorithm uses two loss functions,

namely, policy loss function and value loss function, which
are described as follows. On the one hand, the policy loss func-
tion

f π θð Þ = ln π at ∣ st ; θð Þ · R −V st ; θvð Þð Þ + β ·H π st ; θð Þð Þ,
ð1Þ

where R is the reward and the parameter k depends on the state.
In addition, the upper bound of k is tmax. rt+i is the immediate
reward. The discount factor γ ∈ ð0, 1�. The entropy function
Hðπðst ; θÞÞ can be set as −Σk

i=0 f ðat ∣ stÞ · θ · ln πðst ; θÞ. The
hyperparameter β can adjust the intensity of the entropy regu-
lation term. Then, we can conclude that

f π θð Þ = f at ∣ stð Þ − Σtmax
j=0 f aj ∣ sj

� �� �
· θ · R − x stð Þ · θvð Þ

+ β · −Σk
i=0 f at ∣ stð Þ · f at ∣ stð Þ − Σtmax

j=0 f aj ∣ sj
� �� �

· θ2
� �

:

ð2Þ

Hence, the differentiation of f πðθÞ with respect to θ is

∂f π θð Þ
∂θ

= f at ∣ stð Þ − Σ
tmax
j=0 f aj ∣ sj

� �� �

� R − x stð Þ · θvð Þ + 2β · θ · f at ∣ stð Þ
· f at ∣ stð Þ − Σtmax

j=0 f aj ∣ sj
� �� �

:

ð3Þ

On the other hand, the value loss function

f v θvð Þ = R −V st ; θvð Þð Þ2 = R − x stð Þ · θvð Þ2: ð4Þ

Hence, the differentiation of f vðθvÞ with respect to θv is

∂f v θvð Þ
∂θv

= 2 R − x stð Þ · θvð Þ ∂R
∂θv

− x stð Þ
� �

: ð5Þ

Based on the above two loss functions and corresponding
differentiation, the A3C reinforcement learning algorithm is
defined in Algorithm 1, which is described as follows. Algo-
rithm 1 requires input parameters θ, θv, θ′, θ′v, T, t, tmax,
Tmax, tg, η, W, and α, where the definition of these param-
eters are shown in Table 1. In order to implement Algo-
rithm 1, we first set T = 0, t = 1. If T < Tmax and
w ∈ ½1,W�, we implement the iteration, which is shown as
follows. Global gradients dθ and dθv are set as 0. θ′ and
θ′v are synchronized as θ and θv, respectively. We set t0
= t and obtain the system state S t ∈ S, where S is a state
set, S = ðS0,⋯,Sφ−1Þ, and φ is the number of states. Next,
we repeat a subalgorithm until t − t0 ≠ tmax. In this subalgo-
rithm, the action A t ∈A is obtained by using πðA t ∣ S t ;
θ′Þ, where A is an action set, A = ðA0,⋯,Aχ−1Þ, and χ

is the number of actions. We execute A t , get the reward Rt
, and observe the next state S t+1, where Rt is set as Σ

k−1
i=0 γ

i ·
rt+i + γk · VðS t+k ; θ′vÞ = Σk−1

i=0 γ
i · rt+i + γk · xðS t+kÞ · θ′v. In

addition, we set t = t + 1. After the implementation of the
above subalgorithm, we observe whether t%tg equals to 0. If
S t is terminal, we set R = 0. If S t is nonterminal R =VðS t ;
θ′vÞ = xðS tÞ · θ′v. Then, we repeat a subalgorithm from i = t
− 1 to i = t0. In this subalgorithm, R is set asRt + γ · R, namely,
R = Σk−1

i=0 γ
i · rt+i + γk · xðS tÞ · θ′v + γ · R. We compute

∂f π θ′
� �

∂θ′
= f A t ∣ S tð Þ − 〠

tmax

j=0
f A t ∣ S tð Þ

 !

� R − x S tð Þ · θvð Þ + 2β · θ′ · f A t ∣ S tð Þ

� f A t ∣ S tð Þ − 〠
tmax

j=0
f A t ∣ S tð Þ

 !

,

ð6Þ
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where ∂f πðθ′Þ/∂θ′ is the differentiation of f πðθ′Þwith respect
to θ′. dθ is set as dθ + ∂f πðθ′Þ/∂θ′. We compute

∂f v θ′v
� �

∂θ′v
= 2 R − x S tð Þ · θ′v
� �

·
∂R
∂θ′v

, ð7Þ

where ∂f vðθ′vÞ/∂θ′v is the differentiation of f vðθ′vÞ with
respect to θ′v and ∂R/∂θ′v is the differentiation of R with
respect to θ′v. Finally, θ and θv can be updated by using equa-
tions θ = θ − ηðdθ/ ffiffiffiffiffiffiffiffiffiffi

g + ε
p Þ and θv = θv − ηðdθv/ ffiffiffiffiffiffiffiffiffiffiffiffi

gv + ε
p Þ,

respectively, where g = α · g + ð1 − αÞðdθÞ2 and gv = α · gv +
ð1 − αÞðdθvÞ2.

4. Secure Dynamic Treatment Regimes on
Health Data

4.1. System Model. As shown in Figure 1, the system model
of secure dynamic treatment regimes on health data consists
of four parts, namely, undiagnosed patient, key generation
center, cloud servers, and historical data owners, which are
described as follows:

(i) The undiagnosed patient’s current state is collected
by using wearable devices, which integrate modules
of physiological sensors, weak computation, and
communication. Wearable devices include smart
bracelet, smart glasses, sleep monitoring sensors,
and smart watch. They can collect a variety of health
data, such as body temperature, heart rate, blood
sugar, and blood volume index. Then, these health

A3Cðθ, θv , θ′, θ′v , T , t, tmax, Tmax, tg, η,W, αÞ:
Input: θ, θv , θ′, θ′v , T , t, tmax, Tmax, tg, η, W, α.
Output: θ, θv .
Set T = 0, t = 1.
While T < Tmax do.

For w = 1 to W do.
Set dθ = 0, dθv = 0.
Synchronize θ′ = θ, θ′v = θv .
Set t0 = t and get S t .
Repeat.

Get A t according to πðA t ∣ S t ; θ′Þ.
Execute A t , get Rt and observe S t+1.
t = t + 1.

Until t − t0 = tmax
If S t is terminal, R = 0.
If S t is non-terminal, R = xðS tÞ · θ′v .
For i = t − 1 to t0 do

R = Rt + γ · R.
Compute ∂f πðθ′Þ/∂θ′ = ð f ðA t ∣ S tÞ −∑tmax

j=0 f ðA t ∣ S tÞÞ
ðR − xðS tÞ · θvÞ + 2β · θ′ f ðA t ∣ S tÞ · ð f ðA t ∣ S tÞ − ∑tmax

j=0
f ðA t ∣ S tÞÞ.
Compute dθ = dθ + ð∂f πðθ′Þ/∂θ′Þ.
Compute ∂f vðθ′vÞ/∂θ′v = 2ðR − xðS tÞ · θ′vÞ · ð∂R/∂θ′vÞ.
Compute dθv = dθv + ð∂f πðθ′vÞ/∂θ′vÞ.

End for.
Compute g = α · g + ð1 − αÞðdθÞ2, gv = α · gv + ð1 − αÞðdθvÞ2.
Compute θ = θ − ηðdθ/ ffiffiffiffiffiffiffiffiffiffi

g + ε
p Þ, θv = θv − ηðdθv/ ffiffiffiffiffiffiffiffiffiffiffiffi

gv + ε
p Þ.

End for
End while

Algorithm 1: A3C reinforcement learning algorithm.

Table 1: Notations.

Symbol Description

θ, θv Shared parameter vectors in the global network

θ′, θ′v Thread-specific parameter vectors in the local network

T Global counter

t Local step counter

tmax, Tmax Upper bounds

tg An integer

η Learning rate

W Number of agents

α Momentum
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data are transmitted to cloud servers for computa-
tion. Based on the returned computation result,
the patient can obtain the diagnosis

(ii) Key generation center is an indispensable and inde-
pendent entity, which is trusted by the other entities
in this system model. It is responsible for distribut-
ing and managing all the public keys and private
keys of Cheon et al.’s homomorphic encryption
scheme for wearable devices and undiagnosed
patients via a secure channel

(iii) Cloud servers have the powerful data storage space.
Hence, they store and manage ciphertexts, which
come from undiagnosed patients and wearable
devices. Additionally, they can perform some com-
putations on these ciphertexts

(iv) Historical data owners have a sequence of medical
data and their corresponding decision results. These
encrypted data are transmitted and stored on cloud
servers. Cloud servers can compute these cipher-
texts for training the reinforcement learning model

4.2. Attack Model. In this paper, we suppose that the entities
in the system model are honest-but-curious. Namely, the
entities strictly follow the designed protocols. But they are
interested in acquiring medical data of other entities. We
suppose that there is an adversary A∗

1 in the attack model.

The goal of A∗
1 is to guess the plaintexts of the challenge his-

torical data owners’ ciphertexts or the challenge wearable
devices’ ciphertexts.

In order to acquire the ciphertexts of historical data
owners and wearable devices, middle ciphertext results dur-
ing the execution of privacy-preserving A3C reinforcement
learning algorithm and treatment decision-making algo-
rithm (Section 6), A∗

1 eavesdrops on the communication
links among the entities in the system model. However,
these ciphertexts are based on Cheon et al.’s approximate
homomorphic encryption scheme [16]. Hence, A∗

1 cannot
decrypt these ciphertexts without knowing their secret keys.
It can be guaranteed by using the semantic security of Cheon
et al.’s scheme. In addition, the key generation center distrib-
utes key pairs to historical data owners and wearable devices
in a secure way. Furthermore, due to the lack of private keys
of these ciphertexts, A∗

1 cannot generate evaluation keys.
Hence, A∗

1 cannot transform these ciphertexts into some
domains that A∗

1 can decrypt. Besides, A∗
1 cannot get useful

information by adding or multiplying a plaintext with these
ciphertexts. In a conclusion, the proposed model is secure.

4.3. System Setup and Overview. Our secure model of
dynamic treatment regimes consists of two phases, which
are described as follows.

(i) Training dataset outsourcing and initialization: his-
torical data owners initialize input parameters θ, θv ,

Smart glasses

Sensors for 
monitoring sleep

Smart watchSmart bracelet
Smart shoes

Smart clothing

Undiagnosed Patient

Key Generation Center

Historical Data Owners

Cloud Servers

Figure 1: The model of secure dynamic treatment regimes on health data.
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learning rate η, and discount factor γ. The state set
S = ðS0,⋯,Sφ−1Þ and action set A = ðA0,⋯,Aχ−1Þ
are encrypted as cS = ðcS0

,⋯,cSφ−1
Þ and cA = ðcA0

,⋯
,cAχ−1

Þ. Then, historical data owners send cS , cA , η,

γ, and other parameters to cloud servers for storage
and computation, where j = 0,⋯, n − 1, and n is
the number of historical data owners

(ii) Outsourced sequential treatment decision making:
in order to achieve sequential treatment decision
making, the undiagnosed patient’s current state x,
which comes from wearable devices, is encrypted as
cx. Then, cx is transmitted to cloud servers for treat-
ment decision making. Based on our privacy-
preserving A3C reinforcement learning algorithm
and treatment decision-making algorithm, cloud
servers output the encrypted treatment decision ca.
The undiagnosed patient decrypts ca to obtain the
treatment decision a by using his own secret key

5. Building Blocks

5.1. Encoding Rational Number. In order to implement the
privacy-preserving A3C reinforcement learning algorithm,
we need to encrypt health data. Health data are usually ratio-
nal numbers. However, most of the homomorphic encryp-
tion schemes only support homomorphic operations over
integers. They cannot cope with rational numbers. Hence,
in this paper, we take Cheon et al.’s encoding technique
[16], which can encode a rational number. Then, the rational
number can be converted to a ring element just like using
the integer encoding technique. We can use Cheon et al.’s
scheme [16] to encrypt the converted result.

5.2. Homomorphic Comparison Protocol. In order to imple-
ment comparison for our secure computation algorithms,
we design a homomorphic comparison protocol by using
Cheon et al.’s scheme [16] and Sun et al.’s method [35].
We suppose that the user owns plaintexts m0 and m1. Then,
the user uses Cheon et al.’s scheme to encrypt these plain-
texts. The ciphertexts are c0 and c1, respectively. The user
owns the secret key sk. The cloud server is responsible for
storing the ciphertexts. As shown in Algorithm 2, the cloud
server first computes the ciphertext cb = t + c0 − c1, where t is
the plaintext modulus. Next, the cloud server transmits cb to
the user. The user uses sk to decrypt cb. The decryption
result is b. If b > t, m0 >m1. If b = t, m0 =m1. If b < t, m0 <
m1. For example, we suppose that t = 2, m0 = 0, m1 = 1,
and then cb = 2 + c0 − c1, where c0 and c1 are ciphertexts of
0 and 1, respectively. The decryption result of cb equals to
1. Hence, m0 <m1.

5.3. Homomorphic Maximum Protocol. In order to compute
the encrypted index of the largest plaintext, we design a
homomorphic maximum protocol by using the above proto-
col and Sun et al.’s method [35]. We suppose that the user
owns m0, ⋯, mk−1, where k is the number of plaintexts.
The user uses Cheon et al.’s scheme [16] to encrypt these
plaintexts. The ciphertexts are c0, ⋯, ck−1, respectively. The

user owns the secret key sk. As shown in Algorithm 3, the
cloud server computes cb = compðcmax, ciÞ, where cmax is ini-
tialized as c0. If the decryption result b < t, cmax = ci, i = i + 1.
The cloud server continues to compare cmax and ci until i
> k − 1. Finally, the user can obtain the index of the largest
plaintext by decrypting cmax. For example, there exist cipher-
texts c2, c3, and c4, whose plaintexts are 2, 3, and 4, respec-
tively. We set cmax = c2. Next, we first compare cmax and c3.
cmax is updated as c3. Then, we compare cmax and c4. cmax
is updated as c4. After the decryption of cmax, the user gets
the maximum result 4.

5.4. Homomorphic Exponential Protocol. In this section,
based on the Taylor series, we begin to describe the homo-
morphic exponential protocol. We suppose that the user
owns the plaintext m. Next, it is encrypted as cm by using
Cheon et al.’s homomorphic encryption scheme. Only the
user has the secret key. Then, cm is stored on the cloud
server. In the homomorphic exponential protocol (Algo-
rithm 4), the cloud server first computes the ciphertext cem
= 1 + cm + c2m/2!+c3m/3!+⋯ + cnm/n! without decryption,
where n denotes an integer. The precision of em increases
with the increasing of n. Then, cem is returned to the user.
The user gets the exponential result em by using his secret
key. For example, we can set m = 4, n = 3, and then ce2 = 1
+ c4 + c24/2!+c34/3!, where ce2 and c4 are ciphertexts of e2

and 4, respectively. After the decryption of ce2 , the user gets
the exponential result e2.

5.5. Homomorphic Division Protocol. In this section, we
begin to describe the homomorphic division protocol. We
suppose that the user owns plaintexts m0, m1, and m2. Then,
they are encrypted as cm0

, cm1
, and cm2

by using Cheon et al.’s

compðc0, c1Þ:
Input:c0 and c1.
Output:cb.
1. Compute cb = t + c0 − c1.
2. Return cb to the user.
3. If b > t, m0 >m1.
If b = t, m0 =m1.
If b < t, m0 <m1.

Algorithm 2: Homomorphic comparison protocol.

argmaxðc0, c1,⋯,ck−1Þ:
Input:c0, c1,⋯, ck−1.
Output:cmax.
1. Set cmax = c0.
2. For i = 1 to k − 1 do.
3. cb = compðcmax, ciÞ.
4. Decrypt cb to get b.
5. If b = 1, cmax = ci.
6. i = i + 1.
End for

Algorithm 3: Homomorphic maximum protocol.
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homomorphic encryption scheme. Only the user has the
secret key. Then, cm0

, cm1
, and cm2

are transmitted to the
cloud server. In order to output the ciphertext cdiv of the
plaintext m2/ðm0 +m1Þ, we design the homomorphic divi-
sion protocol (Algorithm 5), which is described as follows.
The cloud server first computes the ciphertext cadd = cm0

+
cm1

without decryption, where the plaintext of cadd is add =
m0 +m1. Then, cadd is returned to the user. The user gets
the plaintext add by using his secret key. The user calculates
rev = 1/add. rev is encrypted as crev by using Cheon et al.’s
scheme. crev is transmitted to the cloud server. The cloud
server calculates the ciphertext cdiv = cm2

· crev . Finally, cdiv
is returned to the user. After the decryption of cdiv, the user
gets the division result div =m2/ðm0 +m1Þ. For example, we
set m0 = 6, m1 = 1, and m2 = 2. Then, the cloud server calcu-
lates cadd = cm0

+ cm1
= c3, where the plaintext of c3 is 3. c3 is

returned to the user. After the decryption of c3, the user cal-
culates rev = 1/3 = 0:33. The ciphertext crev is sent to the
cloud server. The cloud server calculates cdiv = cm2

· crev =
c0:33×6 = c1:98, where the plaintext of c1:98 is 1.98.

5.6. Homomorphic Reciprocal of Square Root Protocol. In this
section, we begin to describe the homomorphic reciprocal of
square root protocol. The traditional method is to compute
the ciphertext of the approximate square root firstly. Then,
it computes the approximate reciprocal of square root
homomorphically. However, two approximate computations
will affect the precision of the final result. Hence, based on
Lomont’s fast inverse square root algorithm [36], we design
a new homomorphic reciprocal of square root protocol
(Algorithm 6), which only needs one approximate computa-
tion. In our protocol, we suppose that the user owns the
floating number m = ð1 +m0Þ2m1−127, where 0 <m0 < 1 and

0 <m1 < 255. It is encrypted as cm by using Cheon et al.’s
homomorphic encryption scheme. Only the user has the
secret key. cm is stored on the cloud server. cm is first trans-
mitted to the user. The user decrypts cm by his secret key.
The decryption result m is converted to an integer m′ =m1
· 223 +m0 · 223. m′ is encrypted as cm′ by using Cheon
et al.’s scheme. Next, cm′ is transmitted to the cloud server.
The cloud server computes the intermediate ciphertext

ctemp =
3
2

127 − 0:045ð Þ223 − 0:5cm′ , ð8Þ

where the plaintext of ctemp is the floating number temp.
Then, the cloud server sends ctemp to the user. The user
decrypts ctemp to obtain temp = temp1 · 223 + temp0 · 223,
where 0 < temp0 < 1 and 0 < temp1 < 255. temp is converted
to an integer temp′ = ð1 + temp0Þ2temp1−127. temp′ is
encrypted as ctemp′. ctemp′ is transmitted to the cloud server.
The cloud server computes the ciphertext

c1/ ffiffiffimp =
3
2
ctemp′ −

1
2
cm · c3temp′ : ð9Þ

Then, c1/ ffiffiffimp is returned to the user. The user gets the
reciprocal of square root 1/

ffiffiffiffi
m

p
by using his secret key. For

example, we set m = ð1 + 0:25Þ124−127 = 0:156. Then, m is
converted to m′ = 62 · 223 + 0:125 · 223. The ciphertext cm′
of m′ is sent to the cloud server. The cloud server computes

ctemp =
3
2

127 − 0:045ð Þ223 − 0:5cm′ : ð10Þ

The user decrypts ctemp to obtain temp = 128 · 223 +
0:3075 · 223. temp is converted to temp′ = ð1 + 0:3075Þ
2128−127 = 2:615. The ciphertext ctemp′ of temp′ is sent to

exp ðcm, nÞ:
Input:cm, n.
Output:cem .
1. Compute cem = 1 + cm +⋯ + ðcnm/n!Þ.
2. Return cem to the user.

Algorithm 4: Homomorphic exponential protocol.

div ðcm0
, cm1

, cm2
Þ:

Input:cm0
, cm1

and cm2
.

Output: The ciphertext cdiv .
1. Compute cadd = cm0

+ cm1
.

2. Return cadd to the user.
3. Decrypt cadd to obtain add.
4. Calculate rev = 1/add.
5. rev is encrypted as crev .
6. crev is transmitted to the cloud server.
7. Calculate cdiv = cm2

· crev .
8. cdiv is returned to the user.

Algorithm 5: Homomorphic division protocol.

1/ ffiffiffiffiffi
cm

p
:

Input: The ciphertext cm.
Output:c1/ ffiffiffimp .
1. Transmit cm to the user.
2. Decrypt cm to obtain m = ð1 +m0Þ2m1−127.
3. Convert m to obtain m′ =m1 · 223 +m0 · 223.
4. Encrypt m′ as cm′.
5. Transmit cm′ to the cloud server.
6. Compute ctemp = 3/2ð127 − 0:045Þ223 − 0:5cm′.
7. Transmit ctemp to the user.
8. Decrypt ctemp to obtain temp = ðtemp1 + temp0Þ · 223.
9. Convert temp to temp′ = ð1 + temp0Þ2temp1−127.
10. Encrypt temp′ as ctemp′.
11. Transmit ctemp′ to the cloud server.

12. Compute c1/ ffiffiffimp = 3/2ctemp′ − 1/2cm · c3temp′.

13. Return c1/ ffiffiffimp to the user.

Algorithm 6: Homomorphic reciprocal of square root protocol.
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the cloud server. The cloud server computes the ciphertext

c1/
ffiffiffiffiffiffiffiffi
0:156

p =
3
2
ctemp′ −

1
2
cm · c3temp′ : ð11Þ

The user decrypts c1/ ffiffiffimp to obtain 1/
ffiffiffiffiffiffiffiffiffiffiffi
0:156

p
= 3/2 ·

2:615 − 1/2 · 0:156 · 2:6153 ≈ 2:528.

6. Privacy-Preserving Computation Algorithms

6.1. Privacy-Preserving A3C Reinforcement Learning
Algorithm. In this section, we begin to describe how to
implement a privacy-preserving A3C reinforcement learning
algorithm by using Cheon et al.’s approximate homomor-
phic encryption scheme [16]. As shown in Algorithm 7, we
describe the privacy-preserving A3C reinforcement learning

algorithm as follows. Algorithm 7 requires input parameters θ,
θv, θ′, θ′v, T, t, tmax, Tmax, tg, η, W, α, cS , and cA . Set T = 0,
t = 1. If T < Tmax and w ∈ ½1,W�, we implement the iteration,
which is shown as follows. dθ and dθv are set as 0. θ′ and θ′v
are synchronized as θ and θv, respectively. We set t0 = t and
obtain the encrypted system state cS t

∈ cS . Next, we repeat a
subalgorithm until t − t0 ≠ tmax. In this subalgorithm, the
encrypted action cA t

∈ cA is obtained based on argmaxðcπ0
,

cπ1
,⋯,cπtmax

Þ, where cπ j
= ef ðcA j

∣cS j
Þ·θ′

, j = 0, 1,⋯, tmax. We exe-

cute cA t
and get the encrypted reward

cRt
= Σk−1

i=0 γ
i · rt+i + γk · x cS t+k

� �
· θv: ð12Þ

We observe the next encrypted state cS t+1
∈ cS . In addition,

PA3Cðθ, θv , θ′, θ′v , T , t, tmax, Tmax, tg, η,W, α, cS , cA Þ:
Input: θ, θv , θ′, θ′v , T , t, tmax, Tmax, tg, η, W, α, cS , cA .
Output: θ, θv .
Set T = 0, t = 1.
While T < Tmax do
For w = 1 to W do

Set dθ = 0, dθv = 0. Synchronize θ′ = θ, θ′v = θv .
Set t0 = t, get cS t

.
Repeat
Get cA t

according to argmaxðcπ0
,⋯,cπtmax

Þ.
Execute cA t

, get cRt
.

Observe cS t+1
, t = t + 1.

Until t − t0 = tmax
If cS t

is terminal, cR = 0.
If cS t

is non-terminal, cR = xðcS t
Þ · θ′v .

For i = t − 1 to t0 do
If cS t

is terminal

cR = Σk−1
i=0 γ

i · rt+i + γk · xðcS t
Þ · θ′v .

Compute c∂f πðθ′Þ/∂θ′ , c∂f vðθ′vÞ/∂θ′v .
End if
If cS t

is non-terminal

cR = Σk−1
i=0 γ

i · rt+i + γk · xðcS t
Þ · θ′v + γ · xðcS t

Þ · θ′v .
Compute c∂f πðθ′Þ/∂θ′ , c∂f vðθ′vÞ/∂θ′v .

End if
Compute cdθ = cdθ + c∂f πðθ′Þ/∂θ′ .
Compute cdθv = cdθv + c∂f πðθ′vÞ/∂θ′v .

End for
c′dθ and c′dθv are returned to the cloud server.

Compute cg = αcg + ð1 − αÞðcdθÞ2, cgv = αcgv + ð1 − αÞðcdθv Þ
2.

c′g and c′gv are sent to the cloud server.

Set cg = c′g, cgv = c′gv .
Compute cθ = θ − ηðc′dθ/

ffiffiffiffiffiffiffiffiffiffiffi
cg + ε

p Þ, cθv = θv − ηðc′dθv /
ffiffiffiffiffiffiffiffiffiffiffiffi
cgv + ε

p Þ.
cθ and cθv are returned to the user.
Decrypt cθ and cθv to obtain θ and θv .

End for
End while

Algorithm 7: Privacy-preserving A3C reinforcement learning algorithm.
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we set t = t + 1. After the implementation of the above subal-
gorithm, we observe whether cS t

is terminal. Then, we repeat
a subalgorithm from i = t − 1 to i = t0. In this subalgorithm,
if cS t

is terminal, cR is set as

cR = Σk−1
i=0 γ

i · rt+i + γk · cx S tð Þ · θ′v: ð13Þ

The cloud server computes

c∂ fπ θ ′ð Þ
∂θ ′

= f cA t
∣ cS t

� �
− Σ

tmax
j=0 f cA t

∣ cS t

� �� �

� Σk−1
i=0 γ

i · rt+i + γk · x cS t

� �
· θ′v − x cS t

� �
· cθv

� �

+ 2β · cθ′ · f cA t
∣ cS t

� �

� f cA t
∣ cS t

� �
− Σtmax

j=0 f cA j
∣ cS j

� �� �
:

ð14Þ

The cloud server computes

c∂ f v θ′vð Þ
∂θ′v

= 2 Σk−1
i=0 γ

i · rt+i + γk · x cS t

� �
· cθ′v − x cS t

� �
cθ′v

� �

· γk · x cS t

� �
− x cS t

� �� �
:

ð15Þ

If cS t
is nonterminal, cR is set as

cRt
+ γcR = Σk−1

i=0 γ
i · rt+i + γk · x cS t

� �
· cθv′ + γ · x cS t

� �
· θv′:
ð16Þ

The cloud server computes

c∂ fπ θ ′ð Þ
∂θ ′

= f cA t
∣ cS t

� �
− Σtmax

j=0 f cA t
∣ cS j

� �� �

� Σk−1
i=0 γ

i · rt+i + γk · x cS t

� �
· θ′v + γ · x cS t

� ��

· θ′v − x cS t

� �
· θv
�
+ 2β · θ′ f cA t

∣ cS t

� �

· f cA t
∣ cS t

� �
− Σtmax

j=0 f cA t
∣ cS j

� �� �
,

ð17Þ

where c∂f πðθ′Þ/∂θ′ is the ciphertext of ∂f πðθ′Þ/∂θ′. The cloud
server computes

c∂ f v θ′vð Þ
∂θ′v

= 2 Σk−1
i=0 γ

i · rt+i + γk · x cS t

� �
· θ′v + γ · x cS t

� ��

· θ′v − x cS t

� �
θ′v
�
· γk · x cS t

� �
+ γ · x cS t

� �
− x cS t

� �� �
,

ð18Þ

where c∂f vðθ′vÞ/∂θ′v is the ciphertext of ∂f vðθ′vÞ/∂θ′v. Then, cdθ
is set as cdθ + c∂f πðθ′Þ/∂θ′. cdθv is set as cdθv + c∂f πðθ′vÞ/∂θ′v . The

cloud server computes cg = αcg + ð1 − αÞðcdθÞ2 and cgv = αcgv
+ ð1 − αÞðcdθvÞ

2. The cloud server sends cdθ and cdθv to the

user. The user decrypts cdθ and cdθv to obtain dθ and dθv. dθ

and dθv are encrypted as c′dθ and c′dθv . c′dθ and c′dθv are
returned to the cloud server. In order to reduce the depth of
homomorphic multiplication for the calculation of cg and cgv ,
the cloud server sends cg and cgv to the user. The user decrypts

cg and cgv to obtain g and gv. g and gv are encrypted as c′g and
c′gv . The user sends c′g and c′gv to the cloud server. The cloud

server sets cg = c′g and cgv = c′gv . Finally, based on the above
homomorphic reciprocal of square root protocol, θ and θv
can be updated by using equations cθ = θ − ηðc′dθ/

ffiffiffiffiffiffiffiffiffiffiffi
cg + ε

p Þ
and c′θv = θv − ηðcdθv /

ffiffiffiffiffiffiffiffiffiffiffiffi
cgv + ε

p Þ, respectively. After the execu-
tion of Algorithm 7, we can get the encrypted optimized param-
eters cθ and cθv , which are returned to the user. The user
decrypts cθ and cθv to obtain θ and θv, which can be used the
implementation of secure treatment decision-making
algorithm.

In order to better understand Algorithm 7, we give an
example, which is described as follows. In this example, as
shown in Table 2, we set the initial values of related
parameters. We suppose that ðcS0

,⋯,cS4
Þ are ciphertexts

of S = ðS0,⋯,S4Þ = ð0:1,0:1,0:15,0:3,0:35Þ, respectively. ðcA0
,

⋯,cA4
Þ are ciphertexts of A = ðA0,⋯,A4Þ = ð

0:1,0:1,0:15,0:3,0:35Þ, respectively. For the convenience of
computation, we let xðcS j

Þ = cS j
, f ðcA j

∣ cS j
Þ = cA j

cS j
, πðA j ∣

S jÞ = ef ðA j∣S jÞ, i = 0, 1, 2, 3, 4, j = 0, 1, 2, 3, 4. The cloud server

first computes cπ0
= ef ðcA0 ∣cS0 Þ · θ′ and cπ1

= ef ðcA1 ∣cS1 Þ · θ′,
where the ciphetext of cπ0

is e0:1×0:1×0:5 = e0:005 and the cypher-
text of cπ1

is e0:1×0:1×0:5 = e0:005. Based on the implementation of
the protocol argmaxðcπ0

, cπ1
Þ,A1 is executed. The cloud server

computes cRt
= rt + γxðcS t

Þθv, where

Rt = rt + γx S tð Þθv = 0:5 + 0:6 × 0:1 × 0:5 = 0:505: ð19Þ

Table 2: Symbols and initial values.

Symbol Initial value

θ, θv 0.5

θ′, θ′v 0.5

Tmax, tmax 1

t0 1

k 1

γ 0.6

r1, r2 0.5

β 0.1

W 1

g, gv 0

α 0.5

ε 0.01

η 0.1
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Set t = 2. Because S2 is nonterminal, the cloud server com-
putes cR = xðcS2

Þ · θ′v, where

R = x S2ð Þ · θv′= 0:15 × 0:5 = 0:075: ð20Þ

Then, the cloud server computes

cR = r2 + γ · x cS2

� �
· θv′ + γ · x cS2

� �
· θv′, ð21Þ

where

R = r2 + γ · x S2ð Þ · θ′v + γ · x S2ð Þ · θ′v = 0:5 + 0:6 × 0:15
× 0:5 + 0:6 × 0:15 × 0:5 = 0:59:

ð22Þ

The cloud server computes

c
∂f π θ′Þ/∂θ′ = f cA2 ∣ cS2ð Þ − Σ1

j=0 f cA j
∣ cS j

� �� �
r2 + γ · x cS2ð Þð

�

· θv′+ γ · x cS2

� �
· θv′− x cS2

� �
θvÞ + 2β · θ′ · f cA2

∣ cS2

� �

· f cA2
∣ cS2

� �
− Σ1

j=0 f cA j
∣ cS j

� �� �
,

ð23Þ

where

∂f π θ′
� �

∂θ′
= f A2 ∣ S2ð Þ − Σ1

j=0 f A j ∣ S j

� �� �
r2 + γ · x S2ð Þð

· θ′v + γ · x S2ð Þ · θ′v − x S2ð ÞθvÞ
+ 2β · θ′ · f A2 ∣ S2ð Þ · f A2 ∣ S2ð Þ − Σ1

j=0 f A j ∣ S j

� �� �

= 0:15 × 0:15 − 0:1 × 0:1 + 0:1 × 0:1ð Þð Þ
� 0:5 + 0:6 × 0:15 × 0:5 + 0:6 × 0:15 × 0:5 − 0:15 × 0:5ð Þ
+ 2 × 0:1 × 0:5 × 0:15 × 0:15 0:15 × 0:15ð
− 0:1 × 0:1 + 0:1 × 0:1ð ÞÞ = 0:0013:

ð24Þ

The cloud server computes

c∂f v θ′vð Þ/∂θ′v = 2 r2 + γ · x cS2

� �
· cθ′v + γ · x cS2

� ��

· θ′v − x cS2

� �
θ′vÞ · γ · x cS2

� ��

+ γ · x cS2

� �
− x cS2

� �Þ,
ð25Þ

where

∂f v θ′v
� �

∂θ′v
= 2 r2 + γ · x S2ð Þ · θ′v + γ · x S2ð Þ · θ′v − x S2ð Þθ′v
� �

· γ · x S2ð Þ + γ · x S2ð Þ − x S2ð Þð Þ
= 2 0:5 + 0:6 × 0:15 × 0:5 + 0:6 × 0:15 × 0:5 − 0:15ð

× 0:5Þ 0:6 × 0:15 + 0:6 × 0:15 − 0:15ð Þ = 0:0309:
ð26Þ

Set cdθ = 0, cdθv = 0. The cloud server computes cdθ = cdθ
+ c∂f πðθ′Þ/∂θ′, where

dθ = dθ +
∂f π θ′
� �

∂θ′
= 0:0013: ð27Þ

We compute cdθv = cdθv + c∂f πðθ′vÞ/∂θ′v , where

dθv = dθv +
∂f π θ′v
� �

∂θ′v
= 0:0309: ð28Þ

With the help of the user, the cloud server gets refreshed
ciphertexts cdθv and cdθv . The cloud server computes cg = αcg
+ ð1 − αÞðcdθÞ2, where

g = αg + 1 − αð Þ dθð Þ2 = 1 − 0:5ð Þ × 0:00132 = 0:000000845:
ð29Þ

The cloud server computes cgv = αcgv + ð1 − αÞðcdθvÞ
2,

where

gv = αgv + 1 − αð Þ dθvð Þ2 = 1 − 0:5ð Þ × 0:03092 = 0:000477405:
ð30Þ

After the cloud server obtains ciphertexts c′g and c′gv , we set
cg = c′g and cgv = c′gv . The cloud server computes cθ = θ − ηðc
′dθ/

ffiffiffiffiffiffiffiffiffiffiffi
cg + ε

p Þ, where

θ = θ − η
dθ
ffiffiffiffiffiffiffiffiffig + ε

p = 0:5 − 0:1
0:0013

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:000000845 + 0:01

p ≈ 0:4987:

ð31Þ

The cloud server computes cθv = θv − ηðc′dθv /
ffiffiffiffiffiffiffiffiffiffiffiffi
cgv + ε

p Þ,
where

θv = θv − η
dθvffiffiffiffiffiffiffiffiffiffiffiffi
gv + ε

p = 0:5 − 0:1
0:0309

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:000477405 + 0:01

p ≈ 0:4698:

ð32Þ

The user can obtain refreshed θ ≈ 0:4987 and θv ≈ 0:4698
by using his secret key.

6.2. Secure Treatment Decision-Making Algorithm. In this
subsection, based on the above privacy-preserving A3C rein-
forcement learning algorithm, secure treatment decision-
making algorithm TDMðθ, θv , cx, cS , cAÞ is implemented in
Algorithm 8, which is described as follows. In this algorithm,
input parameters include θ, θv, and the undiagnosed
patient’s encrypted current state cx , cS , and cA . Set the index
col = 0. The ciphertext ci,j is initiated, where i = 0,⋯, χ − 1
and j = 0,⋯, φ − 1. Firstly, cS ’s element cS j

is compared with

cx by using the above homomorphic comparison protocol

11Wireless Communications and Mobile Computing



compðcS j
, cxÞ. cb is the encrypted comparison result. After

the decryption of cb, if the comparison result b = t, it means
that S j = x, set col = j, where j = 0,⋯, φ − 1. Next, the cloud
server computes the value function’s encrypted value cv =
VðcScol

; θvÞ = xðcS j
Þ · θv, where the plaintext of cv is VðScol

; θvÞ. Set the ciphertext chor = c0. The cloud server computes
the policy function’s encrypted value

cπ,i = π cA i
∣ cScol

� �
=

ef cA i
∣cScolð Þθ

∑tmax
j=0 e

f cA j
∣cS j

� �
θ

, ð33Þ

where the plaintext of cπ,i is πðA i ∣ ScolÞ. The cloud
server computes homomorphic multiplication between cv
and cπ,i, namely, ci,col = cv · cπ,i, where ci,col is the

TDMðθ, θv , cx , cS , cA Þ:
Input: θ, θv , cx , cS , cA .
Output: cdr .
For i = 0 to χ − 1.

For j = 0 to φ − 1.
Initiate ci,j.
End for

End for
Initiate cb.
For j = 0 to φ − 1.

cb = compðcS j
, cxÞ.

End for
Decrypt cb to obtain b.
If b = t.
Set col = j.
cv =VðcScol

; θvÞ = xðcS j
Þθv .

Set chor = c0.
For i = 0 to χ − 1.

cπ,i = πðcA i
∣ cScol

Þ = ef ðcA i
∣cScol Þθ/∑tmax

j=0 e
f ðcA j

∣cS j
Þθ
.

ci,col = cv · cπ,i.
End for
Set index = 0.
chor,col = argmaxðc0,col,⋯,cχ−1,colÞ.
Set index = hor.
cdr = cA index

.

Algorithm 8: Secure treatment decision-making algorithm.

Table 3: The distribution of the encrypted probability.

Encrypted probability
Encrypted actions

cA0
cA1

cA2
cA3

Encrypted states

cS0
c0,0 c1,0 c2,0 c3,0

cS1
c0,1 c1,1 c2,1 c3,1

cS2
c0,2 c1,2 c2,2 c3,2

cS3
c0,3 c1,3 c2,3 c3,3
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Figure 2: The efficiency of our homomorphic comparison protocol.
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Figure 3: The efficiency of our homomorphic maximum protocol
(k = 5).
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Figure 4: The efficiency of our homomorphic maximum protocol
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ciphertext of VðScol ; θvÞπðA i ∣ ScolÞ, i = 0,⋯, χ − 1. Set
index = 0. Finally, the cloud server computes the cipher-
text chor,col by using the homomorphic maximum protocol
argmaxðc0,⋯,cχ−1Þ. Set index = hor. Hence, the treatment
decision is cdr = cA index

. Then, cdr will be transmitted to
the undiagnosed patient. In order to obtain the treatment
decision dr, cdr can be decrypted by using his own secret
key.

In order to better understand Algorithm 8, we give an
example, which is described as follows. In this example, we
set χ = 4, φ = 4, θ = 0:5, θv = 0:5, and tmax = 3. We suppose
that ðcS0

,⋯,cS3
Þ are ciphertexts of ð0:1,0:2,0:3,0:4Þ, respec-

tively. ðcA0
,⋯,cA3

Þ are ciphertexts of ð0:1,0:2,0:3,0:4Þ,
respectively. For the convenience of computation, we let xð
cS j

Þ = cS j
, f ðcA i

∣ cS j
Þ = cA i

cS j
, πðA i ∣ S jÞ = ef ðA i∣S jÞ, i = 0, 1,

2, 3, j = 0, 1, 2, 3. The calculation of ci,j =VðcS j
; θvÞπðcA i

∣

cS j
Þ is the key component for the execution of Algorithm 8,

where the corresponding plaintext of ci,j is VðS j ; θvÞπðA i

∣ S jÞ. In this example, the distribution of ci,j can be shown
in Table 3.

If the patient requires a diagnostic service, the encrypted
current state cx is input for the implementation of Algo-
rithm 8. Then, cSbe

is compared with cx by the execution of
the protocol cb = compðcSbe

, cxÞ, where be = 0. If the compar-
ison result b = t, set col = be. If the comparison result b ≠ t,
the next element cSbe+1

will be compared with cx until be +
1 > 3. We suppose that x = S1, namely, col = 1. Hence, cv =
xðcS1

Þθv = xðcS1
Þ0:5, where the plaintext of cv is 0:2 × 0:5 =

0:1. We compute ciphertexts cπ,0, cπ,1, cπ,2, and cπ,3, which
corresponding plaintexts are e0:01/temp, e0:02/temp, e0:03/
temp, and e0:04/temp, respectively, where temp = e0:01 + e0:02

+ e0:03 + e0:04. Then, we compute ciphertexts c0,1, c1,1, c2,1,
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Figure 5: The efficiency of our homomorphic maximum protocol
(k = 7).
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Figure 6: The efficiency of our homomorphic exponential protocol
(n = 2).
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Figure 7: The efficiency of our homomorphic exponential protocol
(n = 3).
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and c3,1, which corresponding plaintexts are 0:1e0:01/temp,
0:1e0:02/temp, 0:1e0:03/temp, and 0:1e0:04/temp, respectively.
Based on the execution of the protocol argmaxðc0,1, c1,1,
c2,1, c3,1Þ, we can obtain the output ciphertext is c3,1. The
encrypted treatment decision is cA3

, which corresponding
plaintext is A3.

7. Performance Results

In this section, based on Cheon et al.’s homomorphic
encryption scheme, we analyze the efficiency of our secure
computation protocols, secure A3C reinforcement learning
algorithm, and secure treatment decision-making algorithm.
We use the virtual machine to implement experiments with-
out the GPU hardware platform. In our experimental envi-
ronment, the operating system is macOS 10.14.6. Our

personal computer has two Intel (R) Core (TM) i5 CPU pro-
cessors, which runs at 2.3GHz with 8.00GB RAM. The
operation system of a virtual machine is ubuntu 16.04. The
virtual machine is allocated single Intel (R) Core (TM) i5
CPU processor with 1.0GB RAM. In order to implement
high-level numeric algorithms, we choose the NTL library.
We use the GCC platform to compile our C++ codes. We
adopt the UC Irvine Machine Learning Repository (http://
archive.ics.uci.edu/ml/index.php) for implementing the
experiments. For convenience, we set log q ranging from
400 to 700, the scaling factor log p = 30.

Figure 2 shows the efficiency of our homomorphic com-
parison protocol, where the number of comparison oc ranges
from 1 to 4. As shown in Figure 2, the running time of our
homomorphic comparison protocol increases significantly
with the increasing of oc. Figures 3–5 show the efficiency
of our homomorphic maximum protocol, where the number
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Figure 10: The efficiency of our homomorphic reciprocal of square
root protocol.
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Figure 11: The efficiency of our secure A3C reinforcement learning
algorithm.
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Figure 12: The efficiency of our secure treatment decision-making
algorithm.
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Figure 9: The efficiency of our homomorphic division protocol.
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of maximum om ranges from 1 to 4 and the number of
plaintexts k ranges from 5 to 7. It can be easily observed that
the running time of our homomorphic maximum protocol
increases significantly with the increasing of k and om.
Figures 6–8 show the efficiency of our homomorphic expo-
nential protocol, where the number of exponential operation
oe ranges from 1 to 4 and the integer n ranges from 2 to 4.
We can observe that the running time of our homomorphic
exponential protocol increases rapidly with the increasing of
oe and n.

Then, Figure 9 shows the efficiency of our homomorphic
division protocol, where the number of division od ranges
from 1 to 4. We can observe the changing trend of the run-
ning time of our homomorphic division protocol. This pro-
tocol has an obvious growth of running time with the
increasing of od and log q. Figure 10 shows the efficiency
of our homomorphic reciprocal of square root protocol,
where os ranges from 1 to 4; os denotes the number of oper-
ations of reciprocal of square root. With the increasing of os
and log q, more running time is needed for implementing
our homomorphic reciprocal of square root protocol. It
can be observed that its running time is longer than the
above homomorphic comparison, maximum, exponential,
and division protocols. Figure 11 shows the efficiency of
our secure A3C reinforcement learning algorithm, where ot
ranges from 1 to 4; ot denotes the number of operations of
A3C training algorithm. With the increasing of ot and log
q, our A3C reinforcement learning algorithm requires more
running time. This algorithm is responsible for training the
parameters θ and θv. Hence, this algorithm is complicated.
We can observe too much running time is needed for this
algorithm, which can demonstrate the above viewpoint.
Figure 12 shows the efficiency of our secure treatment
decision-making algorithm, where dm ranges from 1 to 4;
dm denotes the number of operations of treatment
decision-making algorithm. The running time of this algo-
rithm grows with the increasing of dm. This algorithm uses
the optimized θ and θv. Hence, this algorithm is less compli-
cated than the secure A3C algorithm. The running time of
this algorithm is shorter than the secure A3C algorithm,
which can verify the above viewpoint. In a conclusion, the
above efficiency analysis shows the feasibility of our secure
computation protocols and algorithms.

8. Conclusion

Reinforcement learning is helpful for implementing
dynamic treatment regimes on health data. However, private
health data may be illegally leaked, falsified, or deleted in the
execution of the reinforcement learning algorithm. Hence,
we study secure dynamic treatment regimes on health data.
In this paper, we have designed homomorphic comparison
protocol, homomorphic maximum protocol, homomorphic
exponential protocol, homomorphic division protocol, and
homomorphic reciprocal of square root protocol. Based on
these secure computation protocols, we have proposed a
privacy-preserving A3C reinforcement learning algorithm
for the first time. Then, it is used for implementing the
secure treatment decision-making algorithm. Finally, we

simulate the proposed secure computation protocols and
algorithms. Simulation results show that our secure compu-
tation protocols and algorithms are feasible.

In the future research, we will use homomorphic encryp-
tion to implement other machine learning algorithms, such
as distributed learning [37] and federated reinforcement
learning [38], which can successfully dominate multiple real
devices that have the same type and slightly different
dynamics. In addition, we plan to evaluate the performance
of the secure A3C algorithm in other real-world scenarios,
for example, vehicular ad hoc network.
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