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We report the synthesis and basic characterization details of bulk Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1) polycrystalline samples,
which have been synthesized using the conventional solid-state route.We studied the effects of partially doping of Pb and Ti ion on
structural, vibrational, and magnetic properties of multiferroic BiFeO3. X-ray diffraction (XRD) was used for crystallographic
studies, followed by Rietveld refinement, and phase formation of the compounds was confirmed, which indicates that the sample
has rhombohedral (R3c, 100%) symmetry for x� 0.05 and R3c (98%) + P4mm (2%) symmetry for x� 0.1. X-ray absorption
spectroscopy has been probed at Fe L2,3 and O K edges to determine the valence (charge) state of Fe in BiFeO3. Interestingly, the
magnetic measurement results revealed the existence of spin reorientation transition in Pb and Ti-modified BiFeO3, which
indicates that the BiFeO3 samples studied may find promising applications in memory and spintronic devices.

1. Introduction

A good understanding of the structure-property relation-
ships can be used to develop new functional materials and
devices. In recent years, multiferroics have great interest
because in these materials, the electrical polarization
emerges caused by the symmetry destruction of magnetic
structure at magnetic ordering temperature. Rhombohedral
distorted perovskite multiferroic BiFeO3 (BFO) prepared
under conventional synthesis conditions showed rich variety
of subtle interaction among spin, charge, orbital, and lattice
degrees of freedom. BFO shows G-type antiferromagnetic
spin configuration below to Neel temperature (TN)� 643K
and a ferroelectric order at around Curie temperature (TC)�

1103K [1, 2]. 'e ferroelectric perovskite PbTiO3 (PTO) is a
well-known tetragonal-distorted perovskite, with a space
group of P4mm, TC � 763K, and a large anisotropic thermal
expansion [3]. 'e tetragonal symmetry is obtained below

TC, where PTO belongs to the space group P4mm, while
above TC, the cubic (Pm3m) symmetry describes the system
[4]. 'ese perovskite materials have attracted great interest
due to their low-cost synthesis, interesting physical prop-
erties, and potential applications [5, 6]. In addition, due to
the observation that ultrafast spin rotation times have
possible industrial applications, the spin orientation tran-
sition (SRT) in antiferromagnetic insulators has attracted the
attention of researchers [7–10]. SRTs above and below room
temperature have been reported in BiFeO3 [2, 10]. However,
single crystal magnetic and neutron scattering studies have
not yet revealed this reorientation transition in BiFeO3 and
are therefore questioned [2, 10, 11].

Bhattacharjee et al. reported a clear indication of SRT
in (1 − x) BFO-(x) PTO solid solution using magnetiza-
tion and neutron scattering studies over a small com-
position range (0.27 < x < 0.31) [10]. 'e spin
reorientation present in (1 − x) BFO-(x) PTO is different

Hindawi
Advances in Materials Science and Engineering
Volume 2021, Article ID 5525158, 9 pages
https://doi.org/10.1155/2021/5525158

mailto:ashu.dhanda2@hotmail.com
mailto:poorva@nuaa.edu.cn
https://orcid.org/0000-0002-2277-6809
https://orcid.org/0000-0001-9628-6928
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5525158


from the SRT in RFeO3, but it appears to be Morin
transition in hematite. Gaikwad et al. also observed two
magnetic anomalies around 124 and 213 K from low
temperature infrared absorption spectra and magneti-
zation data, which are related to the spin reorientation of
Fe3+ ions and spin glass state [2]. 'e local structure of
the FeO6 octahedra has distortion and provides a mark
for robust spin-phonon coupling in the BFO along with
spin reorientation of Fe3+ [2]. Zhu et al. [12] reported the
presence of a morphotropic phase boundary (MPB) area
in a series of (1 − x) BFO−xPTO solid solutions. In these
solid solutions, the tetragonal phase, rhombohedral
phase, and an orthorhombic phase existed at the same
time with a large tetragonality in the tetragonal phase
segment. 'e tetragonal symmetry had huge anisotropy
[13, 14]. According to the first principle calculations, the
hybridization between the electronic states of cations and
anions is crucial to ferroelectricity [14, 15]. Sati et al. [16]
studied the effect of varying Pr and Ti codoping
concentration on the structural, magnetic, vibrational,
and impedance characteristics of BiFeO3 synthesized by
the conventional solid-state reaction method. Rietveld-
refined XRD patterns indicate that as the doping
concentration increases, a compositional driven crystal
structure transformation from rhombohedral to an or-
thorhombic phase existed. Dielectric measurements
showed the enhancement in dielectric properties with
reduced dielectric loss with increase in doping concen-
tration. Impedance analysis confirmed that with the in-
crease of Pr and Ti concentrations in BiFeO3, the decrease
in electrical conductivity was attributed to the
enhancement of barrier performance, resulting in the
suppression of the lattice conduction path due to lattice
distortion. Due to codoping, the magnetic properties of
the material are improved, attributed to the breakdown of
the balance between antiparallel sublattice magnetization
of Fe3+ ions and the collapse of the spatially modulated
spin structure caused by the structural transformation
[16].

Here, we report the synthesis and analysis of structural
and magnetic properties of polycrystalline
Bi1− xPbxFe1− xTixO3 (x� 0.05, 0.1) samples. Rietveld re-
finement method has been used to analyze the structural
parameters. We have been studied the effect of Pb and Ti
ions doping on structural, vibrational, and magnetic
properties in BiFeO3. Polycrystalline ceramics of
Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1) are abbreviated as
BPFTO-05 and BPFTO-10, respectively, for further
communication.

2. Experimental Details

'e polycrystalline Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1)
samples were prepared by the conventional solid-state route.
High-purity oxides such as Bi2O3 (99.99% purity), Fe2O3
(99.9% purity), PbO (99.99% purity), and TiO2 (99.99%
purity) were used as starting reagents. Starting reagents were
carefully weighed and mixed in stoichiometric ration in an
agate mortar for 6 hours using high-purity alcohol as a

medium and then calcined at 650°C for 6 hours.'e leaching
process was carried out with distilled water and HNO3 to
remove impurities from the samples. 'e precipitated
precursor particles at the bottom were collected, and the
excess salts at the top layer were discarded. Pour out the
particles repetitively with distilled water and HNO3 to
eliminate impurities. 'en, the washed particles were
dried at room temperature and further calcined at 700°C
for 5 hours [17, 18]. XRD measurements were carried out
with CuKα1 (1.5406 Å) radiation using a Bruker D8 Ad-
vance X-ray diffractometer and analyzed with the Rietveld
refinement method [17]. 'e Raman spectrum was carried
out by “Jobin-Yovn Horiba LABRAM (System HR800)
spectrometer with a 488 nm excitation source equipped
with a Peltier cooled CCD detector (1024 × 256 pixels of 26
microns)” [17]. DC magnetization measurements were
performed using the physical property measurement
system (Quantum Design, PPMS-9). Zero-field cooling
(ZFC) and field cooling (FC) processes were used to ac-
quire the temperature dependence of magnetization [19].
XAS was used at normal incidence using the linearly
polarized light and in the total electron yield mode at
photoelectron station of Beijing Synchrotron Radiation
Facility (BSRF), Beijing. 'e resolution of XAS is 0.3 eV
[20].

3. Results and Discussion

3.1. Structural Study. Figure 1 shows the X-ray diffraction
pattern for Bi1− xPbxFe1− xTixO3 (x� 0.05, 0.1) samples
which are abbreviated as BPFTO-05 and BPFTO-10, re-
spectively. X-ray diffraction data suggest that BPFTO-05
sample possesses rhombohedral structure with the R3c space
group. All the obtained diffraction peaks completely match
the standard crystal data corresponding to JCPDS file
86–1518 [17], while the sample BPFTO-10 shows the mixed
phase (R3c, 98%+P4mm, 2%) symmetry [21], it matches
with the reference data (JCPDS file number 72–1832)
completely, except for low-intensity impurity peaks near
2θ � 27.86° and 29.04° related to Bi2Fe4O9. 'e peak splitting
is decreasing in BPFTO-10 in comparison to BPFTO-05 [22]
results coexistence of two phases. 'e tetragonal phase had
large anisotropy [23]. 'orough important crystallographic
parameters acquired through the refinements are given in
Table 1.

3.2. Rietveld Refinement of XRD Data. 'e room tempera-
ture XRD patterns of BPFTO-05 and BPFTO-10 ceramics
were refined using FullProf software, as shown in
Figures 2(a) and 2(b). In the refining process, lattice pa-
rameters and profile parameters were refined, while atomic
positions and anisotropic displacement parameters were
fixed to the values given by earlier reports [24]. 'e cal-
culated XRD pattern of these two samples are in good
agreement with the experimentally observed XRD data with
mostly small R values as given in Table 1. 'e lattice co-
ordinates of the samples are given in Table 2. For BPFTO-05,
the refined lattice parameters such as a� 5.5785 Å and

2 Advances in Materials Science and Engineering



c� 13.8547 Å and crystalline angles, i.e., α� β� 90°, c � 120°,
match well with rhombohedral R3c symmetry described in
another reports [17, 25].

3.3. SEM Micrograph Analysis. Figure 3 shows the SEM
micrograph for BPFTO-05 and BPFTO-10 samples. SEM
micrographs clearly exhibits flakes such as morphology of
polycrystalline-prepared sample, and the dopant Pb and Ti
ions highly influenced the morphology of BFO. Micrograph
shows dense structure with nonuniformity in the size of
flakes. Also, the fracture type surface in the BPFTO-10

sample was noticeably more transgranular, demonstrating
expressively stronger internal stresses, perhaps due to the
higher tetragonal distortion for this composition [22, 26].
For both the samples, an inhomogeneous grain growth was
found that resulted in notable residual porosity. 'e average
crystallite size for BPFTO-05 is about 0.8–1 μm and for
BPFTO-10 is 0.5–0.8 μm. 'e average crystallite size can be
reduced by adding Pb and Ti ions BiFeO3 attributed to the
distinct ionic size of Pb2+ and Ti4+ ions than Bi3+ in BiFeO3.

3.4. XAS Spectra. XAS measurements were performed on
both BPFTO-05 and BPFTO-10 samples. Due to large 2p
core hole spin-orbit coupling energy, the measured Fe L2,3
edge XAS spectra are divided into L3 (2p3/2) and L2 (2p1/2)
regions for BPFTO-05 and BPFTO-10, as shown in
Figure 4(a) [27]. When Fe ions are located at the L3 and L2
edges, strong absorption peaks appeared at the photon
energies of 709.6 eV(t2g) − 710.2eV(eg) and
722eV(t2g) − 723.8eV(eg), respectively. 'e line shape of
Fe L23 edge determines the valence state information of Fe
ions [27]. We observed the prominent presence of XAS
signal in Fe L2,3 edge [20]. 'ese results indicate that the
samples have the electronic configuration such as α-Fe2O3
and LaFeO3, and Fe3+ is the leading oxidation states of Fe
ions. 'e electrostatic interaction is between O 2p and Fe 3d
t2g and eg orbitals, hybridization of O 2p with Bi 6s/6p

orbitals, hybridization of O 2p with Fe 4s/4p orbitals clearly
exists in the prepared systems. Figure 4(b) shows the nor-
malized OK edge XAS spectra for both of these prepared
samples, which are evidently showing vacant O 2p state in
the conduction band [28]. 'e first two bands denote the
hybridization of O 2p through unoccupied Fe 3d orbitals
which splits in t2g and eg initiated by the electrostatic in-
teraction concerning the O 2p and Fe 3d orbitals [28]. Al-
though, another band feature starting at about ∼540 eV
corresponds to the hybridization of O 2p with Fe 4s/4p
orbitals. Improvement in the hybridization of Bi 6s2 lone
pair with O 2p orbitals is liable for the enhanced ferroelectric
behavior as detected in prepared samples [20, 27, 28].

3.5. Magnetic Analysis. Temperature dependence zero-field
cooling, ZFC (plotted with blue circle), and the field cooling,
FC (plotted with red circle), magnetic curves for both
BPFTO-05 and BPFTO-10 samples are shown in
Figures 5(a) and 5(b). 'e samples were cooled down to the
temperature of 10K without an external applied magnetic
field in the ZFCmode.'en, wemeasured themagnetization
of the sample with increase in temperature with the applied
magnetic field of 0.1 T. Whereas, in the FC mode, the
magnetization was measured while cooling down the sample
to temperature of 10K (as shown in Figures 5(a) and 5(b)).
In the FC process, the magnetization reduces with tem-
perature increases. Meanwhile, in the ZFC process, the
magnetization takes a magnetic transition around temper-
ature of 160 and 232K. A noticeable anomaly is observed
around 233K in the BPFTO-05 sample in the FC mode,
which reveals its AFM behavior, and is matched well with
previously reported data [29, 30].

Table 1: Details of Rietveld-refined XRD parameters for
Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1) samples.

Parameters x� 0.05 x� 0.1
2θ range (deg.) 20°–80° 20°–80°
Step size (deg.) 0.02° 0.02°
Wavelength 1.5406 Å 1.5406 Å
Number of refined
parameters 25 21

Space group R3c
(100%)

R3c (99%) + P4mm
(1%)

a (Å) 5.5865 (3) 5.5854 (5)/4.5854 (5)
b (Å) 5.5865 (3) 5.5854 (5)/4.5854 (5)

c (Å) 13.8757
(3) 13.8595 (3)/5.9453 (4)

Volume (Å3) 374.88 (1) 374.451 (1)/125.021 (2)
RF 3.68 4.05/59.1
RBragg 4.48 5.12/91.9
Rwp 12.4 12.0
Rexp 6.94 9.37
Rp 14.3 20.0
χ2 2.89 1.638
GOF 1.7 1.3
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Figure 1: X-ray powder diffraction (XRD) pattern of
Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1) bulk ceramic at room
temperature.
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Another magnetic transition occurs below the temper-
ature of 160K in the ZFC mode. 'e obtained experimental
result shows that a change in spin ordering at low tem-
perature attributes to spin reorientation of Fe3+ ions in

BiFeO3 comparable with other rare earth orthoferrites.
'ough, for bulk BFO single crystal, the spin reorientation
has been described close to 50K [2, 25, 31, 32].'is deviation
in BFO can be attributed to the particle size effect or
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Figure 2: Rietveld refined XRD pattern for Bi1− xPbxFe1− xTixO3 (x� 0.05) and Bi1− xPbxFe1− xTixO3 (x� 0.1) bulk ceramic. 'e open red
circles represent the observed patterns; continuous black and blue color lines represent calculated and difference patterns, respectively. 'e
green tick marks correspond to the position of the allowed Bragg reflections. (a) BPFTO-05. (b) BPFTO-10.

Table 2: Refined structural parameters for Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1) bulk ceramics.

x y z
BiFeO3 (R3c) [25]
Bi 0.0 0.0 0.2755
Fe 0.0 0.0 0.0
O 0.6679 0.7647 0.5489

x� 0.05 R3c (100%)
Bi/Pb 0.0 0.0 0.2755
Fe/Ti 0.0 0.0 0.0
O 0.6684 0.7648 0.5492

x� 0.1 R3c (99%) + P4mm (1%)
Bi/Pb 0.0/0.0 0.0/0.0 0.2723/0.0
Fe/Ti 0.0000/0.5 0.0/0.5 0.0/0.5973
O-1 —/0.5 —/0.5 —/0.1784
O-2 −1.5575/0.5 −0.062/0.0 −0.1786/0.685

Figure 3: SEM micrograph of Bi1− xPbxFe1− xTixO3 (x� 0.05 and 0.1) pellet ceramics. (a) x� 0.05; (b) x� 0.1.
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presence of flakes in SEMmicrographs, which is the cause of
induced strain, distortion, and lattice disorder. Below 160K,
the magnetization is observed to decrease in the ZFC curve
until 50 K and then increase again until 10 K. However, in
the FC curve, no significant change in the magnetization
with the decrease in temperature was detected, but it
changed around temperature of 232K. 'e origin of ob-
served SRT is due to the orientation of Fe3+ spins, and the
orientation of Fe3+ spins is caused by the destruction of the
antiferromagnetic spiral order. For the BFO system, the
magnetic ordering is very complicated due to the Dzya-
loshinskii-Moriya (DM) interaction, which leads to a canted
AFM ordering of Fe3+ spins in the system [2].

According to Gaikwad et al., “the AFM ordering results
in rotation of spins, and the order parameter of this helical
ordering is 62 nm.'e particles having size less than 62 nm,
breaking of the helical ordering of the spins along AFM, are
observed. It suppresses the modulated spin structure and
improves magnetization” [2]. On increasing the Pb ion
substitution in BFO, there is not a prominent transition like
BPFTO-05, but there is little sign of presence of magnetic
transitions around temperature of 94, 174, and 224K in
BPFTO-10. Somehow, we revealed small shift in transition
temperature for BPFTO-10 as compared to the BPFTO-05
sample. As it is well known that BiFeO3 is an antiferro-
magnet and PbTiO3 is diamagnetic, thus as Pb and Ti ion
increases, it affects the magnetic properties obviously and
may vanish the magnetic transitions completely as PbTiO3
is completely ferroelectric material till it is having a te-
tragonal phase. According to the structural analysis,
BPFTO-10 exists simultaneously in two phases rhombo-
hedral and tetragonal near the MPB region. Consequently,
it is sensible to recommend that each of these phases
undergoes an antiferromagnetic ordering at a different
temperature, leading to an anomaly on the temperature
dependence of magnetic moment [12]. 'e TN for both
phases decreases with the increase in x across the MPB
region [12]. 'e magnetic curve in the ZFC mode decreases
first and then increases at spin reorientation region

temperature, a behavior distinctly different from the FC
magnetic data that continuously decrease with lowering in
temperature. 'is behavior is evocative of weak ferro-
magnetism (FM) associated with magnetic glassiness or
cluster glass (CG) behavior [33].

Figures 5(c) and 5(d) represent the magnetization versus
magnetic field at two different temperatures of 10 and 300K.
Magnetization loops recorded at 300K show a remnant
value of ∼0.004 μB, as shown in Figures 5(c) and 5(d). 'is
weak ferromagnetic moment or canted antiferromagnetic
ordering, seeming small when compared with that of other
BiFeO3-based compositions such as Bi0.7Ba0.3FeO3 [34], may
take place within a tetragonal phase allowing lattice trans-
verse softening. We can observe in Figures 5(c) and 5(d) that
magnetization loops recorded at 10K show a very less
remnant value of ∼0.001 μB, for both the samples. Magnetic
moments at 10K show true antiferromagnetic ordering in
both prepared samples. However, possibly the enhancement
in the resultant magnetic moment attributed to the broken
cycloid spin structure caused by the variation in crystallo-
graphic arrangement with Pb and Ti doping in BiFeO3
[35–38].

3.6. Raman Analysis. For the vibrational study, we probed
the Raman spectroscopy at room temperature for BPFTO-05
and BPFTO-10 samples with an excitation wavelength of
514 nm, as shown in Figure 6. Distorted rhombohedral-
structured BFO yields 18 optical phonon modes and which
can be summarized using following irreducible represen-
tation: Γopt � 4A1 + 5A2 + 9E [16]. According to the group
theory, 13 modes (ΓRaman, R3c � 4 A1 + 9E) are Raman active,
while 5 A2 modes be Raman inactive [17, 39, 40]. A1 modes
are related with Fe ions and E modes are allied with Bi ions.
'e mode positions dependency on parent BFO and doped
BFO is given in Table 3 [17, 39, 41]. In the present work, as
obtained, ten Raman active phonon modes of BPFTO-05
and BPFTO-10 samples including A1-1, A1-2, A1-3, E-3, E-4,
E-5, E-6, E-7, E-8, and E-9 modes at 134 (135), 165 (166), 214
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Figure 4: XAS spectra are divided into (a) L3 (2p3/2) and L2 (2p1/2) regions due to the large 2p core hole spin-orbit coupling energy for
BPFTO-05 and BPFTO-10. (b) 'e OK edge spectrum of BPFTO-05 and BPFTO-10 samples results from excitations to O 2p orbitals
interacting with Fe orbitals.
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(216), 269 (264), 308 (309), 368 (362), 475 (470), 514 (524),
542 (542), and 624 (625) cm−1 are in good agreement with
earlier reported data [41, 42]. 'e stereochemical activity of
the Bi ion lone pair electron which is principally responsible
for the change in both Bi–O covalent bonds originates
ferroelectricity in BFO. It is believed that the six charac-
teristic modes, i.e., E-1, A1-1, A1-2, A1-3, A1-4, and E-2 are
accountable for the ferroelectric nature of the BFO samples
[17]. As evident from the X-ray diffraction, the crystal
symmetry contains rhombohedral (R3c) and (rhombohedral
(R3c) + tetragonal phase (P4mm)) on subsequent doping of
Pb ion and Ti ion at A-site and B-site of BFO samples, and
there are changes in Raman modes as compared to BFO.

'ese alterations in crystallographic structure is ascribed
the A-site and B-site disorder created by Pb and Ti ion
substitution, “which leads to the shifting of Raman modes at
higher and lower frequencies” with sudden disappearance of
mode (E-8 in BPFTO-05 and A1-4, E-1, and E-2 in both of

the prepared samples) [17]. Additional E-1 and E-2 modes at
68 and 75 cm−1 appear in doped BFO samples, but is too
weak to detect in the prepared sample. 'ese phenomena
reveal the change of Bi–O covalent bonds with increasing
doping concentration as compared to BFO and induced
ferroelectricity. Moreover, a shift in the Raman character-
istic modes towards the higher wavenumber is noted with
increasing doping concentration in prepared BPFTO ce-
ramics as compared to pure BFO, which are due to Bi–O
bond vibrations [43, 44]. 'is can be attributed to the lower
atomic weight of Pb (207.2) compared to Bi+3 (208.98) and
Ti (47.86) compared to Fe+3 (55.84) [17]. Furthermore, for
BPFTO-05 and BPFTO-10 samples, the intensity of E-modes
increase, whereas A1 mode intensity decreases significantly.
'is might be due to some contractions in unit cell volume
of the structural phase as rhombohedral (R3c) and
(rhombohedral (R3c) + tetragonal (P4mm)) in BPFTO-10,
respectively, and account for the fact that doping affects the
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Figure 5: Temperature dependence of ZFC and FCC magnetization curve for (a) BPFTO-05, (b) BPFTO-10, (c) M-H loop for BPFTO-05,
and (d) BPFTO-10.
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symmetry in BFO [16]. 'e two-magnon features are almost
invisible in the Raman spectrum, but they are advantageous
in this study. We detected the broad peak approximately at
964 (955) cm−1 in BPFTO-05 and BPFTO-10, respectively,
in the frequency region of 800–1500 cm−1. 'e peak position
of the scattering frequency of two-magnon may be equal to
twice energy of zone boundary magnon estimated from the
exchange parameters of prepared ceramics [20]. We have
observed peaks at 1107 (1108) cm−1 and 1279 cm−1 for
BPFTO-05 and BPFTO-10 samples. 'e above explained
peaks were assigned as the two-phonon Raman scattering
process of the prepared samples [45].

4. Conclusions

In conclusion, Bi1− xPbxFe1− xTixO3 (x� 0.05, 0.1) poly-
crystalline bulk ceramics were synthesized by the

conventional solid-state route. X-ray diffraction along with
the Rietveld refinement show that BPFTO-05 and BPFTO-
10 samples have (R3c) and (R3c+P4mm) symmetry, re-
spectively, which are confirmed by Raman scattering data.
'rough the magnetic data, we have observed the spin re-
orientation transition above 100K. It is necessary to use
advanced techniques such as neutron scattering to study the
properties of observed phenomena in more detail.
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In this paper, we report the synthesis, phase formation, and basic characterization of polycrystalline Bi2Fe4O9, Bi1.98Ba0.02Fe4O9,
and Bi1.98Ce0.02Fe4O9 samples prepared by the sol-gel technique. +e crystal structure of the prepared samples has been
characterized by means of X-ray diffraction and Raman scattering spectroscopy. All the obtained XRD peaks can be indexed to the
orthorhombic Pbam structure and reveal the formation of Bi2Fe4O9.+e Raman spectrum identifies Ag, B2g, and B3g active optical
phonon modes. +e crystallite size and morphology of the nanoparticles have been analyzed using scanning electron microscope
(SEM). Dielectric constant (ε′) decreases as the frequency increases, and it is constant at the higher frequency region which can be
explained based on the ionic conduction phenomenon in the low frequency region. +e ε′ values of Bi2Fe4O9(650–850),
Bi2Fe4O9(800–850), Bi1.98Ba0.02Fe4O9, and Bi1.98Ce0.02Fe4O9 samples at 10Hz frequency are about 37, 75, 90, and 393, re-
spectively. +e observed properties signify that these materials are very useful in advanced technological and
practical applications.

1. Introduction

In the past few years, there has been great attention in
bismuth ferrite Bi2Fe4O9 because of its potential applications
in information and technology applications, digital memory,
catalytic as well as in gas sensing [1, 2]. Bi2Fe4O9 has an
orthorhombic (space group Pbam) structure and belongs to
family of mullite-type crystal structures [3, 4]. A unit cell of
Bi2Fe4O9 contains two formula units with evenly Fe ions
distributed between octahedral (FeO4) and tetrahedral
(FeO4) sites. In addition, Bi3+ ions are surrounded by eight
oxygen ions.+e perovskite BiFeO3 (BFO), which is both FE
(TCE � 1103K) and antiferromagnetic (AFM) (TN � 640K),
is one of the well-known multiferroics [5]. However, it is
difficult to obtain phase-pure BFO avoiding the formation of
second phases during the conventional synthesis process.
Various impurity phases have been reported to occur, such

as Bi2Fe4O9, Bi46Fe2O72, and Bi25FeO40 [6, 7]. Among the
impurity phases, Bi2Fe4O9 is a well-known material, which
has been extensively studied over the past several decades for
various functional applications such as a semiconductor gas
sensor and as a catalyst for ammonia oxidation [8, 9]. An
unexpected multiferroic effect, which is observed as a coex-
istence of antiferromagnetism and ferroelectric polarization,
was reported in Bi2Fe4O9, attributed to the frustrated spin
system coupled with phonons [10]. In the past, bulk Bi2Fe4O9
were synthesized by solid-state reaction, and the multiferroic
properties have been studied, displaying ferroelectric hys-
teresis loops at T� 250K and antiferromagnetic (AFM) or-
dering TN� 260K [11]. It is also claimed that Bi2Fe4O9 is one
of the promising multiferroic materials. However, the evi-
dence for ferroelectricity is not very strong. Few authors
reported hysteresis data [5, 12, 13] in which the P-E field
curves tend to give oval rather than ferroic-shaped hysteresis
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loops. Bi2Fe4O9 with a band gap of about 1.53 eV presents
catalytic activity under visible light irradiation [14, 15].

Sol-gel processing, which gives a polycrystalline mate-
rial, can control particle size of the crystallized phase and can
eliminate any pores. We can also design the shape/form of
precursor (bulk, thin-film, and so on) [16]. In addition,
metastable phases, which are hardly synthesized via solid-
state route, often crystallize in ceramics prepared by sol-gel
route or hydrothermal method [17, 18]. +erefore, the
processing has been studied intensively in order to produce
the sophisticated functional materials. In recent times,
Mohapatra et al. studied Ho3+ doped Bi2Fe4O9samples and
reported that Bi/Fe-site substitution in Bi2Fe4O9 strongly
affects its magnetic properties with the observation of an
increase in the Neel temperature accompanied by the en-
hanced magnetodielectric coupling as compared with pure
Bi2Fe4O9 [19]. Verseils et al. investigated the magnetic and
crystallographic transitions as well as spin-lattice coupling in
the Cairo pentagonal magnet Bi2Fe4O9 through infrared
synchrotron-based spectroscopy as a function of tempera-
ture (20–300K) and pressure (0–15.5GPa) [20]. Liang et al.
studied the structural, magnetic, and electrical properties of
Ba-modified Bi2Fe4O9 samples which were prepared by sol-
gel method. +ey observed the significant enhancement in
remnant magnetization, saturation magnetization, dielectric
constant as well as conductivity due to substitution of Ba
content in Bi2Fe4O9 [21]. In an another recent work,
Bi2Fe4O9 and Gd-doped Bi2Fe4O9 samples were synthesized
by solid-state mechanochemical ball milling technique, and
it revealed the remarkable changes inmagnetic and dielectric
properties for Gd-doped Bi2Fe4O9 samples due to electron-
hole hopping mechanism and spin-orbital coupling through
D-M interaction. In addition, they also found that the Gd-
doped Bi2Fe4O9 samples had much higher photocatalytic
degradation of MB dye than the undoped Bi2Fe4O9 [22].
From the point of theory, Ameer et al. used the first-
principle calculations to study the effect of 3d transition
metal (TM) ions (Sc, Ti, V, Cr, Mn, Co, Ni, Cu, and Zn) on
the structural, electronic, and magnetic properties of fer-
romagnetic Bi2Fe4O9 and provided a comprehensive un-
derstanding of the possible effects of 3d TM dopants on
Bi2Fe4O9 [23].

Studies of electric and dielectric properties are important
from both fundamental and application point of view. Di-
electric and magnetic behavior of ferrites is greatly influ-
enced by an order of magnitude of conductivity and is
mostly dependent on the preparation method and sintering
conditions [5, 24]. Sol-gel technique to prepare samples has
been recognized as one of the most important synthetic
methods, with the advantages of low cost, simple process,
and controllable morphology. +erefore, the method of
obtaining fine Bi2Fe4O9 powder by the sol-gel method has
become the goal of many researchers in this field. +erefore,
in this paper, we have synthesized the pristine Bi2Fe4O9 and
Ba2+and Ce3+ doped Bi2Fe4O9by sol-gel technique to study
their structural and physical properties. In order to obtain a
suitable ceramic phase, we examined the phase formation

and physical properties and the glassy precursor was sub-
jected to different heat-treatments at different temperatures
and for different durations. Despite the evident importance
of Bi2Fe4O9 as a functional material, very few reports have
appeared. Here, we report the phase formation, physical
properties, and vibrational properties of polycrystalline
Bi2Fe4O9 ceramic synthesized.

2. Experimental Details

2.1. Synthesis. Bi2Fe4O9, Bi1.98Ba0.02Fe4O9, and Bi1.98
Ce0.02Fe4O9 ceramics have been successfully synthesized by
sol-gel route. All the chemicals are analytical grade and used
without further purification. High purity nitrates such as
Bi(NO3)3.5H2O and Fe(NO3)3.9H2O were carefully weighed
and stoichiometrically mixed. It utilizes multifunctional
organic acids capable of chelating metal ions into stable
complexes. Suitable metal salts are introduced into the
ethylene glycol, citric acid, which is added in large excess to
form metal citrates.

Bi2Fe4O9: +e precursors of Bi(NO3)3.5H2O and
Fe(NO3)3.9H2O are taken in a ratio (molar ratio) of 1:1.
For 10 gm of sample, we weighed 12.3553 g
Bi(NO3)3.5H2O and 20.5805 g Fe(NO3)3.9H2O pre-
cursors. Appropriate amount of deionized water is
added to dissolve, and then the solution is stirred on a
magnetic stirrer. While stirring, citric acids (C6H8O7)
are introduced in 1.5 :1M ratio with respect to the
metal nitrates as a complexing agent and maintained
the pH value (6-7) of mixed solution by adding am-
monia [11]. Temperature was supplied to allow the gel
to form up to a temperature of 100°C, and the xero-gel
was completely burned into ash. It was then calcined at
650°C for 2 hours. For the same powder, we carried out
the second calcination at 850°C for 2 hours and ob-
served its changes. In another heating treatment, the
calcination was done at 800°C and then calcined at
850°C again after grinding. +e powder obtained was
then ground in agate mortar and pestle. Finally, powder
products were reground and pressed into the pellets
and then sintered in a muffle furnace at temperature
850°C for 8 hours.
Ba and Ce-doped Bi2Fe4O9: Nitrate precursors of Bi, Fe,
Ba, and Ce (i.e., Bi(NO3)3.5H2O and Fe(NO3)3.9H2O,
Ba(NO3)2, and Ce(NO3)3.6H2O) are taken in 1 :1 molar
ratio. Appropriate deionized water was added to dissolve,
and solution was then stirred on magnetic stirrer. During
stirring, we have added the citric acid (C6H8O7) in 1.5 :
1M ratiowith respect to themetal nitrates as complexant,
and the solution was adjusted to a pH value ∼6-7 by
addition of ammonia. Temperature was supplied to form
gel up to 100°C and after that xero-gel was completely
burned to form ash. First calcination was done at 650°C,
and second calcination was done at 850°C with inter-
mediate grinding. Finally, the pellets were sintered in a
muffle furnace at the temperature of 850°C for 8 hours.
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2.2. Experimental Techniques. In order to study the crystal
structure and phase formation, we obtained the X-ray dif-
fraction (XRD) pattern for the powder samples using a
Bruker D8 Advance X-ray diffractometer with a step size of
0.02° and CuKα (1.5406 Å) radiation. +e surface mor-
phology of the prepared samples (pellet form) was inves-
tigated using a JEOL, JSM-5600 scanning electron
microscope. Further, the particle sizes were estimated from
SEM micrographs using ImageJ software. Raman mea-
surements on as synthesized sample were carried out on
Jobin-Yovn Horiba LABRAM (System HR800) spectrom-
eter with a 632.8 nm excitation source equipped with a
Peltier cooled CCD detector. Dielectric measurements were
made as a function of frequency in the range of
1Hz–10MHz on the Novocontrol alpha-ANB impedance
analyzer at room temperature. +e dielectric measurements
were performed on the circular pellet (10mm diameter and
1mm thickness) samples with silver paint coated on two
sides as the electrodes. +e real (ε′) and imaginary (ε″) parts
of the complex dielectric constant were calculated from raw
data and the pertinent sample dimensions as follows:

c0 � ε0
A

d
,

ε′ �
C d

ε0A
,

ε″ � ε tan ′δ,

(1)

where C is the capacitance, d is the thickness of the pellet, A
is the area of sintered pellet, and ε0 is the permittivity of
vacuum.

3. Results and Discussion

3.1. Crystal Structure Analysis. Figure 1 shows the X-ray
powder diffraction (XRD) pattern of pristine Bi2Fe4O9, Ba,
and Ce-doped Bi2Fe4O9 samples carried out at room tem-
perature. As we mentioned before, the Bi2Fe4O9 samples
were calcined at different temperatures and are further
designated as Bi2Fe4O9(650–850) for Bi2Fe4O9 calined at
650°C and 850°C and Bi2Fe4O9(800–850) for Bi2Fe4O9
sample calcined at 800°C and 850°C. Finally, these both
samples have been sintered at 850°C for 8 hours. For the
samples Bi2Fe4O9(650–850) and Bi2Fe4O9(800–850), the
diffraction peaks are well indexed with the orthorhombic
structure of Bi2Fe4O9 (space group: Pbam) and match well
with JCPDS card No. 74–1098 [25]. +ese results confirm
that phase-pure Bi2Fe4O9 can be synthesized by sol-gel
route. +e XRD peak close to 11° is of bismuth due to the
presence of Bi(NO3)3.5H2O [26]. From (a) and (b) in Fig-
ure 1, we can observe the broading of the peaks in
Bi2Fe4O9(650–850) sample due to low calcination temper-
ature, whereas due to high calcination temperature, proper
crystalline phase has been observed in Bi2Fe4O9(800–850)
sample. Due to calcination temperature variation, double
peaks transform into a single peak from sample
Bi2Fe4O9(650–850) to Bi2Fe4O9(800–850). Furthermore, the
refined lattice parameters of sample Bi2Fe4O9(650–850) are

a� 7.94 Å, b� 8.40 Å, and c� 5.92 Å and a� 7.95 Å,
b� 8.45 Å, and c� 5.94 Å for Bi2Fe4O9(800–850), revealing
the slight expansion in both the ab plane and the c axis with
doping contents increasing. In addition, with the increase in
calcination temperature, there is a limited intensity in-
creasing and narrowing of the diffraction peaks, indicative of
better crystallization and the increase in crystalline sizes.
Using the Debye Scherrer formula, the average crystalline
size can be estimated to be about 52 nm, 80 nm for
Bi2Fe4O9(650–850) and Bi2Fe4O9(800–850).

XRD for alkaline earth metal Ba+2 ion and rare earth
Ce+3 ion-doped Bi2Fe4O9 ceramics are shown in (c) and (d)
of Figure 1. For the doped samples, the diffraction peaks are
well indexed with the orthorhombic structure of Bi2Fe4O9
(space group: Pbam) and matche well with (JCPDS:
25–0090). As witnessed from (c) and (d) in Figure 1 in the
doped Bi2Fe4O9samples, there is a shift in lower theta value
due to ionic radius mismatch of dopent (ionic radius of
Ba� 1.35 and Ce� 1.01) with Bi+3 (0.96) ion. +e ionic
radius of Ba and Ce ions is greater than that of Bi ion; that is
why we are getting a shifting at lower theta value as com-
pared with parent Bi2Fe4O9 ceramic. +e lattice parameters
were obtained using indexing such as a� 7.101 Å, b� 8.50 Å,
and c� 5.94 Å for Bi1.98Ba0.02Fe4O9 and a� 7.99 Å,
b� 8.48 Å, and c� 5.93 Å for Bi1.98Ce0.02Fe4O9 sample. +e
crystalline size for Ce+3 and Ba+2 ions-doped ceramics is
found to be 62 and 65 nm, respectively.

3.2. Microstructure Analysis. As the dielectric, optical, and
magnetic properties are highly dependent on composition and
microstructure acquired by the samples, we used the scanning
electronmicroscope (SEM) to study the surfacemorphological
and microstructural characteristics of pristine and doped
Bi2Fe4O9 compounds. Figures 2–2 show typical SEM images
of Bi2Fe4O9(650–850), Bi2Fe4O9(800–850), Bi1.98Ba0.02
Fe4O9, and Bi1.98Ce0.02Fe4O9 samples, respectively. Compared
with the pristine Bi2Fe4O9 sample, the grains of the doped
Bi2Fe4O9 sample are randomly oriented and have the smaller
grain size. We determined average grain size using ImageJ
Software and found to be nearly 0.8–1.2 micrometer. As we
can see in the SEM images, the micrograph revealed that
Bi2Fe4O9 materials mostly consist of nonuniform grains and
each grain is interconnected edge by edge. Distribution of
grains is homogeneous and agglomerations of the particles.
Samples seem to be porous in nature, which is expected to
highly influence the dielectric properties.+erefore, we can say
that the particle size increases with increase in the calcination
temperature as we can see in SEM image of
Bi2Fe4O9(800–850) sample. +e typical SEM images reveal
that microstructures comprise of nonuniform grains with
varying particles size indicating polycrystalline nature of as-
prepared samples [27].

3.3. Raman Scattring Analysis. +e Raman spectrum of
Bi2Fe4O9 at room temperature is depicted in Figure 3. +e
Raman active modes of the structure can be summarized using
the irreducible representation 12Ag+12B1gv9B2g+9 B3g,
which is employed to describe Ramanmodes of orthorhombic
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(a) (b)

(c) (d)

Figure 2: Scanning electron microscope (SEM) images of the as-prepared Bi2Fe4O9-based samples: (a) Bi2Fe4O9(650–850), (b)
Bi2Fe4O9(800–850), (c) Bi1.98Ba0.02Fe4O9, and (d) Bi1.98Ce0.02Fe4O9 samples.
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Figure 1: Room temperature XRD pattern for (a) Bi2Fe4O9(650–850), (b) Bi2Fe4O9(800–850), (c) Bi1.98Ba0.02Fe4O9, and (d)
Bi1.98Ce0.02Fe4O9 samples.
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(Pbam space group) [25]. In the measured Raman spectra of
Bi2Fe4O9(650–850), the Ag modes existed at 83, 95, 115, 122,
139, 222, 289, and 607 cm−1. +e agreement between exper-
imental and predicted values is relatively good for the all
frequency modes, dominated by Bi vibrations. +e Raman
peak centered at 472 cm−1 might be attributed to magnetic
ordering effect on phonon line width consistent with earlier
observation of bands at ∼260 and 472 cm−1 due to magnon
scattering. Similarly, for Bi2Fe4O9(800–850), the obtained
Raman Ag modes are at 91, 206, 282, 326, 365, 430, 554, and
640 cm−1. We can analyze that there are number of modes
decreasing due to increase in calcination temperature. +e Ag
modes for Bi1.98Ba0.02Fe4O9 are as follows (53, 93, 119, 183,
209, 313, 446, and 558 cm−1). Similarly, for Bi1.98Ce0.02Fe4O9,
the Ag modes are at 53, 68, 118, 183, 206, 308, 442, and
560 cm−1. It would be more practical to study the magnetic
excitations in Bi2Fe4O9 under the assumption that they involve
two-magnon processes, like in the well-known cases of ferrites
[28] or cuprates [11, 29]. At higher frequency (>250 cm−1), it is
unlikely that themagnetic-order-induced bands correspond to
one-magnon excitations but rare-earth orthoferrites (RFeO3;
R�Dy,Ho, Er, Sm, and so on) have frequencies below 25 cm−1

for comparison of the zone-center magnons [30].

3.4. Dielectric Response. Figure 4 illustrates the frequency
dependence of dielectric constant (ε′) for Bi2Fe4O9 ceramics
in the frequency range of 1Hz to 10MHz with room
temperature. As observed from Figure 4, the dielectric

constant (ε′) decreases with increase in frequency and al-
most constant at high frequency due to dielectric relaxations
in all prepared samples.+e observed high value of dielectric
constant and dielectric loss at low frequencies indicates the
presence of significant dc conductivity, which may be due to
space charge polarization that originated from oxygen va-
cancies, bismuth vacancies, and so on [31]. In general, the
dipolar, electronic, ionic, and interfacial polarizations have
effect on the dielectric constant of any material. At low
frequencies, dipolar polarization and interfacial polarization
are effective for the dielectric constant. However, at higher
frequencies, the electronic polarization is effective and the
dipolar contribution becomes insignificant. +e decrease in
dielectric constant with increased frequency could be
explained based on the phenomenon of dipole relaxation.
When the sample is placed under the field, charge carriers
move freely within the crystal grains but contain at the
boundary and temporarily stop until they pass the boundary.
+is will result in the formation of potential barrier across
the sample and gets polarized. +erefore, it was found that
the dielectric constant decreases with increasing frequency
[32]. At higher frequencies, the decrease in the dielectric
constant is obvious due to lagging behind of applied field.
Beyond the certain frequencies, dipoles do not respond to
the applied field and thus remain nearly constant.

+e value of dielectric constant (ε′) for all Bi2Fe4O9-based
sintered samples at frequency of 10Hz has been found to be 37,
75, 90, and 393 for Bi2Fe4O9(650–850), Bi2Fe4O9(800–850),
Bi1.98Ba0.02Fe4O9, and Bi1.98Ce0.02Fe4O9, respectively, whereas
the value of dielectric constant (ε′) at higher frequency of
1MHz has been found to be 11.68, 12.90, 5.06, and 5.36 for
Bi2Fe4O9(650–850), Bi2Fe4O9(800–850), Bi1.98Ba0.02Fe4O9, and
Bi1.98Ce0.02Fe4O9 samples, respectively. As shown in Figure 4,
dielectric constant ε′ relatively increases with increasing sin-
tering temperature confirming that it exhibits space charge
polarization, and it can be explained with the help of the
Maxwell–Wagner effect. +ese results appear to be consistent
with previous empirical analysis using the Maxwell–Wagner
model with thermal activation across multiple band gaps in
isolated impurities [33, 34]. Apart from this, it is observed that
the dielectric constant shows enhancement after Ba and Ce
substitution in Bi2Fe4O9 at lower frequencies as compared with
pristine Bi2Fe4O9. +is increase may be ascribed to large
number of defects due to Ba and Ce doping in Bi2Fe4O9 lattice.
However, at higher frequencies, the dielectric constant shows
reduction in the value and is obvious due to lagging behind the
applied field. It can be noticed that Ba and Ce additions to
Bi2Fe4O9 lattice help to improve the dielectric constant. Fig-
ure 5 represents the dielectric loss (tanδ) as a function of
frequency of Bi2Fe4O9-based ceramics at room temperature.
Furthermore, Ba and Ce-doped Bi2Fe4O9 exhibited higher
value of dielectric constant and dielectric loss as comparedwith
pristine Bi2Fe4O9 due to large off-center displacement of Fe3+
ions in octahedral and reduced particle size [35]. As the
hopping process of conducting electrons and holes increases,
the band gap decreases and the conductivity increases [36].We
have observed that the value of dielectric loss is low for
Bi2Fe4O9(650–850) among the entire prepared sample, and
dielectric relaxation is possible in all prepared samples.
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samples.
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4. Conclusions

In conclusion, the polycrystalline samples of
Bi2Fe4O9(650–850), Bi2Fe4O9(800–850), Bi1.98Ba0.02Fe4O9, and
Bi1.98Ce0.02Fe4O9 samples were successfully prepared by sol-gel
route. By the indexing of X-ray diffraction data, the formation
of Bi2Fe4O9 phase having orthorhombic structure with Pbam
space group is confirmed. +ere is no evidence for structural
change in the prepared samples. Raman spectra reveal that the
presence ofmagnon peak is only in Bi2Fe4O9(650–850) sample.
+e value of ε′ for all Bi2Fe4O9-based Bi2Fe4O9(650–850),
Bi2Fe4O9(800–850), Bi1.98Ba0.02Fe4O9, and Bi1.98Ce0.02Fe4O9

samples is about 37, 75, 90, and 393, respectively, at frequency
of 10Hz. At higher frequency of 1MHz, the values of ε′ are
11.68, 12.90, 5.06, and 5.36 for Bi2Fe4O9(650–850),
Bi2Fe4O9(800–850), Bi1.98Ba0.02Fe4O9, and Bi1.98Ce0.02Fe4O9
samples, respectively. Dielectric constant (ε′) decreases with
increasing frequency and becomes almost constant at high
frequency region. +e value of dielectric loss is low for
Bi2Fe4O9(650–850) among the entire prepared sample, and
dielectric relaxation is possible in all as-prepared samples. +e
decrease in dielectric constant with increased frequency could
be explained on the basis of the ionic conduction phenomenon
in the low frequency region. +ese properties make this ma-
terial very useful in technological and practical applications.
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)e hydraulic bulging technology of tubes can provide hollow parts with special-shaped cross sections. Its manufacturing process
can effectively improve material utilization and product accuracy and reduce the number and cost of molds. However, the
hydraulic bulging process of parts is very complicated. )e size of the tube blank, the design of the loading route, and the forming
process parameters will have an effect on the molding quality. Closed tubular torsion automobile beam is considered as the
research object to study hydraulic bulging die design and optimize forming process parameters. CATIA software is used to design
torsion beam product structure and hydraulic bulging die. AMESim software is employed to design hydraulic synchronous
control system for cylinders on both sides of the hydraulic bulging die. Mathematical control model is established and verified in
Simulink software. DYNAFORM software is applied to conduct numerical simulation of hydraulic expansion. )e supporting
pressure, molding pressure, friction coefficient, and feeding quantity are taken as orthogonal experiment level factors. Maximum
thinning andmaximum thickening rates are taken as hydraulic pressure expansion evaluation indexes to complete the orthogonal
experiments. Main molding process parameters are analyzed via orthogonal experiment results and optimized by employing the
Taguchi method. Optimal hydraulic bulging parameters are obtained as follows: supporting pressure of 20MPa, molding pressure
of 150MPa, feeding quantity of 25mm, and friction coefficient of 0.075. Simulation analysis results indicate that the maximum
thinning rate is equal to 9.013%, while the maximum thickening rate is equal to 16.523%. Finally, the design of hydraulic bulging
die for torsion beam was completed, and its forming process parameters were optimized.

1. Introduction

Molding plays an important role in modern machinery
manufacturing industry [1]. Traditional mold design and
manufacturing often rely on daily practical production
experience to achieve the best effect in repeated debugging.
With the development of lightweight automobiles, weight
reduction of vehicle body is continuously pursued while
maintaining vehicle performance. )us, energy saving and
emission reduction are achieved. )is also means that tra-
ditional auto parts are transformed, while solid components
with large quality and complex assembly are gradually
transformed into hollow components with lightweight and
integrated assembly. As a consequence, corresponding parts
of product development and mold manufacturing methods
are also altered. As one of new lightweight manufacturing

processes, tube hydraulic bulging technology can open tube
internal high-pressure liquid integral bulging to produce
hollow parts with complex cross sections. )is simplifies the
production process and improves the product quality.
Furthermore, it is a widely applied prospect in achieving
lightweight construction of an automobile.

Torsion beam suspension is a type of rear suspension
which is mainly used to balance the vibration of two wheels
during driving. Traditional open torsion beam is made of
sheet metal stamping. Its parts are high quality products
while the production process itself is cumbersome. However,
closed torsion beamwith hydraulic expansion can be formed
on the premise of ensuring the performance of parts, which
reduces the number of molds and manufacturing costs.

Yin et al. [2] used finite element method to study wall
thickness variation law of typical sections during tubular
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torsion forming. )e results show that transition area wall
thickness significantly changes during torsion beam hy-
draulic bulging. In addition, wall thickness variation in the
middle area is not significant. Lu et al. [3] performed forward
design of variable cross section hydraulic expansion type
torsion beam. )e authors obtained tubular torsion beam
with special-shaped cross section which meets the re-
quirements of design objectives.

Naeini et al. [4] studied and optimized pressure and
force loading paths in the process of tube hydroforming via
simulated annealing optimization method. Rao [5]
employed Taguchi algorithm to optimize process parame-
ters. Furthermore, the author determined optimal combi-
nation of process parameters according to the influence of
tube expansion height and thinning distribution. Dhina-
karan et al. [6] used CATIA to model the automotive
steering knuckle and carried out stiffness analysis in
OptiStruct; based on the analysis results, proposed design
modifications and topology optimization were performed on
the steering knuckle for lowering of the weight.

In the present study, torsion beam index parameters are
designed and studied. In addition, all parameters regarding
size and cross section of torsion beam studied in this paper are
designed, and effects of feed quantity and friction coefficient
on process parameters were further studied. Moreover, to
analyze the influence degree of various factors, four-level
experimental table was established by using the orthogonal
experiment. In this paper, computer software CATIA is
employed to design tubular torsion beam. Corresponding
materials and initial tube blanks are selected for the processed
products. Forming process of parts is determined, and cal-
culation of relevant process parameters in hydraulic bulging is
achieved. Hydraulic synchronous control system for auto-
matic deviation correction is designed for synchronous cyl-
inders on both mold sides. Synchronous displacement curves
of two cylinder piston rods under two different operating
conditions are obtained in AMESim. In addition, automatic
hydraulic control system deviation correction function is
successfully verified. Mathematical model of synchronous
control system is established, and transfer function of a
closed-loop control system is derived. Step response curve of
the system is obtained via Simulink. Taking maximum
thinning and maximum thickening rates of part’s wall
thickness as forming evaluation indexes, hydraulic bulging
process simulation analysis of torsion beam is completed in
DYNAFORM. Taguchi algorithm is employed to optimize
process parameters of hydraulic bulging torsion beam. Fi-
nally, the accuracy of optimization results is verified via
DYNAFORM.

2. Automobile Tubular Torsion Beam
Structure Design

CATIA is used to carry out three-dimensional modeling
design for the closed tubular torsion beam. Basic dimensions
are as follows: the length is 1260mm, the maximum height
difference between two part ends is 85.2mm, the surface area
is 0.356m2, and the basic wall thickness is 3mm.)is part is
symmetrical from left to right, as shown in Figure 1.

)e left half of the torsion beam is selected for analysis.
Left side of section B-B is the port area, whose shape remains
unchanged. Cross section B-B to cross section E-E is defined
as the transition zone with complex and variable cross
sections. Sections E-E and F-F are V-shaped with unaltered
cross section areas, as shown in Figure 2.

Perimeter of each torsion beam characteristic section is
shown in Table 1. Minimum transversal fillet radius of 5mm
on the outer surface of the torsion beam appears in the F-F
section. Outer edge transversal perimeter value is equal to a
minimum of 330.48mm at section D-D and a maximum of
365.13mm at section B-B.

According to Figure 2, minimum torsion beam section
circumference is 330.48mm. Selected pipe diameter must be
lower than the minimum section circumference of the
torsion beam. )erefore, according to the requirements of
forming and convenient pipe fitting procurement, the initial
diameter of the transverse pipe is proposed as ∅104 mm
with the corresponding wall thickness of 3mm.

Length of pipe fittings is related to automobile torsion
beam part size and ductility of pipe fittings.)e length of the
torsion beam is 1260mm. To ensure material filling at both
ends and fully formed party without causing excessive
material waste, preliminary length of beam pipe fittings is
1290mm. )erefore, the tube blank size is defined as
∅104mm × 1290mm × 3mm.

3. Automobile TorsionBeamHydraulicBulging
Die Design

3.1. Design of Hydraulic Bulging Die for Torsion Beam.
Hydraulic bulging mold is mainly composed of an upper die
and lower die bases, punch, matrix, left and right axial
sealing plugs, positioning plates, guide columns, and guide
sleeves. In Figure 3, assembly effect drawing is shown. Since
there is currently no relevant standard for pipe fitting hy-
draulic forming die design, only standard design of tradi-
tional liquid bulging forming process die is employed in this
paper. )us, hydraulic pressure and tightness are considered
when designing the hydraulic bulging die.

Parting surface selection should respect certain re-
quirements. )e parting surface should be selected at the
largest part contour. Otherwise, the torsion beam cannot be
removed from the cavity [7]. Precision requirements are
higher for the transition zone of hydraulic expansion type
torsion beam. Dimensional accuracy of parts is affected by
the internal pressure, while selection of parting surface is
also convenient for mold processing and manufacturing.
According to these requirements, the parting line is opened
on both sides of the widest side of the torsion beam surface,
as shown in Figure 4, with a horizontal height of 62mm from
the bottom of the matrix.

Both punch and matrix of this design adopt the inlay
manufacturing process, as shown in Figure 5. According to
the role of different mold design and manufacture inserts,
while taking into account wear resistance and strength of
each part, manufacturing quality and efficiency of parts are
improved. When processing other hydraulic bulging
products, the insert can be replaced accordingly.
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When designing the inlay structure, attention should be
paid to avoid the splicing line of the punch and the matrix,
which should be staggered for a minimum of 3∼5mm. Due
to a complex cross section shape of the transition area on
both part sides, an arc inlay block needs to be separately
designed. )e remaining inlay block parts are planar.

Front end of the plug is connected with the pipe billet,
and the rear end is connected with the hydraulic cylinder
piston rod. According to the shape of both part ends, the
plug is designed as a cone type. Front end length of the plug
is 15mm, and themiddle part, which is in direct contact with
the die, is 40mm long. Junction of two parts is the sealing
part, which is in contact with the end of the plug and the tube
billet.

During hydraulic bulging, water injection holes on both
piston rod sides are filled with water.)ewater flows into the
mold from four plug outlet holes through an internal
pressurization channel. In this paper, front end of the plug is
directly in contact with the pipe fitting end. Based on axial
feed force extrusion of hydraulic cylinders on both sides,
small deformation is generated at the connection to achieve
sealing [8]. Compared with the soft seal, this type of hard seal
with direct contact between metals is suitable for high-
pressure environments. Furthermore, it demonstrates
beneficial wear resistance and mechanical properties.

Liquid internal pressure of hydraulic bulging can gen-
erally reach approximately 300∼400MPa. In order to ensure
that the axial force and cavity axis overlap during axial
pressure after mold closing and that the hydraulic cylinder
does not vibrate or bend, the upper die base is fixed in the top
worktable surface chute via eight T-bolts on both sides
[9, 10]. Four corners of the upper die base are fixed with
guide columns, and left and right sides are arranged with
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Figure 2: Section shape diagram of torsion beam.

Table 1: Typical section perimeter table.

Cross section A-A B-B C-C D-D E-E F-F
Perimeter (mm) 364.14 365.13 340.97 330.48 354.36 354.88

Figure 1: Original mathematical model diagram of the torsion beam.
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three-side guide blocks. When the die is closed, guide
columns and guide blocks are matched with the corre-
sponding guide sleeves and grooves of the lower die base to
complete the guide. )erefore, hydraulic expansion type
upper die base of automobile torsion beam is designed.

Since lower die base bears the weight of the entire die, its
strength is very important [11].)e lower die base is fixed on
the worktable by T-bolts. Guide sleeve corresponding to the
upper die guide column is arranged at four corners of the
lower die base. In addition, symmetrical guide block is also
arranged in the middle, which is convenient for positioning
during mold closing. Four limit plates are symmetrically
arranged on both sides with respect to the middle. )eir
length×width× height is 50mm× 30mm× 5mm. )e
guide block plays a limit buffer role when the mold is closed.
Hydraulic cylinders, which ensure axial feeding, are fixed on
both sides on corresponding platforms via bolts.

3.2. Design of Hydraulic Control System for Synchronous
Cylinders on Both Sides of Hydraulic Bulging Die.
Automotive torsion beam is a type of symmetrical hollow
pipe fitting. During hydraulic bulging die design, syn-
chronization of hydraulic cylinders on both sides is par-
ticularly important. If poor synchronization is achieved,
uneven material flow in the forming process may occur.
Wrinkling, cracking, buckling, and other defects may be
caused, thus affecting the forming quality of the final part. In
order to solve these problems, synchronization of hydraulic
control system for automobile torsion beam hydraulic
bulging die is investigated in this paper. Combined with the
actual operating conditions, a new axial feed control hy-
draulic system is designed. )is system provides the feed
required in the forming process, while simultaneously en-
suring the synchronization accuracy of two cylinders via
automatic deviation correction.

62
m

m

XY

Z

Figure 4: Location diagram of die parting line.

(a) (b)

Figure 5: Structure drawing of punch and matrix insert: (a) structure of an inlaying matrix; (b) structure of an inlaying punch.
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Figure 3: General assembly diagram of hydraulic expansion die for torsion beam: (1) upper die base; (2) cylinder; (3) pull-out rod of upper
die; (4) displacement sensor; (5) hydraulic cylinder; (6) ejection cylinder; (7) matrix; (8) lower die base; (9) sealing plug; (10) punch.
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In this paper, control volume for bidirectional shunt
servo valve core displacement, which is represented by Xv,
is designed. Controlled quantity is the transmission de-
viation, which is represented by ΔXp. When hydraulic
cylinders no. 1 and no. 2 are not simultaneously active, the
gear in the middle rotates to produce deviation displace-
ment. Valve core displacement is used to change the oil
outlets denoted as no. 1 and no. 2, so as to change the flow
into the two hydraulic cylinders and finally make the
displacement of the two hydraulic cylinders the same. )e
designed hydraulic control system is shown in Figure 6.

)e oil supply branch supplies the hydraulic oil in the oil
source to the hand-directional valve through the motor
driving the hydraulic pump, presses the handle of the hand-
directional valve, and connects the left end of the hand-
directional valve to the loop; the hydraulic oil enters into the
bidirectional shunt follow-up valve through the hand-di-
rectional valve. At this time, the valve core of the bidirec-
tional shunt follow-up valve is in the middle of the chamber;
that is, the section areas of oil outlet no. 1 and oil outlet no. 2
valve are equal, and the flows through outlets no. 1 and no. 2
into hydraulic cylinders no. 1 and no. 2 are equal. Because
the two cylinders are of the same size, the two cylinders
move at the same speed and in the opposite direction, and
the speed of rack no. 1 and that of rack no. 2 connected with
the two hydraulic cylinders are equal and opposite, which
drives the gear to move. Since the speed values of the two
racks are equal and opposite, the axis of the gear does not
shift.

When the speed of hydraulic cylinder no. 1 is faster than
that of hydraulic cylinder no. 2, rack no. 1 drives the axle
center of the gear to shift to the left, and through the action
of the connecting rod, the follow-up valve core moves to the
right, thus reducing the cross section area of the valve port of
oil outlet no. 1. )e section area of the valve port of oil outlet
no. 2 is increased, so that the flow into hydraulic cylinder no.
1 decreases, the speed of hydraulic cylinder no. 1 decreases,
the flow into hydraulic cylinder no. 2 increases, and the
speed of hydraulic cylinder no. 2 increases, until the two
cylinders are of equal speed.

Similarly, when the speed of hydraulic cylinder no. 1 is
less than that of hydraulic cylinder no. 2, rack no. 2 drives the
shaft center of the gear to shift to the right, and through the
action of the connecting rod, the follow-up valve core moves
to the left, increasing the cross section area of the valve port
of oil outlet no. 1, the section area of the valve port of oil
outlet no. 2 is reduced, so that the flow into hydraulic
cylinder no. 1 increases, the speed of hydraulic cylinder no. 1
increases, the flow into hydraulic cylinder no. 2 decreases,
and the speed of hydraulic cylinder no. 2 decreases, until the
two cylinders are of equal speed.

After the selection of hydraulic system components
and calculation of system pressure loss, AMESim sim-
ulation software is used to simulate designed hydraulic
system and explore whether the designed synchronous
hydraulic system with automatic deviation correction
can be established. )e model is set to two different
operating conditions, simulation time is set to 10 s, and

piston rod displacement is set to 80 mm.)e results show
that piston rod displacement of two cylinders can be
obtained. Displacement curve of two-way shunt servo
valve middle spool is acquired. )e system designed in
this paper can achieve synchronous displacement of two
cylinder piston rods. )ese rods have high synchroni-
zation, which meets the requirement of hydraulic ex-
pansion axial feed hydraulic system. When the same load
pressure is applied to both cylinders, displacement
curves of corresponding piston rods completely coin-
cide, and the displacement error is equal to 0 mm. When
different load pressures are applied to two cylinders, the
servo valve can adjust the flow via diversion port
according to valve core displacement. )erefore, the
displacement of two piston rods is consistent, and the
automatic deviation correction function is realized.
Hence, the system is successfully verified. )e system
model is shown in Figure 7.

In order to properly analyze automatic deviation cor-
rection hydraulic system designed in this paper, mathe-
matical modeling for hydraulic control system is carried out
in this section. )e block diagram of the hydraulic control
system is shown in Figure 8.

According to the above-establishedmathematical model,
the flow equation of the following slide valve is obtained:

qL � q1 + q2( 􏼁, (1)

where qL is the load flow, L/min; q1 is the flow rate into
hydraulic cylinder no. 1, L/min; and q2 is the flow rate into
hydraulic cylinder no. 2, L/min.

According to fluid mechanics, valve orifice flow should
satisfy Bernoulli equation:

q1 � CdA1

���������
2 ps − p1( 􏼁

ρ

􏽳

, (2)

where Cd is the throttle flow coefficient; ps is the oil supply
pressure, MPa; ρ is the oil density, kg/m3; A1 is the flow area
of the throttle port of hydraulic cylinder no. 1, m2; and p1 is
the right chamber pressure of hydraulic cylinder no. 1,
MPa.

q2 � CdA2

���������
2 ps − p2( 􏼁

ρ

􏽳

, (3)

where A2 is the flow area of hydraulic cylinder throttle port
no. 2, m2, and p2 is the left chamber pressure of hydraulic
cylinder no. 2, MPa.

qL � CdA1

���������
2 ps − p1( 􏼁

ρ

􏽳

+ CdA2

���������
2 ps − p2( 􏼁

ρ

􏽳

. (4)

Equation (4) is linearized to obtain pressure-flow
characteristics near zero:

qL � kqxv − kcpL􏼐 􏼑, (5)

where kq is the flow gain factor and kc is the flow pressure
coefficient.
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Figure 7: Modeling diagram of AMESim hydraulic system.
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Figure 8: Block diagram of the hydraulic control system.
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Figure 6: Schematic diagram of hydraulic control system: (1) oil source; (2) filter; (3) hydraulic pump; (4) motor; (5) overflow valve; (6)
hand-directional valve; (7) hydraulic cylinder no. 2; (8) hydraulic cylinder no. 1; (9) rack no. 1; (10) displacement gear; (11) rack no. 2; (12)
lever; (13) bidirectional shunt follow-up valve; (14) oil outlet no. 1; (15) oil outlet no. 2; (16) valve core; (17) oil inlet.
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kq �
zqL

zxv

� CdW1

������������

(1/ρ) ps − p1( 􏼁

􏽱

+ CdW2

������������

(1/ρ) ps − p2( 􏼁

􏽱

,

kc � −
zqL

zpL

�
CdWxv

��������������

(1/ρ) ps − p1( 􏼁pL

􏽱

2 pL − p1( 􏼁
+

CdWxv

��������������

(1/ρ) ps − p2( 􏼁pL

􏽱

2 pL − p2( 􏼁
,

(6)

wherepL is the load pressure, kN, and xv is the valve core
displacement, m.

Flow continuity equation of hydraulic cylinder is
established. It is assumed that the connecting pipe is rela-
tively short and thick, while pipe friction and pressure losses
in the pipe as well as its dynamic state are assumed to be
negligible. )e pressure values in all working cavities of the
hydraulic cylinder are equal, and the oil temperature and
volume elastic modulus are assumed to be constant. Both
internal and external hydraulic cylinder leakages are lami-
nar; i.e., the load flow is equal to

q1 � Ap

dxp1

dt
+ CippL +

V1

βe

dpL

dt
,

q2 � −Ap

dxp2

dt
+ CippL +

V2

βe

dpL

dt
,

qL � q1 + q2( 􏼁,

(7)

whereAp is the effective area of hydraulic cylinder piston
rod-free cavity, m2; xp1 is the displacement of hydraulic
cylinder piston rod no. 1, m; xp2 is the displacement of
hydraulic cylinder piston rod no. 2, m; Cip is the leakage
coefficient in hydraulic cylinder; V1 is the volume of hy-
draulic cylinder inlet chamber no. 1, m3; V2 is the volume of
hydraulic cylinder inlet chamber no. 2, m3; and βe is the
effective volume modulus of elasticity (including the me-
chanical flexibility of oil, connecting pipes, and cylinders).

Δxp � xp1 − xp2􏼐 􏼑, (8)

where Δxp is the transmission deviation, m.

Vt � V1 + V2, (9)

qL � Ap

dxp

dt
+ 2CippL +

Vt

βe

dpL

dt
, (10)

where Vt is the total compression volume, m3.
Based on the aforementioned relations, force balance

equation and load of hydraulic cylinder are established.
According to Newton’s second law, the balance equation of
the output force and the load force of hydraulic cylinder can
be obtained as follows:

AppL � mt

d2xp

dt
2 + Bp

dxp

dt
+ Kxp + FL, (11)

where mt is the total mass of the piston and the load
converted to the piston, kg; Bp is the viscous damping
coefficient of piston and load; K is the load spring stiffness;
and FL is any accidental load acting on the piston, kN.

Equations 5, (10), and (11) represent three basic equa-
tions of valve controlled hydraulic cylinder, which fully
describe dynamic characteristics of valve controlled hy-
draulic cylinder. Laplace transform of three equations can be
written as

QL � KqXv − KcPL,

QL � ApsXp + 2CipPL +
Vt

βe

sPL,

ApPL � mts
2ΔXp + BpsΔXp + KΔXp + FL.

(12)

If only instruction signal Xv is present, intermediate
variables QL and PL can be eliminated:

ΔXp �
Kq/Ap􏼐 􏼑Xv − 1/A2

p􏼐 􏼑 2Cip + Vt/βe( 􏼁s + Kc􏼐 􏼑FL

mtVtt/βeA
2
p􏼐 􏼑 + 2mtCip/A

2
p􏼐 􏼑 + 2mtKc/A

2
p􏼐 􏼑 + BpVt/βeA

2
p􏼐 􏼑􏼐 􏼑S

2
+ 2BpCip/A

2
p􏼐 􏼑 + BpKc/A

2
p􏼐 􏼑 + KVt/βe( 􏼁A

2
p􏼐 􏼑S + 2Cip + KC/A

2
p􏼐 􏼑K

.

(13)

Most servo system loads consider inertia load as the main
objective, while elastic load can be assumed to be negligible due
to its minor effect. Since velocities ((2mtCip/A2

p)S,

(2BpCip/A2
p)S, (BpKc/A2

p)) generated by the leakage

coefficient (Cip) and viscous damping coefficient (Bp) in the
hydraulic cylinder are much smaller than the moving speed of
the piston, the above equation can be disregarded.WhenK� 0,
the transfer function can be simplified as
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ΔXp �
Kq/Ap􏼐 􏼑Xv − 1/A2

p􏼐 􏼑 2Cip + Vt/βe( 􏼁s + Kc􏼐 􏼑FL

S
2/ω2

0􏼐 􏼑 + 2ξ/ω0( 􏼁S + 1􏼐 􏼑S
.

(14)

When feedback gain Kf � 1/2 is added, the transfer
function for input instruction Xv can be written as

G(s) �
ΔXp

Xv

�
KqKf/Ap

S
2/ω2

0􏼐 􏼑 + 2ξ/ω0( 􏼁S + 1􏼐 􏼑S
.

(15)

Once known parameters are inserted into the equation,
the following expression is obtained:

G(s) �
ΔXp

Xv

�
39.48

S
2/2212􏼐 􏼑 +(0.4/221)S + 1􏼐 􏼑S

.

(16)

Equation (16) is loaded into Simulink environment to
obtain the simulation model shown in Figure 9. Step re-
sponse curve of the system is finally obtained (Figure 10.)

When the step signal is acting as the input signal, the
system reaches a stable state at approximately 0.2 s without
overshoot. It can be concluded that the output signal is
consistent with the input signal; i.e., the performance is
satisfactory.

4. Automobile TorsionBeamHydraulicBulging
Simulation Based on DYNAFORM

4.1. Simulation of Hydraulic Bulging Torsion Beam.
Typical process of torsion beam manufacturing is stamping.
In this paper, in order to improve the end forming condition
of parts and quality of the final product, traditional stamping
is improved. Furthermore, the end shaping is simultaneously
carried out during the stamping process. Movement mode of
the preform die is as follows: during the downward process
of the upper die, the plug at both ends is fed 415mm axially
for shaping purposes until the die is fully closed. )e pre-
form model is designed according to the requirements and
shown in Figure 11.

First, CATIA software is employed to establish the se-
lected pipe blank model, whose size is
∅104mm × 1290mm × 3mm. )en, the model is imported
into DYNAFORM for meshing with prebuilt IGS files of
punch, matrix, and plug surface. DP780 high-strength steel
is selected as the material. Since die and plug can be regarded
as rigid bodies, linear loading path is adopted. )e overall
simulation time is 0.02 s, and software default trapezoidal
loading path is adopted for the mold closing speed.)emold
closing is completed at 0∼0.02 s descending from the upper
die, and the axial displacement of the plug is equal to 415mm
during 0∼0.01 s timespan.

As shown in Figures 12 and 13, no wrinkling and
cracking occurred during the preforming process.

Maximum thinning rate of parts is equal to 7.889%, while
maximum thickening rate is equal to 16.188%, both of which
are within a reasonable range. Maximum thinning rate is
located at the junction of the middle V-shaped zone and the
transition zone, which occurs because this is the place where
the tube body first gets in contact with the punch, thus
altering the shape most significantly. )is is in accordance
with the actual situation. )e maximum thickening position
is at the junction of the transition area and the port area.)is
is due to the cross section shape of this area being relatively
complex, which makes it easy for material to accumulate.
Torsion beam can be flattened by later applying internal
pressure via liquid, which is in accordance with the actual
processing situation. )erefore, it can be concluded that
torsion beam performance is adequate.

4.2. Simulation of Torsion Beam Hydraulic Bulging.
According to the mold design, mold cavity of hydraulic
bulging is consistent with the final part. First, IGS files of
each die surface modeled by CATIA are imported into
DYNAFORM and meshed. Simultaneously, the dynain file
(the forming results with stress and strain) of preformed
tube blank is imported. After establishing the finite element
model, simulation parameters are added. According to the
results of the torsion beam structure design, high-strength
steel material denoted as DP780 is employed. Initial yield
pressure and integral pressure are calculated as reference
values. Since the integral pressure is approximately equal to
1/10∼1/4 of the material yield strength [12], the support
pressure is obtained as 31MPa for the comprehensive
preforming of the torsion beam. Integral pressure is equal to
180MPa. Friction coefficient is 0.125, and the loading time is
defined as 0.02 s.

)e entire molding process is also divided into two
stages. )e first stage, feeding pressure stage, lasts for 0.01 s.
)en, the bulging stage occurs and lasts for 0.01∼0.02 s. )e
results indicate that the feeding amount behaves as linear
loading, with the ideal feeding amount being a minimum of
30mm. )e internal pressure is equal to 0∼0.01 s, while a
certain amount of bulging is carried out along the linear
loading path. )e internal pressure is 180MPa in
0.01∼0.015 s range, followed by the pressure maintaining
molding which is carried out in 0.015∼0.02 s range. )is, in
turn, improves the molding effect. )e molding effect is
shown in Figure 14.

In Figure 15, distribution of torsion beam wall thickness
reduction rate after forming according to the above loading
path is shown. For the convenience of discussion, four
characteristic areas, A, B, C, and D, are marked in the figure
[13]. Overall, the simulation results of torsion beam hy-
draulic bulging are good and meet the actual processing
needs.

Areas A and D at the side edge of the end represent main
thickness reduction areas. Area A is located in the contact
area between both ends of the plug and the tube billet, where
the material has relatively large fluidity. Moreover, high-
pressure liquid at the end accelerates wall thickness thinning.
Maximum thickness reduction appears in D region. )is is
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because the area is the contact area between the first punch
and preforming parts. At the border of V-shaped area and
transition area, mold clamping shape changes significantly.
Axial and circular tensile stresses cause wall thickness re-
duction. More specifically, the minimum value of wall
thickness is equal to 2.713mm with the corresponding
maximum thinning rate of 9.577%.

Transition section B represents main thickening area,
which is caused by excessive hoop expansion during mold
closing, thus resulting in hoop compression. Maximum B
area wall thickness is 3.527mm, which corresponds to a
maximum thickening rate of 17.574% and a maximum wall
thickness difference of 0.814mm. Compared with pre-
forming results, it is found that the change is very small. )is

can be attributed to irregularity of area shape. When
compared with other areas, cross-sectional shape change is
relatively small. )is area has been adequately formed in the
early stage, and the later hydraulic bulging only improves the
film precision of the fillet part.

5. OptimizationofProcessParametersBasedon
Orthogonal Experimental Design and
Taguchi Algorithm

5.1. Orthogonal Experiment and Evaluation Index of Torsion
Beam Hydraulic Bulging. In the process of automobile
torsion beam hydraulic bulging, many factors affect the
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Figure 9: Simulation diagram of hydraulic synchronous system transfer function.
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Figure 10: Step response curve of hydraulic synchronous system.

Figure 11: Preforming process scheme diagram.
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forming quality of the final product, such as the selection of
the initial pipe diameter, the loading path of internal
pressure, and the feeding quantity. Based on the cost ef-
fectiveness, experimental research on these factors and levels
cannot be carried out individually. In this paper, the or-
thogonal experiment method is applied to hydraulic bulging
of torsion beam. According to the orthogonal table, rep-
resentative simulated verification process parameter com-
bination is selected.

Based on previous discussion and results, wall thickness
change is considered as one of the main factors affecting the
product surface quality and assembly accuracy. If the
thickness of each product part changes beyond the allowable
range, wrinkling, warping, and rupture defects can occur.

)is, in turn, affects the forming quality of the parts.
)erefore, maximum thinning and maximum thickening
rates are selected as evaluation indexes in this paper.

5.2. Orthogonal Experimental Table and Analysis of Results.
In this paper, four process parameters are selected as ex-
perimental level factors: supporting pressure, molding
pressure, friction coefficient, and feeding quality. In order to
ensure the experimental effect, the range of process pa-
rameters should be as large as possible [14]. By assuming
negligible interaction between process parameters, four
levels are evenly selected, and design level factors are shown
in Table 2.

PART: CP
1.00

0.80

0.60

0.40

0.20

0.00
–0.50 –0.30 –0.10 0.500.300.10

Figure 12: FLD of torsion beam preform.
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Figure 13: Nephogram of torsion beam wall thinning rate.
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Level factors are input into the orthogonal table to
generate 16 groups of process parameter combinations.
)ese data groups are, respectively, simulated and analyzed,
and corresponding maximum thinning rate and maximum
thickening rate are obtained, as shown in Table 3.

In the orthogonal table, if one wishes to obtain the index
value at the j − th level of column i, average number Rij of
the sum of the experimental indexes in this column can be

used, where i � 1, 2, 3, 4,..., p and j � 1, 2, 3, 4, . . ., m. )e
index range Ri is as follows:

Ri � Rijmax − Rijmin􏼐 􏼑, (17)

where Rijmaxis the maximum mean value of indicators at
different levels and Rijmin is the minimum mean value of
indicators at different levels.

1.00

0.80

0.60

0.40

0.20

0.00
–0.50 –0.30 –0.10

PART: BLANK009

0.500.300.10

Figure 14: FLD of torsion beam hydraulic expansion.
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Figure 15: Nephogram of torsion beam hydraulic bulging wall thinning rate.

Table 2: Level factor setting table.

Level
Factor

A B C D
Supporting pressure (MPa) Molding pressure (MPa) Feeding quality (mm) Friction coefficient

1 20 150 25 0.075
2 40 180 30 0.1
3 60 210 35 0.125
4 80 240 40 0.15
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By employing 17, range of maximum thinning rate
under different factor levels can be obtained, as shown in
Table 4.

Range presented in Table 4 reflects the influence rela-
tionship of maximum thinning rate at the factor level.
According to Table 4, friction coefficient has the greatest
influence on maximum thinning rate of automotive torsion
beam hydraulic bulging. )e influence degree of each factor
on the index is as follows: friction coefficient>molding
pressure> supporting pressure> feeding quality. Material
thickness reduction is a process of mutual restriction by
many factors. According to the above obtained range
analysis, the combination should be selected as A1B1C2D4.
)emolding effect is shown in Figure 16. In other words, the
supporting pressure is 20MPa, the molding pressure is
150MPa, the feeding rate is 30mm, and the friction coef-
ficient is 0.15. DYNAFORM simulation analysis results are
shown in Figure 17. Maximum thinning rate of parts is
8.591%, maximum thickening rate is 16.579%, and maxi-
mum thinning rate reaches the minimum. )e results are in
accordance with the range analysis.

Next, maximum thickening rate is analyzed. It is
observed that maximum thickening rate has a greater
impact on parts. If the maximum product thickening
amount is large enough, it may lead to wrinkling defects
of the torsion beam and consequently inability to as-
semble the product. )e range of maximum thickening
rate under different factor levels can be obtained as shown
in Table 5.

)e analysis shows that the molding pressure has a
significant influence on maximum thickening rate of the
product. Influence degree of four factors can be classified as
follows: molding pressure> friction coefficient> supporting
pressure> feeding quality. )e optimal parameter combi-
nation obtained by range analysis is A2B1C2D1, molding
effect is shown in Figure 18, supporting pressure is 40MPa,
molding pressure is 150MPa, feeding quality is 30mm, and
friction coefficient simulated by DYNAFORM is 0.075. As
shown in Figure 19, maximum thinning rate is 9.848%,
maximum thickening rate is 16.504%, and maximum
thickening rate reaches the minimum. )e results are in line
with the conducted range analysis.

5.3. Torsion BeamHydraulic Bulging Parameter Optimization
Based on Taguchi Algorithm. Many evaluation indexes are
employed for hydraulic bulging quality of an automobile
torsion beam. In this paper, maximum thinning rate and
maximum thickening rate are selected as forming evaluation
indexes. However, by assuming negligible simultaneous
influence of two evaluation indexes on parts range analysis,
orthogonal experiment is employed to investigate two
evaluation indexes. )erefore, Taguchi algorithm is utilized
to combine them by weight coefficient into an evaluation
index Y for comprehensive analysis [15]. Proportions of
maximum thinning rate and maximum thickening rate of
wall thickness before and after molding are set to 50% [16].
As shown in Table 6, supporting pressure, molding pressure,

Table 3: Experimental design and results.

Test number
Factor Indicator

A B C D Maximum thinning rate Maximum thickening rate
1 20 150 25 0.075 9.01 16.52
2 20 180 30 0.1 9.53 17.52
3 20 210 35 0.125 8.79 19
4 20 240 40 0.15 9.01 20.89
5 40 210 40 0.075 9.53 18.79
6 40 240 35 0.1 10.7 20.42
7 40 150 30 0.125 8.77 16.58
8 40 180 25 0.15 8.62 17.56
9 60 240 30 0.075 9.45 20.18
10 60 210 25 0.1 10.07 18.91
11 60 180 40 0.125 9.61 17.66
12 60 150 35 0.15 8.76 16.64
13 80 180 35 0.075 9.58 17.6
14 80 150 40 0.1 9.59 16.54
15 80 240 25 0.125 9.91 20.8
16 80 210 30 0.15 8.72 19.26

Table 4: Range analysis table of maximum thinning rate.

Level A B C D
Mean 1 9.085 9.033 9.403 9.393
Mean 2 9.405 9.335 9.118 9.973
Mean 3 9.473 9.278 9.458 9.270
Mean 4 9.450 9.768 9.435 8.778
Range 0.365 0.735 0.340 1.195
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Figure 17: Nephogram of thinning rate of A1B1C2D4 combination.
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Figure 16: FLD of A1B1C2D4 combination.

Table 5: Range analysis table of maximum thickening rate.

Level A B C D
Mean 1 18.483 16.570 18.448 18.273
Mean 2 18.338 17.585 18.385 18.348
Mean 3 18.348 18.990 18.415 18.510
Mean 4 18.550 20.573 18.470 18.588
Range 0.213 4.003 0.085 0.315
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Figure 19: Nephogram of thinning rate of A2B1C2D1 combination.

Table 6: Level factor setting table.

Level
Factor

A supporting pressure (MPa) B molding pressure (MPa) C feeding quality (mm) D friction coefficient
1 20 150 25 0.075
2 40 180 30 0.1
3 60 210 35 0.125
4 80 240 40 0.15
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Figure 18: FLD of A2B1C2D1 combination.
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feeding quality, and friction coefficient are selected as
controllable factors of the level table, and four levels are
selected for each factor.

Level factors are input into the orthogonal Table 7, and
16 groups of process parameter combinations are generated.

Signal-to-noise ratio is the ratio between signal and
noise. Types of signal-to-noise ratios are different according
to various experimental optimization objectives. For hy-
draulic bulging process considered in this paper, numerical
evaluation index is expected to be as small as possible within
a reasonable range. )us, signal-to-noise ratio η is chosen as

η � −10 log10
1
n

􏽘

n

j�1
S
2
j

⎛⎝ ⎞⎠. (18)

)e expected minimum value of maximum thinning
ratio is set as Y1, and SNR is set as η1. )e expected min-
imum value of maximum thickening ratio is set as Y2, and
SNR is set as η2. Hence, the comprehensive SNR is

η � 0.5η1 + 0.5η2( 􏼁. (19)

Equation (19) is used to calculate signal-to-noise ratio,
and the results are shown in Table 8.

According to direct observation, the first group has the
largest comprehensive signal-to-noise ratio and the best
molding condition. Combination of process parameters can
be obtained as A1B1C1D1.

Finally, SNR calculation results are analyzed: In the first
step, sum of SNR is found, which is expressed as T [17]. In
the second step, sum and average value of SNR of each factor
and each level is found. In the third step, range of each
column is obtained, which is expressed as R. In the fourth
step, sum of total fluctuation squares of SNR is acquired,
which is expressed as ST. Finally, in step five, sum of SNR
square fluctuations of each factor is found, which is, re-
spectively, expressed as S1, S2, S3, S4. )e results are pre-
sented in Table 9.

In the sixth step, variance is analyzed. )e results are
presented in Table 10.

Table 7: Orthogonal inner table.

Test number
Factor Indicator

A B C D Maximum thinning rate Maximum thickening rate
1 20 150 25 0.075 9.01 16.52
2 20 180 30 0.1 9.53 17.52
3 20 210 35 0.125 8.79 19
4 20 240 40 0.15 9.01 20.89
5 40 210 40 0.075 9.53 18.79
6 40 240 35 0.1 10.7 20.42
7 40 150 30 0.125 8.77 16.58
8 40 180 25 0.15 8.62 17.56
9 60 240 30 0.075 9.45 20.18
10 60 210 25 0.1 10.07 18.91
11 60 180 40 0.125 9.61 17.66
12 60 150 35 0.15 8.76 16.64
13 80 180 35 0.075 9.58 17.6
14 80 150 40 0.1 9.59 16.54
15 80 240 25 0.125 9.91 20.8
16 80 210 30 0.15 8.72 19.26

Table 8: SNR calculation results table.

Test number η1 η2 η

1 −19.0945 −24.3602 −21.7273
2 −19.3450 −24.6229 −21.9840
3 −19.1954 −24.9640 −22.0797
4 −19.1704 −25.3695 −22.2700
5 −19.2559 −25.3916 −22.3237
6 −19.5082 −25.5374 −22.5228
7 −19.4213 −25.3911 −22.4062
8 −19.3385 −25.3316 −22.3350
9 −19.3577 −25.4238 −22.3908
10 −19.4334 −25.4349 −22.4341
11 −19.4539 −25.3922 −22.4231
12 −19.4067 −25.3192 −22.3629
13 −19.4241 −25.2891 −22.3566
14 −19.4396 −25.2295 −22.3346
15 −19.4734 −25.3149 −22.3942
16 −19.4348 −25.3395 −22.3872

Table 9: Variance data table.

A B C D
T1 −88.0610 −88.8310 −88.8907 −88.7984 T� −365.7321
T2 −89.5877 −89.0986 −89.1681 −89.2755 ST � 0.6058
T3 −89.6109 −89.2247 −89.3220 −89.3031
T4 −89.4724 −89.5777 −89.3513 −89.3551
t1 −22.0153 −22.2078 −22.2227 −22.1996
t2 −22.3969 −22.2747 −22.2920 −22.3189
t3 −22.4027 −22.3062 −22.3305 −22.3258
t4 −22.3681 −22.3944 −22.3378 −22.3388
Range
(R) 0.3875 0.1867 0.1151 0.1392

Wave
(S) 0.4224 0.0721 0.0333 0.0501
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Based on SNR variance analysis ratio, factor A has a
significant impact on quality fluctuation characteristics.
Factor A is considered a stable factor, while factors B, C, and
D are adjustable factors. For stable factors, the level is A1.
SNR values of maximum thickening ratio fraction of factors
B, C, and D are listed in Table 11.

As factors B, C, and D have minor influence on quality
fluctuation characteristics, maximum thinning rate can be
neglected, and parameters B, C, and D can be simply

adjusted to minimize the maximum thickening rate.
According to Table 11, optimal process parameter is
B1C1D1 when only maximum thickening rate is
considered.

As shown in Figures 20 and 21, final optimized com-
bination is A1B1C1D1, maximum thinning rate is 9.013%,
and maximum thickening rate is 16.523%. )ese results are
basically consistent with the optimized combination
A1B1C1D1 obtained via intuitive method.

Table 11: SNR response table.

Level
Factor

Molding pressure (MPa) Feeding quantity (mm) Friction coefficient
1 −100.3000 −100.4416 −100.4646
2 −100.6358 −100.7773 −100.8248
3 −101.1300 −101.1097 −101.0622
4 −102.6957 −101.3828 −101.3598
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Figure 20: FLD of A1B1C1D1 combination.

Table 10: Variance analysis table.

Source S f V F value R square
A 0.4224 3 0.1408 12.6737 0.1502
B 0.0721 3 0.0240 2.1641 0.0349
C 0.0333 3 0.0132
D 0.0501 3 0.0167 1.5042 0.0194
(e) (0.0333) (3) 0.0111
T 0.583 3
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6. Conclusions

(1) CATIA is used to design three-dimensional mod-
eling of tubular torsion beam, and corresponding
materials and initial tube blank are selected for the
processed products. )e forming process of parts is
determined, and calculation of relevant process
parameters in hydraulic bulging is completed.

(2) CATIA is used to design hydraulic bulging torsion
beam die. In addition, hydraulic synchronous
control system, which can automatically correct
deviation, is designed for synchronous cylinders on
both sides of the die. Synchronous displacement
curves of two cylinder piston rods under two dif-
ferent working conditions are obtained in AMESim.
When the same load pressure is applied to both
hydraulic cylinders, displacement curves of cylinder
piston rods are completely coincident, and the
corresponding displacement error is 0mm. )e
moving valve core is in the middle position. When
different load pressures are applied to cylinders, the
servo valve can adjust the flow at the diversion port
based on valve core displacement. )erefore, dis-
placement of two piston rods is kept consistent.
Hence, automatic deviation correction function of
hydraulic control system is successfully verified.
Mathematical model of hydraulic control system is
established, and system synchronization is verified
via Simulink.

(3) Maximum thinning rate and maximum thickening
rate are taken as forming evaluation indexes.
Simulation analysis of torque beam hydraulic
bulging process was completed via DYNAFORM.
Maximum thinning rate and maximum thickening

rate of preformed parts were 7.889% and 16.188%,
respectively. No wrinkle or flash defects were
observed. After hydraulic bulging, maximum
thinning rate and maximum thickening rate of
parts were 9.577% and 17.574%, respectively,
which were in the qualified range. )e forming
parts were divided into four regions, A, B, C, and
D. Wall thickness variation of each region was
analyzed.

(4) Process parameters of hydraulic bulging torsion
beam were optimized by employing Taguchi algo-
rithm, and accuracy of optimization results was
verified via DYNAFORM. Optimal molding pa-
rameters are as follows: supporting pressure is
20MPa, molding pressure is 150MPa, feeding
quantity is 25mm, friction coefficient is 0.075,
maximum thinning rate is 9.013%, and maximum
thickening rate is 16.523% [18–26].
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In the present study, Moldflow® software is applied to simulate the injection molding of automobile instrument light guide
bracket and optimize the injection gate position. In this regard, Taguchi orthogonal experimental design is adopted, and five
processing parameters, the mold temperature, melt temperature, cooling time, packing pressure, and packing time, are considered
as the test factors. Moreover, volume shrinkage and warping amount are considered as quality evaluation indices. )en range
analysis and variance analysis are carried out to obtain the optimal combination of molding parameters with the volume shrinkage
rate and the warpage amount.)e grey correlation analysis was used to analyze the test results and obtain the optimal combination
of volume shrinkage rate and amount of warping. Based on the performed simulations, it is found that the maximum volume
shrinkage rate and the maximum amount of warping in the optimal design are 6.753% and 1.999mm, respectively. According to
the optimal process parameters, the injection molding of the automobile instrument light guide bracket meets the
quality requirements.

1. Introduction

With the rapid development of the plastic industry, plastic
products are widely used in different automobile parts due to
their unique properties such as lightweight, low price, high
insulation, and reasonable corrosion resistance. Currently,
plastic parts have a large share in reducing car weight and
reducing manufacturing costs. However, inappropriate
parameters in the injection molding process may result in
numerous defects in the final plastic products.)erefore, it is
of significant importance to simulate and analyze each link
of the injection molding process before the production of
plastic parts to obtain the optimized injection molding
process parameters, control defects, ensure the product
quality, and improve the production efficiency.

Moldflow® is the most widely applied commercial
software in simulating plastic injection molding. Currently,
Moldflow Insight can be applied to simulate the whole
injection molding process, including the flow, packing

pressure, warpage, shrinkage, cavitation, and fiber orienta-
tion [1]. Moreover, Moldflow can be applied to simulate the
injection molding process of plastic parts and predict
probable defects in plastic parts. Accordingly, the injection
molding process parameters can be optimized, which can
reduce the production cost and improve the production
efficiency, and effectively avoid the defects such as bubbles,
weld marks, shrinkage holes, and excessive warping de-
formation in plastic parts [2].

Studies show that many parameters affect the forming
process, and each parameter is interrelated and mutually
restricted. Moreover, the influence degree of each parameter
on the product quality is different [3]. In this regard, scholars
studied the influence of numerous molding parameters on
the quality of plastic parts through orthogonal experimental
design methods or the combination of an intelligent algo-
rithm and CAE (Computer Aided Engineering) technology
[4]. Wang [5] used an orthogonal experimental design
method to analyze the influence of molding parameters on
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the warpage of the wall switch bracket. Within the allowable
range, the process parameters were taken as 4 levels and 5
factors, and the optimal process parameters were found
through the range analysis. Tang et al. [6] took volume
shrinkage rate and amount of warping as quality evaluation
indices and established a response surface model between
molding parameters and quality evaluation indices to op-
timize affecting parameters. Jing et al. [7] optimized the
process parameters by Moldflow and Taguchi orthogonal
test methods and obtained the influence of process pa-
rameters on the warpage and shrinkage mark. Kumar et al.
[8] studied the influence of process parameters on the in-
jection molding of PMC cam bushing and optimized the
process parameters to improve the cam bushing quality. )e
design was carried out according to the Taguchi orthogonal
test, while the optimization was carried out through the grey
correlation analysis and response data. Hentati et al. [9] used
Taguchi orthogonal test to conduct injection molding ex-
periments with 4 factors and 3 levels through the statistical
design method. To this end, they employed the Moldflow
software in the simulation and analysis and obtained the
optimal process parameters accordingly. It was found that
the optimal combination parameters provide better shear
stress for injection molding of PC/ABS parts. Mukras et al.
[10] determined the optimal molding process parameters to
minimize the molding defects through experimental mul-
tiobjective optimization and then studied the warpage and
volume shrinkage of the product quality.

In the present study, the automobile instrument light
guide bracket is considered as the research object. In this
regard, the mold gate and cooling systems are simulated by
Moldflow software to obtain the optimal gate position. )en
the range analysis and variance analysis are carried out to
optimize the molding process parameters, volume shrinkage
rate and amount of warping. Finally, the grey correlation
analysis is applied to process the test results and obtain the
optimal combination of the volume shrinkage rate and
warping.

2. Numerical Simulation of Injection Molding
Process of the Automobile Instrument Light
Guide Bracket

Prior to the numerical simulation of injection molding, it is
necessary to establish a 3D model of parts, determine op-
timal gate position, and simulate the gating system and the
cooling system.

2.1. Establishment of the 3D Model for Light Guide Bracket of
the Automobile Instrument. In this section, Creo is used to
draw the 3D model of the light guide bracket of the auto-
mobile. Figure 1 shows that the part shape is complex, and
there are many cavities and strong ribs at the bottom. )e
overall dimension of the part is 367mm× 169mm× 25mm,
and a 2.5mm thick wall is evenly distributed around the
part. It should be indicated that the bracket should fit with
the lower PCB board and the top plate, so it is necessary to
provide a good flatness in the bracket. Consequently, the

volume shrinkage rate and the warping of the part during the
molding process should be minimized.

2.2. Finding the Optimal Gate Location. )e optimal gate
location area recommended by the optimal gate matching
should be combined with the structural characteristics of the
plastic part. Figure 2 reveals that the recommended optimal
gate position is on the part surface. However, the shape of
automobile instrument light guide bracket is complex, and
there are many cavities and ribs at the bottom, so the gate
position cannot be on the part surface. After synthesizing these
points, four gate schemes are preliminarily considered. Figure 3
shows the gate positions of each scheme, where Figures 3(a)–
3(d) correspond to gate schemes I, II, III, and IV, respectively.

)en Moldflow software is applied to simulate and
analyze the four configurations and compare the corre-
sponding filling times, flow front temperatures, clamping
forces, and weld line filling results. Finally, the optimal gate
position can be determined, which can reduce the mold
revising expenses and improve the quality of the parts.

2.2.1. Filling Time. In the injection molding process, the
filling time is defined as the required time for the molten
plastic to fill the whole cavity. In this regard, Moldflow is
used to analyze the four configurations. Figure 4 shows the
filling time of different schemes.

2.2.2. Flow Front Temperature. )e flow front temperature
is defined as the temperature of the intermediate material
flow when the molten plastic is filled to a certain node. )is
temperature can be considered as the intermediate tem-
perature of the section [11]. Figure 5 presents contours of the
flow front temperature for different gate configurations.

2.2.3. Clamping Force. )e maximum clamping force
exerted on the mold by the injection molding machine is
called the clamping force [12]. Figure 6 shows the clamping
force of different gate configurations.

2.2.4. /e Welding Line. In order to ensure the appropriate
appearance and good strength of the molded plastic part, the
number and length of the welding lines should be mini-
mized. Moreover, the welding wires are not allowed in places
with stress concentration or visible areas [13]. Figure 7 shows
the welding wiring of different gate configurations.

)e simulation results of filling time, flow front tem-
perature, clamping force, and weld line of the four con-
figurations are summarized in Table 1.

It is found that configuration 4 with four gates has the
lowest clamping force, so this gate position is selected as the
optimal configuration.

2.3. Simulation and Analysis of Injection Molding Process of
the Automobile Instrument Light Guide Bracket. After de-
termining the material, gate position, main channel, shunt
channel, and cooling system of the automobile instrument
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light guide, the molding process parameters are set to an-
alyze the molded product. Figures 8 and 9 show contours of
the volume shrinkage rate and the warping, respectively.

It is observed that the volume shrinkage rate of the edge
part is large, and the volume shrinkage rate is small near the
sprue.)is is because the edge is far from the sprue position,
leading to a weak packing pressure. )e performed analysis
shows that the maximum volume shrinkage rate and
warping are 11.82% and 2.081mm, respectively.

3. Design of the Taguchi Orthogonal
Experiment of the Molding
Process Parameter

During the injection molding process, many factors affect
the part warpage. Studies show that, among all affecting
parameters, the molding parameter is one of the important
factors. Generally, the process parameters can be optimized
by performing a continuous trial and repair process on the

The best gate position
= 1.000

Best

Worst

Figure 2: Cloud chart of optimal gate matching.

(a) (b)

(c) (d)

Figure 3: Configurations of four gate locations.

(a) (b)

Figure 1: 3D model of automobile instrument light guide bracket: (a) front view and (b) the reverse view.
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die, which cannot meet the requirements of modern designs
[14]. In this section, it is intended to use the Taguchi or-
thogonal experimental design method to study the influence
of molding parameters on volume shrinkage rate and
warping, thereby optimizing the parameters.

3.1. Design of Taguchi Orthogonal Test for Automobile In-
strument Conduit Bracket. Taguchi orthogonal test index
refers to the effects that should be considered during the test.
)e volume shrinkage rate and the bracket warping are the
main influencing factors on the product surface quality and
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Figure 5: Flow front temperature of four gate configurations.
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Figure 4: Filling times of the part with different gate locations.
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Figure 6: Clamping force of different gate configurations.
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Figure 7: Welding line of different gate configurations.
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assembly precision. )erefore, these two quality evaluation
indices are selected as the testing indicators.

Test factors are parameters that have a certain influence
on the test indices [15]. It is worth noting that the setting of
molding parameters is the main factor that affects the
volume shrinkage rate and the bracket warpage. Among all
molding parameters, the mold temperature, melt temper-
ature, cooling time, packing pressure, and packing time have
the highest influence on the test indices. Accordingly, these
factors are taken as the test factors. )e Moldflow analysis
results show that the maximum injection pressure required
in the filling process is 101.5MPa.

In the present study, these parameters are selected as the
experimental factors of the orthogonal table, where each
experimental factor takes four levels. )rough the Taguchi
orthogonal test, it is intended to investigate the influence of

molding parameters on the volume shrinkage rate and the
amount of warping and obtain the optimal combination of
molding parameters corresponding to two groups of ex-
perimental indices. Table 2 presents the process parameters
in the simulations. Based on the principle of Taguchi’s or-
thogonal test, an orthogonal test table L32(54) was estab-
lished, and combinations of 32 process parameters in the
table were analyzed through the Moldflow software. Ac-
cordingly, 32 groups of volume shrinkage rate and part
warping were obtained, as shown in Table 3.

3.2. Data Analysis of the Taguchi Orthogonal Test for Light
Guide Bracket of the Automobile Instrument. In this section,
the range and variance analysis were carried out on the
orthogonal test data of Taguchi. It should be indicated that
the influence trend of the test factors on the test indices can
be obtained from the range analysis, while the variance
analysis yields the influence degree of the former on the
latter parameters [16].

)e obtained parameters by the Taguchi orthogonal test
are the optimal parameter factors, and the ratio between the
main effect and error effect is the signal-to-noise ratio, which
can be calculated through the following expression:

η �
S

N
, (1)

where η, S, and N are the signal-to-noise ratio, main effect of
the factor, and the error effect, respectively.

Since the combination of signal-to-noise ratio and dif-
ferent response characteristics will produce different results,
different signal-to-noise ratio expressions can be defined
[17]. )en the signal-to-noise ratio of the small feature is
calculated through the following expression:

η � −10 log
1
n

􏽘

n

i�1
y
2
i

⎛⎝ ⎞⎠. (2)

)e two test indices of the bracket are analyzed by the
signal-to-noise ratio. )e smaller the test index, the better.
Combined with the signal-to-noise ratio expression, it is a
subtraction function. )erefore, the data in Table 4 can be
obtained by substituting the index values into equation (2)
by adopting its signal-to-noise ratio with small expected
characteristics.

For range analysis, in order to investigate the influence
trend of various molding process parameters on the test
indices, presented data in Table 4 are processed to obtain the
mean value of the signal-to-noise ratio of each index. Table 5
presents the obtained results in this regard.

Table 1: Simulation results of the four configurations.

Gate number/a Filling time/s Temperature difference
at the flow front/°C Clamping force/kN Characteristics of welding line

I 1.444 3.7 1059 )e number of pieces is more and the length is largerII 1.291 11 907
III 1.304 20.2 821.2 )e number is less and the distribution is reasonableIV 1.055 7.4 1060

Volume shrinkage
Time = 30.00 (s)

(%)
11.82

8.910

6.003

3.097

0.1898

Figure 8: Volume shrinkage contour.

Scale factor = 1.000
(mm)

2.081

1.657

1.232

0.8071

0.3825

Deformation, all effect deformation

Figure 9: Warpage quantity contour.
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A is the mold temperature, B is the melt temperature, C
denotes the cooling time, D is the packing pressure, and E is
the packing time. Based on the discussed procedure, the
signal-to-noise ratio of the minimum feature is adopted. It is
worth noting that the larger the signal-to-noise ratio, the
smaller the corresponding test index. In other words, the
larger the SNR, the smaller the volume shrinkage rate and
warpage amount. Table 6 reveals that when the mold
temperature, melt temperature, cooling time, packing
pressure, and packing time are set to 55°C, 250°C, 15 s,
70MPa, and 20 s (hereafter called A1B1C2D4E4 parame-
ters), the average shrinkage of the signal-to-noise ratio is the

highest, while the volume shrinkage is the minimum. On the
other hand, when these parameters are set to 85°C, 280°C,
10 s, 70MPa, and 5 s (hereafter called A4B4C1D4E1 pa-
rameters), the average warpage of the signal-to-noise ratio is
the largest, while the warpage amount is the minimum.)en
the combination of these two groups of parameters is
simulated and analyzed through the Moldflow software.
Obtained results are shown in Figures 10 and 11.

Figures 10 and 11 show that the minimum volume
shrinkage rate for A1B1C2D4E4 parameters is 6.721% and
the minimum amount of warping for A4B4C1D4E1 pa-
rameters is 1.763.

Table 2: Level factor setting.

Levels
Factors

A B C D E
Mold temperature/°C Melt temperature/°C Cooling time/s Packing pressure/MPa Packing time/s

1 55 250 10 40 5
2 65 260 15 50 10
3 75 270 20 60 15
4 85 280 25 70 20

Table 3: Orthogonal design and results.

Test number
Factors Indexes

A B C D E Shrinkage rate (%) Amount of warping (mm)
1 55 250 10 40 5 10.81 2.081
2 55 260 15 50 10 8.19 1.991
3 55 270 20 60 15 7.68 1.936
4 55 280 25 70 20 7.493 1.905
5 65 250 10 50 10 7.740 2.029
6 65 260 15 40 5 11.35 2.002
7 65 270 20 70 20 7.105 1.930
8 65 280 25 60 15 8.261 1.991
9 75 250 15 60 20 6.758 1.991
10 75 260 10 70 15 7.710 1.952
11 75 270 25 40 10 12.01 1.951
12 75 280 20 50 5 12.56 1.850
13 85 250 15 70 15 6.950 1.978
14 85 260 10 60 20 7.662 1.954
15 85 270 25 50 5 12.01 1.883
16 85 280 20 40 10 12.55 1.931
17 55 250 25 40 20 6.756 2.025
18 55 260 20 50 15 7.368 1.992
19 55 270 15 60 10 9.315 1.921
20 55 280 10 70 5 12.56 1.712
21 65 250 25 50 15 6.984 2.018
22 65 260 20 40 20 7.000 1.985
23 65 270 15 70 5 12.00 1.784
24 65 280 10 60 10 12.56 1.893
25 75 250 20 60 5 10.81 1.958
26 75 260 25 70 10 8.730 1.928
27 75 270 10 40 15 8.565 1.962
28 75 280 15 50 20 7.963 1.938
29 85 250 20 70 10 8.242 1.968
30 85 260 25 60 5 11.37 1.885
31 85 270 10 50 20 8.293 1.948
32 85 280 15 40 15 8.354 1.937
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For analysis of variance, the influence trend of test
factors on indices was processed by analysis of variance [18].
)is analysis is conducted in five steps as follows:

(1) Calculate the sum of partial squares of each test
factor through the following expression:

Sa � 􏽘
n

i�1
Ij − Y􏼐 􏼑

2
, (3)

where Ij and Y are the mean signal-to-noise ratio of
the volume shrinkage rate at a certain level of a test
factor Y and the signal-to-noise ratio of volume
shrinkage rate at all levels of all test factors which was
taken as the mean value, respectively.

(2) Calculate the sum of squares of the total deviation:

Se � 􏽘
n

i�1
Sai, (4)

where Sai is the partial sum of squares of a test factor.
(3) Calculate the degree of freedom of test factors:

fa � g − 1. (5)

(4) Calculate the sum of squares of the average
deviation:

􏽢Sa �
Sa

fa

. (6)

(5) Finally, the influence degree P can be calculated in
the following form:

P �
Sa

Se

× 100%. (7)

For each factor, the ratio of the sum of squares of de-
viations to the sum of squares of total deviations in the
analysis of variance reflects the influence of the processing
parameters on the test indices [19]. Ij is the mean signal-to-
noise ratio of the volume shrinkage rate at a certain level of a
test factor; Y is the signal-to-noise ratio of volume shrinkage
rate at all levels of all test factors which was taken as the
mean value. Similarly, the mean value of the signal-to-noise
ratio of warpage amount can be obtained. Table 6 presents
the obtained results from the variance analysis.

Table 6 shows that, among the studied parameters,
packing time has the greatest influence on the volume
shrinkage rate and accounts for about 75.2% of the total
shrinkage rate. It is found that as the packing time increases,
the volume shrinkage rate gradually decreases. On the other
hand, the melt temperature has a greater influence on the
volume shrinkage rate, and as the melt temperature de-
creases, the volume shrinkage rate gradually decreases too.
Moreover, the effects of the mold temperature, cooling time,
and packing pressure on the volume shrinkage rate are
almost the same. )e higher the mold temperature, the
greater the volume shrinkage rate. )e volume shrinkage
rate decreases first and then increases with the increase of the
cooling time. As the packing pressure increases, the volume
shrinkage rate fluctuates.

It is also found that the cooling time is the most im-
portant factor to the warpage amount. With the increase of
the cooling time, the warpage amount increases first and
then decreases. )e second effective factor is the melt
temperature, accounting for 24.29% of the warpage amount.
When the melt temperature increases, the warpage amount
decreases gradually. )e influences of the packing pressure
and packing time on the warpage amount are similar, ac-
counting for 14.33% and 12.66% of the warpage amount,
respectively. When the packing pressure increases, the
warpage amount gradually decreases. Meanwhile, when the
packing time increases, the warpage amount first increases
and then decreases. Table 6 indicates that the die temper-
ature has the lowest influence on the warpage amount.When
the mold temperature increases gradually, the warpage
amount first increases and then decreases.

Based on the Taguchi orthogonal test design, the in-
fluence degree of various molding parameters on volume
shrinkage rate and warpage amount can be obtained. Ac-
cordingly, the optimal combination of molding parameters

Table 4: Signal-to-noise ratio of volume shrinkage rate and amount
of warping.

Test number
Signal-to-noise ratio of volume shrinkage rate and

amount of warping.
S/N shrinkage rate/% S/N amount of warping/mm

1 −20.677 −6.365
2 −18.266 −5.981
3 −17.707 −5.738
4 −17.493 −5.598
5 −17.775 −6.146
6 −21.100 −6.029
7 −17.031 −5.711
8 −18.341 −5.981
9 −16.584 −5.981
10 −17741 −5.810
11 −21.591 −5.805
12 −21.980 −5.343
13 −16.840 −5.925
14 −17.687 −5.818
15 −21.591 −5.497
16 −21.973 −5.716
17 −16.594 −6.129
18 −17.347 −5.986
19 −19.384 −5.671
20 −21.980 −4.670
21 −16.882 −6.098
22 −16.902 −5.955
23 −21.584 −5.028
24 −21.980 −5.543
25 −20.676 −5.836
26 −18.820 −5.702
27 −18.655 −5.854
28 −18.022 −5.747
29 −18.321 −5.881
30 −21.115 −5.506
31 −18.374 −5.792
32 −18.438 −5.743
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can be obtained to minimize the volume shrinkage rate and
the warpage amount.

3.3.MultiobjectiveOptimization of GreyCorrelationAnalysis.
)e foregoing discussions demonstrate that range and
variance processing are effective methods to analyze and
optimize a single factor. However, these methods cannot be
applied to optimize multiple objectives at the same time. In

this regard, grey correlation analysis is often used in the data
processing of the Taguchi orthogonal test, which can
transform a multiobjective problem into a single-objective
problem so that it is beneficial to analyze the test data.

)e basic principle of the grey correlation analysis is to
determine the degree of correlation according to the simi-
larity degree of the curve geometry for each factor. )e more
similar the curve geometries, the higher the correlation
degree between factors.

Table 5: Mean signal-to-noise ratio of shrinkage and warpage.

Optimization objective Mean A B C D E

Shrinkage rate

I1 −18.681 −18.044 −19.359 −19.491 −21.338
I2 −18.949 −18.622 −18.717 −18.780 −19.764
I3 −19.259 −19.490 −18.992 −19.184 −17.744
I4 −19.292 −20.026 −19.053 −18.726 −17.336
Y −19.004

Amount of warping

J1 −5.767 −6.045 −5.750 −5.949 −5.534
J2 −5.811 −5.848 −5.763 −5.824 −5.806
J3 −5.76 −5.637 −5.771 −5.759 −5.892
J4 −5.735 −5.543 −5.189 −5.541 −5.841
X −5.738

Table 6: Results of the variance analysis.

Optimization
objective

Sources of
variance

Sum of squares of
deviations/Sa

Degrees of
freedom/fa

)e mean square
value/S

⌢

a

Influence degree P
(%)

Shrinkage rate

A 0.255 3 0.085 1.84
B 2.584 3 0.861 18.69
C 0.211 3 0.070 1.53
D 0.378 3 0.126 2.73
E 10.395 3 3.465 75.2
Se 13.823 15

Amount of warping

A 0.0067 3 0.0022 1.05
B 0.1546 3 0.0515 24.29
C 0.3033 3 0.1011 47.66
D 0.0912 3 0.0304 14.33
E 0.0806 3 0.0269 12.66
Se 0.6364 15

Volume shrinkage
Time = 47.00 (s)

(%)
6.721

5.014

3.306

1.599

–0.1077

(a)

Scaling factor = 1.000
(mm)

2.001

1.607

1.213

0.8194

0.4254

Deformation, all effect deformation

(b)

Figure 10: Analysis results for A1B1C2D4E4 parameters.
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3.3.1. Evaluation Index Data Matrix. Based on the objective
analysis, the evaluation index matrix can be established with
evaluation indices. )is matrix can be expressed in the
following form:

A �

X1(1) X1(2) . . . X1(j) . . . X1(m)

X2(1) X2(2) . . . X2(j) . . . X2(m)

. . . . . . . . . . . . . . . . . .

Xi(1) Xi(2) . . . Xi(j) . . . Xi(m)

. . . . . . . . . . . . . . . . . .

Xn(1) Xn(2) . . . Xn(j) . . . Xn(m)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where n is the number of tests,m is the number of evaluation
indices, and xi(j) is the raw data.

3.3.2. Normalizing the Evaluation Target Data. In order to
ensure the equivalence of each index, it is necessary to
normalize the original sequence to eliminate its dimension.
In the present study, the normalization is carried out
through the following expression:

X
∗
i (k) �

maxXi∀j(j) − Xi(j)

maxXi∀j(j) − minXi∀j(j)
, (9)

where x∗i (k) denotes the index value after normalization,
maxXi∀j(j) is the maximum value of columns in the data
matrix of evaluation index, minXi∀j(j) is the minimum
value of columns in the data matrix of evaluation index,
xi(j) is a vector in the data matrix of evaluation index, and
Xob(j) is the target value of Xi(j).

3.3.3. Determination of the Grey Correlation Coefficient
Matrix. )e maximum value of each index can be con-
sidered as the reference sequence.

K �, k1, k2, k3, . . . , kj, . . . km􏼐 􏼑,

kj � max Xi(j), X2(j), . . . , Xj(j), . . . , Xn(j)􏼐 􏼑,

ξi �
min(Δmin) + ρ•max(Δmax)

Δ0,i(j) + ρ•max(Δmax)
,

(10)

where Δ0,i(j) � |kj − Xi(j)| is the absolute value of the
reference sequence and comparison sequence,
min(Δmin) � min(min|kj − Xi(j)|) is the minimum ab-
solute value of each reference sequence and the comparison
sequence, max(Δmax) � max(max|kj − Xi(j)|) denotes the
maximum absolute value of each reference sequence and
comparison sequence, ξi is the correlation coefficient of each
evaluation index, and ρ is the resolution coefficient, which is
usually set to 0.5 [20].

Accordingly, the grey correlation coefficient matrix can
be established in the following form:

ξ �

ξ11 ξ12 . . . ξ1m

ξ21 ξ22 . . . ξ2m

. . . . . . . . . . . .

ξn1 ξn2 . . . ξnm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

3.3.4. Determination of the Grey Correlation Degree.

ci �
1
m

􏽘

m

j�1
ξij, (i � 1, 2, . . . , n). (12)

For evaluation of the grey correlation degree of auto-
mobile instrument light guide bracket, the grey correlation
degree of volume shrinkage rate and warpage amount can be
obtained from equations (8) to (12), respectively. )en the
multiobjective problem can be transformed into a single-

12.56

9.432

6.309

3.185

0.0618

Volume shrinkage
Time=17.00 (s)

(%)

(a)

1.763

1.605

1.212

0.8196

0.4268

Scaling factor = 1.000
(mm) Deformation, all effect deformation

(b)

Figure 11: Analysis results for A4B4C1D4E1 parameters.

10 Advances in Materials Science and Engineering



objective problem. Table 7 presents the warpage amount and
volume shrinkage rate data based on grey correlation
analysis.

For range analysis of the grey correlation degree, the
mean value and the corresponding range values can be
calculated from the range analysis of the grey correlation
degree. Table 8 indicates that the larger the value of the
evaluation factor, the stronger the grey correlation and the
higher the influence on the evaluation index.

Table 8 indicates that the highest value of the grey
correlation degree is obtained when the mold tempera-
ture, melt temperature, cooling time, packing pressure,
and the packing time are set to 55°C, 250°C, 25 s, 70MPa,
and 20MPa, respectively. )ese settings (hereafter called
A1B1C4D4E4) have the greatest influence on the volume
shrinkage rate and the warpage amount, which is the
optimal combination of process parameters. )en these
molding parameters are introduced to the Moldflow
software and the simulation results are shown in
Figure 12.

Figure 12 shows that the grey correlation analysis is an
effective scheme to optimize the molding parameters. It is

found that the optimal volume shrinkage rate and warpage
amount are 6.753% and 1.999mm, respectively.

Based on the performed Taguchi orthogonal test and grey
correlation analysis, the optimal molding parameters can be
obtained. In this regard, Table 9 presents the optimal results.

Table 9 demonstrates that the Taguchi orthogonal test
and the grey correlation analysis are effective ways to op-
timize the molding process parameters and obtain different
quality index values. It is found that the optimal volume
shrinkage rate and warpage amount are 6.753% and 1.999%,
respectively.

Table 7: Evaluation index matrix, correlation coefficient matrix, and grey correlation degree.

Serial number
Evaluation index

matrix Normalized matrix Correlation
coefficient matrix Grey correlation degree

Xi(1) Xi(2) X∗i (1) X∗i (2) ξi1 ξi2 ξ

1 10.81 2.081 0.302 0 0.417 0.333 0.375
2 8.19 1.991 0.753 0.244 0.669 0.398 0.5335
3 7.68 1.936 0.841 0.393 0.759 0.452 0.6055
4 7.493 1.905 0.873 0.477 0.797 0.489 0.643
5 7.740 2.029 0.830 0.141 0.746 0.368 0.557
6 11.35 2.002 0.208 0.214 0.387 0.389 0.388
7 7.105 1.930 0.940 0.409 0.893 0.458 0.6755
8 8.261 1.991 0.741 0.244 0.659 0.398 0.5285
9 6.758 1.991 1 0.244 1 0.398 0.699
10 7.710 1.952 0.836 0.350 0.753 0.435 0.594
11 12.01 1.951 0.095 0.352 0.356 0.436 0.396
12 12.56 1.850 0 0.626 0.333 0.572 0.4525
13 6.950 1.978 0.967 0.279 0.938 0.410 0.674
14 7.662 1.954 0.844 0.344 0.762 0.433 0.5975
15 12.01 1.883 0.095 0.537 0.356 0.519 0.4375
16 12.55 1.931 0.001 0.407 0.334 0.457 0.3955
17 6.756 2.025 1 0.152 1 0.371 0.6855
18 7.368 1.992 0.895 0.241 0.826 0.397 0.6115
19 9.315 1.921 0.559 0.434 0.531 0.469 0.5
20 12.56 1.712 0 1 0.333 1 0.6665
21 6.984 2.018 0.961 0.171 0.928 0.376 0.625
22 7.000 1.985 0.958 0.260 0.923 0.403 0.663
23 12.00 1.784 0.096 0.805 0.356 0.719 0.5375
24 12.56 1.893 0 0.509 0.333 0.505 0.419
25 10.81 1.958 0.302 0.333 0.417 0.428 0.4225
26 8.730 1.928 0.660 0.415 0.595 0.461 0.528
27 8.565 1.962 0.688 0.322 0.616 0.424 0.52
28 7.963 1.938 0.792 0.388 0.706 0.450 0.578
29 8.242 1.968 0.744 0.306 0.661 0.419 0.54
30 11.37 1.885 0.205 0.531 0.386 0.516 0.451
31 8.293 1.948 0.735 0.360 0.654 0.439 0.5465
32 8.354 1.937 0.725 0.390 0.645 0.450 0.5475

Table 8: Range analysis of the grey correlation degree.

Level A B C D E
1 0.578 0.576 0.534 0.496 0.466
2 0.553 0.546 0.540 0.546 0.484
3 0.524 0.527 0.546 0.528 0.592
4 0.524 0.529 0.557 0.607 0.636
Range 0.054 0.049 0.023 0.111 0.170
Note: A is the mold temperature, B is the melt temperature, C is the cooling
time, D is the packing pressure, and E is the packing time.
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4. Conclusion

In the present study, four gate configurations are prelimi-
narily proposed for the injection molding of the automobile
light guide bracket. )en numerical simulations are per-
formed through the Moldflow software. Accordingly, filling
time, flow front temperature, clamping force, and weld line
are analyzed and compared. It is found that, in the best
configuration, the filling time is 1.055 s, the temperature
difference of flow front is 7.4°C, the clamping force is
1060 kN, the number of welding lines is low, and the weld
distribution is reasonable. Finally, volume shrinkage and
warpage are calculated as quality evaluation indices through
the simulation in the Moldflow software. )e obtained re-
sults show that the maximum volume shrinkage rate and the
maximum warpage amount are 11.82% and 2.081mm,
respectively.

)e volume shrinkage rate and warpage amount of the
bracket are selected as experimental evaluation indices, and
different molding process parameters such as the mold
temperature, melt temperature, cooling time, packing
pressure, and packing time are taken as experimental level
factors. )en the range analysis of the Taguchi orthogonal
test is conducted, where the obtained results show that
when the process parameters are set to A1B1C2D4E4 (55°C,
250°C, 15 s, 70MPa, and 20 s), the mean shrinkage signal-
to-noise ratio is the maximum and the volume shrinkage is
the minimum. Meanwhile, when the process parameters

are set to A4B4C1D4E1 (85°C, 280°C, 10 s, 70MPa, and 5 s),
the mean warpage signal-to-noise ratio is the maximum
and the warpage is the minimum. Moreover, the minimum
volume shrinkage rate for A1B1C2D4E4 parameters is
6.721% and the minimum warpage amount for
A4B4C1D4E1 parameters is 1.763mm. )rough variance
analysis, it is found that the packing time is the molding
parameter with the greatest influence on the volume
shrinkage rate accounting for about 75.2% of the total
shrinkage rate, and the cooling time has the greatest in-
fluence on the warpage amount. )e performed simula-
tions reveal that as the cooling time increases, the warpage
amount increases first and then decreases. )rough the
Taguchi orthogonal test design, the influence degree of
various molding parameters can be obtained on the volume
shrinkage rate and warpage amount.

Finally, the range analysis of the grey correlation is
carried out to optimize the volume shrinkage rate and
warpage amount simultaneously. Accordingly, it is found
that the largest grey correlation can be obtained when the
processing parameters are set to A1B1C4D4E4 (55°C, 250°C,
25 s, 70MPa, and 20MPa).)e combination has the greatest
influence on the volume shrinkage rate and warpage
amount, which is the optimal combination of process pa-
rameters. )en the combination of processing parameters is
analyzed, and the optimal volume shrinkage rate and
warpage amount were obtained as 6.753% and 1.999mm,
respectively.

Volume shrinkage
Time = 37.00 (s)

(%)
6.753

5.059

3.365

1.671

–0.0235

(a)

Scaling factor = 1.000
(mm)

1.999

1.607

1.215

0.8227

0.4308

Deformation, all effect deformation

(b)

Figure 12: Analysis results of A1B1C4D4E4 parameter.

Table 9: Comparison of quality evaluation indices of the Taguchi orthogonal test and the grey correlation degree.

Index Influence factors Process parameter
combination

Volume shrinkage
(%)

Amount of warping
(mm)

Warpage amount analysis based on Taguchi
orthogonal test C>B>D> E>A A1B1C2D4E4 6.721 2.001

Volume shrinkage rate analysis based on
Taguchi orthogonal test E>B>D>A>C A4B4C1D4E1 12.56 1.763

Grey correlation analysis E>D>A>B>C A1B1C4D4E4 6.753 1.999
Note: A is mold temperature, B is melt temperature, C is cooling time, D is packing pressure, and E is packing time.
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A plastic back door car panel was considered as the research object. In order to obtain optimal injection molding simulation
parameters, Moldflow2018 is used to simulate injection molding process of plastic back door car panel. Orthogonal experiment is
conducted to analyze the influence of injection process parameters on the evaluation index. Melt temperature, mold temperature,
cooling time, packing pressure, and packing time are selected as process parameters. Warpage and volumetric shrinkage are taken
as evaluation indicators. Test groups are designed to obtain data, and range analysis method is employed to analyze warpage and
volumetric shrinkage. Warpage range analysis shows that optimal warpage is 9.3mm for volumetric shrinkage rate of 14.3%.
Range analysis of volumetric shrinkage rate indicates that the best warpage is 8.3mm for the corresponding volumetric shrinkage
rate of 15.05%. A comprehensive evaluation index is established using the gray relational analysis. *is analysis shows that
warpage is 8.3mm and volumetric shrinkage rate is 14.2%. Taguchi method is employed to obtain signal-to-noise ratio, while
range and variance methods are used for the analysis. Optimal warpage is obtained as 8.2mm, while the volume shrinkage rate is
10.3%. For a single evaluation index warpage, least squares method and artificial fish swarm algorithm are used to find the optimal
parameter combination. Moldflow2018 is employed for simulation verification, and minimum warpage is obtained as 6.405mm.

1. Introduction

Due to an increase in demand of plastic products, injection
molds have been rapidly developing. A relatively large
number of plastic products are used in automobile industry.
As the requirements for lightweight and low energy con-
sumption of automobile are getting higher, steel parts are
more frequently being replaced with plastic ones. In recent
years, many scientific researchers have employed CAE
technology for simulation of injection molding processes in
automotive industry. BP neural network was used by Kejian
et al. [1] to establish the relationship between process pa-
rameters and warpage. *e authors reduced warpage via
genetic algorithm optimization. In order to reduce warpage,
Yan et al. [2] predicted deformation trends of plastic parts
through Moldflow and corrected the molding parameters
related to plastic parts. Li et al. [3] observed that the amount
of stable warpage deformation was proportional to the
volume shrinkage. Furthermore, the authors concluded that

unstable warpage was caused by the bending of the product
itself. *e aforementioned researchers used algorithms to
optimize the relationship between parameters and warpage.
In addition, the authors modified relevant parameters of
injection molding to reduce warpage, where they demon-
strated the relationship between warpage and volume
shrinkage. In addition, the authors pointed out main causes
of warpage. However, there is no detailed study on corre-
lation optimization between volume shrinkage and warpage.
Doerffel et al. [4] studied deformation of injection molded
parts and validated the quality of plastic parts based on
laminated sheet parts. *rough experimental investigations,
the authors found that crystalline conformable materials
were prone to large warpage and shrinkage during the in-
jection molding process. Huszar et al. [5] minimized the
warpage by selecting the optimal injection material and gate
positions. *e authors found that PP and PS materials
produced the largest and smallest warpages, respectively,
while the warpage of polypropylene was mainly determined
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by the gate position and injection pressure. Shiroud et al. [6]
employed simulation and variance analyses of important
components of artificial skeletal joints to control optimal
values of warpage and volume shrinkage at 0.287222mm
and 13.6613%, respectively. Sateesh et al. [7] considered the
top cover of water meter as the research object. *e authors
used gray correlation analysis method to optimize injection
molding parameters. *e above-mentioned researchers
analyzed various types of injection molding materials,
pointed out the influence of different injection molding
materials on warpage, and optimized the injection param-
eters using the gray correlation degree. However, for the
selection of optimization methods, a combination of mul-
tiple optimization methods had not yet been employed. In
this paper, vehicle plastic back door is taken as the research
object. Injection molding simulation is performed, for which
five injection molding process parameters are selected:
melting temperature, mold temperature, pressure holding
time, pressure holding pressure, and injection time. By
taking warpage and volume shrinkage as evaluation indi-
cators, process parameters that affect injection molding are
studied based on the orthogonal test method. Furthermore,
degree of influence of each parameter on evaluation indi-
cators is obtained by employing different analysis methods.
Least two multiplication and artificial fish school algorithms
are employed to optimize process parameters during in-
jection molding process.

2. Process Simulation of BackDoorOuter Panel
Injection Molding

In this section, injection molding process is simulated. Next,
influence of gate positioning and number on process pa-
rameters during the injection molding process is investi-
gated based on Moldflow. Finally, the best gate position is
determined.

2.1. Introduction to Injection Molding Process #eory

2.1.1. Filling Stage. *is stage plays an important role in
plastic parts molding. *e following mathematical model is
used to describe the process:

η �
η0

1 + A η0c( 􏼁
1− n

,

η0 � B exp
T0

T
+ βp􏼒 􏼓,

(1)

where η0 stands for zero shear viscosity, p stands for in-
jection pressure, n stands for flow index, c represents shear
rate, and T denotes melting temperature.

2.1.2. Packaging Stage. Continuity equation is as follows:
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2.1.3. Cooling Phase. Simplified conduction equation of
temperature field is as follows:

ρcp

zTP

zt
􏼠 􏼡 �

z

zz
Kp

zTp

zz
􏼠 􏼡, (5)

where Tp stands for plastic parts temperature, T stands for
time, Kp denotes thermal conductivity, ρ represents plastic
parts density, and Cp denotes equivalent specific heat
capacity.

2.2. Mesh Division of the Outer Panel of the Back Door.
CATIA is employed to design the outer panel structure of
the plastic back door, as shown in Figure 1. *e part is
imported into Moldflow for mesh division. Mesh side length
is set to 5mm [8], mesh type is set to double-layer, mesh
division is shown in Figure 2, and mesh division results are
shown in Table 1.

According to Table 1, the matching percentage of grid
analysis is equal to 97.1%, which is suitable for a double-layer
analysis. However, maximum aspect ratio of the grid is
11.57. *us, maximum aspect ratio has to be reduced to
approximately 6 through grid repair [9]. Analysis results
following the reparation are shown in Table 2.

According to the results from Table 2, maximum aspect
ratio is now equal to 6.59, while the grid matching per-
centage is 97.2%. *us, the repaired grid meets the re-
quirements and analysis can be continued.

2.3. Selection of InjectionMaterials. PP-LGF-30 is selected as
the material of the inner panel and PP-EPDM-T30 is se-
lected as the material of the outer panel. Some basic material
parameters are shown in Table 3 [10].

2.4. Selection of Gate Location. *e outer panel of the plastic
rear door is a large car cover. Based on actual production
experience, number of gates is set to four, six, and eight.
Moldflow is used to simulate and analyze three gate posi-
tions, and the results are shown in Figure 3.

Main process parameters during injection molding are
the clamping force, filling time, flow front temperature, air
pockets, and welding line. *e effect of these parameters is
investigated in the following sections.

2.4.1. Clamping Force. Clamping force must be greater than
the thrust generated by the melt flow. Moldflow is used to
analyze the clamping force, and the results are shown in
Figure 4. It can be observed that maximum clamping forces
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Table 1: Meshing results.

Number of free
edges

Number of
multiple sides

Incorrectly
aligned unit

Intersecting and fully
overlapping cells

Grid matching
percentage (%)

Average
aspect ratio

Maximum
aspect ratio

0 0 0 0 97.1 1.64 11.57

Table 2: Result of mesh repair.

Number of free
edges

Number of
multiple sides

Incorrectly
aligned unit

Intersecting and fully
overlapping cells

Grid matching
percentage (%)

Average
aspect ratio

Maximum
aspect ratio

0 0 0 0 97.2 1.62 6.59

Table 3: Basic properties of two modified PP.

Material Elastic modulus (MPa) Poisson’s ratio Shear modulus (MPa) Maximum shear stress (MPa) Density (g/cm3)
PP-LGF-30 6502.3 0.387 1482.5 0.25 1.1443
PP-EPDM-T30 2005.3 0.365 660 0.25 1.0314

(a) (b) (c)

Figure 3: Gate location with (a) four gates, (b) six gates, and (c) eight gates.

Figure 2: Meshing diagram.

Figure 1: 3D parts design.
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of three gate positions are 969.7 t, 1167.9 t, and 1159.8 t,
respectively. It is found that clamping forces between three
gates demonstrate negligible differences.

2.4.2. Filling Time. Filling time is an important key result.
Filling times of three different gate solutions are shown in
Figure 5. It can be observed that the filling times of four-gate
and six-gate schemes are approximately the same, while the
filling time of the eight-gate scheme is longer.

2.4.3. Flow Front Temperature. Flow front temperature
differences should not be significant, with generally al-
lowable difference being less than 20°C. Analysis result is
shown in Figure 6. Temperature differences of three gate
scheme models are 9.3°C, 10.7°C, and 12.2°C, respectively.
Moreover, all temperatures meet the difference re-
quirement. Lastly, it should be noted that the leading edge
temperature should be as high as possible within a rea-
sonable range.

2.4.4. Welding Line. Weld marks directly affect the surface
quality of plastic parts. *erefore, they should be reduced
when possible. Analysis results are shown in Figure 7. It can
be seen that the number of weld lines is increased with the
number of gates.

In Table 4, results of the above conducted analysis are
shown.

It can be seen from Table 4 that six gates are selected.

3. OptimizationofProcessParametersBasedon
the Orthogonal Experiment

*e influence of each process parameter on evaluation index
is analyzed via orthogonal experiment.

3.1. Introduction to Orthogonal Experiment. Orthogonal test
is an experimental method that studies the influence of
multiple factors and multiple levels on experimental results
[11]. When designing an orthogonal experiment, it is nec-
essary to first determine objectives of the experimental re-
search. *en, experimental measurement indicators are
formulated according to objectives of the experimental re-
search. Lastly, influencing factors of the experiment are
selected. *e general design is as follows:

(1) Selection of evaluation indicators
First step of the orthogonal test is to reasonably select
evaluation indicators according to the actual
situation

(2) Selection of test influence factors and determination
of influence factors test levels

In the orthogonal experiment, letters A, B, C, D, and E
are used to represent influencing factors of the experiment.
Generally, the number of influencing factors is 3-6, and

numerical difference between each level should be deter-
mined according to the calculation and difference of field
conditions. Moreover, numerical difference should conform
to a certain interval range.

3.2. Orthogonal Design. Basic steps of orthogonal test are as
follows:

(1) Determining the value range of each process
parameter

(2) Obtaining a reasonable evaluation index for ade-
quate orthogonal test table design

(3) Simulation of combined process parameters via CAE
software

3.2.1. Influencing Factors and Evaluation Options. Based on
actual production experience, five factors are selected:
melting temperature, mold temperature, cooling time,
packing pressure, and packing time. Two evaluation indi-
cators of product warpage and volume shrinkage are se-
lected. Based on actual process parameter values, the level of
each factor should be selected according to Table 5.

Selected level value of each influencing factor is placed
into the orthogonal table. *e system automatically gen-
erates 16 sets of process parameter combinations. Moldflow
is used to simulate 16 sets of process parameter combina-
tions and evaluate each set of tests. Index results are shown
in Table 6.

3.2.2. Orthogonal Test Table Data Analysis. (1) Analysis of
warpage results: Range analysis method is used to analyze
test data of a single warpage. *e analysis results are shown
in Table 7 and Figure 8.

Based on the presented results in Table 7 and Figure 8,
degree of influence of various factors on warpage can be
ordered as follows: packing pressure> packing time-
>melting temperature>mold temperature> cooling time.
*rough warpage range analysis, a better combination of
process parameters A4B1C3D4E1 can be obtained. After
analyzing and verifying combination of process parameters,
the final result is shown in Figure 9. *e warpage is 9.3mm,
while the volume shrinkage rate is 14.3%.

(2) Volume shrinkage result analysis: Range analysis
method is also used to perform range analysis on a single
volume shrinkage rate, as shown in Table 8.

According to data presented in Table 8 and Figure 10,
degree of influence of various factors on volume shrinkage
rate can be ordered as follows: melting temperature>mold
temperature> cooling time> packing pressure> packing
time. Favorable process parameter combination
A1B1C4D4E4 can also be obtained via volume shrinkage
range analysis. *e group is verified, and final results are
shown in Figure 11.*e warpage is 8.38mm, and the volume
shrinkage rate is 15.05%.
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Degree
135.0

101.6

68.17

34.75

1.333

(a)

Degree
135.0

101.3

67.52

33.79

0.0471

(b)

Degree
135.0

101.3

67.65

33.97

0.2914

(c)

Figure 7: Welding line with (a) four gates, (b) six gates, and (c) eight gates.
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(b)
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181.9
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(c)

Figure 6: Flow front temperature with (a) four gates, (b) six gates, and (c) eight gates.

Table 4: Analysis results of three different gate schemes.

*e number of gates Clamping force (t) Filling time (s) *e difference of temperature (°C) *e number of welding lines
4 969.7 2.885 9.3 4
6 1167.9 2.921 10.7 6
8 1159.8 3.919 12.2 8

2.885

2.164

1.442

0.7212

0.0000

(S)

(a)

2.921

2.191

1.460

0.7302

0.0000

(S)

(b)

3.919

2.939

1.959

0.9797

0.0000

(S)

(c)

Figure 5: Filling time with (a) four gates, (b) six gates, and (c) eight gates.
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Figure 4: Clamping force with (a) four gates, (b) six gates, and (c) eight gates.
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4. Parameter Optimization Based on Gray
Correlation Degree and Taguchi Algorithm

*e further optimization of influence of process parameters
on evaluation index via dual-index analysis of gray corre-
lation degree and Taguchi algorithm based on SNR (signal-
to-noise ratio) is conducted.

4.1. Dual-Index Analysis Based on Gray Correlation.
Orthogonal experiment is employed to analyze single
warpage or volume shrinkage rate. It is impossible to de-
termine whether there is an inherent connection between
two evaluation indicators due to changes in process pa-
rameters. *erefore, the concept of gray correlation is in-
troduced. Moreover, gray correlation integration and in-
depth analysis are conducted [12].

4.1.1. Gray Correlation #eory. Calculation of gray relation
theory is as follows:

(1) Initial value sequence is determined through
nondimensionalization:

Table 5: Level factor settings.

Level
Factor

A B C D E
Mold temperature (°C) Melt temperature (°C) Cooling time (s) Packing pressure (MPa) Packing time (s)

1 40 185 20 65 15
2 50 200 25 75 20
3 60 215 30 85 25
4 70 230 35 95 30

Table 6: Tests and results.

Numbering
Factors Index

A B C D E Warpage (mm) Volumetric shrinkage (%)
1 40 185 20 65 15 10.35 14.26
2 40 200 25 75 20 10.35 15.05
3 40 215 30 85 25 11.35 14.86
4 40 230 35 95 30 10.59 12.35
5 50 185 25 85 30 10.33 14.29
6 50 200 30 95 25 9.10 15.05
7 50 215 35 65 20 11.44 15.85
8 50 220 20 75 15 10.27 16.64
9 60 185 30 95 20 7.84 14.24
10 60 200 35 85 15 8.27 15.05
11 60 215 20 75 30 12.01 15.85
12 60 230 25 65 25 13.52 16.63
13 70 185 35 75 25 8.84 14.24
14 70 200 20 65 30 11.41 15.05
15 70 215 25 95 15 8.61 15.86
16 70 230 30 85 20 1.91 16.63

Table 7: Warpage range analysis (mm).

Level A B C D E
Mean value 1 10.66 9.34 11.01 11.68 8.826
Mean value 2 10.29 9.79 10.15 10.37 11.04
Mean value 3 10.41 10.30 9.67 10.09 10.71
Mean value 4 9.26 11.19 9.79 8.487 11.09
Range analysis 1.4 1.85 1.344 3.2 2.264

U
ni
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m
)

Level

12
11.5

11
10.5

10
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9
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Figure 8: Warpage mean analysis.
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yi � xiD � yi(1), yi(2), yi(3) . . . yi(n)( 􏼁,

i � 0, 1, 2, 3 . . . m.
(6)

(2) Sequence difference is obtained:

Δ0,i(k) � y0(k) − yi(k)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

i � 1, 2, 3 . . . m; k � 1, 2 . . . n.
(7)

(3) Range value between indicators is found:

M � max
i

max
k
Δ0i(k), m � min

i
min

k
Δ0i(k). (8)

(4) Correlation coefficient is obtained:

r0i(k) �
m + ρM

Δi(k) + ρM
, (9)

where ρ represents resolution coefficient, i� 1, 2,
. . .m, k� 1, 2, . . ., n, and ρ ∈ [0, 1], ρ� 0.5.

(5) Gray correlation degree between indicators is
calculated:

r x0, xi( 􏼁 �
1
n

􏽘

n

k�1
r0i(k); (i � 1, 2, 3 . . . m). (10)

Actual experimental data and equations (6)–(10) are
combined, and correlation coefficient between two indica-
tors is calculated.

4.1.2. Gray Correlation Calculation. A series of numerical
values, such as the range of gray correlation degree and
correlation coefficient, are calculated. Gray correlation
degree for two different evaluation indicators is calcu-
lated according to equation (10). Results are shown in
Table 9. Range analysis method is used to postprocess
gray correlation data, and the results are shown in Ta-
ble 10. Two evaluation indicators are integrated via gray
correlation degree. *erefore, a set of improved combi-
nation parameters can be obtained by employing gray
correlation degree range analysis results. Improved
combination parameters are denoted as A1B1C4D4E1.
Simulation analysis results of parameter combination are

(mm)
9.381

7.327

5.273

3.219

1.165

(a)

(%)
14.30

10.82

7.332

3.846

0.3607

(b)

Figure 9: A4B1C3D4E1 combined simulation results with (a) warpage and (b) volume shrinkage.

Table 8: Range analysis of volume shrinkage (%).

Level A B C D E
Mean value 1 14.13 14.26 15.45 15.45 15.45
Mean value 2 15.45 15.05 15.46 15.44 15.44
Mean value 3 15.44 15.61 15.20 15.21 15.20
Mean value 4 15.45 15.56 14.37 14.37 14.39
Range analysis 1.32 1.35 1.09 1.08 1.06

U
ni

t (
m

m
)

Level

15.8
15.6
15.4
15.2

15
14.8
14.6
14.4
14.2

14
A B C D E

Mean value 1
Mean value 2

Mean value 3
Mean value 4

Figure 10: Mean analysis of volume shrinkage.
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shown in Figure 12. Warpage is equal to 8.37 mm, while
the volume shrinkage rate is 14.26%.

4.2. Taguchi Algorithm Data Processing Based on SNR.
Contrary to the orthogonal experiment method, Taguchi
algorithm introduces the concept of SNR on the basis of
orthogonal experiment. In Taguchi algorithm, the index for
measuring test results is no longer warpage or volume
shrinkage rate. Instead, SNR is employed [13].

4.2.1. SNR Calculation. For the injection molding process
considered in this paper, numerical evaluation index should
be as small as possible but within a reasonable range. In other
words, the smaller the chosen index, the better the SNR

calculation. SNR is calculated according to the following
equation:

η � − 10 log10
1
n

􏽘

n

j�1
S
2
j

⎛⎝ ⎞⎠. (11)

Minimum characteristic warpage value is set to Y1 and
SNR to η1. Minimum volume shrinkage characteristic value
is set to Y2 with the corresponding SNR value of η2. *e
overall SNR is obtained as

η � 0.5η1 + 0.5η2. (12)

Equations (11) and (12) are used to calculate SNR, and
the results are shown in Table 11.

4.2.2. Analysis of SNR Calculation Results

(1) SNR sum and its average are found:

N � 􏽘
16

j�1
ηj. (13)

Data in Table 11 is substituted into equation (13):

N � 􏽘
16

j�1
ηj � − (21.6906 + 21.8109 + · · · · · · + 21.9005 + 21.9329)

� − 349.6783.

(14)

SNR sum is equal to − 349.6783, and the mean value
is equal to − 21.8549.

(2) Mean value and range of each SNR factor are
calculated.
According to Table 11, SNR mean value and range
corresponding to each process parameter are cal-
culated, and the results are shown in Table 12.

(mm)
8.380

6.556

4.732

2.908

1.084

(a)

(%)
15.05

11.28

7.508

3.738

–0.0333

(b)

Figure 11: A1B1C4D4E4 combined simulation results with (a) warpage and (b) volume shrinkage.

Table 9: Gray correlation results.

Numbering Correlation Numbering Correlation
1 0.51 9 0.62
2 0.46 10 0.55
3 0.44 11 0.39
4 0.73 12 0.34
5 0.51 13 0.57
6 0.51 14 0.43
7 0.40 15 0.69
8 0.41 16 0.41

Table 10: Gray correlation range analysis.

Level A B C D E
Mean value 1 0.54 0.55 0.44 0.42 0.54
Mean value 2 0.46 0.49 0.5 0.46 0.47
Mean value 3 0.48 0.48 0.5 0.48 0.47
Mean value 4 0.53 0.47 0.57 0.64 0.52
Range analysis 0.08 0.08 0.13 0.22 0.07
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Sum of SNR squared total fluctuations can be ob-
tained as

SN � 􏽘
16

j�1
Nj − N􏼐 􏼑

2
� 0.15. (15)

SNR sum of squared fluctuations of each influencing
factor is calculated as

Si �
1
4

N
2
1 + N

2
2 + N

2
3 + N

2
4􏼐 􏼑 −

1
16

N
2
. (16)

According to Table 12 and the above data, equation
(16) is employed for calculation:
S1 � 0.0393; S2 � 0.0403; S3 � 0.0039; S4 � 0.0166;
S5 � 0.0218.

(3) Variance analysis

In variance calculation, degree of freedom f has to be first
determined. Degree of freedom f is the number of influencing
factors lowered by one. VarianceV is equal to the square sum of
Si/degree of freedom f of each influencing factor SNR fluctu-
ation. Parameter F is equal to variance error of the influencing
factor. When the error variance does not exist, value with the
smallest SNR fluctuation square and influencing factor Si can be
selected as the error variance for calculation (e.g., factor C), and
the variance can be calculated based on the above data. Volatility
sum of squares, degrees of freedom, variance, and F value are all
calculated, and the results are shown in Table 13.

According to Table 13, influence of A and B on quality
fluctuation characteristics can be observed. *erefore, the
two can be regarded as stable factors. Factors C, D, and E,

8.379

6.552

4.726

2.899

1.073

(mm)

(a)

14.26

10.91

7.567

4.222

0.8770

(%)

(b)

Figure 12: A1B1C4D4E1 combined simulation results with (a) warpage and (b) volume shrinkage.

Table 11: SNR calculation results.

Numbering SNRη1 SNRη2 SNRη

1 − 20.2988 − 23.0824 − 21.6906
2 − 20.2988 − 23.3229 − 21.8109
3 − 20.5826 − 23.3624 − 21.9725
4 − 20.5616 − 23.0276 − 21.7946
5 − 20.5071 − 23.0423 − 21.7747
6 − 20.3133 − 23.1313 − 21.7223
7 − 20.4463 − 23.2666 − 21.8565
8 − 20.4200 − 23.4292 − 21.9246
9 − 20.2016 − 23.3907 − 21.7962
10 − 20.0489 − 23.4070 − 21.7280
11 − 20.2140 − 23.4644 − 21.8392
12 − 20.4739 − 23.5524 − 21.0132
13 − 20.3732 − 23.5171 − 21.9425
14 − 20.4332 − 23.5196 − 21.9764
15 − 20.2472 − 23.5537 − 21.9005
16 − 20.2526 − 23.6131 − 21.9329
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are set as adjustable factors. For stable factors A and B,
corresponding levels are A1 and B1, respectively. Factors
A and B are kept constant, while the warpage SNR of
factors C, D, and E is analyzed. Analysis results are shown
in Table 14.

In Table 14, only influence of factors C, D, and E on
warpage is analyzed. Furthermore, the best combination
of process parameters is selected as C3D4E1. Combi-
nation of this set of process parameters is simulated, and
the results are shown in Figure 13. *e warpage is equal
to 8.21 mm, and the volume shrinkage rate is equal to
10.3%.

4.3. Comprehensive Analysis. Warpage and volume
shrinkage of the orthogonal experiment are analyzed via
extreme difference. In addition, influence trend and de-
gree of the injection molding process parameters on the
evaluation index are obtained for two cases. Simulta-
neously, gray correlation analysis method and SNR
Taguchi method are used to perform a simple optimiza-
tion analysis on data obtained from the orthogonal ex-
periment. Moreover, the influence trend and degree of the
injection molding process parameters on the evaluation
index are obtained for each case. Comprehensive analysis
is shown in Table 15.

According to Table 15, the warpage is 8.2mm and the
volume shrinkage rate is 10.3% when Taguchi method is
employed. Compared with previous analysis methods, im-
proved process parameter combination is obtained by
Taguchi method.

5. Parameter Optimization Based on Least
Squares and Fish School Algorithm

In this section, least square method is employed to fit the
obtained orthogonal test data for a single evaluation index
warpage. *en, the fitted curve is optimized via fish school
algorithm.

5.1. Least SquaresMethod. When each group of X and Y data
is known, the fitting curve can be obtained using mathe-
matical formulas or computer-aided methods [14].

5.2. Least Square Curve Fitting

5.2.1. Set Weight. When excessive amount of influencing
factors is present in the process of injection molding pa-
rameter optimization, setting weights method is used to
integrate five factors into one. Considering the actual sit-
uation during injection molding process, weight of each
factor is set as follows:

ω � ω1,ω2,ω3,ω4,ω5( 􏼁 � (0.4, 0.3, 0.1, 0.1, 0.1). (17)

5.2.2. Numerical Calculation. *e weight value is used to
weigh 16 sets of process parameter combinations. Parameter
X in the least square method is obtained as the result, with its
values being 81.5, 88, 90, 94, 94.5, 95, 96.5, 97, 97.5, 99.5, 100,
101, 101.5, 104.5, 106.5, and 110.5. Evaluation index in this
chapter is the warpage. *us, the Y value during least square

Table 13: Variance data analysis.

Level Fluctuation square sum S Degree of freedom f Variance V Value F
Factor A 0.0393 3 0.0131 10.1
Factor B 0.0403 3 0.0134 10.1
Factor C 0.0039 3
Factor D 0.0166 3 0.0055 4.2
Factor E 0.0218 3 0.0073 5.6

Table 14: Warping SNR analysis of factors C, D, and E.

Numbering Cooling time Packing pressure Packing time
1 − 81.366 − 81.6522 − 81.0149
2 − 81.527 − 81.306 − 81.1993
3 − 81.3501 − 81.3912 − 81.743
4 − 81.43 − 81.3237 − 81.7159

Table 12: SNR range analysis.

Level A B C D E
Mean value 1 − 21.8172 − 21.8017 − 21.8577 − 21.8842 − 21.8109
Mean value 1 − 21.8195 − 21.8094 − 21.8748 − 21.8800 − 21.8491
Mean value 1 − 21.8442 − 21.8922 − 21.8560 − 21.8520 − 21.9133
Mean value 1 − 21.9388 − 21.9163 − 21.8311 − 21.8034 − 21.8426
Range analysis 0.1216 0.0304 0.0438 0.0808 0.1024
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fitting is the value of 16 warpage groups in the orthogonal
test table. *ese values can be obtained by referring to
Table 6.

5.2.3. Curve Fitting. In order to increase the accuracy of
curve fitting, weighted data is imported into MATLAB
and discrete points are connected. In Figure 14, data
distribution obtained after using automatic import via

MATLAB software is shown. *en, the software is used to
simulate the curve of this discrete data set. After multiple
attempts and optimizations, the final fitted curve is shown
in Figure 15.

According to Figures 15 and 16, sets of imported data
sets are distributed on the fitted curve. Analytical equation
with various corresponding parameter values fitted by the
software is as follows:

Generalmodel sin 4:

F(x) � a1∗ sin(b1∗ x + c1) + a2∗ sin(b2∗ x + c2) + a1∗ sin(b2∗ x + c2)

+ a3∗ sin(b3∗ x + c) + a4∗ sin(b4∗ x + c4)

其中:

a1 � 11.41; b1 � 0.0006434; c1 � 7.279

a2 � 1.414; b2 � 0.3507; c2 � − 11.73

a3 � 2.096; b3 � 0.8195; c3 � − 18.83

a4 � 3.388; b4 � 1.646; c4 � − 12.89.

(18)

Table 15: Comprehensive analysis and comparison.

Influencing factors Parameter
combination

Warpage
(mm)

Volume
shrinkage (%)

Warpage analysis Packing pressure> packing time>melt temperature>mold
temperature> cooling time A1B1C3D4E1 9.3 14.3

Volume shrinkage
analysis

Melt temperature>mold temperature> packing
pressure> cooling time> packing time A1B1C4D4E4 8.38 15.05

Gray relational
analysis

Melt temperature> packing pressure> packing time>mold
temperature> cooling time A1B1C4D4E1 8.37 14.26

Taguchi method
analysis

Melt temperature>mold temperature> packing time> packing
pressure> cooling time A1B1C3D4E1 8.21 10.3

(mm)
8.210

6.358

4.507

2.655

0.8033

(a)

(%)
10.30

7.665

5.030

2.394

–0.2418

(b)

Figure 13: A1B1C3D4E1 combined simulation results with (a) warpage and (b) volume shrinkage.
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Least square method is employed for the above-pre-
sented data fitting. Next, the algorithm is used to optimize
the analytical equation.

5.3. Optimization of Injection Process Parameters Based on
Fish School Algorithm. In water, the place with the highest
fish density is considered the most food abundant place.
Artificial fish are constructed based on fish characteristics to
imitate the behavior of fish schools. Each fish corresponds to
an optimized solution. Virtual water area corresponds to
optimization problem solution space. Food concentration
corresponds to the value of the objective function.*erefore,
the best optimization is obtained by swimming in virtual
waters with schools of fish [15, 16].

5.3.1. Introduction to Fish School Algorithm

(1) Foraging behavior: the current state of the artificial
fish is assumed as Xa, while Xb represents a ran-
domly selected state within its field of view:

Xb � Xa + Visual · Rand( ). (19)

If the food concentration is Ya > Yb, one step for-
ward in that direction is equal to

X
t+1
a � X

t
a +

Xb − X
t
a

Xb − X
t
a

����
����
Step · Rand( ). (20)

(2) Grouping behavior: current artificial fish state is set
to Xa, while the number of partners in its neigh-
borhood is nf. If nf/N < δ, the partner center has
more food, and it is not overly crowded. *erefore,
Ya > Yc and the fish moves forward to the center
position Xc:

X
t+1
a � X

t
a +

Xc − X
t
a

Xc − X
t
a

����
����
Step Rand( ). (21)

(3) Tail-catch behavior: current state of the artificial fish
is Xi, while the best neighbor is XMAX. If Ya>YMAX,
number of partners in the neighborhood of XMAX is
nf, and nf/N < δ criteria are met. If it is indicated that
more food exists in XMAX and it is not too crowded,
one step towards XMAX is taken:

X
t+1
a � X

t
a +

Xmax − X
t
a

Xmax − X
t
a

����
����
Step Rand( ). (22)

If the aforementioned is not true, foraging behavior
is performed.
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Figure 15: Curve fitting.
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Figure 14: Data import.
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(4) Random behavior: the essence of random behavior is
a default behavior of foraging behavior:

X
t+1
a � X

t
a + Visual Rand( ). (23)

(5) Bulletin board: optimal artificial fish state is recorded
during the optimization process.

5.3.2. Fish School Algorithm Optimization Process

(1) Mathematical model input
Mathematical model obtained after using curve fit-
ting method is written into the artificial fish school
algorithm.

(2) Initialization setting
Before performing algorithm optimization, neces-
sary parameter values in addition to analytical ones
are determined.
In this paper, the number of artificial fish is set to 50
to ensure an adequate number of samples without
increasing the complexity of the analysis. Maximum
number of iterations is set to 50, while the maximum
number of trials is set to 100. Perception distance is
chosen as one, congestion factor is 0.618, and op-
timal step length is set to 0.1.

(3) Analysis and calculation
Following the completion of initial settings, the al-
gorithm is activated. *e computer performs in-
ternal calculations according to predetermined
parameters to solve the fitness value of the individual
fish school. *e best artificial fish state is selected by
mutual comparison and assigned to the bulletin
board.

(4) Behavior selection
Each individual is evaluated separately, and various
above-described fish school behaviors are selected.

(5) Iterative optimization
Iterative optimization is carried out. Algorithm
evaluates all individuals. When the result of an in-
dividual is better than the result shown on the

bulletin board, this individual is used to replace the
individual of the original bulletin board.*is process
is repeated in the form of iterative analysis. *e it-
eration stops when the specified error range is
reached.

5.3.3. Fish School Algorithm Optimization Results of the
Injection Process Parameters of the Automobile Back Door
Outer Panel. According to initial settings described in
Section 5.3.2, parameters required for the algorithm exe-
cution process are input into the algorithm program. *en,
the fish school algorithm program is imported into MAT-
LAB for optimization analysis.

After debugging and inspections, the results are shown
in Figures 16 and 17. Figure 17 shows that the optimization
result has stabilized after 10 times.

*e results are presented in Figure 17. It can be con-
cluded that the optimal solution X obtained by the artificial
fish school algorithm optimization is 92.88298, which is
approximately equal to 93.

5.3.4. Analysis and Verification of Optimization Results.
In Section 5.3.3, fish school algorithm is used to optimize
weighted parameters for process parameters that affect the
warpage. Final optimal solution is 92.88298. A total of 16
data sets are analyzed and optimal process parameter
combination weighted value is obtained as 93.

Five process parameters corresponding to the value of
89.5 are as follows: mold temperature of 50°C, melting
temperature of 185°C, cooling time of 25 s, packing pressure
of 85MPa, and packing time of 30 s. Five process parameters
corresponding to the value 94 are as follows: mold tem-
perature of 60°C, melting temperature of 185°C, cooling time
of 30 s, packing pressure of 95MPa, and packing time of 20 s.
Orthogonal experiment is used to simulate the process
combination with the weighted value between 90 and 94.
*us, six other verification test sets are conducted via
Moldflow simulation analysis. *e obtained results are
shown in Table 16.

*e group with the smallest warpage is the fifth group,
with the corresponding deformation amount of 6.405.
Weighted combination of process parameters of this group
is 93, which is basically in line with the prediction. Warpage
amount is compared with previous orthogonal test results,
gray correlation results, and Taguchi SNR results (com-
parison in Table 6). *e fifth group demonstrates the least
amount of deformation. It can be concluded that the best
combination of process parameters is obtained for the
verification test group in the fifth group. Simulation results
are shown in Figure 18.

It can be concluded that the results obtained via artificial
fish swarm algorithm for injection molding process pa-
rameters optimization are better than the results obtained by
previous methods such as range analysis, gray correlation
analysis, and Taguchi SNR analysis using orthogonal ex-
periments. Process parameters were successfully optimized.

*e final optimal combination of process parameters is
as follows: mold temperature of 60°C, melting temperature
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Figure 16: Number of iterations.
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of 185°C, cooling time of 25 s, holding pressure of 85MPa,
and holding pressure time of 25 s. Corresponding defor-
mation is obtained as 6.405mm.

6. Conclusions

In this paper, outer panel of the plastic back door was
considered as the research object. Moldflow2018 was used to

simulate the injection process of plastic back door outer panel.
*e orthogonal test method was used to study injection
molding process parameters. Taguchi algorithm andmanual are
used. Fish school algorithm was used to optimize injection
molding process parameters. *e main research work and
contributions of this paper can be summarized as follows:

(1) Filling, packing, and cooling stages of back door
outer panel injection molding process were
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Figure 17: Optimal solution location.

Table 16: Verification test group.

Numbering
Factors Index

A B C D E Warpage/mm
1 50 185 20 95 15 10.041
2 50 185 25 95 20 11.345
3 50 185 30 95 25 10.312
4 60 185 20 85 20 8.275
5 60 185 25 85 25 6.405
6 60 185 30 85 30 7.845

(mm)
6.405

4.932

3.460

1.987

0.5147

Figure 18: Warpage after optimization.
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introduced. PP-EPDM-T30 was selected for the back
door outer panel, and plastic parts were meshed
using Moldflow and repair option. *e best spur
location was determined through injection molding
process parameters analysis.

(2) An orthogonal experiment was designed. Moldflow
was used for simulation, while the effect of five test
factors was considered: melting temperature, mold
temperature, packing time, packing pressure, and
injection time. Warpage and volume shrinkage rate
were selected as evaluation indicators. Different
analysis methods were used to obtain degree of in-
fluence of each test factor on the evaluation index.
*e results show that Taguchi method obtained
better values, and the best combination of process
parameters was A1B1C3D4E1: mold temperature of
40°C, melting temperature of 185°C, cooling time of
30 s, packing pressure of 95MPa, and packing time
of 15 s. *e warpage was 8.2mm, and the volume
shrinkage rate was 10.3%.

(3) Based on the orthogonal test data and warping as the
evaluation index, the mathematical model was found
by the least square method. Furthermore, based on
the established mathematical model, fish school al-
gorithm was used to optimize process parameters
that affect the warpage. *e best combination of
process parameters was as follows: mold temperature
of 60°C, melting temperature of 185°C, cooling time
of 25 s, packing pressure of 85MPa, and packing
time of 25 s. Minimum corresponding deformation
was 6.405mm. It is concluded that the best results
are obtained after algorithm optimization.
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In order to have more accurate control over the compression molding of automobile coat rack, improve the quality of molding
products, and achieve the goal of lightweight design, a novel mechanical model for the main two-layer composite structure of the
coat rack is proposed. In this regard, the main factors affecting the mechanical properties of the composite structure are obtained.
+e hot air convection is selected for the sheet preheating. During the experiment, the hot air temperature, preheating time,
molding pressure, and pressing holding time are set to 250°C, 110 s, 13MPa, and 80 s, respectively. Moreover, the error
compensation method is applied to compensate for the shrinkage of the product during solidification and cooling.+e LS-DYNA
finite element software is used to simulate the molding process of the main body of the coat rack, and the node force information
with large deformation is obtained accordingly. +e load mapping is used as the boundary condition of mold topology opti-
mization, and the compression molding of the main body of the coat rack is optimized. A lightweight design process and method
for the compression molding of automotive interior parts and a mathematical model for the optimization of the solid isotropic
material penalty (SIMP) (power law)material interpolation of the concave and convexmolds are established. Based on the variable
density method, OptiStruct is used for the lightweight design of the convex and concave molds of the main body of the coat rack,
which reduces the mold weight by 15.6% and meets the requirements of production quality and lightweight.

1. Introduction

Car coat rack is defined as a vehicle accessory to provide
beautiful coverage and protection for the covered area or
system. In addition, it is an important acoustic component
for blocking noise from the luggage compartment. Ac-
cordingly, the car coat rack has been widely used in almost
all vehicles. With the increasing integration of automobile
functions, the coat rack has become a carrier for many other
parts. Recently, improving the molding quality of auto-
motive interior parts has focused on controlling the me-
chanical properties of products, the optimal combination of
process parameters, and mold optimization. More specifi-
cally, Zheng et al. [1] performed CAE analysis and physical
tests on coat racks to find control parameters that affect the
product strength and the load capacity. Moreover, they
considered the requirements of product appearance and
obtained optimal control parameter values to achieve the

design goals, including low-cost and high-performance
products. However, the mechanical properties of the ma-
terial and the mechanical model of the coat rack were not
considered. Guo et al. [2] proposed a method for the
recycling felt waste of PP glass fiber composite and studied
the impact of the size of crushed particles and the proportion
of crushed material on the formability and mechanical
properties of the coat rack. However, the thickness impact of
the glass fiber sheet on the mechanical properties of the
material was not considered so that the formulation of
process parameters was not reliable. Miao et al. [3] discussed
the effect of the multicomponent fiber composition process
on the performance of the car coat rack. +rough investi-
gating the ratio, pressure, temperature, and speed of mul-
ticomponent fibers, the orthogonal test was carried out to
find the best component. Studies showed that the combi-
nation scheme is an effective way to produce car coat racks
and investigate all aspects of their performance. However,
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the experimental method was not used to calculate the
material shrinkage so that the solidification shrinkage and
the product cooling were not compensated. Yu [4] simu-
lated, analyzed, and performed experiments on the non-
woven fabric hot-molding mold and the molding process
and showed that the molding temperature is the most in-
fluential factor in the hot-molding process. Moreover, the
temperature distribution was studied, which solved the
problem of repeatedly adjusting the molding temperature
based on experience, but the number of research objects and
simulation experiments was small. Shao [5] optimized the
process parameters of glass mat reinforced thermoplastics
(GMT) composite material compression molding and ob-
tained the optimal combination from the theoretical point of
view. In this optimization, no analysis software was applied
to optimize the mold. Demirci and Yildiz [6] studied the
effect of conventional steel, new generation DP-TRIP steels,
AA7108-AA7003 aluminum alloys, AM60-AZ31 magne-
sium alloys, and crash-box cross-sections on crash perfor-
mance of thin-walled energy absorbers which are
investigated numerically for the lightweight design of vehicle
structures. However, it does not involve numerical research
on nonmetallic materials such as car coat racks. It is worth
noting that none of the foregoing studies has simulated the
compression molding, while the molding simulation can
accurately evaluate the correlation between level factors and
the mold quality. In order to resolve this shortcoming, it was
intended to investigate the mechanical properties of ther-
moplastic composite materials and design the car coat
structure. In this regard, the LS-DYNA finite element
software was applied to simulate the molding process, and
the load mapping was used as the boundary condition for
mold topology optimization. Finally, mold structure opti-
mization was established and the mold structure was op-
timized to improve the molding quality of the coat rack.

2. Investigating the Mechanical Properties and
Structural Design of Thermoplastic
Composites for Automobile Coat Racks

In this section, it is intended to establish a mechanical model
for the thermoplastic composite of the car coat rack (the
mechanical model is solved), analyze some test cases, de-
termine the thickness of the main body, complete the for-
mulation of the main body molding process parameters,
determine the shrinkage compensation value, and calculate
the heat transfer in the cooling system. +ese items are
discussed in detail in the following.

2.1. Establishment of Structural Mechanical Model for GMT/
PETComposite. In the present paper, the composite two-layer
structure is taken as the research object. +e upper layer is a
decorative layer, themain specimen ismade of needle-punched
PET fabric, and the lower layer is a GMT sheet. It should be
indicated that the mechanical properties of GMTsheet depend
on the spatial distribution of the fiber and PP and the com-
bination between them [7]. In the composite structure, the
materials, thickness, and other physical parameters of the

upper and lower layers are different. Accordingly, the com-
posite plate is regarded as a thin plate, and then its mechanical
model is established by considering variations of different
physical parameters along the Z-axis. Figure 1 shows the
mechanical model of the composite structure.

In order to simplify the mechanical model and the
corresponding solving method, it is assumed that the glass
fiber and PP materials are evenly dispersed into the space
occupied by the sheet, and the overall material performance
is linearly combined by the volume fraction of each com-
ponent. Under a specific glass fiber mass fraction, the GMT
sheet has a specific material constant, which can be sim-
plified to an isotropic material in the analysis.

+e volume fraction of PP and glass fiber in the GMT
sheet can be expressed as follows:

Vp �
ρ1 · Mp

ρp

,

Vb �
ρ1 · Mb

ρb

,

(1)

where ρ1, ρp, and ρb are the total density of GMT sheets, the
bulk density of polypropylene, and glass fiber at room
temperature, respectively. Moreover, Mp and Mb denote the
mass ratio of polypropylene and glass fiber, respectively.
+en the material constant of the GMT sheet can be cal-
culated. It is worth noting that the sum of quality scores
satisfies the following expression:

Mb + Mp � 1. (2)

Since the GMTsheet may contain air and cavities during
the molding process, the sum of the practical volume
fraction of glass fiber and PP is

Vb + Vp ≤ 1. (3)

Moreover, the void volume rate is defined as

Vc � 1 − Vp + Vb􏼐 􏼑 � 1 −
ρ1 · Mb

ρp

−
ρ1 · Mb

ρb

. (4)

Let the physical property parameter of the GMTsheet be
P, where P can represent the elastic modulus of the material
E, Poisson’s ratio μ, linear expansion coefficient α, and so on.
+en this parameter in the composite is defined as follows
[8]:

P � Pp · Vp + Pb · Vb, (5)

where Pp and Pb are the physical properties of polypropylene
and glass fiber, respectively. Similarly, the elastic modulus
and Poisson’s ratio of the GMTsheet can be calculated from
equations (6) and (7), respectively.

E1 � Ep · Vp + Eb · Vb, (6)

μ1 � μp · Vp + μb · Vb, (7)

where Ep and Eb are the elastic modulus of polypropylene
and glass fiber, respectively. Moreover, μp and μb are
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Poisson’s ratio of polypropylene and glass fiber, respectively.
+e upper layer is a single material of needle-punched PET
fabric, so the elastic modulus and Poisson’s ratio are E2 and
μ2. +en the elastic modulus of the two-layer composite
structure is divided into two layers:

E(z) �
E1, −h1, h2( 􏼁,

E2, h2, h3( 􏼁.
􏼨 (8)

+e same operation can be conducted for Poisson’s ratio
in the following form:

μ(z) �
μ1, −h1, h2( 􏼁,

μ2, h2, h3( 􏼁.
􏼨 (9)

+e differential equation of the elastic surface of the thin
plate can be expressed in the following form:

D∇4w � q, (10)

where D is the bending stiffness of the sheet,
D � Eh3/12(1 − μ2), and h is the total thickness of the sheet.
+e left side of equation (10) D∇4w denotes the elastic
resistance per unit area, and w is the deflection. Moreover,
the left side q is the lateral load per unit area. +e stress
differential equation can be simplified as follows:

zσZ

σZ

�
E(z)

2 · 1 − μ(z)
2

􏼐 􏼑
·

h
2

4
− z

2
􏼠 􏼡 · ∇4w. (11)

Integrating both sides with respect to z from −h1 to h3
yields the following expressions:

􏽚
h3

−h1

zσZ

σZ

dz � σZ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

h3

−h1
� 0 − q � −q,

􏽚
h3

−h1

E(z)

2 1 − μ(z)
2

􏼐 􏼑

h
2

4
− z

2
􏼠 􏼡∇4wdz � 􏽚

h3

−h1

E(z)

2 1 − μ(z)
2

􏼐 􏼑

h
2

4
− z

2
􏼠 􏼡dz∇4w.

(12)

In order to simplify expressions, parameter D is defined
as follows:

D � − 􏽚
h3

−h1

E(z)

2 1 − μ(z)
2

􏼐 􏼑

h
2

4
− z

2
􏼠 􏼡dz. (13)

+en the integral can be decomposed into the sum of
integrals of each layer:

−D � 􏽚
h2

−h1

E(z)

2 1 − μ(z)
2

􏼐 􏼑

h
2

4
− z

2
􏼠 􏼡dz + 􏽚

h3

h2

E(z)

2 1 − μ(z)
2

􏼐 􏼑

·
h
2

4
− z

2
􏼠 􏼡dz � −D1 − D2.

(14)

2.2. /e Mechanical Model of the Composite Structure Is
Solved. When solving the thin plate deflection-bending
problem by the Navier method, the deflection w should be
initially obtained from the elastic surface differential

equation under the boundary conditions of the plate edge
[9].

During the unsupported subsidence, the length and
width for a rectangular thin plate, which is simply supported
on four sides, are a and b, respectively. In this case, the
boundary conditions are

(w)x�0 � 0,
z2w

zx2􏼠 􏼡
x�0

� 0

(w)x�a � 0,
z2w

zx2􏼠 􏼡
x�a

� 0

(w)y�0 � 0,
z2w

zx2􏼠 􏼡
y�0

� 0

(w)y�b � 0,
z2w

zx2􏼠 􏼡
y�b

� 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (15)

q

E1

E2

h 2
h 1

h 3

Neutral 
surface

o

z

Figure 1: Mechanical model of the composite structure.
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+e deflection w can be calculated from the following
trigonometric series:

w � 􏽘
∞

m�1
􏽘

∞

n�1
wm � 􏽘

∞

m�1
􏽘

∞

n�1
Amn sin

mπx

a
sin

nπy

b
, (16)

where m and n are positive integers. Substitute this ex-
pression into equation (15) which indicates that all boundary
conditions are satisfied. In order to find the coefficient Amn,
equation (16) is introduced into equation (10):

π4
D 􏽘
∞

m�1
􏽘

∞

n�1

m
2

a2
+

n
2

b
2􏼠 􏼡Amn sin

mπx

a
sin

nπy

b
� q, (17)

and expanding the load q on the right side of equation (17)
into a multiple triangle series results in the following
expression:

q � 􏽘
∞

m�1
􏽘

∞

n�1
Amn sin

mπx

a
sin

nπy

b
, (18)

where A can be solved through the method of determining
the triangle series, and the solution is

Amn �
4

ab
􏽚

a

0
􏽚

b

0
q(x, y)sin

nπy

b
sin

mπx

b
dxdy. (19)

+en equation (18) can be rewritten in the following
form:

q �
4

ab
􏽘

∞

m�1
􏽘

∞

m�1

4
ab

􏽚
a

0
􏽚

b

0
q(x, y)sin

nπy

b
sin

mπx

b
dxdy

· sin
nπy

b
sin

mπx

b
,

(20)

Amn �
4􏽒

a

0 􏽒
b

0 q(x, y)sin(nπy/b)sin(mπx/b)dxdy

π4abD m
2/a2

) + n
2/b2)􏼐 􏼑.􏼐􏼐

(21)

When the thin plate is subjected to a uniform load, q
becomes a constant q0. Under this circumstance, equation
(21) can be rewritten in the following form:

Amn �
16q0

π6mnD m
2/a2

􏼐 􏼑 + n
2/b2􏼐 􏼑􏼐 􏼑

2, (m � 1, 3, 5, . . . ; n � 1, 3, 5, . . .). (22)

+en equation (16) can be applied to calculate the
deflection:

w �
16q0

π2D
􏽘

∞

m�1,3,5,...

􏽘

∞

m�1,3,5,...

sin(mπx/a)sin(nπy/b)

mn m
2/a2

􏼐 􏼑 + n
2/b2􏼐 􏼑􏼐 􏼑

2. (23)

Internal forces can be expressed in the following form:

Mx � −D
z
2
w

zx
2 + μ

z
2
w

zy
2􏼠 􏼡,

My � −D
z
2
w

zy
2 + μ

z
2
w

zx
2􏼠 􏼡,

Mxy � Myx � −D(1 − μ)
z
2
w

zx zy
,

FS,x � −D(1 − μ)
z
2

zx
∇2w,

FS,y � −D(1 − μ)
z
2

zy
∇2w.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(24)

Based on the performed calculations and analyses, the
two-layer composite structure is simply supported on four
sides, where the length a, width b, and GMTsheet thickness
are 0.1m, 0.1m, and 3.5mm, respectively. Moreover, the

composite density is 1.3 g/cm3 and the void ratio is assumed
to be 0. +e mass fraction and density of the glass fiber are
30% and 2.6 g/cm3, respectively. In the present study, alkali-
free fibers (E) with an elastic modulus of 72GPa and
Poisson’s ratio of 0.2 are applied. Furthermore, the density,
elastic modulus, and Poisson’s ratio of PP are 0.93 g/cm3,
1.4GPa, and 0.4, respectively. +e lateral uniform load is
10MPa, the thickness of the transition layer is 1.5mm, and
the specimen is made of needle-punched PETwith an elastic
modulus of 4000MPa.

Based on the established mathematical model, the
thickness impact on the mechanical properties of the thin
plate can be investigated by changing the thickness of the
GMTsheet under the condition that the glass fiber content is
maintained 30%, while the applied load and constraints
remain constant. +e iterative calculations are performed in
the MATLAB environment. +e maximum deflection and
stress value of the two-layer structure are shown in Table 1.
+e stress value can be obtained from the internal force value
through the generalized Hook definition of the thin plate.

Table 1 indicates that, for a constant load and constraint,
as the thickness of the GMTsheet increases, the deflection of
the two-layer composite structure gradually decreases,
thereby reducing the normal stress and the shear force. It is
inferred that, as the sheet thickness increases, flexural,
tensile, and shear resistance of the whole plate improve.

When the thickness is fixed and different glass fiber
ratios are used, the deflection and internal force of the plate
are shown in Table 2.
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Table 2 indicates that, under the condition of un-
changed load and restraint, as the content of glass fiber
increases, the deflection value and bending moment value
decrease, while the corresponding torque increases.
+erefore, the optimal content of GMT sheet glass fiber is
selected according to the required mechanical performance
index.

2.3./ickness of the Car Coat Rack. Based on the foregoing
discussions, it is concluded that the rigidity design re-
quirements can be achieved by increasing the thickness
of the GMTsheet without changing the main structure of
the car coat rack. However, the material consumption for
too thick products cannot be justified. More specifically,
the production cost increases, the product becomes
prone to stress concentration, and the molding quality
reduces.

+e stiffness test principle is as follows: as a support
frame, the sample deflects continuously at the midpoint of
the span until the fracture or deformation reaches a certain
predefined value. In this process, the applied stress to the
sample is measured. Figure 2 illustrates the schematic
configuration of composite layers, indicating that the
composite consists of a PET fabric and the GMT sheet.

Since the fabric and the substrate are subjected to stress
in parallel, the mixed law of elastic modulus of the parallel
composite structure can be used [9]:

E0 � E1V1 + E2V2, (25)

where E0, E1, and E2 denote the elastic modulus of the
composite material, PP glass fiberboard, and PET fabric,
respectively. Substituting equations (6) into (25) gives

E0 � EpVp + EbVb􏼐 􏼑V1 + E2V2. (26)

+en the predicted value of the elastic modulus in the
composite shown in Figure 2 can be expressed in the fol-
lowing form:

E0 � EpVp + EbVb􏼐 􏼑
d1

d1 + d2
+ E2

d2

d1 + d2
, (27)

where d1 and d2 denote the thickness of PP glass fiber and
PET fabric, respectively. In order to meet the rigidity
design requirements, the following conditions should be
satisfied:

E0I≥ σ,

I �
b · d1 + d2( 􏼁

3

12
,

(28)

where σ is the required stiffness; I is the moment of inertia;
and b is the width of the coat rack. In order to solve the
equations easily, a thick needle-punched PET fabric with a
thickness of 1.5mm, elastic modulus of 4000MPa is
considered in the calculations, and GMT sheet porosity is
assumed to be 0. +e glass fiber is made of alkali-free fiber
(E) with an elastic modulus of 72GPa, while the elastic
modulus of PP is 1.4 GPa. Moreover, the coat rack width b
is 600mm and the required bending stiffness is σ ≥ 60N/
mm2.

+e combination of glass fiber content and thickness of
the GMT sheet that satisfy the stiffness requirements can be
calculated from equations (27) and (28). +e proposed
combination is shown in Table 3.

Based on the obtained results, a glass fiber content of
30% and a thickness of 4.5mm is proposed as the selected
composition. To maximize the safety factor, the thickness of
the GMT sheet is rounded to 4.5mm. Since the thicknesses
of the GMTsheet and PETfabric are 4.5mm and 1.5mm, the
overall thickness of the composite is 6mm.

2.4. Formulation of the Process Parameters to Mold the Main
Body of the Automobile Coat Rack. By analyzing the com-
mon quality defects and causes of the main body of the coat
rack, the main processing parameters that affect the molding
process of the car coat rack are determined. +ese param-
eters are the molding pressure, holding time, and the
molding temperature.

2.4.1. Sheet Warm-Up Time. In order to heat the GMTsheet,
hot air convection preheating is used. In this case, the sheet
can be expanded to 2-3 times the thickness of the cold sheet.
It should be indicated that the sheet temperature should be
less than 230°C; otherwise, the PP polypropylene will de-
grade, thereby affecting the surface of the molded product
and reducing the heat resistance and strength of the product
[10, 11]. +e preheating time of the GMT sheet can be
calculated through the following expression [12] (29):

t � 70.9521 + 0.2318d − 0.2810T, (29)

where t is the appropriate preheating time, min; d is the sheet
thickness, mm; and T is the hot air temperature, °C.

During the experiment, hot air flow from an oven is
used to preheat the sheet. +e thickness of the GMTsheet is
4.5mm and the preheating temperature of the hot air is
250°C. Based on equation (29), the preheating time is
adjusted to 99 s. In the experiment, the sheet is taken out of
the oven and transferred to the mold. Since the temper-
atures of the material and the oven reduce during the
material transfer, the preheating time of the sheet is set to
110 s.

Table 1: Maximum deflection and stress values for different
thicknesses.

GMTplate thickness (mm) Deflection
(m) σx, σy (Pa)

τxy, τyx
(Pa)

3.3 0.0022899 34.914 24.598
3.4 0.0019380 30.428 21.478
3.5 0.0016547 26.357 18.759
3.6 0.0014242 23.458 16.102
3.7 0.0011984 19.857 13.478
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2.4.2. Molding Pressure and Mold Clamping Speed.
Appropriate molding pressure not only improved the
product quality but also made up for the shortage if other
industrial parameters were not adequate [13].

(1) +e method of maximum gauge pressure:

ftable �
f1f2S

T
, (30)

where ftable, f1, and f2 denote the gauge pressure, unit
pressure required by the product, and the rated
gauge pressure of the press, respectively. Meanwhile,
S and T denote the projected area of the product in
the compression direction and the pressing force,
respectively.

x �
f1S

T
, (31)

where x is the ratio of the force acting on the pressure
direction of the product to the pressing force. When
x> 1, the pressing force is too small to meet the
production requirements. On the other hand, when
x< 1, the pressing force is sufficient to meet the
production demand.

(2) +e method of Piston area method:

ftable �
f1S

F
, (32)

where F is the cross-sectional area of the piston of the
press.

In the present study, for a four-post-servo-hydraulic
machine (model; company) with F� 0.5m2 and
S� 0.84m2, the molding pressure is 13MPa and
ftable � 22MPa. For these parameters, equation (31)
indicates that x> 1, so that the selected hydraulic
pressure meets the molding requirements.
In the molding process to produce the main body of
the automobile coat rack, the mold clamping speed is
not a fixed value. It should be indicated that the
molding process can be divided into 5 main stages:

① When the sheet is placed in the mold, the concave
mold decreases at a speed of 60mm/s.

② +e interval between the convex and concave
mold gradually decreases. Consequently, when
the guide column enters the guide sleeve, the
speed becomes 8mm/s. Moreover, when the
convex and concave molds are closed, the sheet is
molded under pressure.

③ Cooling and solidification.
④ After holding the pressure for 80 s, the concave

mold is split at a speed of 8mm/s.
⑥ After the split mold is completed, the concave

mold is 60mm/s. +en the speed rises and when
the die is reset, the product is removed.

+ese five stages are also shown in Figure 3.

2.4.3. Holding Time. +e cooling time calculation results are
utilized as a reference to select the holding time. For large
products such as car coat racks, the length and width are far

Table 2: Deflection and internal force values for different glass fiber contents.

GMT plate glass fiber content (%) Deflection (mm) Bending moment (N · m) Torque (N · m)
25 0.0016732 25.434 29.562
30 0.0016547 25.293 29.646
35 0.0016238 25.177 29.739
40 0.0015966 25.054 29.822
45 0.0015624 24.964 29.018

PET fabric

PP glass fiber board

Figure 2: Schematic configurations of the composite layers.

Table 3: Proposed GMT sheet glass fiber ratio and thickness combination.

GMT sheet glass fiber content (%) GMT sheet thickness (mm) Round thickness (mm)
20 4.886 5
25 4.636 4.8
30 4.386 4.5
35 4.136 4.3
40 3.886 4
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beyond their thickness, and they have two-dimensional
characteristics. However, the heat is only transferred in the
one-dimensional direction, that is, the thickness direction of
the part. +erefore, the cooling of such products can be
conducted as follows.

Heat transfer can be calculated from the following
expression:

zT

zθ′
� k

z
2
T

z
2
x
2,

(33)

where T and k denote the average temperature when the
sheet is demolded and the thermal diffusion coefficient of the
sheet, respectively.

In order to separate the variables, the following equation
is used:

θ′ � −
2
π

􏼒 􏼓
2x

2
1

k
ln

π T − Tw( 􏼁

T0 − Tw

􏼢 􏼣,

k �
λ

ρ · cp

,

(34)

where x1 is half the thickness of the part, m; Tw is the mold
cavity temperature, °C; T0 is the sheet molding temper-
ature, °C; ρ is the density of the sheet, kg/m3; λ is the
thermal conductivity of the sheet, kW/m · °C; and cp is the
specific heat capacity of the sheet, kJ/kg · °C.

+e process parameter values are shown in Table 4.
Substituting the abovementioned parameters into

equation (34), the cooling time of the molding of the main
body of the automobile coat rack is mathematically
expressed as follows:

k �
0.33 × 10−3

1130 × 1550 × 10−3 � 1.88 × 10−7
,

t � −
2
π

􏼒 􏼓
20.002252

k
ln

π(80 − 40)

4(220 − 40)
􏼢 􏼣 ≈ 74 s.

(35)

Combining with the previous pressure holding time, the
pressure holding time is determined to be 80 s.

2.5. Shrinkage Compensation Value. +e molding shrinkage
rate of the product is measured experimentally. +e ex-
perimental process is as follows: the main model of the coat
rack of the reference model is selected. Moreover, 20 pieces
of GMTplates with a thickness of 4.5mm glass fiber content
of 30% and a needle-punched PETfabric of 1.5mm thickness
are selected. It should be indicated that, in the experiment,
the sheet preheating time, the pressure holding time,
molding pressure, and mold closing speed utilize the
abovementioned parameters. When the mold is opened, the
distance between the selected positioning points is mea-
sured, and each piece is averaged at one measurement in the
length and width directions. After the product is left at room
temperature for 24 hours, the selected positioning point is
measured again, using equation (29). Finally, the average
shrinkage rate of the composite two-layer structure of GMT
sheet + needle-punched PET fabric is 0.354%.

2.6. Heat Transfer Calculation for the Cooling System of the
Automobile Coat Rack Compression Molding Mold. +e
cooling system adopts the water cooling method, and a
cooling water channel is laid on the mold surface to pass the
cooling water. In this section, the design and calculation of
the cooling system of the forming mold of the main body of
the car coat rack are established.

2.6.1. /e Total Heat of the Sheet into the Cavity. In a
molding process, the total heat transferred from the sheet to
the mold is mathematically expressed as follows:

Q1 � Cp · T0 − T( 􏼁 · V · ρ, (36)

where T0 and T denote the sheet molding temperature and
the average temperature when the sheet is demolded, re-
spectively. Moreover, ρ, cp, andV are the density of the sheet,
the specific heat capacity of the sheet, and the volume of the
sheet, respectively. It is worth noting that the volume of the
sheet is set to 1.4m× 0.6m× 0.0045m.

2.6.2. Heat Taken away by the CoolingWater. +eheat taken
away by the mold cooling water in one press molding is
expressed as follows:

Q2 � Q1 − Qc − QR − QL, (37)
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Figure 3: Speed variation graph during the mold clamping.

Table 4: +e value of process parameters.

Parameter name Value
+e thickness of the main body of the car coat rack
(mm) 4.5

+e average temperature of the mold cavity wall Tw

(°C) 40

+e molding temperature T0 (°C) 220
+e average temperature when the sheet is demolded
T (°C) 80

+e density of the sheet ρ (kg/m3) 1130
+e specific heat capacity of the sheet cp (kJ/kg·°C) 1.55
+e thermal conductivity of the sheet λ (kW/m·°C) 0.33×10−3
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where Qc, QR, and QL denote the convection heat transfer
from the mold to the air, the radiation heat transfer from the
mold to the air, and the heat transfer from the mold to the
hydraulic machine through the upper and lower mold bases,
respectively.

Under normal circumstances, 90%–95% of the heat
brought into the sheet can be taken away by the cooling
water through the mold cooling channel. +erefore, during
the design process, Q2 �Q1.

Since the main body of the car coat rack is a large thin-
walled product, it can be designed according to 50% of the
heat taken by the concave mold and the convex mold; then,

Q2a � Q2t � 0.5Q2. (38)

2.6.3. Cooling Water Hole Diameter. +e volume flow of the
cooling water can be calculated according to equation (39)
during the molding process of the die and the die of the die
in one molding process:

V2a �
Q2a

ρ1c1 θ1 − θ2( 􏼁 · t
,

V2t �
Q2t

ρ1c1 θ1 − θ2( 􏼁 · t
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(39)

where θ1 and θ2 are the inlet and outlet temperatures of the
mold cooling water, respectively. It should be indicated that
the temperature difference should not be too large and its
maximum value should not exceed 5°C. Moreover, V
(m3 · min− 1) and ρ1 (kg/m3) denote the volume flow of
cooling water and the density of water, respectively. Fur-
thermore, c1 (kJ/kg · °C) and t (min) are the specific heat
capacity of water and the cooling time of one molding,
respectively.

+e density of water is 1000 kg/m3, and the specific heat
capacity of water is 4.2 kJ/kg · °C, which is calculated
according to equations (36) and (38):

V2a � V2t �
0.5Q2

ρ1c1 θ1 − θ2( 􏼁 · t
�
0.5 · Cp · T0 − T( 􏼁 · V · ρ

ρ1c1 θ1 − θ2( 􏼁 · t

� 16.275m3/min.

(40)

According to the correlation between the cooling water
pipe volume flow and the pipe diameter, the cooling water
pipe diameter is determined as D� 27mm.

+e correlation between the distance P of the cooling
water pipe, the distanceH from the profile, and the diameter
D of the channel is P� (3∼5) D, H� (1∼2) D; from
D� 27mm, take the pipe distance P� 80mm, H� 30mm.

3. Simulation of the Molding Process

In the present study, the Ls-Dyna finite element program is
used to simulate the molding process of the main body of the
car coat rack to obtain the nodal force information of the

stress concentration area of the mold during the molding
process [14]. +erefore, the boundary conditions for the
topological optimization of the convex and concave mold
are obtained. Moreover, the design of the mold is optimized.

3.1. /e Main Influencing Factors of the Modeling Process.
+e molding process is a complicated nonlinear challenging
process. +e influencing factors in this process include the
compression molding of the sheet, the elastic deformation of
the mold under high temperature and high pressure, and the
frictional contact between the mold and the sheet during the
mold clamping process; it is a complex finite element
problem of thermal and mechanical coupling [15].

3.1.1. Grid Division. +e density distribution of the grid is
one of the important factors that affect the calculation ac-
curacy [16]. In order to simplify the meshing and improve
the quality and solution rate of meshing, the CATIA soft-
ware is utilized to simplify the model in the early stage. +e
convex and concave molds use sweeping meshing,
SOLID168 elements are used to mesh, and the length di-
rection is divided into 60. It should be indicated that the
width direction is divided into 3 equal parts with a total of
942,000 units. +e sheet adopts shell163 thin shell unit and
the sheet grid is a regular quadrilateral unit with 15000 units.
Moreover, the unit has 11 different algorithms. In the
present study, the Belytschko − Tsay algorithm is used be-
cause its calculation speed is high. Figure 4 illustrates the
grid division diagram.

3.1.2. Heat Transfer Model Settings. According to the
characteristics of the molding process, the following two
heat transfer methods are described:

(1) Radiation and air-cooling heat exchange
Owing to the small proportion of the air-cooled heat
transfer, air-cooling and radiation can be written as a
unified heat transfer equation [17]:

q � h1 + h2( 􏼁 T − T0( 􏼁, (41)

where q is the heat flux, density, J/m2 · s. Moreover,
h1 and h2denote the convective heat transfer coef-
ficient, W/m2 · K, and the radiant heat transfer co-
efficient, W/m2 · K, respectively.

h2 � εδ T + T0( 􏼁 T
2

− T
2
0􏼐 􏼑, (42)

where ε and δ are the blackness coefficient and the
Boltzmann constant, J/K, respectively. Moreover, T
and T0 are the surface temperature of the sheet, °C,
and the ambient temperature, °C, respectively.
Table 5 presents the specific values.

(2) Contact heat transfer
A contact heat transfer exists between the sheet and
the mold, and calculation of the contact heat transfer
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is challenging. Empirical equation [18] (43) is used in
this regard:

q � hcond T − T1( 􏼁. (43)

In the abovementioned equation, hcond � K/lgap, where
K� 10 and lgap is the contact gap between the workpiece and
the mold, which is automatically calculated in the LS-DYNA
program, and its unit is mm. Moreover, T1 denotes the mold
cavity temperature, °C.

3.1.3. Contact and Friction Settings. +e keyword
∗CONTACT_FORMING_ONE_WAY_SURFACE_TO_S-
URFACE_THERMAL defines the contact method of the
compression molding, and FORMING_ONE_WAY is the
type of contact specifically used for molding. It should be
indicated that the penalty function algorithm is used to
calculate the contact interface force. Since LS-DYNA is
originally used for the collision analysis, if it is used for the
forming analysis, the default parameter settings should be
modified [19]. In the present study, the penalty function
stiffness factor SLSFAC is modified to 0.1.

In the compression molding process, there is friction
between the mold and the sheet. +erefore, the friction
coefficient should be determined. In LS-DYNA, the friction
force is calculated by the Coulomb model. In this study, the
average friction coefficient is 0.1.

3.1.4. Hourglass Control. In order to verify the validity of the
calculation result, the ratio of the hourglass energy to total
energy should be less than 10%. On the other hand, the
hourglass control coefficient cannot be too large. When the
hourglass control coefficient is greater than 0.15, the cal-
culation will be unstable. +erefore, the hourglass control
sets IHQ� 4, and the hourglass energy coefficient is set to
QH� 0.1.

3.1.5. Energy Dissipation Control. In the numerical simu-
lation of the compression molding, the main reference index
to determine the accuracy of the simulation result is the

change in energy.+e control of energy is set by the keyword
∗CONTROL_ENERGY. In this study, set HGEN� 2,
RWEN� 2, SLNTEN� 2, and RYLEN� 2. +e purpose of
the abovementioned setting is to consider various energy
dissipations in the energy balance.

3.1.6. Control of the Time Step. In the LS-DYNA software,
the convergence of the time integration algorithm is condi-
tional, and it is stable only when the time step Δt is less than
the critical time step, which is mathematically expressed as

Δt<
Δl

c + _x
,

c �

���������
E

1 − v
2

􏼐 􏼑 · ρ

􏽳

,

(44)

where Δl, c, and x denote the characteristic length of the
element, m, the sound velocity of the material, m/s, and the
velocity of the node, m/s, respectively.

In the compression molding simulation, as time passes,
the deformation increases. +en, Δt quickly decreases, in-
dicating that the integration algorithm divergence interrupts
the simulation. In order to avoid this phenomenon, the mass
scaling technique is used to set a duration value ∆tsz through
the keyword ∗CONTROL_TIMESTEP. In the simulation, if
∆t<∆tsz, the program automatically increases the density of
the structural material and the time step size. In the present
study, Δtsz is set as 0.0000025, time step size scaling factor
TSSFAC� 0.9, and DTINIT� 0. Moreover, the initial step
size is set by the program.

3.2. Setting of Materials and Boundary Conditions

(1) Material: the sheet material is selected from the
constitutive equation of the thermoplastic material.
+e thickness of the sheet is defined by the actual
thickness of the part. +e material of the convex and
concave mold is 45#. +e sheet is made of PP-based
GMTcomposite material with a glass fiber content of
30%.

(2) Initial boundary conditions: the initial process pa-
rameters of the automobile coat rack compression
molding are set as follows. Moreover, the punch is set
to fix the lower table of the hydraulic press, and the
concave mold should be closed under the pressure of
the press. +e molding pressure is set to 13MPa, the
mold closing speed after the upper mold contacts the
sheet is 8mm/s, and the initial temperature of the
sheet is 220°C. +e mold temperature is 40°C, the
cooling channel water temperature is 20°C, and the
pressure holding time is 80 s.

3.3. Finite Element Numerical Calculation Results.
Figures 5–7 show the numerical simulation results in the
molding process, which are obtained after the software
calculation.

Figure 4: Grid division diagram.

Table 5: Heat transfer constant.

h1 + h2 ε δ T T0

200W/(m2·K) 0.6 5.672 × 10− 8 J/K 220°C 20°C
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(b)
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Figure 5: +e equivalent stress diagram of the forming process.
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Figure 6: Continued.
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Figure 6: Cloud diagram of stress changes during the packing process.
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Figure 7: +e main body shape of the car coat rack.
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3.3.1. Equivalent Stress during Forming. +e simulation
results of the equivalent stress during the molding process
show that, during the molding process of the main body of
the automobile coat rack, the stress concentration area is
located at the outer contour of the mold and the slope is
steeper.

3.3.2. Equivalent Stress during the Holding Pressure. +e
simulation results of the equivalent stress during the packing
process show that the node displacement is the largest when
the packing time is 11 s. As the packing time passes, the mold
temperature decreases and the deformation gradually de-
creases too. After 64 s, it remains unchanged until the end of
the packing process.

3.3.3. Appearance of the Molding Process. +e above-
mentioned simulation results show that the nodal force
information of the mold during the compression molding
process is obtained. +erefore, the load mapping is used as
the boundary condition for the next topology optimization.

4. Optimized Mold Design

Currently, the lightweight design of molds is the develop-
ment direction of mold optimization [20]. Based on the
empirical design, CAE tools are used to perform mold
structure analysis and optimization design before process-
ing. Aiming at the problem of excessive quality of molds and
due to the current empirical design of compression molding
dies for automotive interior parts, in the present study, a
lightweight design process and method is proposed for
compression molding dies.

4.1. Lightweight Design Process of the Mold Structure.
According to the numerical simulation method for the
molding process of automotive interior parts and the to-
pology optimization theory of the variable density method
[21], a lightweight design method for the mold structure of
interior parts molding is proposed.

(1) According to the mold design requirements, the
structure of the compression molding convex and
concave mold is designed in accordance with the
traditional mold design guidelines.

(2) With the help of the LS-DYNA finite element pro-
gram, the compression molding process of the main
body of the coat rack is numerically simulated to
obtain the force information of the convex and
concave mold nodes in the actual working
conditions.

(3) Load mapping is used to construct convex and
concave boundary conditions of die structure
optimization.

(4) +e improvement space of the mold structure design
is clarified, and the design area and nondesign area
are determined.

(5) Based on the OptiStruct, the topological optimiza-
tion of the convex-concave structure is iteratively
solved.

(6) +e final shape is optimized according to the to-
pology of the convex and concave mold structure,
and the three-dimensional software is utilized to
redesign the mold structure.

(7) According to the redesignedmold structure for mold
processing and manufacturing.

4.2. OptiStruct-Based Optimization Design of the Mold
Topology. OptiStruct uses LS-DYNA for preprocessing and
definition of structural optimization problems. After com-
pleting the finite element modeling in LS-DYNA, the op-
timization definition panel is used to define optimization
variables, constraints and goals, and optimization parame-
ters. +en, OptiStruct is submitted for structural analysis
and optimization. Figure 8 shows the OptiStruct structure
optimization design flowchart [22].

4.2.1. /e Establishment of the Topological Optimization
Model of the Mold Convex and Concave Mold Structure.
In the optimization process of the convex and concave dies,
the problem of the mass minimization can be equated to the
problem of the volume minimization. +e real working
conditions of the convex and concave molds are analyzed.
Moreover, based on the solid isotropic material penalty
(SIMP) method and according to the numerical simulation
calculation results of the compression molding, the maxi-
mum displacement of the nodes in the stress concentration
area is used as the constraint condition. Furthermore, the
material element density is used as the design variable. +e
minimum volume of the convex-concave structure is the
SIMP optimization model [23], and the density penalty
factor P is set to 3. +e model is formulas (45) and (46),

Ee � ρp
e · E0,

0< ρmin ≤ ρe ≤ 1,

⎧⎨

⎩ (45)

min : V

subject to: KU � F,

0< ρmin ≤ ρe ≤ 1,

Uj ≤U
∗
j ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(46)

where ρi are V denote the design variable for the topology
optimization with the variable density method and the
overall structure volume, respectively. Moreover, U, K, and
F are the overall displacement column vector, the overall
structure stiffness matrix, and the external load vector,
respectively.

4.2.2. Topological Optimization of Convex and Concave Dies
Structure. According to the analysis of the real working
conditions of the convex and concave molds, based on the
SIMP material interpolation optimization model of the
convex and concave molds, OptiStruct is used to solve.
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OptiStruct describes the three elements of the optimal design
through different types of information cards.

(1) Set optimization variables
In the topology optimization of convex and concave
molds, the tighter the optimized cell density is, the
more important the material is. Moreover, this
should be retained when redesigning the convex and
concave mold structure [24]. As it tends to 0, it can
be determined according to the analysis of the
convex and concave structure. +erefore, the design
area and nondesign area should be selected when
designing optimization variables.

(2) Define optimization goals and constraints
+rough the numerical simulation of the molding
process of the main body of the car coat rack, the
node number of the stress concentration and de-
formation of the mold during the molding process
are obtained. Moreover, the number and displace-
ment values with time change are obtained by ap-
plying LS-Prepositi postprocessing. Export as a .txt
file, and define the corresponding node displacement
load in Hyperworks according to these results, in
order to optimize the mold design. Figure 9 shows
the nodal displacement results derived from the
concave and convex molds.

Figures 10 and 11 show that boundary conditions are
applied and the optimization area is determined. +e
analysis of the mold structure shows that, in the
optimized design, the concave and convex model
surfaces and the location of the cooling water channel
will remain unchanged. Moreover, the design area
and the nondesign area are divided according to this,
and the pink area of the concave mold is determined
as the nondesign area. Furthermore, the blue part is
the design area, the light color of the punch is the
nondesign area, and the dark color is the design area.
+e boundary conditions are as described above.

(3) Trial calculation
+e preliminary trial calculation is passed, as shown
in Figure 12, through the topology optimization
algorithm and through the iterative calculation of
this process to find the best path for load transfer, to
obtain the optimal solution for topology optimiza-
tion, and thus to obtain the best distribution of
convex and concave mold materials.

(4) Topology optimization results
After the lamination calculation, the topological
results of the die and punch of the die are obtained.
Figure 13 illustrates a topographic cloud image with
a density threshold of 0.2.

Start

Structural analysis

Whether to converge End

Sensitivity analysis

Approximate model

Optimization

Update design variables

Y

N

Finite element modeling
(i) Create a finite element model
(ii) Define boundary conditions and loads

Define optimization parameters
(i) Define design variables 
(ii) Define responses and constraints 
(iii) Define design goals 

Figure 8: Topology optimization flowchart.
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Figure 9: Derived node displacement result graph. (a) Nodal displacement results derived from the die. (b) Nozzle displacement results
derived from punch.

(a) (b)

Figure 10: Boundary condition diagram of the upper die definition. (a) +e upper die defines the boundary conditions. (b) +e upper die
defines the boundary conditions.
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(a) (b)

Figure 11: Boundary condition diagram of the lower die definition. (a) +e lower die defines the boundary conditions. (b) +e lower die
defines the boundary conditions.
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Figure 12: Continued.
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4.2.3. Redesign of the Convex and Concave Mold Structure.
According to the topological optimization of the optimal
path of the material distribution, the topological shape of the
model can be obtained. +rough the OptiStruc-OSSmooth
program, the IGES general CAD file is exported and fed back
to CATIA.+e CATIA software is used to reverse the convex
and concave mold structure to obtain the topology. Fig-
ure 14 presents the optimized convex-concave structure.

By optimizing the topology of the convex and concave
mold structure of the automobile coat rack compression
mold, the optimized design results of the convex and
concave mold structures of the automobile coat rack mold
are obtained. After the CATIA volume measurement, the
optimized design of the convex and concave mold can meet
the strength and on the premise of stiffness, weight loss was
15.6%.
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Figure 12: Preliminary calculation results. (a) Calculation result of upper die displacement. (b) Calculation result of upper mold equivalent
stress. (c) Calculation result of lower die displacement. (d) Calculation result of equivalent stress of lower die.

16 Advances in Materials Science and Engineering



Contour plot
Element densities
(density)

Max = 1.000E + 00
3D 16127
Min = 1.000E – 02
3D 429681

1.000E – 02

1.200E – 01

2.300E – 01

3.400E – 01

4.500E – 01

5.600E – 01

6.700E – 01

7.800E – 01

8.900E – 01

1.000E + 00

Z
Y

X

Design : iteration 2

(a)

Contour plot
Element densities
(density)
Maximum average

Max = 1.000E + 00
Grids 2
Min = 1.000E – 02
Grids 33851

1.000E – 02

1.200E – 01

2.300E – 01

3.400E – 01

4.500E – 01

5.600E – 01

6.700E – 01

7.800E – 01

8.900E – 01

1.000E + 00

Z
Y

X

(b)

Figure 13: Topology optimization morphology. (a) Top mold topography. (b) Topology of the lower die.

(a) (b)

Figure 14: Optimal design of the convex and concave die. (a) Punch optimization design results. (b) Die optimization design results.
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5. Conclusion

+e following conclusions are drawn from the present study:

(1) A mechanical model of the composite two-layer
structure of the main body of the car coat rack is
established. By solving the model, it is found that the
main factors affecting the mechanical properties of
the composite two-layer structure are the thickness
of the PP glass fiber sheet and the content of glass
fiber. +e process parameters of the molding of the
main body of the hat rack are prepared: the sheet
preheating is performed by convection with hot air;
the temperature of the hot air is 250°C; the pre-
heating time is 110 s; the molding pressure is 13MPa;
and the holding time is 80 s. Using the experimental
method, the average shrinkage rate of the material is
calculated to be 0.354%, and the shrinkage rate of the
solidification and cooling of the product is com-
pensated by error compensation.

(2) Aiming at the current empirical design of mold
designers, a lightweight design process for molding
molds for interior parts is proposed. +e LS-DYNA
finite element program is used to simulate the
molding process to obtain the actual working con-
ditions. Under the stress concentration area of the
mold, the nodal force information with large de-
formation is obtained. +erefore, the load mapping
is used as the boundary condition of the next mold
topology optimization.

(3) A mathematical model for SIMP material interpo-
lation optimization of the male and female molds is
established. Based on the variable density method,
OptiStruct software is used to design the male and
female molds of the main body of the automobile
coat rack compression mold. +e weight of the mold
is reduced by 15.6%, while ensuring the structural
rigidity and strength of the mold.
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Based on the oil quality of diesel oil, the thermal efficiency and fuel consumption of the fuel-burning submersible hot water
machine were calculated. *e structure of the fuel-burning submersible hot water machine was designed. *e heat transfer
calculation of the flame tube and convection surface of the high-efficiency fuel submersible hot water machine was carried out, and
the overall heat balance of the system was checked. ANSYS was used to analyze and study the mechanical and thermodynamic
properties of the fuel-based submersible hot water machine, and the simulation results were compared with the theoretical
calculation results. *e thermal field of the flame tube and the threaded tube was simulated, and the influence of the temperature
field on the flame tube was analyzed. *e changes in the total deformation and strength of the flame tube under the thermal
structure coupling were studied. *e thermal efficiency of oil-fired submersible hot water machine was studied, and the relevant
factors affecting the thermal efficiency of oil-fired submersible hot water machine were put forward. *e main factors affecting
thermal efficiency were analyzed andmathematically modeled.*e air supply model and the convective heat transfer model of the
threaded tube were established. *e main parameters that affected the thermal efficiency of the threaded tube were optimized. In
the end, the design scheme of a high-efficiency fuel-type submersible hot water machine was obtained.

1. Introduction

Hot water machines have been widely used in various fields,
especially in areas where the demand for hot water is rel-
atively large. *ere are many types of hot water machines,
and the application types of hot water machines are also
different in different working locations and environments.
For example, in residential areas, the residents use gas-fired
hot water machines; in school bathrooms, electric heating
hot water machines are often used; in some areas abroad, hot
water machines using geothermal energy have appeared
[1, 2]. In some engineering fields, such as the diving industry,
electric-heated diving hot water machines have appeared.
Researchers at home and abroad have done some research
studies on different types of hot water machines to varying
degrees. However, there has been a lot of research on related
water boiler [3–5]. But there are very few research studies on
oil-fired submersible hot water machines at home and
abroad. Johnson and Beausoleil-Morrison [6] designed a

model for the performance prediction of gas tankless water
heaters and calibrated and verified the model, but they did
not study and optimize the mechanical properties of the
water heater structure, nor did they conduct in-depth
thermal research on the hot water machine. Lenhard and
Malcho [7] established amathematical model for heating hot
water by an indirect heating water heater and made a CFD
simulation of the established mathematical model. Based on
the simulation results, the parameters of the indirect heating
hot water machine were optimized. But they did not research
and optimize the structure and mechanical properties of
indirect heating hot water machines. Liu et al. [8] proposed a
high-throughput screening method (HTS) based on ma-
chine learning to design and screen the best combination of
external characteristics of water-in-glass evacuated tube
solar water heaters (WGET-SWHs) with high heat collection
rate, but there is no research on the relationship between the
structure and heat of the hot water machines. *is paper not
only researches and optimizes the structure and mechanical
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performance of the hot water machine, but also conducts in-
depth thermal research on the hot water machine and op-
timizes the thermal efficiency of the submersible hot water
machine by establishing a mathematical model.

2. Analysis andCalculationofOriginalData and
Fuel Characteristics of Oil-Fired Submersible
Hot Water Machine

2.1. "e Original Data of the Fuel-Type Diving Hot Water
Machine. *is article comes from a diving equipment
factory. According to the actual needs of the project and the
previous experience in the development of electric-heated
submersible hot water machines, the author finally plans to
develop an oil-fired submersible hot water machine with 0#
diesel as fuel. *e original data of the fuel oil type sub-
mersible water heater to be developed by a diving equipment
factory are as follows: the fuel is 0# diesel, the input liquid is
seawater and fresh water, the water input pressure is 3.4–10
bar, the input flow is at least 45 L/min, the output pressure is
the highest 68 bar, and the output flow is about 38 L/min.
*e volume of the water heater is about 250 L, the maximum
temperature rise is 60°C, and the temperature difference
control range is ± 1.5°C.

2.2. Fuel Characteristic Analysis and Calculation. *e high-
efficiency fuel oil submersible hot water machine uses 0#
diesel as fuel. According to the percentage of each com-
ponent of 0# diesel, the theoretical air volume V0 consumed
when 1 kg of 0# diesel is completely burned under standard
conditions can be calculated. And the volume of produced
CO2, SO2, N2, H2O, and triatomic gas RO2 and the volume of
flue gas Vy are shown in Table 1 [9].

2.3. Enthalpy of Fuel Flue Gas. When 0# diesel and air are
sent to the water heater for combustion, the heat carried is
composed of two parts: one is the enthalpy brought by 0#
diesel and air and the other is the chemical heat of 0# diesel
itself. *erefore, it is necessary to calculate the enthalpy of
fuel gas and the enthalpy of air [10].

*e enthalpy value of 0# diesel flue gas is calculated
based on 1 kg of 0# diesel, and it is calculated from 0°C.
When the temperature is t°C, the enthalpy value I0y of the
theoretical flue gas volume is shown as follows:

I
0
y � VRO2

CRO2
+ VN2

CN2
+ VH2OCH2O􏼐 􏼑t, (1)

where VRO2
is the theoretical triatomic gas RO2 volume, m3/

kg; CRO2
is the average volume heat capacity of theoretical

triatomic gas RO2 at constant pressure, kJ/m3·k; VN2
is the

theoretical N2 volume, m3/kg; CN2
is the theoretical N2

average volume heat capacity at constant pressure, kJ/m3·k;
VH2O is the theoretical water vapor H2O volume, m3/kg;
CH2O is the average volume heat capacity of theoretical water
vapor H2O at constant pressure, kJ/m3·k; and t is the flue gas
temperature, °C.

It can be seen from the above calculation that the the-
oretical SO2 volume ratio is very small, soCRO2

� CCO2
can be

used in the calculation. *e enthalpy value of the theoretical
air volume I0y is shown as follows:

I
0
k � V

0
Cktk, (2)

where V0 is the theoretical air volume of the hot water
machine, m3/kg;Ck is the average volume heat capacity of air
at constant pressure, kJ/m3·k; and tk is the air temperature,
°C.

*e flue gas enthalpy value Iy is shown as follows:

Iy � I
0
y +(α − 1)I

0
k, (3)

where I0y is the enthalpy value of the theoretical flue gas
volume of the hot water machine, kJ/m3; α is excess air
coefficient; andI0k is the enthalpy of theoretical air volume,
kJ/m3.

*e specific heat of each temperature of air and flue gas is
shown in Table 2. *e excess air coefficient is 1.1, and the
calculation results of equations (1) and (2) are substituted
into equation (3) to obtain the flue gas enthalpy as shown in
Table 3.

3. Analysis of the Heat Balance of the Oil-Fired
Submersible Hot Water Machine System

In order to ensure that the heat enters the hot water ma-
chine, the effective utilization of the hot water machine and
the heat loss of the hot water machine reach a certain
balance, so the heat balance calculation of the hot water
machine system is required. After completing the heat
balance calculation, the thermal efficiency of the hot water
machine system and the consumption of the hot water
machine per hour should be obtained initially, so that the
subsequent structural design of the fuel-based submersible
hot water machine can be carried out. *e heat balance
calculation of the oil-fired submersible hot water machine is
based on the operation of the hot water machine system
under stable thermal conditions. In the standard state, the
calculation is based on the complete combustion of 1 kg of
0# diesel.

3.1. "e Input Heat of the Fuel Submersible Hot Water
Machine. Since 0# diesel fuel produces very little ash and
can be ignored, so Q6 � 0. At the same time, when 0# diesel
is atomized and then burned, incomplete solid combustion
will not occur, so Q4 � 0. *erefore, the heat balance
equation can be written as follows:

Qr � Q1 + Q2 + Q3 + Q5, (4)

whereQr is 1 kg of 0# diesel fuel sent to the heat of the
submersible hot water machine system, Qr � 42900 kJ/kg;
Q1 is the efficient use of heat in the hot water machine
system, kJ/kg; Q2 is the heat loss during exhaust of the hot
water machine, kJ/kg; Q3 is the heat lost when the oil mist of
the hot water machine is incompletely burned, kJ/kg; and Q5
is the heat transferred from the hot water machine system to
the surrounding environment, kJ/kg.
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Table 2: Specific heat table of air flue gas.

Temperature (°C) Specific heat of combustion products of various gases (Kcal/m3·°C) Specific heat of air (Kcal/m3·°C)Natural gas, coke oven gas, mixed gas, liquid fuel bituminous coal, and anthracite
0–200 0.33 0.31
200–400 0.34 0.31
400–700 0.35 0.32
700–1000 0.36 0.33
1000–1200 0.37 0.34
1200–1500 0.38 0.35
1500–1800 0.39 0.35
1800–2000 0.40 0.36

Table 3: Flue gas enthalpy temperature table.

Temperature
(°C)

*eoretical smoke enthalpy Iy
(kJ/m3)

Air enthalpy Ik
(kJ/m3)

Flame tube outlet α″� 1.1 Iy
(kJ/m3)

Smoke pipe outlet αpy � 1.1 Iy
(kJ/m3)

15 250 222 272 272
50 833 738 907 907
100 1666 1477 1814 1814
120 2007 1776 2185 2185
200 3372 2971 3669 3669
300 5123 4491 5572 5572
400 6923 6043 7527 7527
450 7847 6836 8531 8531
500 8771 7630 9534 9534
600 10667 9254 11592 11592
700 12612 10911 13703 13703
800 14599 12593 15858 15858
850 15609 13448 16954 16954
900 16619 14302 18050 18050
1000 18673 16031 20277 20277
1100 20760 17788 22539 22539
1200 22872 19556 24828 24828
1300 25012 21350 27147 27147
1400 27167 23156 29483 29483
1500 29344 24971 31841 31841
1600 31539 26800 34219 34219
1700 33753 28634 36617 36617
1750 34864 29552 37819 37819
1800 35974 30470 39021 39021
1900 38206 32331 41440 41440
2000 40451 34181 43869 43869

Table 1: Summary table of smoke composition.

Data name Code name Unit Value
*eoretical air volume V0 m3/kg 11.153276
*eoretical flue gas Vy m3/kg 12.086479
*eoretical CO2 volume VCO2

m3/kg 1.596363
*eoretical SO2 volume VSO2

m3/kg 0.001750
*eoretical N2 volume VN2

m3/kg 8.811408
*eoretical triatomic gas RO2 volume VRO2

m3/kg 1.598113
*eoretical water vapor H2O volume VH2o m3/kg 1.676958
*eoretical CO2 volume ratio rCO2

% 13.21
*eoretical SO2 volume ratio rSO2

% 0.01
*eoretical N2 volume ratio rN2

% 72.90
*eoretical RO2 volume ratio rRO2

% 13.22
*eoretical water vapor H2O volume ratio rH2O % 13.87
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If the heat balance equation of the oil-fired submersible
hot water machine is expressed by the percentage of each
heat in the total heat input of the system, it can be written as
shown in the following equation:

q1 + q2 + q3 + q5 � 100%, (5)

where qi is the percentage of each heat to the total heat input
to the system, qi � Qi/Qr × 100%, %; q1 is the heat utilization
rate that the hot water machine effectively utilizes, %; q2 is
the exhaust smoke loss rate generated when the hot water
machine exhausts the smoke, %; q3 is the loss rate of in-
complete combustion of the hot water machine oil mist, %;
and q5 is the heat loss rate of the hot water machine, %.

3.2. Exhaust Heat Loss. Exhaust heat loss is the most im-
portant heat loss in the entire oil-fired submersible hot water
machine system. Among them, the temperature and volume
of the exhaust are important factors that affect the heat loss
of the exhaust. For a certain quality of fuel, the value of the
excess air coefficient determines the amount of smoke
emitted, and the combustion state directly affects the size of
the excess air coefficient.

*e exhaust heat loss q2 can be expressed by the dif-
ference between the enthalpy of the flue gas discharged from
the hot water machine system and the enthalpy of the cold
air, which can be written as follows:

q2 �
Ipy − αpyI

0
lk􏼐 􏼑 100 − q4( 􏼁

Qr

× 100%, (6)

where Ipy is the enthalpy of the flue gas discharged after the
combustion of 1 kg of 0# diesel under the excess air coef-
ficient of the flue gas and the flue gas temperature, kJ/m3; αpy

is excess air coefficient of exhaust flue gas; and I0lk is, at the
temperature of the air entering the hot water machine, the
enthalpy of the theoretical air required when 1 kg of 0# diesel
is burned, kJ/m3.

According to the research [11], the exhaust gas tem-
perature is 200°C, and the temperature of the cold air sent to
the hot water machine is 20°C, taking the excess air coef-
ficient αpy � 1.1 and substituting the value calculated
according to Table 3 into equation (6). It can be obtained
that the heat loss of exhaust gas of the oil-fired submersible
water heater is q2 � 7.10%.

3.3. Incomplete Combustion of Oil Mist Heat Loss. *e heat
loss of incomplete combustion of oil mist refers to the in-
complete combustion of the 0# diesel after atomization. *is
part of the incompletely burned oil mist will directly reduce
the total heat input to the oil-fired submersible hot water
machine system. However, according to the actual situation,
under the current technical control, as long as the com-
bustion is good, the heat loss of this part can be controlled
within a small range. In the design calculation, q3 �1.25%.

3.4."e Effective Use of Heat of the Oil-Fired Submersible Hot
WaterMachine. *e effective heat utilization of the oil-fired

submersible hot water machine refers to the difference
between the total enthalpy of the flue gas produced by the
combustion of 0# diesel and the enthalpy of the medium
water input to the hot water machine. For the fuel sub-
mersible hot water machine, its effective use of heat Q1 is
shown as follows:

Q1 � Gcs trs − ths( 􏼁, (7)

where G is the flow rate of circulating water, kg/s; trs is the
temperature of the hot water, °C; ths is backwater temper-
ature, °C; and cs is the specific heat of water, MJ/(kg·°C),
generally taken cs � 0.0041868MJ/(kg·°C).

According to the original design data of the fuel-burning
submersible hot water machine in Section 2.1, substituting
equation (7), the effective heat Q1 of the fuel-burning sub-
mersible hot water machine can be calculated as 0.23MW.

3.5."eHeat Loss of FuelOil SubmersibleHotWaterMachine.
*e heat dissipation loss of the oil-fired submersible hot
water machine refers to the heat that the hot water machine
system loses to the outside of the environment under the
action of the surrounding environment. *e heat loss of the
oil-fired submersible hot water machine is designed and
calculated according to the relevant standards provided in
TSG G0003-2010 “Industrial Boiler Energy Efficiency
Testing and Evaluation Rules” [12], as shown in Table 4.

According to the calculation result of equation (7) and
the data in Table 4, it can be seen that q5 � 2.1%.

3.6."ermal Efficiency and Fuel Consumption of the Oil-Fired
Submersible Hot Water Machine. *e thermal efficiency of
the oil-fired submersible hot water machine is shown as
follows:

η � 100 − q2 + q3 + q5( 􏼁, (8)

where q2 is the smoke loss rate during smoke exhaust, %; q3
is the loss rate when incomplete combustion of oil mist
occurs, %; and q5 is the heat loss rate of hot water machine,
%.

Substituting the q2, q3, and q5 obtained above into
equation (8), η � 89.55% is obtained. *e fuel consumption
of the oil-fired submersible hot water machine is shown as
follows:

B �
Q1

ηQr

× 100, (9)

where Q1 is the effective use of heat by hot water machine,
MW; η is the thermal efficiency of the hot water machine, %;
and Qr is the heat sent to the submersible hot water machine
system, kJ/kg.

Substituting the calculated values into equation (9),
B � 21.55 kg/hcan be obtained.

When calculating the heat of oil-fired boilers, the volume
of flue gas is used to calculate the temperature enthalpy table,
so the heat calculation should be calculated by calculating
the fuel consumption. *e fuel consumption is calculated as
shown in the following equation:
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Bj � B
100 − q4

100
, (10)

where B is the fuel consumption of the hot water machine,
kg/h, and q4 is the heat loss rate when solid fuel is in-
completely burned, %.

Substituting q4 � 0 and the value of equation (9) B �

21.55 kg/h into equation (10), Bj � 21.55 kg/h is obtained.

4. TheOverall StructureDesignof theFuel-Type
Submersible Hot Water Machine

*e overall structure of the oil-fired submersible hot water
machine includes the boiler tube, flame tube, smoke
chamber, fire tube, bracket, flange, and flange cover, etc. *e
connecting parts of each part are selected by general stan-
dard parts to meet the interchangeability during mainte-
nance reduces the maintenance cost of the hot water
machine. For some nonuniversal standard parts, they are
required to be designed.

*e oil-fired submersible hot water machine adopts
the central flame-return structure in the horizontal
structure. After the flame is sprayed from the burner, the
special structure of the flame tube will form an entrain-
ment phenomenon, and the high-temperature smoke in
the tube will continuous movement to the wall of the flame
tube can form a very uniform temperature field, which is
beneficial to heating the working fluid [13–15] as shown in
Figure 1.

*e burner of the oil-fired submersible water heater is
the heating device of the hot water machine. As the core
component of the hot water machine heating [16], when the
burner is selected, there must be a corresponding value when
meeting the basic power consumption [17]. According to the
working characteristic curve of the burner, the working
point of the burner must be in its corresponding full-load
area, and the closer the working point is to the right side of
the working curve, the better. *e burner work curve is
shown in Figure 2, and the final selected burner model is the
UNIGAS LO280 AB burner.

*e flame tube is designed according to the parameters
of the selected burner. *e flame tube consists of three parts,
namely, the flange, the cylinder, and the head, which are
connected by welding. *e head adopts a standard elliptical
head, and the flanging is to ensure the stability when
connecting with the front smoke chamber, and the flame
tube structure is shown in Figure 3.

*e smoke chamber is a structure for storing high-
temperature flue gas. *e structure used in this article is the
central flame-back type. *e smoke chamber of the central
flame-back hot water machine is arranged inside the drum.
*is structure can effectively reduce the heat loss.*e smoke
chamber has two parts, namely, the front smoke chamber
and the rear smoke chamber. *e front smoke chamber is
connected with the flame tube, the threaded tube, and the
inlet of the burner, and the rear smoke chamber is connected
with the threaded tube and the chimney. *e structures of
the front smoke chamber and the rear smoke chamber are
shown in Figures 4 and 5.

*e central flame-back water heater is equipped with
threaded pipes, and the number of threaded pipes and the
pipe distance have strict requirements. *e threaded tube is

Figure 1: Schematic diagram of the central flame-return structure
of a horizontal hot water machine.

Table 4: Boiler heat loss table.

Boiler rated output t (h) ≤4 6 10 15 20 35 ≥65
MW ≤2.8 4.2 7.0 10.5 14 29 ≥46

Heat loss % 2.1 2.4 1.7 1.5 1.3 1.1 0.8
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Figure 2: Burner working curve.

Figure 3: Structure diagram of the flame tube.
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formed by rolling and forming an ordinary smooth tube.*e
purpose of increasing the thread is to enhance the intensity
of turbulence in the tube and enhance the convective heat
transfer capacity of flue gas. *e size of the threaded pipe is
v 32× 710, and the size of the flange is designed according to
the outer diameter of the drum.

*e drum is designed according to the volume of the
water heater.*e design capacity of the drum in this article is
250 L. When designing the drum, a partition was added to
the back half of the drum. *e purpose of adding the
partition was two: one is to provide support for the rear
smoke chamber, and the other is to separate the hot and cold
water. *e drum structure is shown in Figure 6.

5. Heat Transfer Calculation of Flame Tube of
the Oil-Fired Submersible Hot
Water Machine

5.1. Basic Data Calculation of the Hot Water Machine.
*e total area of the furnace wall on each side of the flame
tube Fb � π × (0.394)2 + π × 0.788 × 1.2 � 3.946m2.

Since the flame tube is composed of a head and a cyl-
inder, the covering area is not a conventional surface. Since
the three-dimensional structure model of the flame tube has
been established, the covering area Fl � 0.595m2 of the
flame tube can be obtained through software calculation.

Similarly, the volume of the flame tube is not a con-
ventional volume. Using software calculations, the volume
of the flame tube Vl � 0.041m3 can be obtained.

5.2. "e Effective Radiation Heating Area in the Boiler of the
Oil-Fired Submersible Hot Water Machine. *e effective
radiation heating area in the boiler of the oil-fired sub-
mersible hot water machine can be obtained by the following
equation:

Hf � xFb, (11)

where x is the effective angle factor and Fb is the area of the
boiler wall where the water wall is arranged, m2.

Because the flame sprayed by the burner radiates all the
heat to the wall of the flame tube, the effective angle factor is
1.*erefore, substituting the values of Fb and x into equation
(11), it can be known that the effective radiation heating area
in the boiler of the hot water machine is Hf � 3.946m2.

5.3. "e Effective Radiation Heating Area in the Boiler of the
Oil-Fired SubmersibleHotWaterMachine. *e effective heat
release of the fuel-type submersible hot water machine can
be obtained by the following equation:

Ql � Qr ×
100 − q3 − q4 − q6

100 − q4
+ Qk, (12)

Figure 6: Drum structure diagram.

Figure 4: Structure of the front smoke chamber.

Figure 5: Structure diagram of the rear smoke chamber.
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where Qr is the heat sent to the hot water machine, kJ/kg; q3
is loss rate when incomplete combustion of oil mist occurs,
%; q4 is the heat loss rate of incomplete combustion of solid
fuel, %; q6 is the heat loss rate taken away by the ash in the
fuel, %; and Qk is the amount of heat in the air required for
combustion, kJ/kg.

When the fuel is burned, the heat required to send the air
into the hot water machine is as shown in the following
equation:

Qk � al
″I0rk, (13)

where al
″ is excess air coefficient at the outlet of the flame

tube of the hot water machine and I0rk is the enthalpy of the
air entering the flame tube of the hot water machine, kJ/kg.

According to the research, take al
″� 1.1, and select the

enthalpy value of the outlet air I0rk � 295 kJ/kg. Substituting
the selected value into equation (13), we can obtain
Qk � 324.5kJ/kg, and substituting the obtained Qk and the
previously calculated values into equation (12), the effective
heat output of the water heater can be obtained as
Ql � 42688kJ/kg.

Querying the smoke enthalpy table shows that the ab-
solute combustion temperature corresponding to the ef-
fective heat release Ql is θu � 1953°C, so the absolute
combustion temperature Tu � θu + 273 � 2226K.

5.4. Calculation of the Flame Blackness of the Oil-Fired Sub-
mersible Hot Water Machine and the Flame Blackness of the
Flame Tube. When the fuel is liquid, the flame blackness is
formed by the superposition of the blackness of the lumi-
nous part of the flame and the blackness of the nonluminous
part. *e blackness of the luminous part of the flame and the
blackness of the nonluminous part of the flame are, re-
spectively, represented by the following equations:

afg � 1 − e
− kqrq+kth( 􏼁PS

, (14)

abfg � 1 − e
−kqrqPS, (15)

where kq is the triatomic gas radiation attenuation coeffi-
cient, 1/(m · MPa); rq is the volume share of flame triatomic
gas, %; kth is the flame carbon black particle radiation at-
tenuation coefficient, 1/(m · MPa); P is flame tube pressure,
MPa; and S is the effective radiation layer thickness, m.

*e effective radiation thickness is shown as follows:

S � 3.6
Vl

Fl

, (16)

where Vl is the effective volume of hot water machine flame
tube, m3, and Fl is the covering area of the flame tube of the
hot water machine, m2.

Substituting the values of the effective volume Vl of the
flame tube and the coating area Fl of the flame tube into
formula (16), the value of the effective radiation thickness
can be obtained as S � 0.248m.

*e radiation attenuation coefficient of triatomic gas is
shown as follows:

kq � 10
0.78 + 1.6rH2O�����

10PqS
􏽱 − 0.1⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ 1 − 0.37

Tl
″

1000
􏼠 􏼡, (17)

where rH2O is the volume ratio of water vapor to flue gas, %;
Pq is the total partial pressure of the triatomic gas in the
flame, MPa; S is the effective radiation thickness, m; and Tl

″
is the smoke temperature at the exit of the flame tube, °C.

Since the high-efficiency fuel oil submersible hot water
machine works in a normal pressure environment,
Pq � 0.1MPa is taken. When the water heater is designed, the
flue gas temperature at the outlet of the flame tube is set to
980°C, that is, Tl

″� 980°C. Substituting the corresponding
values into equation (17), we can get kq � 12.11.

Substituting the corresponding values, the blackness of
the luminous part of the flame afg � 0.019 and the blackness
of the nonluminous part of the flame abfg � 0.412.

5.5. Calculation of Heat Release and Heat Transfer of Flame
Tube Flue Gas of the Oil-Fired Submersible Hot Water
Machine. *e heat release of the flue gas from the flame tube
is shown as follows:

Qrp � φ Ql − Il
″( 􏼁, (18)

where ϕ is the heat preservation coefficient, %; Ql is the heat
of the flame tube, kJ/kg; and Il

″ is the enthalpy value cor-
responding to the flue gas temperature at the outlet of the
flame tube, kJ/kg.

According to this research, setting the outlet tempera-
ture of the flame tube kl

″ � 477°C, the corresponding smoke
enthalpy Il

″� 8346 kJ/kg. Substituting the corresponding
values into equation (18), the heat release of the flame tube
flue gas is Qrp � 33552.1kJ/kg.

*e heat transfer of the flue gas in the flame tube is
shown as follows:

Qcr � C
Hf

Bj

Thy

100
􏼠 􏼡

4

−
Tb

100
􏼒 􏼓

4
⎡⎣ ⎤⎦, (19)

where C is the radiation and convection heat transfer co-
efficient, take C� 11.72 kW/(m2·K); Bj is the fuel con-
sumption of the hot water machine, kg/h; Thy is the average
flame temperature, K; and Tb is the surface temperature of
the water wall, K.

Substituting the corresponding values into equation (19),
the heat transfer amount of the flame tube flue gas can be
obtained as Qcr � 33573.7kJ/kg.

*e calculation error of the flame tube of the hot water
machine is shown as follows:

Δ �
Qrp − Qcr

Qrp

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100 �

33552.1 − 33573.7
33552.1

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100 � 0.064%.

(20)
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6. Calculation of Convective Heat Transfer in
Hot Water Machine

Convection heat transfer is one of the important heat
transfer methods of high-efficiency fuel-type submersible
hot water machines. For high-efficiency fuel-type sub-
mersible hot water machines, the convective heating surface
refers to the heating surface of the fire tube and smoke
chamber of the hot water machine. In the heating surface of
these hot water machine systems, heat is transferred to the
medium water in a convective manner, and the calculation
of convective heat transfer is also based on the heat released
by the combustion of 1 kg of 0# diesel.

6.1. Basic Data Calculation of Convective Heat Transfer
Surface. *e fire tube takes the form of a threaded tube,
which can improve the heat exchange efficiency to a certain
extent, so that the medium absorbs more heat. *e steel
pipe is a standard steel pipe with a diameter of 32mm and a
thickness of 2.5mm. *e threaded pipe is pressed by a
special threaded pipe with a guide rail bracket. *e front
and rear smoke chambers have smooth walls and cylin-
drical structures. *e specific parameters are shown in
Table 5.

According to the data in Table 5, the flue gas flow area Fr
of the threaded tube, the heat transfer area Hr of the
threaded tube, the heat transfer area Hs of the fume
chamber, and the total flue gas flow area Fd can be further
obtained. *e total heat transfer areaHd is shown in Table 6.

6.2. Calculation of Heat Release of Flue Gas. *e amount of
heat emitted by the flue gas is shown as follows:

Qrp � φ I′( − I″( 􏼁, (21)

where φ is the heat preservation coefficient; I′ is the enthalpy
of inlet flue gas, kJ/kg; and I″ is the enthalpy of outlet flue
gas, kJ/kg.

Now set the inlet flue gas temperature W′ to 477°C, check
the flue gas enthalpy table, its corresponding enthalpy value
I′� 8328 kJ/kg, the flue gas outlet temperature W″� 200°C,
and its corresponding enthalpy value I″� 3372 kJ/kg. *e
previously calculated heat preservation coefficient φ� 0.977.
*erefore, the calorific value of the flue gas is
Qrp1 � 4842kJ/kg.

6.3. Average Flue Gas Temperature, Flow Velocity, and
Temperature and Pressure Calculation. *e average flue gas
temperature is shown as follows:

θp �
θ′ + θ″

2
, (22)

where W′ is the inlet flue gas temperature, °C, and W′′ is the
outlet flue gas temperature, °C.

Substituting the corresponding values into equation
(22), we can get θp � 338.5°C.

*e average flue gas flow rate is shown as follows:

ω �
BjVy

3600Fd
·
θp + 273
273

, (23)

where Bj is the fuel consumption of the hot water machine,
kg/h; Vy is the theoretical flue gas, m3/kg; Fd is the total flue
gas circulation area, m2; and Wp is the average flue gas
temperature, °C.

Substituting the corresponding values obtained above
into equation (23), the average flue gas flow velocity can be
obtained as ω � 14.7m/s.

*e logarithmic temperature and pressure are shown as
follows:

Δt �
Δtd − Δtx

lnΔtd/Δtx

, (24)

where Δtd is the large end temperature, °C, andΔtx is the
small end temperature, °C.

Among them, the large end temperature and pressure
value is the difference between the inlet flue gas temperature
and the working fluid outlet temperature, that is,
Δtd � θ′ − t2 � 477 − 60 � 417°C, and the small end tem-
perature and pressure value is the difference between the
outlet flue gas temperature and the working fluid inlet, that
is, Δtx � θ″ − t1 � 200 − 4 � 196°C, and substituting the
values obtained above into equation (24), the logarithmic
temperature and pressure can be obtained as Δt � 284.4.

6.4. Calculation of Convective Heat Transfer Coefficient.
*e convective heat transfer coefficient is used to express the
heat transfer capacity between the medium water and the
convection surface. For high-efficiency oil-fired submersible
hot water machines, the convection heat transfer surface has
a fire tube and a smoke chamber.*erefore, it is necessary to
calculate the total convective heat transfer coefficient of the
flue gas.

Table 5: Convection surface structure parameter table.

Project name Code
name Unit Value

*readed pipe pitch t mm 45
*readed pipe groove depth ε mm 2
*readed pipe inner diameter dr mm 29.5
Number of threaded pipes Nr — 16
Longitudinal scour length of threaded
pipe L M 0.7

Front and rear smoke chamber
diameter ds mm 520

Longitudinal scour length of smoke
chamber L′ M 0.4

Table 6: Convection surface structure parameter table.

Project name Code name Unit Value
*readed pipe flue gas flow area Fr m2 0.011
Heat transfer area of threaded tube Hr m2 1.038
Heat transfer area of smoke chamber Hs m2 0.372
Total flue gas circulation area Fd m2 0.011
Total heat transfer area Hd m2 1.410
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*e Prandtl coefficient of the flue gas Pr� 0.6211, the
kinematic viscosity coefficient of the flue gas v � 0.00009m2/
s, the thermal conductivity of the flue gas λ� 0.0783 kW/
(m·°C), and the average flue gas flow rate ω� 14.7m/s, and it
can be calculated that the Rayleigh number of the threaded
tube Rer � ωdr/v � 14.7 × 0.0295/0.00009 � 4818, and the
Rayleigh number of the smoke chamber
Res � ωds/v � 14.7 × 0.52/0.00009 � 84933.

*e convective heat transfer coefficient of the threaded
tube is shown as follows:

ar � 0.0144
t

dr
􏼒 􏼓

−0.08
·

ε
dr

􏼒 􏼓
0.112

Rer0.926
, (25)

where t is the pitch of the threaded pipe, mm; dr is the inner
diameter of the threaded pipe, mm; ε is the groove depth of
the threaded pipe, mm; and Rer is the Reynolds number of
the threaded pipes.

Substituting the corresponding values into equation
(23), the convective heat transfer coefficient of the threaded
tube ar � 0.026kW/(m·°C) can be obtained.

*e convective heat transfer coefficient of the smoke
chamber is shown as follows:

as � 0.023
λ
ds
Res0.8Pr0.4

, (26)

where λ is the thermal conductivity of flue gas, kW/(m·°C);
ds is the inner diameter of the smoke chamber, mm; Res is
the Reynolds number of the smoke chamber; and Pr is the
Prandtl coefficient of flue gas.

Substituting the corresponding values into equation
(26), the convective heat transfer coefficient of the smoke
chamber as � 0.025kW/(m·°C) can be obtained.

From the convective heat transfer coefficient of the
threaded tube and the smoke chamber, the total convective
heat transfer coefficient of the flue gas
ad � (asHs + arHr)/Hs + Hr � 0.025 × 0.372 + 0.026 ×

1.038/0.372 + 1.038 � 0.072kW/(m·°C). can be further
calculated.

6.5. Calculation of Radiation Heat Release Coefficient of Flue
Gas. *e radiation attenuation coefficient of triatomic gas is
shown as follows:

kq � 1 − 0.37
θp + 273
1000

􏼠 􏼡
2.47 + 5.06rH2O����

rqPS
􏽱 − 1⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠rq, (27)

where Wp is the average flue gas temperature, °C; rH2O is
the volume ratio of water vapor to flue gas, %; rq is the
volume share of flame triatomic gas, %; P is the flame tube
pressure, MPa; and S is the effective radiation layer
thickness, m.

Substituting the corresponding values into equation
(27), the radiation attenuation coefficient of triatomic gas
kq � 2.050(MPa · m)− 1 can be obtained. From the radiation

attenuation coefficient of triatomic gas, the smoke blackness
ay � 1 − e−kqPS � 1 − e−2.050×1×0.248 � 0.400 can be further
obtained.

*e temperature ratio is shown as follows:

τ �
tb + 273
θp + 273

, (28)

where tb is the surface temperature of the water wall, °C,
and θp is the average flue gas temperature, °C.

*e surface temperature tb of the water wall is taken as
283°C, that is, tb � 283°C, and then the temperature
ratioτ � 0.793. According to the obtained temperature ratio,
the radiation heat release coefficient of the flue gas af �

0.026 can be further obtained.

6.6.CalculationofHeatTransferandHeatTransferErrorof the
Main Heating Surface. *e total heat transfer coefficient is
shown as follows:

K � ψ ad + af􏼐 􏼑, (29)

where ѱ is the thermal effective coefficient; ad is the total
convective heat transfer coefficient of flue gas; and af is the
radiative heat release coefficient of flue gas.

*ermal effective coefficient ѱ� 0.73; substituting the
corresponding values into equation (29), the total heat
transfer coefficient can be obtained as
K � 0.73 × (0.072 + 0.026) � 0.072.

*e heat of the main heating surface is shown as follows:

Qcr �
KH dΔ t

Bj

, (30)

where K is the total heat transfer coefficient; Hd is the total
heat transfer area, m2; Δt is the logarithmic temperature, °C;
and Bj is the fuel consumption of the hot water machine, kg/
h.

Substituting the corresponding values into equation
(30), the heat of the main heating surface can be obtained as
Qcr � 4822kJ/kg and the heat transfer error of the main
heating surface as Δ � |Qrp1 − Qcr/Qrp1| × 100 � |4842−

4822/4842| × 100 � 0.41%.

6.7. Total Heat Balance Check of the Hot Water Machine.
*e overall calculation error of the water heater is shown as
follows:

ΔQ �
Qrη

100 − q4
− Qrp − Qrp1, (31)

where Qr is the total heat sent to the hot water machine
system, kJ/kg; η is the thermal efficiency of the hot water
machine, %; q4 is the heat loss rate of incomplete combustion
of solid fuel, %; Qrp is the heat release of flame tube smoke,
kJ/kg; and Qrp1 is the exothermic amount of flue gas, kJ/kg.
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Substituting the corresponding values into equation (31),
we can get the overall calculation error of the water heater
ΔQ � 22.95kJ/kg and the overall relative calculation error of
the hot water machine Δ � ΔQ/Qr × 100 � 22.95/42900×

100 � 0.053%.

7. CAE Analysis of High-Efficiency Fuel
Submersible Hot Water Machine

With the rise of computer-aided engineering, analyzing
engineering problems in reality has become simple and
quick [18]. For high-efficiency fuel-type submersible water
heaters, the CAE analysis that needs to be done is mainly
structural analysis and thermal analysis. In terms of struc-
tural analysis, the workbench is used to simulate the force of
each main structure, so as to better predict the quality
problems of the water heater before the manufacturing is
completed.

7.1. CAE Analysis of Drum. *e drum is made of 316 L
stainless steel with a thickness of 3.5mm. *ere are three
holes with a diameter of 40mm on the surface of the drum.
*e through pieces are connected to these three holes by
welding. *e other ends of the three through pieces are
connected to the overflow: flow valve, float, and plug match.
A support plate is also welded inside the drum. On the one
hand, the support plate is used to support the rear smoke
chamber, and on the other hand, it is used to isolate cold and
hot water, so that the temperature of the hot water output in
the hot water machine is more stable. *e structure is shown
in Figure 6.

It can be seen from Figure 7 that the maximum de-
formation of the drum is 0.41344mm and the minimum
deformation is 0mm. *e area with the largest amount of
deformation is mainly concentrated on the two sides of the
line connecting the centers of the two openings. *e de-
formation area around the opening is more evenly dis-
tributed. *e deformation around the overflow valve hole is
0.091875mm, and the half side around the float joint hole is
even deformed. *e amount is 0mm. After the penetration
piece is welded to the hole, such a small amount of de-
formation ensures the stability of the drum.*e recession in
the opening area is because the strength of the barrel wall is
reduced after the opening of the hole, and the inside of the
barrel is subjected to pressure, which ultimately leads to the
deformation of the barrel. It can be seen from Figure 8 that
the stress distribution of the drum is relatively uniform, and
there is stress concentration around the opening of the
drum, which is a normal phenomenon. It can be seen from
Figure 9 that the strain near the opening of the drum shows a
symmetrical state. Since the deformation near the opening is
larger than that of other regions, the strain in this part of the
region is also larger than that in other regions. Since the
maximum stress of the drum is far less than the allowable
stress, the strength and rigidity of the drum fully meet the
working requirements, and there is no need to optimize the
structure of the drum.

7.2. Flange CAEAnalysis. *e flange is an important part to
connect the drum and the end cover, and the flange and the
drum are connected by welding. *e material of the flange is
316 L stainless steel. *e three-dimensional view of the
flange is shown in Figure 10.

*e flange is meshed, and the mesh size is selected as
10mm, and then the simulation is performed.

*e flange inner ring and the drum are connected by
welding, and the flange and the end cover are connected by
bolts. *e main bearing surface of the flange is the boss
surface at the front end of the flange. *is part of the area is
in full contact with the gasket, and the force received comes
from the internal pressure of the drum. *e round hole on
the flange end face matches the bolt, so the inner face of the
round hole is subjected to shearing force. *e total defor-
mation cloud diagram of the flange is shown in Figure 11.
*e deformation area of the flange is mainly concentrated on

0.41344 max
0.3675
0.32156
0.27562
0.22969
0.18375
0.13781
0.091875
0.045937
0 min

Figure 7: Cloud diagram of total deformation of the drum.

437.13 max
389.12
341.12
293.11
245.11
197.11
149.1
101.1
53.094
5.0895 min

Figure 8: Equivalent stress cloud diagram of the drum.

0.0022745 max
0.0020341
0.0017937
0.0015533
0.0013129
0.0010725
0.00083213
0.00059174
0.00035135
0.00011096 min

Figure 9: Equivalent strain cloud diagram of the drum.
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the edge of the flange, and the edge of the flange is relatively
weak compared to other parts and is compressed by the bolt
connection, so the deformation range of the region is larger
than that of other regions. *e stress and strain cloud di-
agrams of the flange are shown in Figures 12 and 13. From
the cloud diagrams, the stress and strain distribution of the
flange is very uniform and the values are very small.
*erefore, the physical properties of the flange are very good.

7.3. "ermal Field Analysis of Flame Tube. *e flame tube is
the core thermal reaction element of the entire hot water
machine. After the burner sprays the flame, the entire
heating process of the hot water machine is carried out in the
flame tube [19], so the thermal field of the flame tube is
analyzed and studied. It is particularly important.

Using fluent software can simulate the state of the
thermal field more accurately and quickly. It can be seen
from Figure 14 that the pressure of the flame tube gradually
increases along the tail of the flame tube until the pressure at

the head reaches the maximum. At the entrance of the flame
tube, the center pressure of the flame tube is greater than the
pressure around the flame tube, and the pressure around the
flame tube is lower than the center pressure of the flame
tube, forming an entrainment effect. It is precisely because of
the entrainment effect that the heat of the flame tube is more
uniform and the heat exchange efficiency is more efficient. It
can be seen from Figure 15 that the temperature in the back
half of the flame tube is in a stable state. Because the front
wall of the flame tube has a shorter distance from the flame,
the radiation intensity of the flame is also greater, so the
temperature is higher. Figure 16 shows the change in the

2.1669 max

1.9403

1.7136

1.487

1.2603

1.0337

0.80705

0.5804

0.35375

0.1271 min

Figure 11: Cloud diagram of total flange deformation.
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2.102e – 6
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Figure 12: Equivalent stress cloud diagram of the flange.

0.00054113 max

0.00048101

0.00042088

0.00036076

0.00030063

0.0002405

0.00018038

0.00012025

6.0126e – 5

0 min

Figure 13: Equivalent strain cloud diagram of the flange.

Figure 10: *ree-dimensional view of the flange.
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Figure 14: Pressure cloud diagram of the flame tube.
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smoke velocity of the flame tube. *e flame injected by the
burner enters the flame tube from the entrance of the flame
tube. *e flue gas blocks the descending speed at the head of
the flame tube and then turns back and enters from the inner
cavity of the flame tube.

7.4. "ermal Field Analysis of "readed Pipe. *e threaded
tube is one of the main components of the flue gas scouring.
After the high-temperature flue gas is discharged from the
flame tube, it enters the front smoke chamber, then enters
the rear smoke chamber through the threaded tube, and is
finally discharged into the atmosphere. As the main com-
ponent of the flue gas scouring, the threaded tube is also very
important to study its thermal field [20].

*e fluent software is also used to simulate the thermal
field. It can be seen from Figure 17 that the upper end of the
threaded tube is the flue gas inlet, and the gas pressure
gradually decreases from the inlet to the outlet. *e inlet
pressure is large and the outlet pressure is small, so that the
flue gas can continuously flow from the inlet to the outlet. It
can be seen from Figure 18 that the temperature distribution
of the threaded pipe is relatively uniform, the temperature at
the inlet end is higher, and the temperature at the outlet end
decreases. *e flue gas transfers heat to the threaded pipe
wall in two forms of convection heat exchange and radiation
heat exchange, and the threaded pipe wall transfers the heat
to the working fluid water. It can be seen from Figure 19 that
the threaded tube starts from the inlet, the first part of the
flue gas velocity is relatively large, and as the length of the
threaded tube increases, the resistance of the flue gas also
increases, so the flue gas velocity decreases.

8. CAE Analysis of High-Efficiency Fuel
Submersible Hot Water Machine

*e flame tube is the component with the largest temper-
ature difference of the oil-fired hot water machine. In the
analysis, not only the influence of the static field on the flame
tube must be considered, but also the change in the intensity
of the flame tube under the thermal field coupling. It is very
important to conduct multifield coupling analysis on the
flame tube [21]. *e thermal structure coupling analysis is
completed in the workbench software. In the above, the
thermal field of the flame tube flue gas was studied, and this
section focuses on the thermal field of the flame tube body.
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Figure 16: Flame cylinder velocity vector cloud diagram.
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Figure 17: Pressure cloud diagram of the threaded pipe.
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Figure 18: Temperature cloud diagram of the threaded pipe.
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Figure 19: Speed vector cloud diagram of the threaded pipe.
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*e temperature cloud diagram of the flame tube body is
shown in Figure 20. From Figure 20, it can be concluded that
the temperature distribution of the flame tube body is ex-
tremely uniform. *ere are two reasons for this phenom-
enon: one is the entrainment of the smoke in the flame tube.
*e high-temperature flue gas moves uniformly on the wall
of the flame tube, so that the temperature difference in the
entire heat exchange process is small, and the flame tube
body uniformly absorbs heat; second, the material of the
flame tube is 316 L stainless steel, and the heat transfer
coefficient of 316 L stainless steel is 16.3W/(m2·K), the
material itself has better heat transfer performance, so the
temperature distribution of the flame tube is even.

After the temperature field analysis of the flame tube
body, the flame tube is statically analyzed on the basis of
the original temperature field. For 316 L stainless steel, on
the basis of the temperature field, static analysis can
describe the actual state of the flame tube more objec-
tively. From the three aspects of total deformation, stress,
and strain, the flame tube occurs due to the effect of the
temperature field. *e total deformation can intuitively
reflect the appearance deformation of the flame tube due
to external force. *e stress objectively shows the internal
reaction of the flame tube to the outside world after the
external force is applied. *e strain objectively shows the
relative deformation of the internal structure of the flame
tube.

Figures 21 and 22 are the total deformation cloud dia-
grams of the flame tube in the uncoupled and coupled
conditions, respectively. By comparison, it can be seen that,
in the case of multifield coupling, the temperature field has a
certain influence on the flame tube. *e main deformation
changes are concentrated in the middle of the flame tube and
the top of the head. Due to the coupling and superposition of
the temperature field, the deformation of these parts has
changed to different degrees. For themiddle part of the flame
tube, in the case of no coupling, there are two deformation
areas in the middle part of the flame tube, and the middle
part of the flame tube deforms unevenly. In the case of
multifield coupling, the middle part of the flame tube has the
same amount of deformation. For the top of the head, the
change in total deformation is also more obvious. *e effect
of the temperature field increases the deformation of the
head of the flame tube, and the edge transition of the de-
formation also tends to be gentle. But for the flame tube that
is only subjected to the static force field, the difference in the
amount of deformation is relatively obvious, and the
transition of the deformation edge is not obvious.*e reason
for this phenomenon is that the temperature field affects the
material properties of 316 L stainless steel. Under the action
of the temperature field, the plasticity of the stainless steel
material increases and the rigidity decreases. When sub-
jected to the same static force field, it exhibits different
properties.

Figures 23 and 24 are the equivalent stress cloud dia-
grams of the flame tube in the uncoupled and coupled
conditions, respectively. From these two cloud diagrams, it
can be clearly seen that the temperature field has a greater
influence on the stress of the flame tube. In the case of no
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Figure 20: Temperature cloud diagram of the flame tube body.
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Figure 21: Total deformation cloud of the flame tube without
coupling.
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Figure 22: *e total deformation cloud diagram of the flame tube
in the coupled case.
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Figure 23: Equivalent stress cloud diagram of the uncoupled flame
tube.
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coupling, the stress distribution in the head part of the flame
tube is very uneven, and the stress in the top area of the head
is relatively high, and the stress gradually decreases to the
surroundings with the center of the head as the origin. In the
case of multifield coupling, the stress distribution of the
flame tube body is very uniform, and the stress value is also
significantly higher than the stress value of the static force
field. *e reason for this phenomenon is that the flame tube
body is affected by the temperature field, which changes the
physical properties of the material to a certain extent. *e
existence of the temperature field increases the thermal
stress of the flame tube itself, so that the stress of the flame
tube itself is clearly greater than the stress in the static field.
Obviously, it can be seen that the temperature field affects
the internal molecular motion state of 316 L stainless steel,
and when the multifield coupling is superimposed, the
material stress is more obvious.

Figures 25 and 26 are the equivalent strain cloud diagram
of the flame tube in the uncoupled case and the equivalent
strain cloud diagram of the flame tube in the coupled case.
From these two cloud diagrams, the influence of the tem-
perature field on the strain of the flame tube can be seen. In
Figure 25, it can be seen that the strain distribution of the
flame tube in the static field is uneven, and the strain on the
tube section and the top of the head is larger, and this part of
the region is similar to the region with greater stress. In
Figure 26, the strain distribution of the flame tube is rela-
tively uniform. Under the action of the temperature field, the
strain of the flame tube has increased, and the strain values of
each area are also relatively close. It can be seen that the
temperature field has a great influence on the flame tube.

9. Structural Optimization and Thermal
Efficiency Analysis of High-Efficiency Oil-
Fired Submersible Hot Water Machine

*e thermal efficiency of oil-fired hot water machines has
always been one of the focuses of people’s research.*e level
of thermal efficiency directly affects the performance of the
hot water machine. People mainly use two ways to improve
thermal efficiency. One is to make fuel burn more. Sufficient,
the second is to reduce the exhaust heat temperature of the
flue gas by designing a reasonable structure. *e fuel can be

burned more fully by designing a reasonable combustion
method.

9.1."ermalFieldAnalysis of the"readedPipe. *e factor of
air supply is very important to whether the combustion
reaction is sufficient. For this reason, it is necessary to es-
tablish the relationship between the change of the burner
over time and the amount of air required. In Section 2.2, the
theoretical air volume V0 �11.153276m3/kg has been cal-
culated.*e so-called theoretical air volume is the volume of
air required when 1 kg of fuel is completely burned.

At time x, when y kg of 0# diesel is completely burned,
the amount of air consumed is shown as follows:

dU � 11.153276dxdy. (32)

Integrating equation (32), we can get

U � B
D
dU � B

D
11.153276dxdy � 11.153276xy, (33)

where definition domain D� {(x, y)|x≥ 0, y≥ 0}, D is the
consumption of 0# diesel oil, kg.

*e actual amount of gas produced by the hot water
machine can be obtained through experiments. *e rela-
tionship between the air supply volume and the thermal
efficiency can be established by curve fitting through mul-
tiple sets of data.

9.2. StructuralOptimizationModel and Solution ofHotWater
Machine. *e parameters of the threaded pipe are thread
radius (radius is divided into outer diameter, middle di-
ameter, and inner diameter), length, wall thickness, pitch,
arc radius, and thread groove depth. In order to ensure that
the overall structure of the hot water machine does not
undergo major changes, in the structural parameters of the
threaded tube, the outer diameter of the threaded tube is
limited to ensure that the structural parameters of the smoke
chamber do not change. *e relationship between the other
parameters of the threaded tube and the thermal efficiency is
now studied. By establishing the mathematical model of the
relationship between the threaded tube of the hot water
machine and the thermal efficiency, the influence of the
threaded tube on the thermal efficiency is obtained.

*e Newtonian cooling formula is shown as follows:
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Figure 24: Equivalent stress cloud diagram of the coupled flame
tube.
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Figure 25: Equivalent strain cloud diagram of the uncoupled flame
tube.
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Φ � hA Tw − Tf􏼐 􏼑, (34)

where Φ is the convection heat transfer, W; h is the
convection heat transfer coefficient, W/(m2·K); A is the
heating surface area, m2; Tw is the temperature of the fire
tube wall surface, °C; and Tf is the working fluid temper-
ature, °C.

*e general relationship of the convective heat transfer
coefficient is shown as follows:

h �
−λzT/zy|y�0

Tw − Tf

, (35)

where λ is the thermal conductivity of the working fluid
water, λ� 7.42×10–2, W/(m2·K), and zT/zy|y�0 is the
temperature change rate of the working fluid water in the
normal direction of the fire tube wall, °C.

*e area of the heating surface is shown as follows:

A � N L1π d + L2/s ·
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (36)

whereN is the number of threaded pipes,N� 16; L1 is the
total length of the threaded pipe, L1 � 0.71m; L2 is the thread
length of the threaded pipe, m; d is the outer diameter of the
threaded pipe, d� 0.032m; d1 is the inner diameter of the
threaded pipe, m; s is the thread pitch of the threaded pipe,
m; t′ is the inner diameter of the thread groove, m; and r′ is
the arc radius of the threaded pipe, m.

When burning 1 kg of 0# diesel, the heat absorbed by the
working fluid water through convection heat transfer is
shown as follows:

Qdl � 􏽚
T
Φdt. (37)

9.2.1. Objective Function. After substituting the corre-
sponding values, the objective function of the ratio of the
heat absorbed by the working fluid through the convection
of the fire tube wall to the total heat transfer can be obtained
as follows:

f(X) � −λ
zT

zy
|y�0

1.14x3 + 32x1 ·

����������

πx2( 􏼁
2

+ x
2
3

􏽱

· x4ar cos
�������������

x
2
4 − x4 − x5( 􏼁

2
􏽱

/x4􏼒 􏼓 −

�������������

x
2
4 − x4 − x5( 􏼁

2
􏽱

􏼒 􏼓

42900x3
.

(38)

*e design variables are shown as follows:

X � x1, x2, x3, x4, x5􏼂 􏼃
T

, (39)

where x1 is the thread length of the threaded pipe, m; x2
is the inner diameter of the threaded pipe, m; x3 is the thread
pitch of the threaded pipe, m; x4 is the arc radius of the
threaded pipe, m; and x5 is the thread groove depth, m.

9.2.2. Constraints. *e constraint condition is shown as
follows:

0≤ x1 ≤ 0.700,

0.028≤x2 ≤ 0.032,

x3 > 0.010,

0.005≤x5 ≤ 0.015,

0≤ x5 ≤ 0.004.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(40)

9.2.3. Optimization Methods and Results. *e thermal ef-
ficiency structure model of the hot water machine is op-
timized by genetic algorithm. Genetic algorithm is an

0.0012688 max
0.0011317
0.00099448
0.00085729
0.0007201
0.00058292
0.00044573
0.00030855
0.00017136
3.4177e – 5 min

Figure 26: Equivalent strain cloud diagram of the coupled flame tube.
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algorithm that simulates the evolutionary laws of the bi-
ological world. By searching from random initial solutions,
after a series of selection, crossover, and mutation steps,
new ones are gradually calculated solution. *e genetic
algorithm can solve the structural optimization model of
the thermal efficiency of the water heater better and faster,
making the structural optimization of the water heater
more accurate.

*e MATLAB genetic algorithm optimizes the heating
area of the threaded tube and draws the coordinate image
with the pitch of the threaded tube and the radius of the arc
as the independent variables. It can be seen from Figure 27
that when the thread pitch is 15mm and the arc radius is
10mm, the heated area of the threaded tube reaches the
maximum.

10. Conclusion

*e simulation results were compared with the theoretical
calculation results, and the reliability of the simulation and
the rationality of the structure design were obtained. *e
fluent software was used to simulate the thermal field of the
flame tube and the threaded tube, and the rationality and
accuracy of the thermal field of the flame tube and the
threaded tube were obtained.

(1) *e influence of the thermal structure coupling of
the flame tube of the oil-fired submersible hot water
machine was analyzed and studied. *e total de-
formation cloud image, equivalent stress cloud im-
age, and equivalent strain cloud image obtained by
the thermal structure coupling results were com-
pared with the corresponding cloud image under the
action of the static force field. *e influence of the
temperature field on the flame tube of the oil-fired
submersible hot water machine was explored.

(2) *e thermal efficiency of the oil-fired submersible
hot water machine was studied, the air supply model
of the burner and the thread convection heat transfer
model were established, and the genetic algorithm
was optimized for the established model.

*is article was to study the process of material com-
pression molding and took out the part that involved heat
separately for more comprehensive and in-depth research,
so as to gain more experience and ideas [22].
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