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Editorial
Fluctuation-Enhanced Sensing
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Fluctuation-enhanced sensing (FES) is an exciting and rela-
tively new research field that promises to extend the range
of information that can be extracted from a single sensor.
In FES, the stochastic fluctuations of the sensor signal, rather
than its average value, are recorded and analyzed. Typical
components of such fluctuations are due to interactions at
the microscopic level. Proper statistical analysis provides
optimum sensory information.

FES was used for the first time in the 90s, but it has not
been commercially available yet because of the relatively lim-
ited amount of test data and the requirement of a special
measurement setup. Sensor interface and instrumentation
in a FES system have to be specifically designed to extract
and amplify the low-frequency stochastic signal components,
which are usually orders of magnitude weaker than the clas-
sical, deterministic sensor signal. Then, selected statistical
properties of the amplified noise are analyzed in order to
generate a corresponding pattern as a “stochastic fingerprint”
of the sensed agent. The power spectral density of the noise
signal is often used as an output pattern, but FES has been
proven effective with higher-order statistics and other more
advanced methods as well.

Many open questions must be addressed before FES can
become a commercially available technique. Such issues
include the design of highly sensitive instrumentation and
the most effective data analysis, the development of working
physical models for the interpretation of the stochastic data
involving the sensor structure and sensing mechanisms, the
selection of proper materials and structures, and finding sens-
ing configuration for optimized sensitivity and selectivity.

Despite the challenges, FES exhibits a sensitivity of orders
of magnitude higher than that of conventional electronic
noses and tongues. Moreover, a single sensor can act as a
complex high-dimensional electronic nose or tongue.

Therefore, it is important to enhance research activities
and interactions in this subject. The purpose of this special
issue is to turn the attention to the potentials of FES and to
bring specialists together to reach the critical mass for a
breakthrough in this field.

Because of the complexity of the topic, special attention
was given to the papers including experimental data or
results actually relevant for the future development of FES.
After a rigorous peer-review process, 4 papers were accepted
for publication in this special issue.

The paper by M. Piotto et al. proposes an original
approach to model the noise density in sensors based on a
single hot wire or pairs of thermally coupled wires. Since
hot wires are used in a large variety of sensing devices and
instruments, this study could give an important contribution
to advanced sensor design. The model presented in this paper
consists of an original combination of a previous electrother-
mal model of the wire with well-established assumptions on
the thermal noise in conductors that carry moderate current
densities. The model parameters can be easily determined by
means of small-signal impedance measurements as a func-
tion of frequency. The effects of the electrothermal feedback
of both hot wires and hot-wire pairs on flicker noise are also
intrinsically covered by the proposed approach. The results
showed in this work should contribute to widen the knowl-
edge of noise in out-of-equilibrium electrical systems.
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The paper by M. Macucci and P. Marconcini is focused
on the noise properties of graphene, which is one of the prin-
cipal materials for the realization of modern sensors whose
ultimate performance is often right determined by the flicker
noise of graphene. Indeed, graphene exhibits, compared to
the vast majority of ordinary semiconductors, a peculiar
behaviour of the flicker noise power spectral density as a
function of the charge carrier density. In this paper, this
difference is addressed and explained, and a comparison
between graphene and other semiconducting materials is
carried out. The conducted analysis, which clarifies the
mechanisms that cause or prevent a reduction, at proper bias
conditions, of the intrinsic sensor flicker noise, can be useful
for the design of low-noise devices and in particular of high-
sensitivity sensors.

The paper by G. Scandurra et al. proposes a new
approach for the extraction of the equivalent parameters of
quartz tuning forks (QTF) used as sensors by means of noise
measurements. By means of spectral analysis, noise is used as
the test signal for the determination of the frequency
response of a circuit including the quartz tuning fork whose
parameters need to be determined. A new approach for the
analysis of strongly peaked noise spectra was developed in
order to allow the correct measurement of the strongly
peaked noise spectrum at the output of the system, which is
the result of the high-quality factor of any quartz tuning
fork-based sensor. With the proposed approach, the best
compromise in terms of accuracy and measurement time
can be obtained in a single measurement run. The ability to
accurately estimate the PSD over a narrow bandwidth across
the resonance frequency of a QTF-based sensor may facilitate
the exploration of fluctuation-enhanced sensing (FES) with
QTF-based sensors.

The paper by J. Smulko et al. presents experimental
results of fluctuation-enhanced gas sensing by low-cost resis-
tive sensors based on a mixture of graphene flakes and TiO2
nanoparticles, both photocatalytic and activated by UV light.
The sensors’ response to two UV LEDs of different wave-
lengths was observed in an ambient atmosphere of synthetic
air and toxic NO2 at selected concentrations. It was observed
that flicker noise changes its frequency dependence at differ-
ent UV light wavelengths, thereby providing additional
information about the ambient atmosphere, and that the
power spectral density changes by a few times as a result of
UV light irradiation. The sensors were operated at different
temperatures, and the effect of UV light on gas sensing was
most apparent at low operating temperature. In conclusion,
UV light activates the gas sensing layer and improves gas
detection at low concentrations of NO2. This result is desir-
able for the detection of the components of gas mixtures,
and the modulated sensor can replace an array of indepen-
dent resistive sensors which would consume much more
energy for heating. It is also suggested in the paper that a
more advanced technology for preparing the gas sensing
layer, by use of spin coating, will produce corresponding
layers with thickness of about a few μm, which is about ten
times less than that for the tested samples, and consequently,
the effects induced by the applied UV light, having a penetra-
tion depth of only a few μm, would then be amplified. The

presented results open a new perspective on enhanced gas
sensing for emerging gas sensing materials.
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Research Article
UV Light-Modulated Fluctuation-Enhanced Gas Sensing by
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We present experimental results of fluctuation-enhanced gas sensing by low-cost resistive sensors made of a mixture of graphene
flakes and TiO2 nanoparticles. Both components are photocatalytic and activated by UV light. Two UV LEDs of different
wavelengths (362 and 394 nm) were applied to modulate the gas sensing of the layers. Resistance noise was recorded at low
frequencies, between 8Hz and 10 kHz. The sensors’ response was observed in an ambient atmosphere of synthetic air and toxic
NO2 at selected concentrations (5, 10, and 15 ppm). We observed that flicker noise changed its frequency dependence at
different UV light wavelengths, thereby providing additional information about the ambient atmosphere. The power spectral
density changed by a few times as a result of UV light irradiation. The sensors were operated at 60 and 120°C, and the effect of
UV light on gas sensing was most apparent at low operating temperature. We conclude that UV light activates the gas-sensing
layer and improves gas detection at low concentrations of NO2. This result is desirable for the detection of the components of
gas mixtures, and the modulated sensor can replace an array of independent resistive sensors which would consume much more
energy for heating. We also suggest that a more advanced technology for preparing the gas-sensing layer, by use of spin coating,
will produce corresponding layers with thickness of about a few μm, which is about ten times less than that for the tested
samples. The effects induced by the applied UV light, having a penetration depth of only a few μm, would then be amplified.

1. Introduction

Resistive gas sensors are of much current interest because of
their low-cost production and simple applications to detect
a range of gases [1, 2]. A large variety of metal oxide semi-
conductors (MOSs)—such as SnO2, WO3, ZnO, TiO2,
MoO3, NiO, and Fe2O3—exhibit different gas-sensing
characteristics and can be used to detect various gases.
The resistance is altered upon exposure to the ambient
atmosphere. The change depends on the reducing or oxi-
dizing ability of the gas molecules and can be employed
to determine gas concentration.

The sensors are activated for gas detection at elevated
temperature, and the operating temperature determines the
selectivity and sensitivity of the MOS sensors. Nanoparticles,

typically of noble metals such as Au and Pt, can also dope the
sensors and induce catalytic effects so as to further improve
selectivity and sensitivity [3]. For some applications, a com-
plicating aspect is that the gas mixture may contain different
amounts of humidity, which is the case, e.g., for exhaled
breath analysis for medical check-ups, in office environ-
ments, etc. One can improve gas detection by applying an
array of MOS gas sensors with selectivity optimized for cho-
sen gases, but this solution leads to additional costs of prepar-
ing the set of gas sensors and their operation during practical
use. Furthermore, an array of gas sensors requires additional
energy to operate at elevated temperature. Consequently,
novel gas-sensing methods are desired for enhancing gas
detection by low-cost MOS sensors and need to be applied
beyond measuring the sensors’ DC resistance.
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One method for enhancing gas sensing utilizes low-
frequency (low-f ) resistance noise and was proposed about
two decades ago [4, 5]. Specifically, this method was found
to be efficient for improving selectivity and sensitivity; it
makes use of power spectral densities of recorded resistance
noise as an additional source of information about the ambi-
ent atmosphere of the gas sensor [5, 6]. This method is
referred to as fluctuation-enhanced sensing (FES) [5]. More-
over, recorded 1/f noise can be easily modified by changing
the operating temperature or by UV light irradiation onto
photocatalytic materials [7].

Power spectral density is a function of frequency; its slope
can change locally around a characteristic corner frequency
f c = 1/2πτc by adsorption-desorption events, of specific time
constants τc, induced by the gas molecules present in the
ambient atmosphere. A similar mechanism leading to 1/f
noise is well known for generation-recombination (G-R)
events in semiconductors. Each G-R event is described by a
Lorentzian having a power spectral density of Sð f Þ = S0/f1 +
ð2πτf Þ2g, where S0 determines the noise intensity at fre-
quencies f < ð2πτÞ–1 and τ is the time constant of the trap-
ping state. The 1/f spectrum is given by summing up the
independent events having time constants τ and distributed
logarithmically between the limits τ1 and τ2 [8]. Any devia-
tion from the assumed logarithmically distributed τ—e.g.,
due to scattering from charged impurities with specific prop-
erties—results in a local deviation from the 1/f dependence.
The difference is usually observed as a plateau at a given cor-
ner frequency. Its intensity and position in the frequency
domain may be characteristic for the adsorbed gas molecules
and utilized for their identification by low-frequency noise
measurements.

Experimental studies on a single-layer-graphene field-
effect transistor (FET) have reported different corner fre-
quencies of the plateau characteristic for a set of gases [9].
The corner frequency of the plateau was repeatable for a
batch of specimens, thus demonstrating the potential of high
gas selectivity for the FES method [10]. It was also observed
that the graphene layer could be modulated—e.g., cleaned
after gas exposure to remove adsorbed gas molecules
[9]—by UV light. These results imply that one can use gra-
phene for gas sensing and UV light irradiation to enhance
its sensing properties.

In two-dimensional materials, such as graphene, the gas
molecules adsorbed on the surface change the surface poten-
tial, whereas in resistive gas sensors, the gas molecules alter
the potential barrier between grains. This barrier differs
among the grains of various sizes which jointly form the
resistive gas-sensing layer. Single-layer-graphene has stable
physical properties, and therefore, one can expect high
repeatability of the corner frequency for different gases.
However, a back-gated FET with single-layer-graphene in
its channel requires complicated and expensive technology.
Therefore, we propose to study layers made of two-
dimensional material and assuring more homogenous prop-
erties than the mixture of MOS grains of different sizes and
various potential barriers between them.

In the present work, we explore gas sensing with layers
made of graphene flakes and titanium dioxide (TiO2) nano-

particles. Both materials are photocatalytic and therefore
can be easily modulated by UV light irradiation. The layers
can be produced by low-cost technology, specifically by
painting and subsequently backing the solution located
between gold electrodes to form the gas-sensing layer
[11]. Our experimental studies consider the effect of UV
light irradiation on 1/f noise. Furthermore, we discuss
how this technology can be advanced in order to accomplish
enhanced gas sensing.

2. Materials and Methods for
Sensor Preparation

Our sensors were prepared by an earlier presented technol-
ogy [11]. The gas-sensing layer comprises a mixture of
reduced graphene oxide (rGO) and TiO2 nanoparticles. Gra-
phene is sensitive to various gases of practical interest, and
the generated 1/f noise depends on the ambient atmosphere
[12, 13]. Graphene oxide and reduced graphene oxide have
been used as templates for preparing graphene-metal particle
nanocomposite in earlier work [14], but these composite
materials (graphene sheets with attached metal particles)
are new in the context of gas sensors and catalysts. In our
exploratory studies, reported below, we investigated this type
of mixture and demonstrated its high potential for gas-
sensing applications.

An rGO honeycomb network deteriorates at high tem-
perature, but this process can be impeded by introducing
TiO2 nanoparticles which are gas sensitive and exhibit a pho-
tocatalytic effect as well. TiO2 is characterized by a large
bandgap, about 3.2 eV, and therefore, adding graphene will
decrease the resistance of the gas-sensing layer. It was neces-
sary to establish an appropriate weight proportion between
TiO2 nanoparticles and graphene for assuring a reasonable
conductivity for gas-sensing measurement (employing DC
resistance and resistance fluctuations), high gas sensitivity,
and time stability of the prepared material.

The gas-sensing layers were prepared by mixing the two
ingredients, painting on the substrate (Figure 1), and subse-
quently baking at 50°C for 30 minutes to stabilize the struc-
tures by removing the solvents, viz., ethanol for diluting
TiO2 nanoparticles (Aeroxide TiO2 P25) and n-butyl ace-
tate for diluting graphene flakes (Graphene Supermarket
UHC-NPD-100ML) [11]. Four-point gold contacts on sili-
con were used as electrodes; the distance between each gold
strip was 300μm. The gas-sensing layers were very porous
and displayed a large active surface (Figure 2). The thick-
ness of the layers was below 75μm and, due to the deposi-
tion technology, varied even within a single substrate by as
much as up to 25μm with a concave cross-section. We pre-
pared layers with different graphene/TiO2 weight ratios in
order to find the most promising composition for gas-
sensing applications [15]. The gas-sensing layers exhibited
some drift in the time domain, but this effect can be dis-
regarded in our experimental studies limited to a few
months. We are conscious that the considered technology
is used to present the potential of gas sensing of the inves-
tigated layers, and any commercial applications require
optimized technology.
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Noise measurements can be made on specimens whose
DC resistance is no larger than hundreds of kΩ. The gas sen-
sor is placed in a feed-back loop of a low-noise operational
amplifier working as a current-voltage converter [16]. The
RC filter embodying DC resistance and parasitic capacitance
determines the frequency characteristic, and low-frequency
noise cannot be measured appropriately when the DC resis-

tance is too high. Thus, we selected for further studies three
ratios of graphene flakes and TiO2 nanoparticles, namely 5,
10, and 20wt%. The resistance of these layers did not exceed
about 20 kΩ at the chosen operating temperatures of 60 and
120°C. We also prepared sensors with 1wt% of TiO2 nano-
particles, but these samples had a DC resistance of up to tens
of MΩ as well as low gas sensitivity and were therefore

1 𝜇m

(a)

1 𝜇m

(b)

1 𝜇m

(c)

Figure 2: Scanning electron microscopy images of porous layers comprised of graphene flakes/TiO2 nanoparticles with ratios being (a) 5,
(b) 10, and (c) 20wt%.

(a) (b)

Figure 1: Preparation of the gas-sensing layer, showing (a) a silicon substrate with four gold electrodes and (b) the gas-sensing layer whose
extent was confined by adhesive tape during painting.
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excluded from detailed studies. The selected layers were
investigated by scanning electron microscopy and showed
porous structures comprised of graphene flakes decorated
with TiO2 nanoparticles (Figure 2).

3. Measurement Set-Up

Our gas-sensing layers were studied under exposure to
selected ambient atmospheres by observing changes of DC
resistance and resistance fluctuations at low frequencies.
The sensors were placed in a metal gas chamber with a vol-
ume of one litre. The gas-sensing layers were sensitive to var-
ious gases, and in order to explore the potential of the FES
method for gas detection, we used an ambient atmosphere
of toxic NO2 gas, which is of a large practical interest.
Mass-flow meters (Analyt-MTC, GFC17 type) were used to
establish the selected concentrations of NO2 diluted in syn-
thetic air. We mixed calibration gas (100 ppm of NO2 in N2
as carrying gas) with synthetic air (20% O2, 80% N2), and
no humidity was present there. The gas mixture was intro-
duced into the gas chamber at a flow rate below 200ml/min
in order to avoid gas turbulence, which might provide a
spurious source of fluctuations not related to resistance fluc-
tuations induced by adsorption-desorption events. The oper-
ating temperature was set by a DC voltage to a heater at the
rear side of the silicon substrate and was monitored by a
thermocouple.

The sensor was placed in a feed-back loop of a low-noise
operational amplifier (Maxim Integrated MAX4478) work-
ing as a current-voltage converter. The output voltage was
recorded by a precise data acquisition board (National
Instruments, model PCI-4474 with 24-bit resolution of the
A/D converter). The output voltage was determined by DC
biasing the gas-sensing layer. This voltage had two compo-
nents: a DC voltage depending on the resistance R of the
gas-sensing layer and a random element proportional to
resistance fluctuations. We confirmed that the recorded 1/f
noise was dominated by noise generated within the gas-
sensing structure, i.e., not by contact noise generated between
the gold electrodes and the gas-sensing layer. This was veri-
fied by the square dependence between the DC voltage U
across the sensor and the power spectral density of the volt-
age noise Sð f Þ [16]. Thus, there was no need to use a four-
point contact method to reduce eventual contact noise. Our
measurement set-up ensured that the normalized power
spectral density, Sð f Þ/U2, was equal to the normalized power
spectral density of resistance fluctuations, SRð f Þ/R2 [17].

The metal gas chamber was used for shielding against
external electromagnetic interference. UV LEDs were placed
at a distance of 1.5 cm from the gas-sensing layer. Two UV
LEDs were applied, designated LED 1 (type T5F, Seoul Opto-
device) and LED 2 (type OSV4YL5451B, OptoSupply). The
bias currents ID of the UV LEDs were set so as to assure
the same maximum optical power emitted at different wave-
lengths λ (LED 1: ID = 8:3mA, λ = 362 nm; LED 2: D = 10
mA, λ = 394 nm). This arrangement enabled us to see how
the wavelength of the UV light affected the generated low-
frequency noise and the ability for gas detection.

4. Experimental Results and Discussion

Experimental data confirmed the usefulness of 1/f noise
measurements on the low-cost gas-sensing layers. An 1/f
noise component dominated up to a few kHz, which implies
that the FES method can be utilized for these sensors by
applying a low-noise measurement set-up. The voltage across
the gas-sensing layer was recorded at a sampling frequency f s
of 20 kHz. We estimated the power spectral density of voltage
fluctuations across the sensor by averaging over 512 spectra,
and each spectrum was estimated by using 4096 voltage noise
samples. The product of power spectral density and fre-
quency was then normalized with the DC voltage, and Sð f Þ
f /U2 was evaluated to expose any discrepancy from a 1/f
dependence (Figure 3). This product presents a 1/f noise
component as a flat line in the low-frequency range. Devia-
tions from 1/f noise is represented as a local maximum.
We did not give spectral data at frequencies close to the max-
imum frequency f s/2 = 10 kHz when the antialiasing filter of
the data acquisition board attenuated the signal.

Apart from the 1/f noise component, dominating within
a frequency range up to a few kHz, we identified a Lorentzian
at a corner frequency of 70Hz under dark conditions and at
an operating temperature T of 60°C (Figure 3(a)). The max-
imum of the Lorentzian is about twice larger than the 1/f
noise recorded under UV light irradiation. The Lorentzian
shifted to another frequency range upon irradiation of UV
light.We observed that LED 1, with a short-wavelength emis-
sion, increased the white-noise component as compared with
the effect induced by irradiation from LED 2. It appears that
the higher energy at the shorter wavelengths generated shot
noise. This effect is not so vivid at a higher operating temper-
ature of 120°C (Figure 3(b)), and we can state that shot noise
induced by UV light is not so intense when compared with
the thermal noise of the sensing layer at T = 120°C. The
experimental results suggest that the second temperature is
too high to be used together with UV light irradiation.

We observed a similar change of the slope of 1/f noise
when the sensor was in an ambient atmosphere of NO2 gas
(Figure 4). The presence of the gas shifted the Lorentzian
(Figure 4(a)) at low concentration (5 ppm) in a similar way
as UV light irradiation but did not increase the white-noise
component as observed when the LED 1 was used
(Figure 3(a)). Higher concentrations of NO2 (10, 15 ppm)
induced an increase of 1/f noise and white-noise compo-
nents by up to a few times. The white-noise component is
related to shot noise and thermal noise and, at high concen-
trations of NO2, its increase is also related to a change of the
DC resistance.

When we irradiated the gas-sensing layer by UV light
in an ambient atmosphere with a low concentration of
NO2 (5 ppm), we observed amplification of 1/f noise at
low frequencies (below 10Hz) for the LED 2 only
(Figure 4). The LED 2 emitted light at longer wavelengths
(maximum at 394nm) and supplied smaller energy as
compared with the LED 1 (maximum at 362 nm). This
fact explains why the LED 2 induced intense 1/f noise at
frequencies below 10Hz (Figure 4(c)) whereas the LED 1
did not (Figure 4(b)).
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We should underline that the power spectral densities
changed by up to a few times, and these differences are much
larger than the observed changes of the DC resistance
induced by UV light irradiation or by the ambient atmo-
sphere of NO2. Moreover, the Lorentzian is characterized
by a corner frequency whose value is very informative for
gas detection algorithms. This result can be explained by
the activation mechanism of UV light irradiation on gas
sensing. It is known that UV light generates ions O2

-(g) cov-
ering the surface of gas-sensing grains [18]. These ions have
much weaker binding to the grains than the chemisorbed
ions O2

-. Therefore, any changes in fluctuation phenomena
induced by the introduced gas can be more intense due to
lower binding energy. Moreover, corner frequencies f c = 1/
2πτc for G-R events can be higher due to lower energy and
visible at higher frequencies, as observed in our experimental
studies.

The DC resistance depended on operating temperature
and graphene flakes/TiO2 ratio. When UV light, irradiating
the sensor or toxic NO2 gas, was introduced, we observed a
drop of the DC resistance. Relative change of DC resistance
was about 60% of the initial value for the lowest investigated
graphene flakes/TiO2 ratio of 5wt%. The sensor with a gra-
phene flakes/TiO2 ratio of 20wt% had a DC resistance of
about a few hundred Ω only, and the observed drop did not
exceed 30% at the highest concentration of 15 ppm of NO2.
The layers with the graphene flakes/TiO2 ratio of 10wt%
had a DC resistance of some tens of kΩ. Slightly higher DC
resistance was exhibited for the gas-sensing layer with a gra-
phene flakes/TiO2 ratio of 5wt%. The DC resistances of the
gas-sensing layers varied because of different graphene fla-

kes/TiO2 ratios and because of differences in the thicknesses
of the tested specimens. All recorded DC resistances and time
series of voltage across the sensor, and the detailed descrip-
tion of the files, were saved as data sets in MATLAB work-
space format (the files ∗.mat) and are available for further
use at https://drive.pg.edu.pl/s/G4R5w0CMzjJpRIA.

It should be noted that graphene is sensitive to irradiation
at the wavelengths of the applied UV light, and it has been
experimentally confirmed that UV light at a wavelength of
280 nm can damage and alter the characteristics of a single-
layer-graphene sensing device [9]. Thus, the combination of
operating temperature and UV light wavelengths determines
the frequency position of the Lorentzian and its presence. We
observed that at the operating temperature of 120°C, and in
an ambient atmosphere of SA, the UV light intensified the
1/f noise at low frequencies (Figure 5(a)). At the same oper-
ating temperature and under dark conditions, but at an
ambient atmosphere of 15 ppm of NO2, there was a Lorent-
zian at a corner frequency of 100Hz (Figure 5(b)). The cor-
ner frequency shifted when UV light was applied.

We conclude that the presented results are very promis-
ing with regard to practical applications of the FES method
implemented with low-cost gas-sensing layers. We observed
for a few sets of working conditions that the Lorentzians
occurred at different corner frequencies. Their presence can
be easily utilized to enhance gas detection even when the
ambient atmosphere is a gas mixture. The results are similar
to those observed for a back-gated field-effect transistor with
single-layer-graphene in its channel [9], and the identified
corner frequencies, characteristic for different investigated
gases, were in a range similar to the frequencies observed in
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the present work. We suppose that the addition of TiO2
nanoparticles, which decreases the bandgap, makes the gra-
phene flakes more sensitive to gas detection. Unfortunately,
the introduced nanoparticles change the 1/f noise and alter
its intensity between the various samples of gas-sensing
layers as a result of unavoidable imperfections induced on
the graphene surface. The results suggest that the considered
low-cost technology utilizing a two-dimensional material
(graphene flakes) can give acceptable gas-sensing properties.

Our results are close to those for very selective, and cer-
tainly more sensitive, sensors utilizing single-layer-graphene,
which offer highly repeatable sensing parameters but are very
fragile and expensive.

There are still problems associated with our technology,
which require further in-depth studies, and we do not know
how repeatable and durable the technology is with the inves-
tigated gas-sensing layers. The layers were rather thick and as
a consequence of the simple, and very cheap, technology,
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their thicknesses vary significantly. We are confident that
much better results could be reached the by spin coating
technology. Sensing parameters would then be more repro-
ducible, and the sensing layers could be as thin as a few μm
only. Then, we expect an even more significant impact of
UV light irradiation on the sensing properties. In fact, the
penetration depth of UV light in the graphene flake/TiO2
layer does not exceed a few μm; its value depends on the
morphology of the layer and is determined by the specific
graphene flakes/TiO2 ratio. This issue has to be studied
experimentally in order to ascertain optimal technical
parameters. Moreover, a very thin layer would decrease the
response time and make gas detection more facile and
measurement time much shorter than for the experiments
reported above. A decrease of the response time would
require advanced signal processing to account for differential
values for gas detection in order to remove unavoidable drifts
in practical measurements. It would also be possible to apply
some drift removal algorithms [19] in order to reduce this
detrimental effect, and the same solution could be used to
reduce effects of sensor ageing. In future work, the selected
detection algorithm should be applied to detect gases in the
ambient atmosphere [20]. Some of these algorithms were
designed specifically for the FES method and utilize changes
of the estimated power spectral densities [21].

5. Conclusions

We presented experimental results of NO2 sensing by low-
cost gas-sensing layers made from graphene flakes/TiO2
nanoparticles mixtures. The layers were modulated by UV
light irradiation using two LEDs with different emitted wave-

lengths. The FES method was applied to detect an ambient
gas, and the recorded 1/f noise exhibited Lorentzians at dif-
ferent corner frequencies. The Lorentzians were modulated
by UV light and can be used to detect the ambient gas. Pre-
liminary work indicated that optimum properties were
obtained when the graphene flakes/TiO2 nanoparticles ratio
was 5wt%. The DC resistance of the sensing layer was about
tens of kΩ and allowed accessible low-frequency noise mea-
surements by applying low-cost technology embodying a
low-noise operational amplifier and A/D converter.

In addition, we proposed to advance the technology by
applying spin coating to reduce the thickness of the gas-
sensing layer, which would enhance the modulation by UV
light. Our preliminary results suggest that low-cost gas detec-
tion can be sensitive to selected gases in a manner similar to
that with much more expensive sensors based on a single-
layer-graphene FET transistor. This result is promising for
the detection of the components of gas mixtures when the
modulated sensor replaces an array of independent resistive
sensors, which consume much more energy for heating and
require significant maintenance costs. The proposed sensors
can be potentially applied in wearable applications as a con-
sequence of their low cost and their low operating tempera-
ture which requires little energy for heating. In principle,
temperature-activated adsorption-desorption of gas mole-
cules was replaced by UV light modulation to produce simi-
lar effects. However, more thorough studies are needed to
determine the repeatability of the sensitivity and gas selectiv-
ity for the sensors discussed in the present work.

The same remark is valid for determining the gas sensors’
response at various humidity levels and optimal selection of
operating temperature for detected gases. The reported
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results for relatively low temperatures (60°C, 120°C) are
important for practical applications since the energy con-
sumed by the sensors is small.

It is worth mentioning that various two-dimensional
materials (composite of rGO and TiO2 [22], a few layers of
MoS2 [23]), decorated with nanoparticles of Au, exhibit pho-
tocatalytic effect and enhance their gas sensing under UV
light irradiation. The observed changes of DC resistances are
more profound when UV light activates adsorption-
desorption processes. We can expect even better results for
the FES method when applied for these materials. It means
that our presented results open a new perspective on
enhanced gas sensing for emerging gas-sensing materials.

We should underline that there are new proposals of
physical phenomena that can be utilized to enhance gas sens-
ing, including triboelectric effect [24] or even triboelectric-
photoelectric coupling effect [25]. These proposals improve
gas sensing and suggest self-powered sensors for wearable
applications. We hope that such sensors applied for monitor-
ing human activities can also utilize the FES method and
introduce new sensing operations.
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The data used to support the findings of this study using
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We propose a new approach for the extraction of the equivalent parameters of quartz tuning forks used as sensors by means of noise
measurements. Noise is used as the test signal for the determination, by means of spectral analysis, of the frequency response of a
circuit including the quartz tuning fork whose parameters need to be determined. A new approach for the analysis of strongly
peaked noise spectra was developed in order to allow the correct measurement of the strongly peaked noise spectrum at the
output of the system, which is the result of the high-quality factor of any quartz tuning fork-based sensor. With the approach
we propose, the best compromise in terms of accuracy and measurement time can be obtained in a single measurement run.
The performances of the approach we propose are discussed in comparison with those that can be obtained from a swept
spectrum approach in the same operating conditions.

1. Introduction

AT-cut crystals operating in the MHz range dominate the field
of quartz crystal microbalance (QCM) applications, but quartz
tuning fork- (QTF-) based sensors have also been demonstrated
[1, 2]. Notwithstanding that the geometrical shape of QTFs
makes their functionalization more challenging with respect to
AT-cut crystals, the fact that they operate at much lower fre-
quencies can be advantageous in terms of hardware require-
ments. While in some cases only a few relevant parameters,
such as the resonance frequency f S and the quality factor Q,
are taken into consideration for sensing applications, full infor-
mation on the QFT response may require the extraction of the
values of all parameters in the equivalent circuit in Figure 1.

The extraction of all parameters in Figure 1 can be
obtained starting from the measurement of the response of
circuits such as the one in Figure 2 where assuming the trans-
conductance gain AR to be constant, the voltage gain VO/VI
is proportional to the QTF admittance YQ:

HV fð Þ = VO

VI
= ARYQ ð1Þ

However, if we require high accuracy, with the circuit in
Figure 2, we face two major challenges. In the first place,
deviation of the amplifier response from ideality should be
minimized or at least recognized and corrected; in the second
place, the frequency response measurement must be carried
out ensuring that no artifacts are introduced as a result of
the strongly peaked response due to the high-quality factor
Q of the QTF.

To address the first issue, we recently proposed an
approach, based on a variant of the circuit in Figure 2, that
allows to easily detect and correct nonidealities in the fre-
quency response of the amplifier without requiring any
adjustment on the circuit [3]. As for the second challenge,
there are typically two approaches for the determination of
the frequency response of a system such as the one we are
concerned with: swept spectrum measurements and input-
output cross correlation. In the case of swept spectrum
measurements, VI in Figure 2 is a sinusoidal signal whose
instantaneous frequency is linearly changed with time.
Under proper conditions (sufficiently small frequency
change rate), the amplitude and phase response of the system
can be extracted from the analysis of the sinusoidal signals at
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the input and at the output. In the case of cross correlation-
based measurement, the input signal is a wide band noise
and the frequency response is obtained by evaluating the
cross spectrum between the input and the output signals. In
the case of swept spectrum measurements, errors in the
determination of the frequency response may arise from
excessive frequency change rates while in the case of cross
correlation measurements, window leakage may be responsi-
ble for systematic errors [4]. For a common wristwatch QTF
exposed to air, the quality factor Q is in the order of 104,
resulting in a peaked frequency response, when introduced
in the circuit in Figure 2, centered at about 32.7 kHz with a
half power bandwidth B of a few Hz. According to the criteria
used in swept spectrum measurements [4], systematic errors
arise unless the sweep rate is less than 1Hz/s, leading to long
measurement times for exploring a significant bandwidth
across the resonance frequency. In the same way, when
FFT-based cross correlation measurement approaches are
used, the resolution bandwidth Δf should be much smaller
than the bandwidth of the peaked response in order to avoid
significant spectral leakage [4, 5]. Since the length of a time
record for conventional spectral estimation using FFT is 1/Δ
f , in order to improve accuracy, the measurement time must
be increased. In order to better appreciate the type of system-
atic errors that are the result of an incorrect selection of mea-
surement parameters, we report in Figures 3 and 4 the result of
simulated measurements with the circuit in Figure 2 in the
case of swept spectrum and cross correlation approaches,
respectively. In order to simplify the discussion, we have
assumed RP →∞ and CP = 0. We have also assumed
thatAR = RS, so that at the resonance frequency we have, from
Equation (1), HVð f SÞ = YQð f SÞRS = 1.

The results in Figure 3 refer to the case of Q = 104 (virgin
QTF exposed to air) with frequency change rates (FCR) for
the frequency sweeps ranging from 80Hz/s down to 1Hz/s.
As it can be clearly verified, the larger the FCR, the larger is
the error in the maximum amplitude of the response and in
the frequency at which it occurs. If, in actual measurements,

we assumed the frequency of the maximum of the response
(fMAX) as an estimate of the QTF resonance frequency f S,
we would obtain an estimation error f ERR = f S − fMAX which
would depend on FCR (inset in Figure 3). When the QTF is
functionalized, Q generally decreases, and the same FCR
would result in a smaller error. Conversely, for the same tol-
erable error, faster sweep rates (larger FCRs) can be used for
lower values ofQ, thus potentially reducing the time required
for the measurement. In actual measurements, however, the
problem lies in the fact that, especially in sensing applica-
tions, it is not easy to know, beforehand, the measurement
conditions that allow to obtain accurate results (within a
given maximum error) in the shortest possible time. Of
course, reducing the measurement time without affecting
the accuracy is particularly important in sensing application
as this reflects on the ability of the sensor system to follow
rapid changes in the environment. In the case of swept spec-
trum measurements, comparing the results of repeated mea-
surements obtained with different sweep rates (i.e., different
values of FCRs) can provide a way to assess the presence of
systematic errors. However, repeated measurements take
time and therefore, if possible, they should be avoided.

Figure 4 refers to the case of the (simulated) determina-
tion of the frequency response in Figure 2 by means of the
cross spectrum approach when using a conventional FFT
spectrum analyzer. As mentioned before, the relevant param-
eter, in this case, is the resolution frequency Δf in compari-
son with the bandwidth B = f S/Q. As it can be noticed in
Figure 4, the estimated response is characterized by a signif-
icant error unless Δf < <B. For a given sampling frequency
f C , the frequency resolution is determined by the number
of samples N used for the estimation of the FFT on each
single signal record (Δf = f C/N), with 1/Δf being the dura-
tion of a record. Clearly, a smaller Δf corresponds to a longer
record length, resulting therefore in an overall longer mea-
surement time. As can be deduced from Figure 4, in the case
Q = 104, with f C = 200 kHz, we needN in excess of 220 (≈106)
in order to ensure minimum error, with a corresponding
record duration in excess of 5 s. Moreover, in order to reduce
the statistical error, the PSD estimation must be averaged
over several records, leading to an overall measurement time
in the order of minutes. Similar to the case of the swept spec-
trum approach, if the value of Q is reduced, Δf can be made
larger and the measurement time is proportionally reduced.
As before, however, in actual measurements, we do not know
beforehand the actual value of Q and therefore it is not easy to
set the correct value of Δf for optimizing accuracy and mea-
surement time. In actual measurement sessions, we could pro-
ceed by starting with a relatively large Δf (short measurement
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Figure 1: Equivalent circuit of a quartz tuning fork.
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Figure 2: Simplified schematic of the circuit that can be used
for obtaining a frequency response proportional to the QTF
admittance; TIA is an ideal transimpedance amplifier with a
constant gain AR.
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time) and reducing it in successive measurement runs until no
significant change is observed in the measured curve, a situa-
tion that would indicate that Δf has reached a sufficiently
small value for not introducing systematic errors.

The important difference with respect to the case of the
swept spectrum approach is that while in that case there is
no way to perform measurements with different FCRs at
the same time, it is possible, in principle, to set up a measure-
ment configuration in which the cross spectrum approach is
applied with a number of different values of Δf at the same
time, i.e., in a single measurement run. Indeed, one could
send the signals VI and VO in Figure 2 to a set of FFT spec-

trum analyzers (SAs), all working in parallel but with a differ-
ent Δf setting from one another. In this way, on the SA with
the largest Δf , we would obtain, in a very short time, an esti-
mate of the response of the system; with a delay, due to the
longer time record required, the SA with the next smaller Δ
f would provide its estimate: if it coincided with the first
one, there would be no need to wait any further, otherwise,
we wait for the estimate of the SA with the next smaller Δf
and so on. Clearly, notwithstanding this potential advantage,
resorting to several actual conventional SAs operating in par-
allel would be unpractical and expensive.

In the case of measurements on QTFs, however, all the
information about the device response can be extracted from
measurements in a quite limited bandwidth across the reso-
nance frequency. With this observation in mind, we have
been able to develop an approach for the correct estimation
of the response of a system like the one in Figure 2 (where
we expect a strongly peaked response in a limited bandwidth)
that is functionally equivalent to the one we have described
above (several SAs in parallel) but that can be implemented
efficiently and with quite limited hardware resources. The
theory underlying such an approach and the measurements
demonstrating its effectiveness will be discussed in the fol-
lowing sections.

1.1. Proposed Approach. Conventional spectral estimation
can be performed by resorting to the modified periodogram
method described by Welch in 1967 [6]. The analog signal
whose PSD needs to be estimated is low-pass filtered in order
to allow correct sampling at frequency f C (sampling period
Δt = 1/f C). The sequence of samples xi = xðiΔtÞ obtained
from the filtered input xðtÞ is divided into records of length
N , and each record is multiplied by a proper window func-
tion wjðj = 0,⋯:,N − 1Þ obtaining a new set of records yh,l:

yh,l = xhN+lwl, l = 0, 1,⋯,N − 1, ð2Þ

where we have assumed that the first element of each record
is xhN (h=0,1,…) so that the records are adjacent and non-
overlapping. The Discrete Fourier Transform (DFT) of each
record is calculated obtaining

zh,k = 〠
N−1

l=0
yh,le

−j2π k
Nl ; k = 0, 1,⋯,N − 1 ð3Þ

with jzh,kj2 representing an estimate, for k <N/2, of the
power of the input signal after being filtered by a bandpass fil-
ter centred at f k = kf CK /N whose equivalent noise bandwidth
(ENB) and detailed frequency response depend on f C, N , and
on the window functionw. If the window function satisfies the
normalization condition

〠
N−1

l=0
wlj j2 = 1, ð4Þ

and if we assume that the PSD of the input signal can be con-
sidered approximately constant within the bandwidth of the
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filter (white noise approximation), the quantity jzh,kj2/ENB
can be regarded as an estimate of the PSD of the input signal
at f k as obtained from the elaboration of the hth record. The
estimate from a single record, however, is quite a crude one,
as the standard deviation of the error in the estimate can be
as large as the PSD to be estimated. It is for this reason that
the results fromM records need to be averaged as this reduces
the statistical error by a factor √M (assuming that the esti-
mates obtained from nonoverlapping records are uncorre-
lated). It must be noted that while the ENB changes
depending on the shape of the window, for the most common
window types it ranges from f C/N up to 1:5 f C/N [7] so that,
in a first approximation, it essentially coincides with the fre-
quency resolution Δf = f C/N. The success of the approach
outlined above mostly depends on the fact that if N is chosen
as a power of 2, the DFT in Equation (3) can be calculated by
resorting to the very efficient fast Fourier transform (FFT)
algorithm [8]. As we have noted before, in the case of the mea-
surements on QTF, we should be working with Δf < <f s/Q
that may correspond to record lengths in the order of 106 for
the largest expected values of Q. On the other hand, if we are
interested in the extraction of the QTF parameters from the
measurement of its admittance, we do not need to explore
the entire frequency range from 0 to f C/2, but we can limit
our focus to a few bandwidths B (B = f S/Q) across the reso-
nance frequency. The chirp Z-transform (CZT) algorithm
initially developed by Rabiner et al. [9] can be set up for evalu-
ating the DFT of the input sequence of N samples at N equally
spaced frequency values with an arbitrary frequency start and
arbitrary frequency step at the cost of 3 FFT computations on
sequences of length 2N (only 2 FFT calculations are required
in the case of repeated estimations). Note, however, that the
ENB still depends on N and therefore, the chirp-z transform
cannot, in itself, provide any advantage for the problem at hand.
To work around this issue, we have devised an approach for
obtaining an arbitrarily small ENB by a proper elaboration of
the DFTs calculated on adjacent input records regardless of
the record length N. When this approach is employed together
with the CZT, we can efficiently elaborate records of N samples
at a time obtaining the desired frequency resolution close to f S
and combine the results of the elaboration on the DFTs on adja-
cent records in order to obtain any (and more than one at the
same time) ENB we may require. In order to better understand
the approach we propose, it can be useful to refer to Figure 5.

The block diagram in Figure 5 can be regarded as the
idealized continuous time counterpart of the process that in
the modified periodogram method leads to the estimation of
the power of the process when filtered by a bandpass filter cen-
tered at f k. The output of the filter is sampled at intervalsNΔt,
and the squared moduli of the samples are averaged for
obtaining an estimation of the PSD of the process at f k. In
the conventional modified periodogram approach, the filter
is a finite response filter (window) with an impulse response
lasting exactly NΔt. This property ensures, in the numerical
domain, that only the last N signal samples are required for
each new estimation of the quantities zh,k. At the same time,
as noted before, the length of the impulse response sets a limit
to the selectivity of the filter. Suppose now that we maintain

the configuration in Figure 5, still sampling the output of the
filter at intervals NΔt, but no longer enforcing a limit for the
impulse response duration of the filter and, hence, for the
selectivity that can be obtained. While in principle we can
use any impulse response, for the computation algorithm to
remain efficient, we must maintain the condition, if possible,
that each new power estimate (sampled value at the output
of the filter) can be obtained by maintaining in memory only
a finite (an possibly small) number of sampled input values.
A filter with the impulse response wðtÞ sketched in Figure 6
does indeed satisfy this constraint since, as we shall presently
demonstrate, the power estimate at the end of each interval
of duration NΔt can be obtained as a function of the power
estimate in the preceding interval and of the last N sampled
input values. In the discrete time domain, we replace the
impulse response wðtÞ with its sampled counterpart wi = αw
ðiΔtÞ. Note that the parameter α has the physical dimension
of a time, and it is required in order to obtain a dimensionless
wi. Note that the values of α and of the parameter A defining
the amplitude of wðtÞ in Figure 6 must be chosen so that their
product allows to satisfy the normalization condition with
(N →∞) in Equation (4). In order to simplify the discussion,
assume thatxi = 0fori < 0. In the discrete time domain, the
output zh, k of the filter in Figure 6 at i = ðh + 1ÞNΔt is

zh+1,k = 〠
h+1ð ÞN−1

l=0
xlw h+1ð ÞN−1−le

−j2π k
Nl == 〠

hN−1

l=0
xlw h+1ð ÞN−1−le

−j2π k
Nl

+ + 〠
h+1ð ÞN−1

l=hN
xlw h+1ð ÞN−1−le

−j2π k
Nl:

ð5Þ

e–j2𝜋fkt

x(t)
Filter

w(t)

Period N𝛥t 
zh,k

Figure 5: Continuous time equivalent of the approach used for the
estimation of the PSD in DFT spectrum analyzers.
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Figure 6: Impulse response of the continuous time domain filter
from which the actual window function used in the proposed
approach is derived. The parameter p ranges from 0 to 1.
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With the index change m = l − hN in the last sum and
exploiting the following property for wi,

wi+N = pwi, ð6Þ

we have

zh+1,k = p 〠
hN−1

l=0
xlw h+1ð ÞN−1−le

−j2π k
Nl

+ +e−j2πkh 〠
N−1

m=0
xhN+mwN−1−me

−j2π k
Nm == pzh,k

+ αAe−j2πkh 〠
N−1

m=0
xhN+me

−j2π k
Nm:

ð7Þ

Note that the last sum over m, except for a normalization
factor, is nothing but the DFT of the sequence of the last N
samples when a uniform window is used. Equation (7),
therefore, offers a quite efficient approach for evaluating zh,k
recursively, starting from the evaluation of the DFT over the
last N samples. What makes the function wi especially useful
is the fact that the values of p (0 ≤ p < 1) is set the bandwidth
of the filter and hence the ENB for spectral estimation.

Using quite standard mathematical techniques, it can be
easily demonstrated that, in the continuous time domain,
the frequency response Wð f Þ corresponding to the impulse
response w(t) is

W fð Þ = AT
sin πf Tð Þ
πf T

e−jπf T

1 − pe−j2πf T
; T =NΔt = N

f C
, ð8Þ

with an ENB:

ENB = 1 − p
1 + p

f C
N

: ð9Þ

From Equation (7), we notice that the same DFT com-
puted over the last N samples can be used for updating the
values of as many zh,k as desired (each one corresponding
to a different p and, hence, to a different ENB) with a very
small computational overhead. In short, thanks to the combi-
nation of the chirp z-transform and the approach we have
just described, we are now in the condition to implement
the multiple spectrum analyser approach discussed at the
end of the previous section with acceptable cost in terms of
memory allocation and computational complexity. We can
proceed as follows:

(1) We start by setting the number of frequency points
that are required (N)

(2) We set up the parameters of the chirp z-transform
algorithm in such a way as to obtain the spectra
estimation at N closely spaced frequencies across
the (expected) series resonance frequency

(3) We set up a number of values for p leading to
geometrically decreasing values of ENB (typically
with a common ratio of 2)

(4) Each time a new input record (length N) is acquired,
we perform a chirp-z transform on such a record in
order to obtain the rightmost sum in Equation (7).
Note that this transform needs to be calculated only
once, regardless of the number of selected values
for p

(5) For each value of p, we update the corresponding
vectors of values zh,k (one vector of N complex values
for each value of p)

(6) The values of zh,k corresponding to each p are used
for spectral and cross spectral estimation

About the 6th step, it must be remarked the fact that
while the zh,k corresponding to different p are all updated
at time intervals equal to the duration of the input record,
subsequent values of zh,k for a given p are strongly corre-
lated over time distances shorter that the inverse of the
corresponding ENB and therefore, in power spectra estima-
tion or in cross spectra estimation, we obtain a reduction of
the statistical uncertainty (according to the inverse of the
number of averages law) only if the corresponding zh,k are
sampled at time intervals at least equal to the inverse of
the ENB.

In order to have an estimate of the resources required to
perform the elaboration we propose, let us assume N = 8192.
With f CK = 100 kHz, the ENB corresponding to p = 0 is about
12Hz. AssumingQMAX = 10000, we should be able to obtain a
minimum ENB significantly smaller thanf s/QMAX ≈ 3Hz. Let
us assume that we require to reach a minimum ENB of 0.1Hz.
It follows that 7 different values of p (including p = 0) are suf-
ficient to cover the entire range of ENB values form 12Hz
down to less than 0.1Hz in geometric progression with a com-
mon ratio of 2. Since we operate with two channels and we
want to estimate the power spectra of each channel and the
cross spectra for all values of p, it follows that, assuming 8
bytes for the storage of a double precision value (one complex
value is equivalent, in terms of memory occupation, to two
double precision values), the total memory occupation is less
than 10Mbytes, that is almost negligible for modern stan-
dards. As far as the computational cost is concerned, the most
time-consuming operation is by far the calculation of the two
chirp z-transforms on both channels, with all the other com-
putations (including the zh,k update for all ps and spectral
averaging) having a negligible impact. The computational
cost, therefore, reduces to that of the calculation of 4 FFT
(2 for each channel) of length 2N for each record of length
N . Such computational cost is completely manageable even
by low-end CPUs by today’s standards.

In order to favour the experimentation of the proposed
approach, we extended the public domain QLSA library
[10] that now includes all the required data structures and
computation algorithms for the implementation of narrow
band spectral estimation approach discussed above. While
developed with specific reference to the application in this
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paper, the implementation in QLSA allows to extend the
approach we propose to the estimation of narrow band spec-
tra and cross spectra involving any number of channels [11].
A link to the web page where the library QLSA is described,
with indications on how it can be obtained, is reported in
Data Availability.

1.2. Experimental Results. In order to test the proposed
approach, we resorted to the circuit configuration in
Figure 7. The complete list of the components is reported
in Table 1. The first block in Figure 7 is a white noise source
(WNS) obtained starting from two nominally identical 10V
Zener diodes (DZ1,DZ2) biased in breakdown with nominally
identical currents (VDD = −VEE = 12V; RZ1 = RZ2 = 200 kΩ).
IA1 is an instrumentation amplifier (INA128) that rejects the
(nominally) identical DC voltages at the cathodes of DZ1 and
DZ2 and amplifies the uncorrelated noise signals across RZ1
and RZ2. Note that notwithstanding that the Zener diodes
and the resistances RZ are mounted in direct thermal contact
with each other, a DC voltage difference in the order of few
mV is present at the input of IA1, so that a high-pass filter
(CA1, RA1) is used in order to reject the DC before the connec-
tion to the QTF and to the first input (VI) of the data acqui-
sition system. The transimpedance amplifier (TIA) stage in
Figure 5 is the same as the one used in [3]. The resistance
RR, required to provide DC coupling to the inverting input
of OA1, is such that at frequencies close to the resonance of
the QTF, it can be completely neglected with respect to the
effect of the feedback capacitor CR. By including the voltage
gain stage (VGS), the overall transimpedance gain, from the
inverting input ofOA1 to the output VO, close to the QTF res-
onance frequency, is

AR = −
AV

j2πf CR
, AV = 11: ð10Þ

As discussed in [3], this solution has the advantage of
allowing a quite straightforward recognition and correction
of the deviation of the gain of the system from the approxi-
mated expression in Equation (10) obtained in the assump-

tion of virtual ground at the input of OA1. In particular, in
the assumption of the ideal response in Equation (10) for
the amplifying chain, the overall frequency response HV
from VI to VO would be

HV fð Þ = VO

VI
= YQAR =HR + jHI , ð11Þ

where [3]

HR fð Þ = −AV cPR + cSR ×
Q2 1 − f /f Sð Þ2� �

Q2 1 − f /f Sð Þ2� �2 + f /f Sð Þ2

( )
,

HIF fð Þ = f HI fð Þ = AVQf ScSR rSP + cSR ×
f /f Sð Þ2

Q2 1 − f /f Sð Þ2� �2 + f /f Sð Þ2

( )
,

ð12Þ

Table 1: Component list for the circuit in Figure 5.

Component Type Value

IA1 Instrumentation amplifier IF3601
OA1, OA2 Operational amplifiers OP27
YQ QTF under test —

RZ1, RZ2 0.1% metallic film resistor 200 kΩ
RG Multi turn trimmer 20 kΩ
RA1 1% resistor 10 kΩ
CA1 Polyester, 66 V 4.7 μF
RA2 1% resistor 10 kΩ
CA2 Polyester, 66 V 1μF
RR 1% resistor 10MΩ

CR 1% 100 pF
R1 0.1% metallic film resistor 1 kΩ
R2 0.1% metallic film resistor 10 kΩ

VDD

YQ

VEE

RZ1
RZ2 RRVI

VO

CRIA1

WNS TIA VGS

RG

DZ1 DZ2

CA1

OA1
CA2

OA2

RA2

R1

R2RA1

Figure 7: Detailed schematic of the circuit used for testing the approach we propose. The main blocks are a white noise source (WNS), a
transimpedance amplifier (TIA) with capacitive feedback, and a voltage gain stage (VGS).
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with

cPR =
CP

CR
;

cSR =
CS

CR
;

rSP =
RS

RP
:

ð13Þ

Note that HIF, as defined in Equation (12), has the phys-
ical dimensions of a frequency. Thanks to the peculiar circuit
configuration used in Figure 7, HR and HIF have the follow-
ing symmetry properties:

HIF
f
f S

� �
=HIF

f S
f S

� �
, ð14Þ

HR f /f Sð Þ + AVcPR = −HR
f S
f

� �
− AVcPR: ð15Þ

From a graphical point of view, on a log scale for the fre-
quency, Equation (14) corresponds to an even symmetry of
HIF with respect to f S, while Equation (15) corresponds to
an odd symmetry with respect to the point (f S, −AV cPR) as
shown in Figure 8 (solid lines). As mentioned before, Equa-
tion (10) is an approximation of the actual response obtained
in the assumption of virtual ground. When high accuracy is
required, however, the full response of the amplifying chain
must be taken into account, which requires accounting for
the effects of poles at higher frequencies [12]. As an example,
suppose that a pole is present in the actual response at a fre-
quency of, say, 20 times the resonance frequency of the QTF.
This pole would introduce, at frequencies close to f S, a gain
error of less than 0.2% in the response amplitude and a phase
error in the order of -3o. While the amplitude error can be
usually neglected, the phase error may have a significant

impact in the extraction of the QTF parameters [13]. The
presence of a phase error is especially apparent with reference
to HIF, as shown in Figure 8 (red curve) and can be corrected
by introducing (numerically) the phase shift required for
restoring symmetry in the measured response HIF [4]. The
way in which the QTF parameters can be obtained from the
measured HR and HIF, once symmetry is restored, is dis-
cussed in [3]. Here, we are interested in demonstrating how
the new method we propose for spectra estimation can help
in reaching, in a short time and in a reliable way, an estimate
of the response HVð f Þ by means of noise measurements. In
order to do so, we will mostly focus on the properties of
HIF and on the values of the resonance frequency f S and of
the quality factor Q, which are the most important parame-
ters that are taken into consideration in sensing applications.

When employing cross correlation, the frequency
response HV is obtained as

HV fð Þ = SIO fð Þ
SII fð Þ , ð16Þ

where SII is the PSD of the noise at the input VI and SIO is the
cross spectrum between the noise at the input VI and the
noise at the output VO in Figure 7. In our experiments, signal
acquisition was performed using a National Instruments
PCI-4462 four-channel dynamic signal acquisition board
while a dedicated software was developed for PSD estimation
according to the approach we propose. As we mentioned
above, the software we have developed is based on an
upgraded version of the public domain library QLSA [10].
Acquisition frequency was set to 204.8 kHz, and the record
length was 8192 (213). We employed a wristwatch QTF
exposed to air as a DUT to work with the highest possible
Q (functionalization for sensing applications is expected to
reduce the quality factor). A set of 10 different values of p
was used in order to obtain geometrically decreasing (with
a factor of 2) ENB from 12.5Hz down to about 24mHz in
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Figure 8: Simulated behaviour ofHR andHIF for a QTF operating at 32.8 kHz. The red curve is obtained in the presence of a phase error of -3
degrees in the frequency response.
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a frequency range of 100Hz across the resonance frequency
(expected to be about 32760Hz). A phase correction is
performed in order to compensate for the distortion
introduced by the nonideal behaviour of the amplifier. The
correction, as discussed before, is performed numerically,
and the correction angle is chosen as the one that ensures
the best symmetry (Equations (14) and (15)). Figure 9 repre-
sents the situation for HIF after 60 s (top graph) and 240 s
(bottom graph) since the measurement was started. As we
have discussed before, curves corresponding to different
values of ENB are all obtained at the same time.

The fact that the curves corresponding to ENB down to
about 400mHz do not superimpose to one another is a clear
indication that these curves cannot represent the actual HIF.
On the other hand, curves obtained with ENB below
200mHz appear to be superimposed to one another, a clear
indication that the corresponding ENB is sufficiently small
not to induce systematic error in the estimate of HIF. As it
was expected, the curves corresponding to larger ENBs
appear smoother because a large number of uncorrelated
averages were accumulated in the available time. As we move
toward smaller and smaller ENBs, fewer uncorrelated aver-
ages were possible resulting in larger residual statistical
errors. Note that, for the same ENB, as the measurement time
increases, more uncorrelated averages are accumulated and
the statistical fluctuations in the estimates are reduced, as it
is apparent by comparing the situation after 60 s and after
240 s in Figure 9. When looking at a representation like the
one in Figure 9 in real time (during experiments), the mea-
surement can be stopped as soon as one detects the situation
in which a curve from a given ENB superimposes to the one
corresponding to the next smaller ENB. To evidence the
effect of an incorrect (i.e., too large) ENB on the extraction

of the QTF parameters, we fitted all the curves in Figure 9
against the expression of HIF in Equation (12). Because of
the symmetry ofHIF(once the phase error is compensated),
distortion due to large ENBs has a small or no effect on the
frequency at whichHIFreaches its maximum (the resonance
frequency). However, as it is apparent from Figure 10, a con-
sistent (and therefore correct) estimate of the quality factor
can only be obtained with ENBs below 200mHz. As observed
before, the threshold of 200mHz for obtaining, in our test
experiment, the correct estimate of Q is clearly detectable
by observing the plots in Figure 9 in real time during mea-
surements: all plots obtained with ENBs below 0.39Hz
essentially superimpose.

It is worth noticing that while curves obtained with low
ENBs require longer measurement time for assuming a stable
and highly regular shape, the error due to the low number of
averages is statistical in nature. Therefore, if curve fitting over
a frequency range is used for the estimation of the parameters
we are interested in, such statistical errors tend to cancel out,
even if they are still quite evident as in the plots in Figure 9.
This is clearly demonstrated by the results reported in
Figure 11, where the estimated value of f S, obtained from
fitting the measured HIF for ENB = 195mHz against the
expression in Equation (12), is reported vs the measurement
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Figure 10: Values of the quality factor Q extracted from the curves
in Figure 9 as a function of the ENB. The values of Q (together with
all other parameters) are obtained by fitting each curve in Figure 9
against the function HIF in Equation (12) in a frequency interval
of 100Hz centered across 32760Hz.
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Figure 11: Values of resonance frequency f S extracted from the
estimate of HIF with ENB = 195mHz vs measurement time. The
values of f S (together with all other parameters) are obtained by
fitting the estimated HIF against the function HIF in Equation (12)
in a frequency interval of 100Hz centered across 32760Hz.
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TM = 240 s since the measurement was started. All curves are
obtained simultaneously in real time.
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time. As it can be observed, the estimate changes by less than
1ppm from 30 s up to 480 s.

We have already observed that the distortion due to spec-
tral leakage preserves the symmetry of the estimated HIF.
Indeed, when we plot the results of the extraction of f S for
curves with different ENBs, as in Figure 12, we obtain that
the estimated values of f s are almost the same (within a few
ppm) regardless of the systematic error introduced by large
values of ENBs. This is a clear advantage over the swept spec-
trum approach. If we indeed plot the results of the estimation
of HIF as can be obtained with the swept spectrum approach
on the very same QTF used for obtaining the results in
Figure 9, we obtain the plots in Figure 13, where it is clear
that even with a FCR of 1Hz/s we still cannot conclude, with
an uncertainty comparable to what is obtained in Figure 12,
that the correct value of f s is obtained at the frequency for
which the curve has a maximum.

When dealing with functionalized QTF in sensing appli-
cations, a significant reduction of Q is generally expected. A
lowerQ, as observed before, translates into a large bandwidth
B. Since, as a consequence of a larger B, the ENB below which

the curves in Figure 9 will superimpose increase, this means
that the required measurement time for accurate results will
decrease as well, so that a complete characterization of the
QTF parameters can be typically obtained in a matter of a
few seconds or, at most, a few tens of seconds.

2. Discussion and Conclusions

We have developed an effective approach for the accurate
determination of QTF parameters based on noise measure-
ments. In order to reach this goal, we had to address and
solve the problem of the accurate estimation of the spectra
of noise signals whose PSD changes significantly over a nar-
row bandwidth. The approach we have developed relies on a
proper elaboration of the sampled noise signals that allows
spectral and cross spectral estimation to be performed using
several values of ENB at the same time. This allows the user
to easily select the maximum ENB that do not cause system-
atic errors and that can therefore lead to the correct estimate
of the QTF parameters in the shortest time possible. Since the
results corresponding to each ENBs are all available at the
same time, the need for repeated measurements is elimi-
nated. A software library for the easy integration of the
approach we propose in virtual instrumentation applications
has been developed, and it is part of the QLSA public domain
package [10]. While we used a high-end signal acquisition
board for the measurements reported in this paper, low-
cost sound boards for PC are widely available that may allow
the implementation of the approach we propose at a very low
cost [13]. We believe that the ability to accurately estimate
the PSD over a narrow bandwidth across the resonance fre-
quency of a QTF-based sensor may facilitate the exploration
of fluctuation enhanced sensing (FES) with QTF-based
sensors. Evidence of the potentialities of FES approaches in
the case of quartz crystal microbalances (QCM) based on
AT-cut quartz crystals can be found in the literature. In
[14], for instance, it is stipulated that part of the noise
observed in a 10MHz oscillator driven by a functionalized
crystal is due to the interaction of the sensing material with
the chemicals in the environment. In this context, the avail-
ability of the library we have developed may contribute to
the development of sensitive experiments for the exploration
of FES approaches in QTF-based sensors.
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Graphene is a material of particular interest for the implementation of sensors, and the ultimate performance of devices based on
such a material is often determined by its flicker noise properties. Indeed, graphene exhibits, with respect to the vast majority of
ordinary semiconductors, a peculiar behavior of the flicker noise power spectral density as a function of the charge carrier
density. While in most materials flicker noise obeys the empirical Hooge law, with a power spectral density inversely
proportional to the number of free charge carriers, in bilayer, and sometimes monolayer, graphene a counterintuitive behavior,
with a minimum of flicker noise at the charge neutrality point, has been observed. We present an explanation for this stark
difference, exploiting a model in which we enforce both the mass action law and the neutrality condition on the charge
fluctuations deriving from trapping/detrapping phenomena. Here, in particular, we focus on the comparison between graphene
and other semiconducting materials, concluding that a minimum of flicker noise at the charge neutrality point can appear only
in the presence of a symmetric electron-hole behavior, a condition characteristic of graphene, but which is not found in the
other commonly used semiconductors.

1. Introduction

In the actual operation of electronic devices, random fluctu-
ations (the “noise”) are always superimposed to the deter-
ministic electrical quantity (the “signal”) which conveys the
desired information. Such fluctuations derive from underly-
ing microscopic phenomena and in sensors they may limit
the achievable sensitivity or, as in the case of fluctuation-
enhanced sensing [1], contribute to the improvement of
sensor performance, in particular in terms of selectivity. Sev-
eral forms of random electrical fluctuations may exist in
electronic devices: shot noise, thermal noise, generation-
recombination noise, burst noise, and 1/f (flicker) noise, just
to cite the main ones [2–9]. They differ for their physical ori-
gin and for the dependence of their power spectral density
on the physical parameters characterizing the device opera-
tion, such as temperature, frequency, bias current, charge
density, and material resistivity.

In particular, understanding the physical mechanisms
that govern the intrinsic noise of electronic devices, and in
particular of sensors, can significantly help the designer in
the choice of the best material for their fabrication and of
the optimal bias point for their operation.

Here, we focus on 1/f (flicker) noise, so called from the
behavior of its power spectral density, which is inversely
proportional to the frequency. This type of noise mainly
originates from trapping and detrapping of charge carriers,
due to impurities (traps) located inside or near the channel
where the device current flows. In general, its amplitude is
therefore proportional to the trap concentration.

The power spectral density of the 1/f current noise is
often approximated with the empirical Hooge formula [10]:

SI =
αHI

2

Nf
, ð1Þ

Hindawi
Journal of Sensors
Volume 2020, Article ID 2850268, 11 pages
https://doi.org/10.1155/2020/2850268

https://orcid.org/0000-0002-7943-2441
https://orcid.org/0000-0003-3714-0026
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/2850268


where αH is Hooge’s constant, I is the mean bias current, N is
the number of carriers in the device, and f is the frequency.
According to this formula, 1/f noise should be greater when
the number N of carriers in the device is lower. This is actu-
ally what is generally observed in ordinary semiconductors
[11, 12], such as silicon or gallium arsenide. However, a dif-
ferent behavior has been observed in measurements per-
formed on graphene samples.

Monolayer graphene is a recently isolated material
[13] made up by a planar hexagonal lattice of carbon
atoms. It is a semiconductor with a zero energy gap
[14–19], even though an energy gap can be introduced,
for example, by lateral confinement [20–22], strain [23, 24],
doping [25–27], functionalization [28, 29], or introducing a
lattice of antidots in the material layer [30, 31]. Its disper-
sion relations around the degeneration points between
conduction and valence bands (the so-called Dirac points,
i.e., the charge neutrality points) are linear and thus in
graphene charge carriers present a zero effective mass.
Since its isolation from graphite, it has been the focus of
a large research effort (which has more recently extended
to a wider family of two-dimensional materials [32–34]),
because it possesses very attractive electrical, thermal,
optical, and mechanical properties [35–47]. Moreover,
graphene exhibits very uncommon physical phenomena
[48–50], typical of relativistic mechanics, because its effec-
tive mass transport equation coincides with the Dirac
equation [18, 51, 52] (the wave equation which describes
relativistic spin-1/2 particles). Bilayer graphene is instead
made up of two coupled graphene layers [14, 15, 53–56].
Bilayer graphene with Bernal stacking has nonlinear dis-
persion relations with a zero gap; however, an energy
gap can be easily induced applying an orthogonal electric
field, which introduces a shift between the electrochemical
potentials of the two layers.

Graphene is of particular interest for the implementation
of sensors because of its quasi-two-dimensional nature,
which leads to a very large surface-to-volume ratio: since
the interaction of a sensor with an analyte mainly occurs as
a result of surface adsorption, while conduction is a bulk
property, a large surface-to-volume ratio will lead to a large
relative variation of resistance when the sensor interacts with
the analyte.

In graphene, measurements of flicker noise power
spectral density as a function of the charge density (usu-
ally tuned adjusting a gate voltage) have shown a variety
of different behaviors [57–70]. While in most monolayer
samples a “Λ”-shaped behavior was observed [60–63],
analogous to that of common semiconductors, in sus-
pended monolayer graphene and in most bilayer samples
an “M”-shaped (or “V”-shaped) behaviorwasmeasured,with
a local minimum of flicker noise near the Dirac point,
where the carrier density is lowest [58, 59, 61–69], in con-
trast with what would be expected from Hooge’s formula.
Several explanations have been proposed to understand
this behavior [61, 62, 64–66, 68].

An interesting theory [71] exploited the electrostatic
screening of the trapped carriers and the peculiar properties
of the graphene band structure to explain the observed fea-

tures. We have developed a different approach [72] that
leads to analogous results, exploiting a model based on the
conservation of charge neutrality and on the mass action law
(which has to be satisfied if the main fluctuations in flicker
noise are slow compared to the generation-recombination
times of carriers).

Here, we extend this model to the case of generic
semiconductors, and we use it to explain the origin of this
discrepancy between the behavior observed in graphene
samples and that typical of common semiconductors. In
particular, we show that a minimum of the 1/f noise at
the charge neutrality point is expected in materials (such
as graphene) where electrons and holes have an identical
mobility, in the presence of a quite low potential disorder.
This is actually the case of suspended graphene or of
bilayer graphene (where the electrostatic effect of ran-
domly located charged impurities is strongly screened).
In common semiconductors, where the electron and hole
behavior is in general different [50, 73], this local mini-
mum in the flicker noise power spectral density is much
less apparent and is totally suppressed by the inevitable
presence of potential disorder.

2. Simulation Model

In order to relate the (microscopic) phenomena, consisting in
the motion of the charge carriers and their capture and
reemission by the traps to the (macroscopic) currents at the
terminals of the device, we can use the Ramo-Shockley theo-
rem [74, 75] (then generalized by Pellegrini with the electro-
kinematics theorem [71, 76, 77]). We assume the scattering
phenomena to take place on timescales much faster than
the considered trapping/detrapping events, in such a way as
to be able to actually define a drift current. The current at
the terminals is given by

i =
ð
A
q −v!nn x, yð Þ + v!pp x, yð Þ
� �

⋅ F
!

x, yð Þdxdy

=
ð
A
q μnn x, yð Þ + μpp x, yð Þ
� �

E
!

x, yð Þ ⋅ F! x, yð Þdxdy,
ð2Þ

where q is the modulus of the elementary charge; v!n and v!p

are the drift velocities of electrons and holes, respectively; F
!

ðx, yÞ is the electric field that would be produced in the point
with coordinates ðx, yÞ by a unit potential applied to the elec-
trode for which we want to compute the current (while the
other electrode is grounded and in the absence of mobile

charges) [74]; E
!ðx, yÞ is the electric field actually present in

the device; μn (μp) and n (p) are the mobilities and surface
densities of electrons (holes); and A is the area of the device,
equal to the product of the width W and the length L. Since

F
!ðx, yÞ is an electric field per unit applied potential, thus
the ratio of an electric field to the applied potential, it has
the dimension of the reciprocal of a length. The actual func-

tional dependence of F
!ðx, yÞ is influenced by the details of

the contacts and by the aspect ratio of the device. The
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component of F
!ðx, yÞ along the drift velocity of each charge

(and thus along E
!ðx, yÞ) represents the weight with which

the carrier motion in each point of the device contributes
to the total current, thus being analogous to the sensitivity
coefficient introduced by Vandamme et al. [78–80]. Since
for the purpose of the present study the relative weight
of the contributions from the different regions of the

device is not essential, we will assume a constant F
!ðx, yÞ

(equal to 1/L and parallel to E
!ðx, yÞ), i.e., a uniform sensi-

tivity coefficient.
In this approximation, the instantaneous current at the

contacts is given by [72]

i = 1
L

ð
A
q µnn + µpp
� �

Edxdy: ð3Þ

In the case of three-dimensional devices, this integral has
to be replaced with an integral over the volume V , and n and
p become volumetric densities (instead of surface densities).
The average current can be written as

I = q µnn + µpp
� �

EW: ð4Þ

If, as it is usually the case [71], the effect of trapping and
detrapping events on carrier densities is by far prevalent with
respect to that on the mobilities and on the electric field, we
can express the current fluctuations due to carriers being
trapped and detrapped as

Δi = 1
L

ð
A
q µnΔn + µpΔp
� �

Edxdy, ð5Þ

where Δn and Δp are the fluctuations of electron and hole
concentrations, respectively. Therefore, the ratio of the cur-
rent fluctuation to the average current is equal to

Δi
I
= 1
A

Ð
A μnΔn + μpΔp
� �

Edxdy

μnn + μpp
� �

E

≃
μn
Ð
AΔndxdy + μp

Ð
AΔpdxdy

A μnn + μpp
� �

=
μnΔN + μpΔP

μnN + μpP
,

ð6Þ

where the total number of electrons and holes in the area
A have been defined as N = Ð Andxdy and P = Ð Apdxdy,
respectively, while their variations as an effect of the
trapping-detrapping phenomena have been indicated with
ΔN and ΔP.

In order to compute ΔN and ΔP, we use the following
approach [72] (which differs from that used in Ref. [71]
but leads to similar results). Let us consider a single trap,
and let us define χ the number (0 or 1) of electrons in the

energy level of the impurity affected by the trapping
events. In the following, we will indicate with Δ the varia-
tions with respect to the values with no trapped electron
(i.e., when no electron is trapped all the variations Δ are
zero). When an electron or a hole is trapped, the number
of the corresponding charge carriers varies instantaneously
by one, but, over time intervals exceeding the thermal
generation-recombination time, the mass action law and
electroneutrality must be satisfied. Therefore, for a generic
variation Δχ of the number χ of electrons in the trap
(Δχ = χ, since Δχ = 0 if no electron is trapped, while Δχ = 1
if one electron is trapped), the variations ΔN and ΔP of car-
riers in the device have to satisfy

NΔP + PΔN = 0,
ΔP − ΔN − Δχ = 0:

(
ð7Þ

The first relation of Equation (7) can be obtained differ-
entiating the relation PN = c (i.e., the mass action law with
both members multiplied by the square of the area A).
(Equivalently, it can be obtained noting that the mass
action law has to be valid both before and after the exam-
ined trapping event. Therefore, both ðΔP + PÞðΔN +NÞ = c
and PN = c have to be satisfied; subtracting the two equa-
tions and neglecting the second-order term ΔPΔN with
respect to the other ones, the first relation of Equation (7)
is obtained.) The quantity c is a constant which generally
depends on the type of semiconductor and on the temper-
ature, and thus, it does not change as a consequence of
trapping events. Even in the case of graphene, in which
c depends also on the position of the Fermi level [81],
we can assume its variation due to a trapping event to
be negligible.

The second relation of Equation (7) enforces the elec-
troneutrality of the device: assuming that the overall
device, including the bias electrodes, was neutral before the
examined event, the total change of charge deriving from
the trapping event has to be zero: qΔP − qðΔN + ΔχÞ = 0
(see Figure 1), where we have included the variations in
the number of free holes, of free electrons, and of elec-
trons captured by the trap, which all contribute to the
total charge.

−qΔ𝜒

h+

+qΔP

e−

−qΔN

Figure 1: Variation −qΔχ of the charge in the considered trap
(indicated with a square) and corresponding variations −qΔN
and +qΔP of the charge due to the electrons and the holes in
the surrounding region, which screen its electrostatic effect.
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The system of Equation (7) has the following solutions:

ΔN = −
N

P +N
Δχ,

ΔP = P
P +N

Δχ:

ð8Þ

In these solutions, the quantities N and P appear only
through their ratio; therefore, the exact choice of the area
where N and P are evaluated is irrelevant.

As can be seen from Equations (7) and (8), the necessity
to satisfy both the mass action law and electroneutrality
uniquely determines the values of the variations ΔN and ΔP
deriving from a trapping event: these electron and hole
fluctuations are therefore fully correlated.

Substituting these expressions into Equation (6), we obtain

Δi
I
=
μn ΔN/Δχð Þ + μp ΔP/Δχð Þ

A μnn + μpp
� � Δχ

= 1
A μnn + μpp
� � μpP − μnN

P +N
Δχ:

ð9Þ

Therefore, for a single trap, we have (SI is the flicker noise
power spectral density):

SI
I2
=

μn ΔN/Δχð Þ + μp ΔP/Δχð Þ
A μnn + μpp
� �

0
@

1
A

2

Sχ

= 1
A μnn + μpp
� � μpP − μnN

P +N

0
@

1
A

2

Sχ,

ð10Þ

where, neglecting the contribution of the average value, Sχ has
a Lorentzian dependence on frequency, with a characteristic
relaxation time (since Δχ is a random telegraph signal) [82].

If we suppose the many traps present in the device to be
reciprocally independent, the overall noise spectrum can be
obtained summing up their spectra. The combination of the
effects of traps with properly distributed time constants leads
then to 1/f noise [83, 84]:

SI
I2
= η

A

μn ΔN/Δχð Þ + μp ΔP/Δχð Þ
μnn + μpp

 !2 1
f γ

= η

A
1

μnn + μpp

μpP − μnN

P +N

 !2 1
f γ

,
ð11Þ

with η being a coefficient which depends on the concentra-
tion, distribution, and properties of the traps, while γ is a
number close to 1.

We will report the flicker noise power spectral density as
a function of n − p (i.e., the charge density divided by −q),
which in actual experiments is the quantity that can be
adjusted by tuning the bias voltage of a gate capacitively
coupled to the device.

From Equation (8), we can observe that if the electron
concentration is much larger than that of holes, i.e., when
N ≫ P, we have ΔN≈−Δχ while ΔP ≈ 0, i.e., the variation in
the trap charge is completely screened by electrons. In a sim-
ilar way, when the hole concentration strongly dominates
(i.e., P≫N), ΔP ≈ Δχ and ΔN ≈ 0, which means that the trap
charge variation is completely screened by holes. In interme-
diate conditions, the variation in the trap charge is screened
by variations of both electron and hole concentrations. In
particular, at the neutrality point (when N = P), the trap
charge is screened for a half by a variation of the hole number
and for the other half by an opposite variation of the electron
number: ΔN = −Δχ/2 and ΔP = Δχ/2.

From Equation (11), we observe that the flicker noise
power spectral density SI vanishes when μpP − μnN = 0.
The behavior of SI is symmetrical around this point if μn
and μp coincide; otherwise, such a symmetry is absent. If
μn = μp, the point in which SI vanishes and around which
SI is symmetrical is the charge neutrality point (where N −
P = 0); this condition is obtained for a Fermi energy corre-
sponding to the middle of the gap between the conduction
and valence bands if such bands are symmetric.

The quantities N and P depend, through the energy dis-
persion relations, on EF, i.e., on the relative position of the
Fermi energy with respect to the local value of the potential
energy. However, the nonuniform distribution of charged
dopants and impurities (including the randomly located
charged traps themselves) introduces a potential disorder
(i.e., a random spatial variation of the potential energy)
which can substantially alter this result. In order to introduce
the effect of this random spatial energy variation in our calcu-
lations, for each value EF of the Fermi energy we average our
results over a Gaussian distribution of energies around EF:

SIh i
I2

= η

Af γ

ð+∞
−∞

μn ΔN/Δχð Þ EF + εð Þð Þ + μp ΔP/Δχð Þ EF + εð Þð Þ
μnn EF + εð Þ + μpp EF + εð Þ

 !2

P εð Þ d εð Þ

= η

A f γ

ð+∞
−∞

1
μnn EF + εð Þ + μpp EF + εð Þ

μpP EF + εð Þ − μnN EF + εð Þ
P EF + εð Þ +N EF + εð Þ

 !2

P εð Þdε,
ð12Þ
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where

P εð Þ = 1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p exp −
ε2

2σ2
� �

ð13Þ

represents a normalized Gaussian distribution with null aver-
age and standard deviation σ.

The standard deviation σ of this Gaussian represents
an estimation of the effect on the potential profile, and
thus on the relative position EF of the Fermi energy with
respect to the potential energy, of the random charged
impurities which represent the sources of the potential dis-
order. Therefore, the value of σ does not depend only on
the “strength” of the disorder sources but also on the elec-
trostatic screening efficiency of the material, which can be
estimated through the derivative ∂ðn − pÞ/∂EF (or from the
quantum capacitance, which is proportional to it [45]). If
this derivative is larger, the same charged impurities
induce a smaller variation of EF (and thus a smaller σ),
since this smaller variation of EF is sufficient to screen
the electrostatic effect of impurities through an opposite
variation of the mobile charge density −qðn − pÞ.

When including potential disorder, we will report
the flicker noise power spectral density as a function of
hn − pi, i.e., n − p averaged over the same Gaussian distribu-
tion of energies:

n − ph i =
ð+∞
−∞

n EF + εð Þ − p EF + εð Þð ÞP εð Þdε: ð14Þ

The average over the potential disorder (see Equation
(12)) decreases the dependence of the noise spectrum on
the charge density, with a smoothing effect which increases
with the disorder strength.

3. Graphene

First of all, let us analyze the case of monolayer and bilayer
graphene (with Bernal stacking). In this material, the electron
and hole bands are approximately symmetric and μn = μp.
Therefore, Equation (6) becomes

Δi
I

= ΔN + ΔP
N + P

: ð15Þ

Analogous simplifications can be performed in Equations
(9)–(12); for example, Equation (11) becomes

SI
I2

= η

A
1

n + p
ΔN + ΔP

Δχ

� �2 1
f γ

= η

A
1

n + p
P −N
P +N

� �2 1
f γ

:

ð16Þ

For graphene, we compute the carrier concentrations
n and p by integrating the product of the density of

states and of the occupation function over the whole
energy range:

n =
ð∞
0
DOS Eð Þf E − EFð ÞdE,

p =
ð0
−∞

DOS Eð Þ 1 − f E − EFð Þð ÞdE,
ð17Þ

where DOS is the density of states and f is the Fermi-
Dirac occupation function for electrons (therefore, 1 − f
is the occupation function for holes). The DOS, in
turn, depends on the dispersion relations of monolayer
graphene or bilayer graphene, i.e. [14, 18, 53, 54]:

Em κð Þ = ±γκ,

Eb κð Þ = ± γ21
2 + Δ2

4 + γ2κ2 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ41
4 + γ21 + Δ2� �

γ2κ2

r !1/2

,

ð18Þ

where κ is the difference between the wave vector and the
Dirac point, γ = ℏvF (with ℏ the reduced Planck constant
and vF = 8:73 × 105 m/s the Fermi velocity of graphene),
γ1 = 0:39 eV is the graphene interlayer coupling, and Δ
(the term which is responsible of the possible band gap
opening) is the difference between the on-site energies in
the two layers, which is approximately proportional to
the carrier concentration n − p (more in detail, Δ ≈ 1:4 ×
10−18 eVm2 × ðn − pÞ).

In Figures 2–5, we report some results obtained for
graphene at 300K, without potential disorder averaging.
Figures 2 and 3 refer to monolayer graphene, while
Figures 4 and 5 refer to bilayer graphene.

In Figures 2 and 4, we report the quantities ΔP/Δχ and
ΔN/Δχ (evaluated from Equation (8)) as a function of n − p
(for monolayer and bilayer graphene, respectively). As in
the general case, the charge variation in the traps is mainly
screened by holes when the holes are the dominant car-
riers, while it is mainly screened by electrons when the

ΔN/Δ𝜒
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Figure 2: Behavior of ΔP/Δχ and ΔN/Δχ as a function of n − p, for
monolayer graphene at 300K.
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electrons are the dominant carriers. It is instead symmetri-
cally screened by electrons and holes in the charge neu-
trality point.

In Figures 3 and 5, we report the quantity ðSI/I2ÞðAf γ/ηÞ
(evaluated from Equation (11)) as a function of n − p (for
monolayer and bilayer graphene, respectively). Since in
graphene μn = μp, the behavior of the flicker noise power
spectral density is exactly symmetrical with respect to the
neutrality point. In particular, in the charge neutrality point
(Dirac point), where ΔN = −Δχ/2 and ΔP = Δχ/2, the fluctu-
ation of the current (and therefore the noise power spectral
density) completely vanishes (see Equation (16)). Comparing
Figures 3 and 5, we notice that the dip around the Dirac point
is wider in bilayer graphene than in monolayer graphene, as a
consequence of their different dispersion relations.

In Figures 6 and 7, we show analogous results obtained
averaging the spectrum of monolayer (Figure 6) and bilayer
(Figure 7) graphene at 300K over potential disorder. In
particular, we report the value of ðhSIi/I2ÞðAf γ/ηÞ (i.e., the
integral appearing in Equation (12)) as a function of hn − pi
(i.e., the charge density divided by the electron charge,
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Figure 4: Behavior of ΔP/Δχ and ΔN/Δχ as a function of n − p, for
bilayer graphene at 300K.
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Figure 5: Behavior of ðSI/I2ÞðAf γ/ηÞ as a function of n − p, for
bilayer graphene at 300K, in the absence of potential disorder.
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Figure 6: Behavior of ðhSIi/I2ÞðAf γ/ηÞ as a function of hn − pi, for
monolayer graphene at 300K. The averages have been performed
over four Gaussian distributions of potential disorder with
standard deviations σ = 10, 20, 30, and 40meV, respectively.
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Figure 3: Behavior of ðSI/I2ÞðAf γ/ηÞ as a function of n − p, for
monolayer graphene at 300K, in the absence of potential disorder.
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Figure 7: Behavior of ðhSIi/I2ÞðAf γ/ηÞ as a function of hn − pi, for
bilayer graphene at 300K. The averages have been performed over
four Gaussian distributions of potential disorder with standard
deviations σ = 10, 20, 30, and 40meV, respectively.
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averaged according to Equation (14)). Both for monolayer
and bilayer graphene, we show the results for the following
four different values of σ: 10, 20, 30, and 40meV. In both
cases, we observe that the minimum of the spectrum at the
charge neutrality point tends to disappear increasing the
strength of the disorder: therefore, the behavior of the flicker
noise power spectral density evolves from an “M”-shaped
one to a “Λ”-shaped one. However, as we can deduce from
the corresponding values of ∂ðn − pÞ/∂EF (which in the
charge neutrality point is equal to about 7 × 1012 cm−2 eV−1

in monolayer graphene and to about 44 × 1012 cm−2 eV−1 in
bilayer graphene), the screening of potential fluctuations is
about six times larger in bilayer graphene than in monolayer
graphene. This is a consequence of the different dispersion
relations of the two materials, with bilayer graphene charac-
terized by flatter bands near the Dirac points [50]. Therefore,
for similar impurity distributions, values of σ should be con-
sidered for monolayer graphene that are approximately six
times larger than those considered for bilayer graphene. As
a consequence, for realistic values of disorder, monolayer
graphene does not usually exhibit a minimum of the flicker
noise power spectral density at the charge neutrality point.
On the contrary, in sufficiently clean samples of bilayer gra-
phene, an “M”-shaped behavior is often observed, with a
minimum at the Dirac point. A similar “M”-shaped behavior
has been observed also in the case of suspended monolayer
graphene, for which potential disorder is much weaker than
for monolayer graphene on a substrate.

4. Ordinary Semiconductors

Let us now move on to the case of ordinary semiconductors,
such as silicon and gallium arsenide, for which a minimum of
the flicker noise power spectral density at the charge neutral-
ity point has never been experimentally observed.

Also in this case, we can adopt the numerical procedure
described in Section 2, substituting (in the case of 3-
dimensional channels) areas with volumes. In order to sim-
plify the calculations and to reach general results, we neglect
the details of the band structure of the materials and, assum-
ing a constant effective mass, we use the semiclassical expres-
sions for the carrier concentrations [85, 86]:

n =NC exp −
EC − EF
kBT

� �
,

p =NV exp −
EF − EV
kBT

� �
,

ð19Þ

where EC is the conductance band minimum, EV is the
valence band maximum, kB is the Boltzmann constant, and
T is the absolute temperature.

In particular, we perform our calculations using the
material parameters for silicon and for gallium arsenide.

For silicon, we consider the following parameters: NC =
2:82 × 1019 cm−3, NV = 1:04 × 1019 cm−3, EG = 1:12 eV, μp =
450 cm2/ðV sÞ, and μn = 1400cm2/ðV sÞ.

Instead, for gallium arsenide, we assume the following:
NC = 4:7 × 1017 cm−3, NV = 7:0 × 1018 cm−3, EG = 1:42 eV,
μp = 400 cm2/ðV sÞ, and μn = 8500 cm2/ðV sÞ.

In Figures 8 and 9, we report the results obtained for sil-
icon at 300K without potential disorder averaging. More in
detail, in Figure 8, we show the ratios ΔP/Δχ and ΔN/Δχ
(evaluated according to Equation (8)) as a function of n − p,
while in Figure 9, we report the behavior of the quantity ðSI
/I2ÞðAf γ/ηÞ (evaluated according to Equation (11)) as a func-
tion of n − p.

In Figures 10 and 11, we report the analogous results
for gallium arsenide at 300K without potential disorder
averaging.

As we see from the reported parameters, contrary to gra-
phene, these semiconductors have quite different mobilities
for electrons and holes. This is the reason of the clear asym-
metry observed in the results, with a larger noise spectrum in
the region where transport is dominated by electrons, i.e., the
carriers with higher mobility. We can also observe that the
asymmetry is stronger in gallium arsenide, for which the dif-
ference between electron and hole mobility is larger. Due to
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Figure 8: Behavior of ΔP/Δχ and ΔN/Δχ as a function of n − p, for
silicon at 300K.
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Figure 9: Behavior of ðSI/I2ÞðAf γ/ηÞ as a function of n − p, for
silicon at 300K, in the absence of potential disorder.
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the difference in mobility, the spectrum does not vanish any
more at the charge neutrality point (where n − p = 0) but
where μpP − μnN = 0. Moreover, with respect to graphene
(for which, in the absence of disorder, this vanishing point
presented a sharp reduction of the spectrum with respect to
both the hole-dominated and the electron-dominated con-
duction regions), here, due to the spectrum asymmetry,
the minimum point is much less prominent. Indeed, espe-
cially in the case of gallium arsenide, it is nearly indistin-
guishable from the hole-dominated region, where the
spectrum is already very low.

Therefore, when the effect of potential disorder is intro-
duced, by averaging over a Gaussian energy distribution with
standard deviation σ according to Equation (12), the local
minimum of the spectrum completely disappears and the
spectrum exhibits a “Λ” shape, with a maximum centered
in the electron-dominated region, where the mobility is
larger. The behavior of ðhSIi/I2ÞðAf γ/ηÞ (i.e., the integral
appearing in Equation (12)) as a function of hn − pi (given
by Equation (14)) is reported in Figures 12 and 13, at
300K, for silicon and for gallium arsenide, respectively, for
four different values of σ: 10, 20, 30, and 40meV. The
described behavior is observed for both semiconductors but

is even more apparent in the case of gallium arsenide, for
which aminimum in the spectrum was already hard to recog-
nize in the absence of disorder.

The fact that in a real three-dimensional material it is
difficult, if not impossible, to modulate the position of the
Fermi level uniformly in the whole volume, further pre-
vents a perfect balance of electron and hole current fluctu-
ations in the overall device and thus makes it impossible
to experimentally observe a flicker noise cancellation anal-
ogous to that described for graphene.

5. Conclusions

Exploiting a model based on charge neutrality and on the
mass action law, we have compared the flicker noise behavior
of graphene and of more common semiconductors, such as
silicon and gallium arsenide. We have concluded that a min-
imum of the flicker noise power spectral density can be
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Figure 10: Behavior of ΔP/Δχ and ΔN/Δχ as a function of n − p, for
gallium arsenide at 300K.
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Figure 11: Behavior of ðSI/I2ÞðAf γ/ηÞ as a function of n − p, for
gallium arsenide at 300K, in the absence of potential disorder.
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observed at the charge neutrality point only in materials
where electrons and holes have a highly symmetric trans-
port behavior, in particular have approximately the same
mobility (the case of graphene), and only if the potential
disorder is low. When these conditions are satisfied, the
opposite variations of electron and hole concentrations
induced by trapping phenomena reciprocally cancel, lead-
ing to no current fluctuations. Instead, in the presence of
electron/hole asymmetry (the case of ordinary semicon-
ductors) or of a significant degree of potential disorder,
such a minimum disappears.

We believe that this analysis, clarifying the mechanisms
that cause or prevent a reduction, at proper bias conditions,
of the intrinsic device flicker noise, can be useful for the
design of low-noise devices and in particular of high-
sensitivity sensors.
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This article proposes an original approach aimed at modelling the noise density in sensors based on a single hot wire or pairs of
thermally coupled wires. The model consists in an original combination of a previous electrothermal model of the wire with
well-established assumptions on the thermal noise in conductors that carry moderate current densities. A simple method for
estimating the model parameters with simple impedance spectroscopy is suggested. The predicted power spectral densities of the
wire thermal noise differ from the result of previously presented analytical models, stimulating further experimental studies. The
effects of the electrothermal feedback of both hot wires and hot-wire pairs on flicker noise is also intrinsically covered by the
proposed approach.

1. Introduction

Hot wires are used in a large variety of sensing devices and
instruments. They consist of thin wires of an electrical con-
ductor that, once biased with a sufficiently large current,
reach a temperature that is significantly larger than ambient
temperature. Hot wires are generally suspended at the
extremities and immersed in a fluid. The category of hot-
wire devices includes hot films, which consist of a thin or
thick conducting stripe deposited over a thermally and elec-
trically insulating substrate. The temperature difference
between the wire and the fluid (overheating) is detected
exploiting the dependence of the electrical resistance on tem-
perature. Measuring the overheating, it is possible to detect
several quantities of interest. Sensors based on hot wires
gained significant importance since they can be easily fabri-
cated using MEMS (Microelectromechanical Systems) tech-
nologies that allowed extreme miniaturization leading to
reduction of the power consumption and response time of
up to three orders of magnitude with respect to traditional
macroscopic devices.

Among the sensors that exploit this principle are vacuum
sensors [1–3], gas concentration sensors [4], thermal con-
ductivity probes [5], and anemometers [6–8]. An evolution
of the single hot wire is represented by the pair of thermally

coupled wires. These devices are formed by two hot wires
placed at micrometric distances from each other, so that sub-
stantial thermal exchange occurs between them. Such an
arrangement allows detection of both the magnitude and
direction of airflows [9]. Recently, wire pairs with thermal
mass as small as to allow temperature variations with fre-
quencies up to several kHz have been used to detect the local
fluid displacement induced by an acoustic wave [10–13]. In
particular, this new class of sensors is capable of directly
detecting the acoustic particle velocity (APV), enabling inter-
esting applications that cannot be easily achieved with stan-
dard microphones [14]. In all the mentioned applications of
hot wires, it is of primary importance to model the electrical
noise produced by the wire, in order to estimate the actual
resolution of the sensors. This aspect is very critical for the
APV sensors, which are marked by relatively low sensitivities
resulting in low signal-to-noise ratios even in the presence of
large sound intensities.

Noise in electrical conductors supplied with a dc current
is due to two main phenomena, namely, thermal agitation of
the charge carriers (Johnson-Nyquist noise or thermal noise)
and resistance fluctuations, resulting in the well-known
flicker noise. Thermal noise is universal and is related only
to the wire resistance and temperature, while flicker noise
is strongly material-dependent. Both types of noise cause
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fluctuations of the current and voltage of the wire, result-
ing in small fluctuations of the heating power.

In hot wires, these power fluctuations have to be taken
into account because they generate nonnegligible tempera-
ture fluctuations, due to the high thermal isolation of the
conductor. The high TCR (temperature coefficient of resis-
tance) of the wire material transforms the temperature fluc-
tuations again into voltage and current variations, in a loop.
The effect of this thermoelectrical feedback on the noise den-
sity has not been studied extensively so far, maybe because
the thermal capacity of macroscopic hot wires allows devel-
opment of temperature fluctuations only in the range of
ultralow frequencies (typically sub-1Hz). This is no more
the case for MEMS sensors, where cut-off frequencies in the
kHz range are common. This electrothermal feedback was
described previously by Kohl et al. [15], highlighting its con-
sequences on the sensitivity and noise of metal film resistance
bolometers. The same phenomenon was observed earlier in
bolometers based on superconductor materials [16].

It should be recalled that the temperature of a body is
subjected to temperature fluctuation even when the cited
electrothermal cause is not present. This type of “natural”
temperature fluctuations is due to the so-called phonon
noise and has a total mean square value equal to <δT2> =
kBT

2/CTH , where T is the body temperature, kB the Boltz-
mann constant, and CTH the thermal capacity of the body.
Obviously, even these temperature fluctuations produce
resistance fluctuations, resulting in voltage noise when the
wire is biased with an electrical current. Furthermore, resis-
tance fluctuations modulate the heating power, so that, in
thermally insulated wires, the electrothermal feedback affects
also phonon noise. This work is focused on the changes pro-
duced by the electrothermal feedback on thermal noise and
flicker noise, with particular emphasis on the former. There-
fore, analysis of phonon noise is out of the scope of this
paper, although its contribution can be dominant in the case
of materials with particularly high TCRs [17].

In Kohl et al.’s work [15], a model that implicitly takes
into account the effects of the feedback on thermal noise
was proposed. The limit of the approach proposed in [15]
is, in our opinion, the use of an expression for the thermal
noise voltage density that is valid only for electrical networks
in perfect thermal equilibrium.

In this paper, we present an alternative noise model that
starts from well-established assumptions on the very basic
phenomena that generate current fluctuations in conductors
and then applies the electrothermal feedback in a direct and
rigorous way. Different noise expressions are found for both
single hot wires and pairs of thermally coupled wires.
Depending on the sign of the TCR and the type of biasing
used for the wire (e.g., constant voltage or constant current),
the model predicts significant modifications of the noise
spectra with respect to the case of standard conductors,
where the low thermal insulation prevents the development
of significant self-heating, disrupting the quoted feedback
mechanism. The main differences with respect to the previ-
ously proposed approach [15] are highlighted. This manu-
script does not include experimental results but, on the
other hand, intends to be a stimulus for the execution of

measurements that, if interpreted on the basis of the model
prediction, could add useful information for the design of
hot-wire sensors.

2. Electrothermal Model for
Suspended Microwires

2.1. Noise in Wires out of Thermal Equilibrium. In thermal
equilibrium, an electrical conductor will produce only ther-
mal noise. In a Thevenin equivalent, a noiseless resistor is
placed in series to a voltage noise source of PSD (Power Spec-
tral Density) equal to 4kBTRS, where kB is the Boltzmann
constant, T the absolute temperature, and RS the conductor
resistance. The Norton equivalent circuit consists of a
noiseless resistor in parallel with a noise current source of
PSD equal to 4kBTGS, where G = 1/RS. The two circuits are
recalled in Figures 1(a) and 1(b). The first theoretical deriva-
tion of these noise models, developed by H. Nyquist using
thermodynamic arguments, dates back to 1928.

Use of the above model to represent the noise in hot wires
is not rigorous for two reasons. First, the voltage vs. current
dependence (V‐I curve) is not linear, due to self-heating
and the relatively large TCR, so that defining the wire resis-
tance is not straightforward. Second, a hot wire in operating
conditions carries a nonzero electrical current and then is not
in thermal equilibrium.

Let us start from the nonlinearity problem and consider
Figure 2(a), where the V‐I characteristics of a wire subjected
to self-heating is sketched for the case of positive TCR.

For any given operating point, marked by current I and
voltage V , we can define two resistances, namely, a large
signal resistance, R, and a small-signal resistance, rDC:

R = V/I, ð1Þ

rDC =
dV
dI

����
I,V
: ð2Þ

As the current increases, so does the overheating and, due
to the assumption of positive TCR, also R increases, produc-
ing the nonlinear behaviour of the V‐I characteristic shown
in Figure 2(a). On the other hand, rDC is the small-signal
equivalent resistance. This resistance is applicable for varia-
tions around the operating point that are either constant
(dc components) or slow (low frequencies) so as to allow
the overheating to follow the heating power. At high frequen-
cies, the thermal mass of the wire dampens the temperature
variations and the equivalent small-signal resistance asymp-
totically tends to R. In between, the magnitude of the small-

Rs

vn

+
–

(a)

in
Rs

(b)

Figure 1: Thevenin (a) and Norton (b) representations of the noise
in a resistor.
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signal (complex) impedance, indicated with r, should reason-
ably follow a bode plot like that depicted in Figure 2(b). The
exact expression of the small-signal impedance, which is
in agreement with this intuitive behaviour, was derived in a
previous study [15], which deals with thermistor-based
bolometers.

Since noise consists in small current and voltage varia-
tions around the operating point, the equivalent circuits of
Figure 1 are applicable to the wire once Rs is replaced with
the small-signal impedance r. What is less obvious is the
expression of the spectral density to be assigned to vn or in
noise sources that appear in Figures 1(a) and 1(b), respec-
tively, due to the mentioned nonequilibrium condition. It
has been shown with either a semiclassical [18] or quantum
mechanics [19] approach that the current fluctuation due to
thermal agitation of the carriers has a spectral density that
does not change when the conductor is subjected to a moder-
ate dc current with respect to the case of thermal equilibrium.
The reason is that the carrier drift velocity is much smaller
than the thermal velocity in most practical cases of metallic
conductors, so that the random walks of the carriers, from
which the current fluctuation originates, are practically unal-
tered. These random walks depend on the same scattering
mechanism from which the resistance R originates. There-
fore, it is reasonable to consider that the current fluctuation
has a spectral density equal to 4kBT/R. However, using this
spectral density for the current source in the equivalent
model of Figure 1(b) means neglecting the mentioned feed-
back effect that occurs in the hot wire. If the wire is biased
with a constant voltage, a current change due to the random
agitation of the carriers produces a variation of the heating
power and, in turn, a change of the wire temperature and
resistance R. The resulting resistance variation produces an
additional current contribution that reinforces or diminishes
the original current change depending on the sign of the
TCR. Then, due to the wire self-heating, the actual current
fluctuations seen from the wire terminals are different from
those that would be predicted assigning the density 4kBT/R
to the current source in the circuit of Figure 1(b).

This electrothermal feedback effect was described in pre-
vious works on bolometers [15, 16], where the interest was
mainly to model the effects on the device sensitivity. The

feedback was also considered for its effect on thermal noise,
and the authors simply propose to calculate the voltage
noise power density as 4kBT Re ðrÞ, where “Re ðrÞ” indicates
the real part of impedance r. This approach was demon-
strated to be applicable to RLC (resistance, inductance, and
capacitance) networks in thermal equilibrium, but there is
no physical justification for use of it for out-of-equilibrium
systems in the presence of electrothermal feedback.

The alternative approach proposed in this work starts
from the following equation for the total current (I) through
a conductor subjected to a voltage V , valid also in the pres-
ence of self-heating:

I =
V
R

− ie ⟺V = IR + Rie, ð3Þ

where ie is the thermal noise component, marked by the
usual spectral density SIT = 4kBT/R, and R is simply defined
by the ratio V/Idrift, where Idrift is the current component
due only to the electric field in the conductor. Notice that
the temperature dependence of R is the cause of the electro-
thermal feedback. To complete the framework, we consider
also that R is subjected also to random fluctuations that
would be present also in the case of a perfectly constant tem-
perature. These fluctuations, indicated with δRe, are the cause
of flicker noise and can be boosted by the feedback as thermal
noise. These are the premises that will be used in the next
subsections to derive a model of the noise in single hot wires
and in thermally coupled pairs of hot wires. All the models
used in this work are of the lumped-element type. Therefore,
quantities such as the wire temperature will represent aver-
ages calculated along the wire length.

2.2. Electrothermal Model of a Single Hot Wire. Figure 3 sche-
matically shows the elements of the single wire model.

In the electrical domain, the wire is represented by volt-
age V across its terminals and current I flowing through it.
The two quantities are tied by the electrical resistance R, as
shown by Equations (1) and (2). In the thermal domain,
the wire is characterized by its absolute temperature T , by
its thermal capacity CTH, and by thermal conductivity θ from
the wire to the environment, which is considered to be at

I

Slope R

Tangent:
slope rDC

V

V(I)

(a)

| r |

f

R

rDC

fp fz

(b)

Figure 2: Sketched characteristics of a thermally insulated wire with positive TCR: (a) V‐I plots; (b) magnitude of the small-signal impedance
as a function of frequency.
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uniform temperature TA. Thermal conductivity θ includes (i)
heat conduction along the solid suspension elements, (ii)
conduction and convection through the surrounding fluid,
and (iii) radiation. We will consider that both R and θ are
temperature-dependent quantities, while CTH will be consid-
ered constant. Heat balance in the wire body will require that

CTH
dT
dt

=W − θ T − TAð Þ, ð4Þ

where W is the total heating power dissipated by the electri-
cal current, simply given by

W = V · I: ð5Þ

In order to calculate the effects of fluctuations ie and δRe,
it is convenient to use a small-signal analysis of the wire
around a static operating point (dc components). Then, we
can write

V =V0 + v,

I = I0 + i,

T = T0 + δT ,

W =W0 +w,

ð6Þ

where V0, I0, T0, and W0 =V0I0 define the operating point
(OP) and v, i, δT , and w are the corresponding variations
around the OP. We use lower-case symbols for v, i, and w
since it is customary in small-circuit analysis of electrical cir-
cuits. For all other variations, we have used the prefix “δ.”
Taking into account the temperature dependence of R and
θ, their first-order approximations can be written as

R = R0 + αR0δT + δRe,

θ = θ0 + βθ0δT with α =
1
R
dR
dT

,

β =
1
θ

dθ
dT

,

ð7Þ

where we have included also possible temperature indepen-
dent fluctuations (δRe) of R. Note that α is the TCR of the
wire. Thermal equilibrium in the OP requires

W0 = I0V0 = θ0 T0 − TAð Þ: ð8Þ

With the above definitions, the following equation for
variations in the Laplace domain can be derived from
Equation (4):

sCTHδT =w − βθ0 T − TAð ÞδT − θ0δT , ð9Þ

from which we find

δT = γ sð Þw, ð10Þ

γ sð Þ = γ0
1 + s/ωg

, ð11Þ

γ0 =
1

θ0 1 + β T − TAð Þ½ � , ð12Þ

ωg =
1

CTHγ0
: ð13Þ

In terms of variations, Equations (3) and (5) become

v = iR0 + αR0δT + δReð ÞI0 + R0ie, ð14Þ

w = iV0 + vI0: ð15Þ
Combining Equations (10)–(15), we can find with ele-

mentary algebraic passages

v = iR0
1 + αV0I0γ sð Þ
1 − αR0I

2
0γ sð Þ +

R0

1 − αR0I
2
0γ sð Þ ie +

I0
1 − αR0I

2
0γ sð Þ δRe,

ð16Þ

which can be synthetically written in the following way:

v = i · r + ie · re + kRδRe, ð17Þ

where coefficients r, re, and kR depend on the complex fre-
quency s. This dependence can be made more explicit, by
substituting the expression of γðsÞ from Equation (11) into
Equation (16) obtaining

r = R0
1 + αV0I0γ0
1 − αV0I0γ0

·
1 + s/ωz

1 + s/ωp
, ð18Þ

re = R0
1

1 − αV0I0γ0
·
1 + s/ωg

1 + s/ωp
, ð19Þ

kR =
I0

1 − αV0I0γ0
·
1 + s/ωg

1 + s/ωp
, ð20Þ

where the following angular frequencies have been intro-
duced:

ωz = ωG 1 + αW0γ0ð Þ, ð21Þ

ωp = ωG 1 − αW0γ0ð Þ: ð22Þ
Equations (17)–(22) can be used to describe the small-

signal behaviour of the wire. As far as the small-signal ac
impedance of the wire is concerned, this is given by

V

I

R
T TA𝜃

CTH

Electrical
domain

Thermal
domain

+

–

Figure 3: Elements of the electrothermal model for a single wire.
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parameter r. It can be easily shown that for a positive
TCR, the magnitude of r depends on the frequency as in
Figure 2(b), with f p = ωp/2π and f z = ωz/2π. An equivalent
expression was found in [15].

Equation (17) can be used to find Thevenin and Norton
representations of the wire noise. Referring to Figures 1(a)
and 1(b), obviously, we have to replace resistor RS with the
complex impedance r in both the Thevenin and Norton cir-
cuits, in order to correctly model the ac behaviour of the wire.
In the case of the Thevenin equivalent circuit, the voltage of
the equivalent source (Vn in Figure 1(a)) can be calculated
by nulling the small-signal current through the wire termi-
nals (i.e., we set i = 0 in Equation (17)). This represents the
case of a wire biased with a constant current (zero variations).
Then, the PSD of the Thevenin equivalent noise source is
given by

Svn = 4kB
T0
R0

rej j2 + SδRe
fð Þ kRj j2, ð23Þ

where SδRe
is the PSD of resistance fluctuations δRe, while the

PSD of ie was assumed to be equal to 4kBT0/R0 as anticipated
in the previous subsection. At high frequency, re tends to R0,
so that the thermal noise voltage contribution is simply 4kB
T0R0. Since also the complex impedance of the wire tends
to R0, the high-frequency limit simply corresponds to
calculating the noise PSD using the usual Johnson-Nyquist
expression. At very low frequencies (f ≪ f p), the thermal
component of the voltage PSD becomes

Svn−th = 4kBT0R0
1

1 − αV0I0γ0

����
����
2
: ð24Þ

For a positive TCR (α > 0), the denominator can
approach zero when the static heating power W0 =V0I0 is
large enough. In that case, the voltage noise PSD can get
much larger than the high-frequency limit. It can be easily
verified that the low-frequency limit given by Equation
(24) does not coincide with the value obtained by applying
the Jonson-Nyquist expression with the low-frequency
limit of the wire resistance (rDC) given by Equation (18)
for s = 0.

A similar boosting effect can be observed for the
flicker component, represented by the resistance fluctua-
tion component. At high frequency, kR tends to I0, so that
the voltage noise is simply given by the product of the
resistance fluctuations and the bias current I0. At low fre-
quency, this term is boosted by the same factor as the
thermal noise.

The noise voltage density of the Thevenin model repre-
sents the actual noise that should be expected when the wire
is biased at constant current. It is interesting to observe that
the boosting factor tends to infinity when αV0I0γ0 tends to
one. If αV0I0γ0 gets larger than one, the pole sp = ‐ωp in the
denominator of both re and kR becomes positive, denoting
instability. In these conditions, a small variation due to noise

triggers a catastrophic increase of the voltage, leading to fail-
ure. This phenomenon is the well-known thermal runaway.
It is possible to find a notable expression for αV0I0γ0 when
thermal conductance θ is assumed to be independent of
temperature (β = 0). In that case, γ0 = 1/θ0 and αV0I0γ0 =
αðT0 − TAÞ. As a result, the noise-boosting factor
ð1 − αV0I0γ0Þ−1 tends to infinity when the product of the
wire overheating ðT0 − TAÞ by the TCR tends to one. Ther-
mal runaway occurs when this product is equal to or greater
than one. For a negative TCR, Equation (24) predicts a noise
reduction at low frequencies with respect to the 4kBT0R0
limit and no thermal runaway.

The situation is reversed for the Norton equivalent
model. The noise current source of the Norton model gives
the current fluctuations when the wire is biased at constant
voltage. Its value can be found setting v = 0 in Equation
(17) and solving for current variations i, finding

in = −i =
re
r
ie +

kR
r
δRe: ð25Þ

Ratios re/r and kR/r are now marked by a pole equal
to −ωz. Instability, i.e., thermal runaway, occurs when the
TCR is negative. This is a well-known difference between
constant-current and constant-voltage biasing. Similarly,
current noise boosting at low frequency occurs only for
α < 0. In particular, the thermal component of the noise
current PSD in the low-frequency limit that can be found
from Equation (25) is

Sin−th = 4kB
T0
R0

1
1 + αV0I0γ0

����
����
2
, ð26Þ

where 4kBðT0/R0Þ is the high-frequency limit which coin-
cides with the PSD of the current fluctuation ie that
appears in Equation (1).

2.3. Electrothermal Model of Two Thermally Coupled Wires.
The elements of the model used for the pair of thermally
coupled wires are illustrated in Figure 4.

The thermal and electrical quantities (V , I, R, T , and θ)
are duplicated and an additional coupling thermal conduc-
tance θ12 is present. In this study, we assume that the system
is symmetrical (the two wires are symmetrical) and are biased

V1

I1

R1

T2

CTH CTH

I2

T1

TA TA

R2

V2

+

–

+

–

𝜃12

𝜃1 𝜃2

Figure 4: Elements of the electrothermal model for a thermally
coupled wire pair.
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in such a way that they reach a symmetrical OP, which is
defined by the following values for the quantities of interest:

V1 =V2 = V0,

I1 = I2 = I0,

T1 = T2 = T0,

R1 = R2 = R0,

θ1 = θ2 = θ0:

ð27Þ

In the majority of applications, thermally coupled wires
are biased with a symmetrical operating point. On the other
hand, variations are different between the two wires, so that
the total values (OP plus variations) of the key quantities will
be different from one wire to the other.

Equation (4), pertinent to a single wire, is replaced by the
following set:

CTH
dT1
dt

=W1 − θ1 T1 − TAð Þ − θ12 T1 − T2ð Þ,

CTH
dT2
dt

=W2 − θ2 T2 − TAð Þ + θ12 T1 − T2ð Þ:

8>><
>>: ð28Þ

In Equation (28), a heat exchange term due to conduc-
tance θ12 is clearly present. In terms of variations and Laplace
transforms, we obtain

sCTHδT1 =w1 − θ0 + βθ0 T0 − TAð Þ½ �δT1 − θ12 δT1 − δT2ð Þ,
sCTHδT2 =w2 − θ0 + βθ0 T0 − TAð Þ½ �δT2 + θ12 δT1 − δT2ð Þ:

(

ð29Þ

Heat generation in the wires is described by the
following set:

w1 = v1I0 + i1V0,

w2 = v2I0 + i2V0,

(
ð30Þ

while Equation (14) (Ohm’s law plus Jonson-Nyquist
current fluctuations) for the two wires is replaced by the
following set:

I1 =
V1
R1

− ie1,

I2 =
V2
R2

− ie2,

8>>><
>>>:

⟺
V1 = I1R1 + R1ie1,

V2 = I2R2 + R2ie2,

(
ð31Þ

which, in terms of variations, becomes

v1 = i1R0 + αR0I0δT1 + I0δRe1 + R0ie1,

v2 = i2R0 + αR0I0δT2 + I0δRe2 + R0ie2:

(
ð32Þ

At this point, it is convenient to separate all varia-
tions into a differential mode and common mode compo-
nent. For example, we will replace v1 and v2 by vd = v1‐v2

and vc = ðv1 + v2Þ/2, respectively, where vd is the differen-
tial component and vc the common mode one. In the
remainder of this document, differential mode and com-
mon mode quantities will be indicated with the “d” and
“c” subscript, respectively. In this way, we can easily find
decoupled equations for the differential mode and common
mode variables. For the common mode components, the
resulting equations are identical to those of the single wire.
This is reasonable, since common mode components do
not break the symmetry, and with no temperature differ-
ence, the two wires do not interact and behave as a single
wire. Equations for the differential components are only
slightly different, due to the presence of θ12, so that from
the Equation set (29), we can derive the following differen-
tial mode equation:

sCTHδTd =wd − θ0 + βθ0 T0 − TAð Þ½ �δTd − 2θ12δTd, ð33Þ

while from the Equation sets (30) and (32), we find differ-
ential mode equations that are identical to Equations (14)
and (15), respectively:

vd = idR0 + αR0I0δTd + I0δRed + R0ied,

wd = vdI0 + idV0:

(
ð34Þ

From Equation (33), we can find the expression of δTd,
analogous to Equation (10):

δTd = γd sð Þwd, ð35Þ

γd sð Þ = γ0d
1 + s/ωgd

, ð36Þ

γ0d =
1

θ0 1 + β T0 − TAð Þ½ � + 2θ12
, ð37Þ

ωgd =
1

CTHγ0d
: ð38Þ

Since Equations (34)–(38) are formally equivalent to the
equations of the single wire, with the sole difference of the
expression of γ0d (that replaces γ0), the solution has the same
form as Equation (17):

vd = id · rd + ied · red + kRdδRed, ð39Þ

where

rd = R0
1 + αV0I0γ0d
1 − αV0I0γ0d

·
1 + s/ωzd
1 + s/ωpd

,

red = R0
1

1 − αV0I0γ0d
·
1 + s/ωgd

1 + s/ωpd
,

kRd =
I0

1 − αV0I0γ0d
·
1 + s/ωgd

1 + s/ωpd
,

8>>>>>>>>><
>>>>>>>>>:
ωzd = ωgd 1 + αW0γ0dð Þ,
ωpd = ωgd 1 − αW0γ0dð Þ:

ð40Þ
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In order to explain the way to use Equation (39) in a prac-
tical case, we can consider the very common situation in
which the wires are biased with identical constant currents
and the output signal is the voltage difference vd = v1‐v2. In
the next subsection, we will analyse the more complex case
of a full Wheatstone bridge. With constant-current bias, both
i1 and i2 are forced to be zero and then also id is zero. The
forcing terms, i.e., Jonson-Nyquist current fluctuations ie1
and ie2 and resistance fluctuations δRe1 and δRe2, are split
into their common mode and differential mode components.
Thanks to linearity of the small-signal equations and the fact
that the equations are decoupled, we can calculate the effects
of the two modes separately and then add them up. Common
mode forcing terms produce only common mode variations,
thus the effect on vout = vd is null. Therefore, we can focus
only on the differential mode terms. From Equation (39) with
id = 0 and considering that ie1, ie2, δRe1, and δRe2 are
independent stochastic processes, we can find the PSD of
the output voltage:

Svd fð Þ = 2Sie fð Þ redj j2 + 2SδRe kRdj j2, ð41Þ

where Sieð f Þ = 4kBðT0/R0Þ and SδReð f Þ are the PSD of the
Johnson-Nyquist (thermal) current fluctuations and resis-
tance fluctuations, respectively, of each single wire. Again,
as in the case of the single wire, a boosting effect of both ther-
mal and flicker noise at low frequencies is predicted if the
TCR is positive. For the same heating power (V0I0) and then
the same overheating, we can expect a smaller noise increase
with respect to the case of the single wire, due to the presence
of the additional coupling term θ12 in γ0d, compared to γ0 of
the single wire.

2.4. Noise in Wheatstone Bridges of Thermally Coupled Wire
Pairs. Often, thermally coupled wire pairs are connected to
form Wheatstone bridges as shown in Figure 5(a), where
the two wire pairs are represented by resistors pairs R1 and
R2 and R3 and R4. Since the aim is generally to sense a phys-
ical quantity, connection should be made in such a way that
the effect of the quantity of interest contributes to the output
voltage in a constructive way. The bridge can be biased with
different approaches, which are all equivalent in terms of the
effect of noise on the output voltage. In the example of
Figure 5, the bridge is biased by a dc voltage source VA
(e.g., a battery) and a resistor RB, which forms a voltage

divider with the bridge resistance setting the operating volt-
age of the bridge to VB.

The equivalent circuit for differential mode variations is
represented in Figure 5(b), where the differential currents
of the two wire pairs are indicated. Equation (39) for the
two wire pairs becomes

vd = id · rd + ied · red + kRdδRed,

vd ′ = id ′ · rd + ied ′ · red + kRdδRed ′,

(
ð42Þ

where variables with a prime character vd ′, id ′, ied ′, and
δRed ′ belong to the upper wire pair of the bridge (R3, R4).
By elementary analysis of the circuit in Figure 5(b), it is pos-
sible to find that vd ′ = vd and id ′ = ‐id . Solving Equation set
(42) with these relationships gives

2vd = ied − ied ′
� �

· red + kRd δRed − δRed ′
� �

: ð43Þ

Considering that ied, ied ′, δRed, and δRed ′ can be reason-
ably considered independent stochastic processes, and recal-
ling the dependence of each one of these quantities with
current fluctuations (ie) and resistance fluctuations (δRe) of
the single wires of the bridge, we can finally find

Svd fð Þ = Sie fð Þ redj j2 + SδRe kRdj j2, ð44Þ

where, again, Sieð f Þ = 4kBT/R0. Equation (44) indicates that
the output noise PSD of a Wheatstone bridge is subjected
to noise-boosting effects caused by overheating and that this
effect is characterized by the differential mode parameters red
and kRd.

2.5. Determination of the Main Parameters. In order to utilize
the proposed model to predict the output noise of single hot
wires or arrangements of thermally coupled wires, it is neces-
sary to find the system parameters. Referring to Equation set
(18), it is possible to estimate all required parameters of a sin-
gle wire by measuring the small-signal impedance (r) as a
function of frequency. Fitting the response by means of a
bilinear (one pole, one zero) function, it is possible to find
ωp and ωz . From these two singularities, we can find ωg

and the αV0I0γ0 term. By these four quantities, it is possible
to calculate coefficients r, re, and kR as a function of

RB

VA

VB

vout Thermal
coupling

R1 R2

R3 R4

+ + –

(a)

R1 R2

R3 R4

vd
id

2
–id

2

i′d
2

–i′d
2

+ –

(b)

Figure 5: (a) Wheatstone bridge formed by two thermally coupled wire pairs; (b) equivalent circuit for differential mode variations.
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frequency (see Equation (18)). Measurements have to be per-
formed by biasing the wire in the desired OP. To complete
determination of the quantities present in Equation (17), it
is also necessary to measure the spectrum of the resistance
fluctuations (SδRe) at different temperatures, by placing the
wire in an oven to set the desired temperature without resort-
ing to self-heating in order to avoid the mentioned noise-
boosting effect.

The same parameters of a set of thermally coupled wires
connected to form a Wheatstone bridge can be measured
again from a single frequency sweep, using a current source
ip as in Figure 6(a).

Source ip should have zero dc value and a sinusoidal ac
component small enough to induce only a small displace-
ment of the current and voltage of the bridge around the
OP. Since we have demonstrated that only differential mode
components contribute to the output PSD of the bridge, we
can analyse only the differential mode equivalent circuit of
Figure 6(b) where we can easily find that id + id ′ = ip. Solving
Equation set (42) with this condition and neglecting the noise
components, we get

rd =
2vd
ip

: ð45Þ

Sweeping the frequency of the source ip and measuring
voltage vd, it is possible to use Equation (45) to calculate
the frequency response of rd from which the main parame-
ters of the differential mode model can be determined.

3. Results and Discussion

In this section, we compare the predictions of our model with
respect to those that can be obtained from the approach pro-
posed in [15]. The comparison will be limited to the boosting
factor of the thermal noise, since no effects of the electrother-
mal feedback on the flicker noise were proposed in the
previous work.

Figure 7 shows the noise voltage PSD of the thermal
noise, normalized with respect to the high-frequency limit.
Note that this limit is the same for the two models and is

equal to 4kBT0R0, where R0 is the wire resistance (V/I) ratio
at the operating temperature. Both curves have been calcu-
lated for a value of parameter αV0I0γ0 equal to 0.75. We
recall here that in [15], the noise density is simply assumed
to be 4kBT0 Re ðrÞ, while in the proposed model, the PSD is
given by 4kBðT0/R0Þjrej2 (see the thermal component in
Equation (23)). Figure 7 clearly shows that the two models
predict a similar frequency behaviour but with noise boosting
occurring at low frequencies which is significantly larger for
the proposed model.

The dependence of the noise-boosting factor, Svð0Þ/Sv
ð∞Þ on the parameter αV0I0γ0 is shown in Figure 8 for
the two models. Negative values of αV0I0γ0 occur for neg-
ative values of the TCR. In both models, thermal noise is
boosted at low frequencies for α > 0 and reduced for α < 0,
but the extent of this effect is different in the two cases. The
proposed model predicts more noise boosting for α > 0 and
less noise reduction for α < 0 than themodel in [15], for which
the noise PSD tends to zero when αV0I0γ0 approaches -1.

ip
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VB

vout

R1 R2

R3
R4

+ + –

(a)

vd

R1 R2

R3
R4

+ –

–ip

2
ip

2

(b)

Figure 6: (a) Simulation of a Wheatstone bridge to calculate the differential mode parameters; (b) equivalent circuit for differential mode
variations.
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Figure 7: Calculated thermal noise PSD as a function of frequency,
normalized to the high-frequency limit, for the proposed model and
for the expression given in reference [15].
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Figures 7 and 8 demonstrate that the proposed model
gives results that are significantly different from the previous
model, and this enables discrimination between the two by
means of noise measurements.

4. Conclusions

The analysis presented in this paper predicts in a quantitative
way that the electrothermal feedback, resulting from the
combination of self-heating with a nonzero TCR, changes
the noise spectral density of a conducting wire. Both thermal
noise and flicker noise are affected by a filtering effect that,
depending on the sign of the TCR, boosts or dampens the
noise density at low frequencies. This effect was already
suggested in a previous work [15], where, however, an
arbitrary assumption was made on the expression of the
thermal noise PSD. The proposed model derives the ther-
mal noise PSD with straightforward passages, starting
from well-established properties of the thermal current
fluctuations, and, in addition, is capable of predicting the
effect also on the flicker noise spectrum. The approach is
extended to pairs of thermally coupled wires, which con-
stitute the core of thermal flow sensors and, more recently,
have been proven capable of detecting acoustic particle
velocity. In the proposed model, the filtering effect is char-
acterized by parameters that can be easily determined by
means of small-signal impedance measurements as a func-
tion of frequency.

Calculations of the thermal PSD performed using the
proposed model and the previous approach revealed that
the two models yield significantly different predictions of
the noise modification occurring at low frequency. This
should facilitate discriminating the two models through
noise measurements, considering also that in both cases,
the model parameters can be easily determined by means of
small-signal impedance measurements as a function of fre-
quency. These experiments should contribute to widen the
knowledge of noise in out-of-equilibrium electrical systems.

Data Availability

The data used to support the findings of this study are
included within the article.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

References

[1] J.-S. Shie, B. C. S. Chou, and Y.-M. Chen, “High perfor-
mance Pirani vacuum gauge,” Journal of Vacuum Science
& Technology A: Vacuum, Surfaces, and Films, vol. 13, no. 6,
pp. 2972–2979, 1995.

[2] P. Sturesson, L. Klintberg, and G. Thornell, “Pirani micro-
gauge fabricated of high-temperature co-fired ceramics with
integrated platinum wires,” Sensors and Actuators A: Physical,
vol. 285, pp. 8–16, 2019.

[3] J. Ruellan, J. Arcamone, D. Mercier, C. Dupré, and
L. Duraffourg, “Pirani gauge based on alternative self-heating
of silicon nanowire,” in 2013 Transducers & Eurosensors
XXVII: The 17th International Conference on Solid-State
Sensors, Actuators and Microsystems (TRANSDUCERS &
EUROSENSORS XXVII, pp. 2568–2571, Barcelona, Spain,
June 2013.

[4] A. Mahdavifar, M. Navaei, P. J. Hesketh, M. Findlay, J. R.
Stetter, and G. W. Hunter, “Transient thermal response of
micro-thermal conductivity detector (μTCD) for the identifi-
cation of gas mixtures: an ultra-fast and low power method,”
Microsystems & Nanoengineering, vol. 1, no. 1, article 15025,
2015.

[5] A. Vatani, P. L. Woodfield, and D. V. Dao, “A miniaturized
transient hot-wire device for measuring thermal conductivity
of non-conductive fluids,” Microsystem Technologies, vol. 22,
no. 10, pp. 2463–2466, 2016.

[6] J. Chen and C. Liu, “Development and characterization of
surface micromachined, out-of-plane hot-wire anemometer,”
Journal of Microelectromechanical Systems, vol. 12, no. 6,
pp. 979–988, 2003.

[7] K. Kokmanian, S. Scharnowski, M. Bross et al., “Development
of a nanoscale hot-wire probe for supersonic flow applica-
tions,” Experiments in Fluids, vol. 60, no. 10, p. 150, 2019.

[8] B. Idjeri, M. Laghrouche, and J. Boussey, “Wind measurement
based on MEMS micro-anemometer with high accuracy using
ANN technique,” IEEE Sensors Journal, vol. 17, no. 13,
pp. 4181–4188, 2017.

[9] H.-E. de Bree, H. V. Jansen, T. S. J. Lammerink, G. J. M.
Krijnen, and M. Elwenspoek, “Bi-directional fast flow sensor
with a large dynamic range,” Journal of Micromechanics and
Microengineering, vol. 9, no. 2, pp. 186–189, 1999.

[10] H.-E. de Bree, P. Leussink, T. Korthorst, H. Jansen, T. S. J.
Lammerink, and M. Elwenspoek, “The μ-flown: a novel device
for measuring acoustic flows,” Sensors and Actuators A: Phys-
ical, vol. 54, no. 1-3, pp. 552–557, 1996.

[11] O. Pjetri, R. J. Wiegerink, and G. J. Krijnen, “A 2D particle
velocity sensor with minimal flow-disturbance,” IEEE Sensors
Journal, vol. 16, pp. 8706–8714, 2016.

[12] M. Piotto, F. Butti, E. Zanetti, A. Di Pancrazio, G. Iannaccone,
and P. Bruschi, “Characterization and modeling of CMOS-
compatible acoustical particle velocity sensors for applications

–1.0 –0.5 0.0 0.5 1.0
𝛼V0I0𝛾0

S v(0
)/

(4
K BTR

0)

Kohl et al.
This work

100

10

1

0.1

0.01

Figure 8: Ratio of the thermal noise PSD at 0Hz (dc) over the high-
frequency limit as a function of parameter αV0I0γ0, for the
proposed model and for the model in reference [15].

9Journal of Sensors



requiring low supply voltages,” Sensors and Actuators A:
Physical, vol. 229, pp. 192–202, 2015.

[13] M. Piotto, A. Ria, D. Stanzial, and P. Bruschi, “Design and
characterization of acoustic particle velocity sensors fabricated
with a commercial post-CMOS MEMS process,” in 2019 20th
International Conference on Solid-State Sensors, Actuators
and Microsystems & Eurosensors XXXIII (TRANSDUCERS &
EUROSENSORS XXXIII, pp. 1839–1842, Germany, June 2019.

[14] N. R. Krishnaprasad, M. Contino, S. P. Chepuri, D. F.
Comesana, and G. Leus, “DOA estimation and beamforming
using spatially under-sampled AVS arrays,” in 2017 IEEE
7th International Workshop on Computational Advances
in Multi-Sensor Adaptive Processing (CAMSAP), pp. 1–5,
Netherlands Antilles, December 2017.

[15] F. Kohl, F. Keplinger, A. Jachimowicz, and J. Schalko, “A
model of metal film resistance bolometers based on the
electro-thermal feedback effect,” Sensors and Actuators A:
Physical, vol. 115, no. 2-3, pp. 308–317, 2004.

[16] H. Neff, A. M. N. Lima, G. S. Deep et al., “Nonlinearity and
electrothermal feedback of high Tc transition edge bolome-
ters,” Applied Physics Letters, vol. 76, no. 5, pp. 640–642, 2000.

[17] H. Neff, I. A. Khrebtov, A. D. Tkachenko et al., “Noise,
bolometric performance and aging of thin high Tc supercon-
ducting films on silicon membranes,” Thin Solid Films,
vol. 324, no. 1-2, pp. 230–238, 1998.

[18] A. Ambrozy, Electronic Noise, McGraw-Hill, New-York, 1982.

[19] A. J. Dekker, H. Hickman, and T. M. Chen, “A tutorial
approach to the thermal noise in metals,” American Journal
of Physics, vol. 59, no. 7, pp. 609–614, 1991.

10 Journal of Sensors


