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The integration of both sensors and simulation in some industrial processes has received a large increase in the recent years, thanks
to results such as increase in production indices or improvement in economic indicators. This document describes the development
and validation of a simulation-based computer process for generating sulphuric acid. For this process, the data generated by
simulation between the fixed beds of a catalytic reactor versus the results obtained using real data from a sulphuric acid
production plant in the Antofagasta Region, Chile, have been used. This sulphuric acid production plant is designed for
producing 720,000 tons of sulphuric acid annually, with a production capacity of 26MW, which is used for both its own
consumption and the Big North Interconnected System (SING, for its acronym in Spanish) and a sulphur consumption of
240,000 tons/year. For the simulation process, converter input variables such as temperature and gas flow to later observe the
oxidation behavior under different operational scenarios were considered. To do it, a working method has been proposed and
the software Aspen HYSYS® was used for the simulation. The simulation result was validated using design operational data
provided by the company. The real results show a 99.9% of adjustment concerning the values obtained using the simulation.
Based on the findings, a new operational scenario was created, and the economic indicators of the simulator implementation
were determined: NPV = CLP 161,695,000 and IRR = 53% with a 6% monthly production increase.

1. Introduction

In copper mining production by leaching, one of the most
important inputs is sulphuric acid. Recently, the production
of sulphuric acid has increased, particularly in the last few
decades, owing to the creation of leaching piles, as an attempt
tomake copperminingmore sustainable and a respectful activ-
ity for the environment. In a typically industrial process, the
sulphuric acid production usually consumes great amounts of
energy. As an alternative for this energy consumption and as
a kind of circular economy, in some specific production plants,
electric energy production is currently being implemented in
conjunction with the same sulphuric acid production cycle.

One way of producing sulphuric acid is using solid sul-
phur as input. In northern Chile, particularly in Antofagasta
Region, an elemental sulphur combustion process is being

used to produce sulphuric acid and electric energy, which is
utilized for its own consumption (about 30% of the electric
energy produced annually), the rest being incorporated into
the electric network in the called Big North Interconnected
System (SING, for its acronym is Spanish). The company is
obtaining good profits with this process; nevertheless, it is
far from achieving optimal performance, according to its
installed capacity. The plant is designed for producing
720,000 tons of sulphuric acid annually and, due to the heat
generated by sulphur combustion, it can also produce
26MW of electric energy. Previous experiences as those
described in [1–4] indicate that the plant design allows pro-
ducing input for a profitable activity such as copper mining.

According to the plant design, production amounts
approximately to 2,060 metric tons of sulphuric acid per
day, representing 24,720 metric tons per year (about 5% of
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its capacity). To do this, about 680 tons of sulphur must be
used daily. On the other hand, by means of an efficient
cogeneration process, the company injects SING with about
145GWh per year, efficiently using the heat produced during
the sulphuric acid production process. The company reports
240,000 tons/year of sulphur consumption for both products.
This kind of work enables the company to generate both
products, partially meeting the needs of the market requiring
sulphuric acid and obtaining additional profits by selling
electric energy. In this context, the company set the following
objective: improving the plant performance through the opti-
mization of the production processes involved.

To achieve this objective and follow the authors as [5–
11], a simulation process for study the sulphuric acid and
electric energy production was proposed. This paper focuses
on the relevance of the simulation conducted with a software
specialized for simulating chemical process plant operations
and the conclusions obtained after comparing simulation
results with the real results obtained from the plant opera-
tion. Using this way of working, an operational scenario that
allows increasing production and improving the company
profitability was identified. According to the above, a pro-
posal was made to conduct the catalytic converter simulation
by using the software Aspen HYSYS® Educational license
provided by Aspen Technology, Inc., which has been widely
used for an in-depth analysis and optimization of various
productive processes [12–18]. This tool allows analyzing per-
formance by means of operational changes and simulating
the process using design data provided by the company.

The purpose of the simulator is to evaluate the opera-
tional parameters previously in order to optimize the oxida-
tion in each bed and, in this way, produce a greater amount
of sulphuric acid. In brief, the aim is to implement a simula-
tor for the catalytic converter using the software Aspen
HYSYS® (version 9.0–educational software license), validate
and establish the simulator ranges for the catalytic converter,
and finally, economically evaluate the impact of applying the
simulator to new operational scenarios.

In previous works like [11, 19], the use and validation of
results of the Aspen HYSYS® software has been presented,
and other previous studies use some similar simulation pro-
cess to learn and improve the results on chemical plants.
For example, in [20], a model based on the simulation and
analysis results of real operational cases in a Chilean plant
is described. For this case, the process and operational condi-
tions were analyzed to improve the conversion of the system.
Some works such as those described above incorporate sen-
sor signals and data processing techniques in order to
improve the precision capacity of simulation and the results.
Examples of this kind of work are described in [21, 22] where
the distributed control system (DSC) is used in conjunction
with simulation for the aforementioned purposes.

2. Materials and Method

This study used simulation data obtained from the plant pro-
duction process. The processes involved are liquid sulphur
filtration and storage, sulphur combustion and SO2 genera-
tion, catalytic oxidation from SO2 to SO3, sulphur acid pro-

duction, high- and low-pressure steam production, and
electric energy generation.

The main input for this production process is liquid sul-
phur. Liquid sulphur production consists of the following
operations: solid sulphur reception, smelting, filtration, and
storage. Figure 1 shows the sulphur acid and electric energy
production process described below.

Solid sulphur is received by an ATS tower (Figure 1) and
then sent by conveyor belts to the stockpile area close to the
melting and filtration sections. The melting tank consists of
two sections. The first one receives the solid sulphur and
melts it by means of steam coils, sending it later as liquid sul-
phur to the second section. There are two alternatives for
controlling liquid sulphur temperature. In the first one,
steam coils submerged in the tank provide it with sulphur
condensation heat. The second alternative is to use a sulphur
recirculation pump that makes part of the liquid sulphur pass
through a heat exchanger (IC, for its acronym in Spanish).
This increases the sulphur temperature and returns it to the
tank to facilitate smelting.

The second section of the melting tank containing liquid
sulphur operates as a precapped zone. Here, a submerged
impure sulphur pump feeds sulphur from the tank to the pri-
mary sulphur filter, which is a kind of sheet filter.

The following systems are involved in SO2 generation:
sulphur combustion, boiler, air drying, and diesel supply.

In this stage of the process, the following reaction occurs:

S lð Þ + O2 gð Þ → SO2 gð Þ + calor ð1Þ

The liquid sulphur from the storage tank acts as a primary
fuel. The main function of the boiler is to transfer the heat
from the sulphur combustion gases to the water that will be
used in the steam cycle. As a result, the gas flow cools down
to 420°C and then goes into the converter. The drying air is
obtained from the atmosphere and sent by a blower to the dry-
ing tower, to later enter as dried air into the combustion stage.
If humidity is present, unwanted secondary reactions damag-
ing the burner or the furnace take place. Drying occurs in the
drying tower when wet air gets in contact with sulphur acid.

The drying tower (DT) is a piece of equipment coated
inside with acid-resistant ceramic bricks. It has a dome of the
same material where the filling, also made of ceramics, is sup-
ported. The filling is 3.5m high and is used for increasing the
gas-liquid exchange surface. On top, the tower has irrigation
systems that allow a uniform distribution of the acid and mesh
filters catching acid fog drops dragged by the upward gas flow.

In changing SO2 to SO3, the following systems are
involved:

(i) Catalytic converter

(ii) Economizer 1, overheater 1, and overheater 2

(iii) Gas-gas IC

In this stage of the process, the following reaction occurs:

SO2 +
1
2
O2 gð Þ ↔ SO3 + calor ð2Þ
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SO2 from the combustion furnace enters the 4-step cata-
lytic convertor at a flow close to 167,000Nm3/h and 420°C.
The converter is made of 304H stainless steel to support the
high operational temperatures. Three ranges for temperature
used in the process have been defined; labels of high,
medium, and low have been assigned to ranges as detailed
in Table 1.

The separation plates between individual racks are sol-
dered. The catalyst, vanadium pentoxide (V2O5) in the
form of pellets, is supported in stainless steel racks with
spaced holes and covered with a layer of intalox ceramic
saddles.

The thermal insulation of the converter meets the follow-
ing requirements: optimizing high-level energy recovery,
minimizing losses due to high-level energy radiation, pro-
tecting equipment at temperatures lower than the dew point
and its subsequent corrosion, and keeping the heat within the
system.

After entering the catalytic converter, sulphur dioxide
(SO2) reacts into the first bed, reaching a 60.4% conversion.
This gas containing sulphur trioxide (SO3) goes out at
medium temperature label, due to the heat liberated during
the reaction and must be cooled down before going into
bed 2. Overheater 2 fulfills this task, like the other IC since
the heat liberated during oxidation is transferred to the steam
cycle. Once the gas is cooled down to low temperature label,
it goes into the converter again through bed 2, where oxida-
tion continues and SO2 reaches an 87.1% cumulative conver-
sion. Again, the gas goes out and exchanges heat with
overheater 1, cooling down frommedium to low, the temper-
ature at which it goes into bed 3. Here, SO2 reaches a 95.2%

conversion and the gas goes out at medium to the gas-gas
exchanger.

This IC cools down the gas to low label, the tempera-
ture at which it feeds the intermediate absorption tower
(TAI, for its acronym in Spanish). SO3 reacts in this tower
by changing into sulphuric acid, while the gas in it goes
out at low temperature label. This gas contains only oxy-
gen, nitrogen, and SO2 that did not react. For this reason,
the gas goes to bed 4, previously passing through the gas-
gas exchanger where it heats up to medium label. In bed
4, SO2 reaches a 99.85% conversion. The gas goes out at
medium temperature label, to the economizer, which cools
it down to low label, the necessary temperature for feeding
the final absorption tower (TAF, for its acronym in
Spanish).

The gas-gas IC consists of a vertical and a horizontal sec-
tion, which are considered separate pieces of equipment. Its
function is to cool down the gas going out of bed 3 toward
TAI (Figure 1), putting it in countercurrent contact with
the gas from the same tower that needs to be heated to return
to the converter.

Industrial SO2 oxidation must be conducted in catalyst
beds because oxidation in the gaseous phase of sulphur diox-
ide is kinematically inhibited, making it virtually impossible
without a catalyst at a certain temperature. At normal tem-
perature the reaction is so slow that, in practice, it does not
occur. Currently, catalysts available in the market are daisy-
shaped ring, simple ring, and ball-shaped catalysts. Of all
the types in the market, the company uses the daisy-shaped
ring since it has a bigger contact surface and less resistance
to the gas flow.

Raw material-
storage

Smelting Ec. 1

Filter

Storage

Tank-storage (ATS)
SO2(g)

Solid sulphur

Conversion
bed 1 Ec. 2

617.3 °C SO2 → SO3 (60.4%)

SO2 → SO3 (87.1%)

SO2 → SO3 (99.85%)430.7 °C
150 °C

H2SO4𝜂 (99%)

H2SO4𝜂 (99%)

O2+N2+SO2 410 °C
78 °C

Conversion
bed 2

Conversion
bed 3

Conversion
bed 4

TAI

TAF

430.0 °C

430.0 °C

Figure 1: Flowchart of the process to convert SO2ðgÞ into SO3ðgÞ and H2SO4ðlÞ production.
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The reaction occurring at ionic level in the catalyst is as
follows: SO2 oxidation consists of smelting one layer on the
catalyst surface. SO2 oxidation occurs with dissolved com-
plexes of vanadium, sulphur, and oxygen, as shown in

VOð Þ2O SO4ð Þ−44 + O2 gð Þ ↔ VOð Þ2O SO4ð Þ4O−4
2

VOð Þ2O SO4ð Þ4O−4
2 + SO2 gð Þ ↔ VOð Þ2O SO4ð Þ4O−4 + SO3 gð Þ

VOð Þ2O SO4ð Þ4O−4 + SO2 gð Þ ↔ VOð Þ2O SO4ð Þ4SO−4
3

VOð Þ2O SO4ð Þ4SO−4
3 ↔ VOð Þ2O SO4ð Þ−44 + SO3 gð Þ

ð3Þ

The reactions described above must be conducted effi-
ciently. To do this, the bed temperature must remain over
low temperature label because, below this temperature, the
catalyst is deactivated, and oxidation does not occur. The fol-
lowing systems are involved in sulphur acid production:
absorption tower, common acid tank and pumps, common
acid coolers, product acid tank, and funnel.

In this stage of the process, the following reaction occurs:

SO3 gð Þ + H2O lð Þ →H2SO4 lð Þ + calor ð4Þ

The process is conducted in packed bed towers with a
concave bottom and coated inside with at least two acid-
resistant brick layers. The biggest amount of sulphur acid is
produced in TAI. The gas from bed 3 enters through the
lower side of the tower at a flow close to 157,600Nm3/h at
205°C and 11.49% of SO3 volumetric concentration. This
gas gets in contact with the sulphur acid sprayed from the
upper part and reacts to form more sulphur acid, which
reaches the bottom of the tower at a greater concentration.
To make the acid go out at 98.5% again, it is necessary to reg-
ulate its concentration with water and acid from the ATS.
This is done automatically by means of control links. The
output flow then goes into the common sulphur acid tank.

TAF receives gas with SO2-SO3 at a low concentration
from the last bed of the catalytic converter. Its packing is dif-
ferent so that it can absorb all the SO3. Due to the acid con-
centration at the output not increasing too much, thus, it is
discharged directly into the storage tank. The final gas in this
tower is discharged into the atmosphere through a funnel. An
SO2 automatic analyzer is installed at the outlet to monitor
the gas emitted. Additionally, the oxygen content is mea-
sured, being used as an indicator for calculating the SO2 con-
tent at the converter inlet.

To avoid damaging other pieces of equipment and
unwanted atmospheric effluents, there is a gas filter on top

of the three towers. In TAI and TAF, acid fog is created by
condensation. Therefore, the particles are smaller than in
the first tower. It is possible to filtrate these particles with
candle filters whose efficiency is higher than 95% and are
located on the acid distribution systems. All the sulphuric
acid circuits are connected to a common pump tank coated
with two acid-resistant brick layers. This is recirculated to
the towers by means of acid pumps. The tank is kept at high
temperature since exothermic reactions occurring during the
process heat the acid going into the tank. However, in order
to use it, its temperature must be decreased by means of
coolers.

In steam production, the following systems are involved:
water treatment, heat exchangers, and waste heat absorption.
The heat produced by sulphur combustion and SO2 oxida-
tion is recovered to produce high-pressure overheated steam
necessary for generating electric energy. The pieces of equip-
ment in charge of recovering this heat are the boiler, overhea-
ter 1, overheater 2, and economizer.

The plant uses seawater that first passes through a reverse
osmosis plant and then a demineralization plant. After each
treatment, the water is stored in tanks and then treated to
be used for different purposes in the plant. The demineralized
water is fed to a deaerator tank, which removes gases that do
not condensate to avoid corrosion of the overheaters, IC, or
the boiler. In addition, this tank receives condensates and
low-pressure steam from other stages. Table 2 contains a
brief description of the equipment used in the process and
their function: heaters 1 and 2, economizer, and boiler.

Economizer 1 is used for cooling down the gas going out
of bed 4 to TAF. This is done because it receives deminera-
lized and water. The water goes to the steam dome, where it
loses some of its pressure and is heated, going out as satu-
rated steam to overheater 1. The steam going out of this
device is enough to make the turbine work. In passing
through the turbine, part of the steam goes to an overheater
which, owing to water injection, changes it into low-
pressure steam. Part of this steam is used for heating the
melting tank, while the rest returns to the deaerator. Most
of the steam used by the turbine goes to a series of condensers
and then returns as a condensate to the deaerator, where the
cycle starts again.

The equipment in charge of recovering the heat gener-
ated in the combustion furnace is the boiler and the steam
dome. Most of the high-pressure steam from the plant is sent
to the turbine to generate electric energy. A small part of the
steam is extracted from the turbine and returned to the plant
to be used at the melting and heating area. The turbine,
designed for generating 26MW, is the main equipment in
this stage and is used for changing the rotating mechanical
energy obtained from high-pressure steam into electric
energy. The steam going out of the turbine is condensed in
a condenser cooled by water. The condensate is recycled in
the water-feeding tank of the plant.

3. Methodology

The methodology consists of four stages. The following vari-
ables are considered in the process: the temperature and

Table 1: Temperature ranges and labels defined for the simulation
process.

Temperature label Ranges (°C)

Low (100-450)

Medium (451-520)

High (521-750)
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outlet and inlet flow of each bed (4 beds are considered in
both the simulation and real operation); SO2, SO3, O2, and
N2 volumetric percentage; and cumulative conversion.

(i) Process Study. In this stage, a study to know how the
plant works to obtain sulphuric acid and electric
energy is conducted. The goal is to learn about it
and prepare experimentation properly

(ii) Simulation. In this stage, data are generated and pre-
pared in accordance with the simulation
characteristics

(iii) Model Visualization and Validation. In this stage,
simulation results are observed and the values of
the parameters of interest and the process output
(sulphuric acid and electric energy) are compared
with the values of the real operation to check their
validity. To define a parameter for determining the
validation of results, the r2 linear regression coeffi-
cient was obtained among the values provided by
the simulator, by comparing them with data pro-
vided by the company. To validate results, the values
were adjusted for each variable greater or equal to
0.95, as agreed with the company

(iv) Result Analysis. In this stage, the analysis is aimed at
establishing if results are interesting for the com-
pany. This was done by analyzing whether the
results of the simulations in the different beds do
or do not result in a production increase or whether
the use of resources is or is not optimized in these
processes

The methodological steps are further described below.
Stage 1 begins with the study of the company production
process, particularly the study of the catalytic converter to
later develop a simulator. For systems where only gases inter-
act, several models such as SRK, APL, and Peng-Robinson
equations were examined, as shown in Equation (5).

The simulation model is based on equations that are
highlighted below. First on our work, the general process is
based on the thermodynamic model described in Equation
(5). This model of Equation (5) is the most suitable because
it is the less erratic for obtaining pressure and temperature
results, according to the specific chemical process. A simula-
tion strategy was used for the catalytic converter and the dif-

ferent heat exchangers taking part in the process. Each bed
was addressed independently, that is, each bed was simulated
as a continuous stirred tank reactor (CSTR) and the different
heat exchangers as shell and tube IC.

P = RT
vm − bmð Þ −

amai

vm2 + 2vm − bm
2� � : ð5Þ

Additionally, for the simulation of the mathematical
model, the balances of matter, energy, and pressure drop
were made. For this purpose, Equations (6)–(8) were used.

FAO
dX
dW

= −rA, ð6Þ

dT
dW

=
rAΔHrx Tð Þ

FAO ΣθiCpi + ΔCpX
� � ,
dP
dZ

= :

ð7Þ

To simulate the reactor beds, first, the following velocity
constants, activation energy (Ea) and the preexponential fac-
tor (A), must be solved to introduce them in the program and
then select the most suitable reactor, according to the charac-
teristics of the simulation. The reaction conducted in these
reactors must be programmed in HYSYS®, based on the
velocity constant, as shown in

r =
K1PO2

PSO2
1 − PSO3

/ PSO2

ffiffiffiffiffiffiffi
PO2

p
Kp

� �� �
22,414 1 + K2PSO2

+ K3PSO3

� �2 , ð8Þ

K1 = e 12,160− 5473/Tð Þð Þ, ð9Þ

K2 = e −9,953+ 8619/Tð Þð Þ, ð10Þ

K3 = e −71,745+ 52596/Tð Þð Þ ð11Þ

Kp = e −10,68+ 11300/Tð Þð Þ: ð12Þ
To enter these data into Aspen HYSYS®, the reaction

parameters must be thermodynamically consistent, the
velocity constants being given by Equation (13). Following
as is summarized in Equation , the activation energy (Ea)
and the preexponential factor (A) are processing and

Table 2: Equipment used to transport and use gas flows between the different beds and other equipment for electric energy production.

Name Description

Overheater
1

Overheater 1 is an IC (heat exchanger). It is a piece of equipment consisting of a shell and tubes, whose function is to transfer
gas from bed 2 to bed 3, by overheating the gas

Overheater
2

Overheater 2 is also an IC. It is used for transferring overheated steam going out of bed 1 to the turbine

Economizer
1

Economizer 1 is a vertical IC, used to cool down the gas going out of bed 4 to TAF

Boiler 1,700m2 surface, 167,000m3/hr. output flow

Turbine Vapor pressure 60 bar and medium temperature label, connected to a 26MW generator
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incorporated to the simulation.

K = ATn ∗ exp
−Ea

RT

� �
, ð13Þ

K1 = exp 12,160 −
5473
T

� �
, ð14Þ

K1 = exp 12, 16ð Þ ∗ exp
−5473
T

� �
, ð15Þ

K1 = 190995 ∗ exp
−5473
T

� �
, ð16Þ

A1 = 190995, ð17Þ
with n = 0 and T = 698K

K1 = 19448

Ln K1ð Þ = Ln A1ð Þ ∗ −Ea

RT

� � ð18Þ

Follow with the ideal gas constant R = 8,314ðJ/mol KÞ
and T = 698K, data known is replaced as shown in

Ln 19448ð Þ = Ln 190995ð Þ ∗ −Ea

5803, 17

� �
,

Ea1 = −4712, 93 J/molð Þ:
ð19Þ

This process is conducted for all speed constants, result-
ing in

A2 = 0, 000048→ Ea2 = 6455, 01
J

mol

� �

A3 = 6,942 ∗ 10−32 → Ea3 = 992,763
J

mol

� �
,

Ap = 0, 000023→ Eap = 1715, 44
J

mol

� �
:

ð20Þ

There are two reaction models in Aspen HYSYS®. In this
study, the reaction model utilizing kinetic parameters was
used. They involve the flow pattern and geometric character-
istics of the reactor in the simulation. In addition, the expres-
sion of the reaction velocity must be selected. In this case, it
was catalytic heterogeneous. The configuration of the reac-
tion process simulation is shown in Figure 2; the process flow
is from left to right.

For the reactor simulation, the most suitable is the con-
tinuous stirred-tank reactor (CSTR), since it calculates the
conditions of the reactor output currents, considering that
it is perfectly mixed and the concentration in each point of
the reactor is the same. This type of reactor can be used for
reactions in the liquid or gaseous phase, though it must be
determined. In this case, it was used in the gaseous phase.
To determine CSTR, it is necessary to associate one or several
reactions and define the following: reactor volume, product
output temperature or heat transferred, product output pres-

sure or pressure decrease inside, reaction stoichiometry, and
reaction velocity parameters for each reaction. As to dimen-
sions, one of the following measures must be determined:
volume, diameter, and height (specified in a horizontal tank).

If the cylindrical tank volume is defined, then the rela-
tionship Length/Diameter of the reactor is 3 : 2, by default.
To simulate the whole converter, each bed was divided and
simulated separately, that is, each bed was dealt with as an
independent reactor (CSTR). For the fourth bed, the simula-
tion had to be adjusted and work was done with constants
different from the first three since this bed only oxidizes 4%
of the total and, more than used for getting a bigger final pro-
duction, this bed is utilized for complying with law no.
19,300, which sets the rules for establishing the environmen-
tal quality norms and those concerning SO2 emission into the
atmosphere.

To study the simulator behavior, the following variables
were manipulated at the reactor input current : temperature,
gas flow. The input current must be manipulated because it
is the only one that has to be specified. The output currents
of each reactor are calculated by the simulator. In the last
bed, where the input current must also be specified, a 100%
efficiency is assumed in the absorption tower. In other words,
SO3 going into the tower is changed into acid. For this step,
the control variable is the reactor efficiency in SO2 oxidation,
that is, the SO2 percentage going out at the end of the oxida-
tion process.

Finally, an economic analysis was made by comparing
the plant production with the new production that could be
obtained based on the new operational scenario using the
simulator and, in this way, to analyze the extent to which
production can be increased. To accomplish the validation
(the last part of stage 3) and the last stage of the methodology,
the design data provided by the company were compared
with the results provided by the simulator. By using the vali-
dated simulator, tests were made to estimate the best opera-
tional configurations and/or parameters to optimize the
process.

4. Results and Discussion

A total of 603 sets of simulation data were obtained from 21
simulation cycles. As stated above, the variables and param-
eters used in the simulator for each bed were compared with
the ones described in the plant design report, which shows
the temperature and input and output flow of each bed;
SO2, SO3, O2, and N2 volumetric percentage; pressure; and
accumulated conversion. Table 3 shows an example of the
input process (on the left) and the output values of the vari-
ables; molar flow; and SO2, SO3, O2, and N2 (on the right) for
each simulation cycle moment.

Table 4 summarizes the r2 values and error percentage in
the simulation of each of the variables of interest in the sim-
ulation process. One of the most important variables in SO2
oxidation is temperature since this one depends on the cata-
lyst activation or deactivation. A big decrease results in less
oxidation and, as a result, a smaller amount of the product.
With the equations programmed in the simulator, a 0.99 r2

regression coefficient was obtained for this variable, as shown
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in Figure 3. The error in the input and output temperatures
of the different converter beds was 0.6%.

Another important variable to be validated is molar flow
since it represents the amount of final product, thus providing
the amount of flow circulating through the converter, consider-

ing losses between beds. Figure 4 shows that the adjustment
value is 0.99, with a 0.04% error for all the input and output
flows of the different beds, So, the variable can be accepted as
validated. Once the molar flow was validated, its components
were validated separately to make sure that the data obtained
were reliable. The validation began with sulphuric dioxide
because when it oxidizes it becomes the raw material of SO3
sulphuric acid; its monitoring making it possible to control
proper oxidation. It also allows detecting the amount of SO2
liberated into the environment since, when it goes out of the
fourth bed, it cannot be eliminated. In this case, the value of
the r2 linear regression coefficient is 0.99 with a 0.5% error.

As stated above, SO3 is the raw material for producing
sulphuric acid. Therefore, it is essential that the simulator
provides accurate values of the percentage of this component
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Figure 2: Configuration of Aspen Hysys® modelling.

Table 3: An example of the input and output values of a simulation cycle.

Operational ID
Bed-1 feeding Bed-1 output

Flow [Nm3/Hr]
fluid mixture

Temperatura °C Presión [bar] Flujo molar [Nm3/Hr]
fluid mixture

SO2 O2 N2 SO2 SO3 O2 N2

1 140000 11.5 9.24 79.26 420 1.25 134880.072 4.33 7.6 5.79 82.28

1 140500 11.5 9.24 79.26 420 1.25 135373.235 4.34 7.6 5.79 82.27

1 141000 11.5 9.24 79.26 420 1.25 135866.398 4.35 7.59 5.8 82.26

1 141500 11.5 9.24 79.26 420 1.25 136337.144 4.36 7.58 5.8 82.26

1 142000 11.5 9.24 79.26 420 1.25 136830.307 4.36 7.57 5.8 82.27

1 145000 11.5 9.24 79.26 420 1.25 139766.868 4.41 7.53 5.82 82.24

1 145500 11.5 9.24 79.26 420 1.25 140237.615 4.41 7.52 5.83 82.24

1 146500 11.5 9.24 79.26 420 1.25 141223.941 4.43 7.5 5.84 82.23

1 146500 11.5 9.24 79.26 420 1.25 141223.941 4.43 7.5 5.84 82.23

1 147000 11.5 9.24 79.26 420 1.25 141717.104 4.44 7.49 5.84 82.23

1 147500 11.5 9.24 79.26 420 1.25 142187.85 4.44 7.49 5.84 82.23

1 148000 11.5 9.24 79.26 420 1.25 142681.013 4.45 7.48 5.85 82.22

1 148500 11.5 9.24 79.26 420 1.25 143174.176 4.46 7.47 5.85 82.22

1 149000 11.5 9.24 79.26 420 1.25 143644.923 4.46 7.46 5.85 82.23

1 149500 11.5 9.24 79.26 420 1.25 144138.086 4.47 7.46 5.86 82.21

1 150000 11.5 9.24 79.26 420 1.25 144631.249 4.48 7.45 5.86 82.21

Table 4: Description of variables used in simulation and related r2

and Error values.

Variable r2 Error (%)

Temperature 0.99 0.60

Molar flow 0.99 0.04

SO2 0.99 0.50

SO3 0.99 0.50

O2 0.99 0.40

7Journal of Sensors



in the gas. To check the validity of the values provided by the
simulator, a linear regression was performed, resulting in a
0.99 r2 coefficient and a 0.5% error.

The O2 component plays a fundamental role in changing
SO2 to SO3, thus, knowing the amount of it in the converter
facilitates oxidation control. The validation of this variable in
the simulator and the resulting accurate values of the amount
of oxygen in the flow provide valuable data to the operator.
Checking the values provided and knowing if the equations
proposed and entered to the simulator are correct, the linear
regression is performed, resulting in a 0.99 r2 regression coef-
ficient and a 0.4% error, thus validating the variable. From
the values described above and shown in Table 4, it is possi-
ble to conclude that the simulation model is valid since the
results obtained show a 0.99 r2 mean regression coefficient.
In this way, this component is validated, and the gas compo-
sition is also thoroughly validated.

Figure 5 shows that, at constant temperature, the greater
the oxidation, the lower the gas flow and, on the contrary, the
greater the gas flow, the less the oxidation. This may happen
because there is a lower amount of gas flow, and therefore, it
has a greater surface in contact with vanadium pentoxide,
thus producing greater oxidation. Figure 5 shows the oxida-
tion behavior when different gas flows are kept constant
and the reactor input temperature is manipulated, showing
that the lower the temperature, the greater the oxidation.
Thus, the temperature used must produce enough SO3 so
that the process can be viable, the catalyst is at activation
temperature, and the reaction velocity is high enough.

5. Conclusions and Future Work

In the copper industry, one of the most used inputs to recover
copper is sulphuric acid, which can be produced using solid
sulphur as input. But frequently, the sulphuric acid produc-
tion process is usually expensive, due to both energy con-
sumption and solid sulphur and other resources such as
water consumption.

In this work, a technique to simulate and evaluate the cat-
alytic conversion process for the production of sulphuric acid
has been proposed and developed, and its practical utility has
been validated. Additionally, as a result of this process, the
production of electrical energy has also been monitored and
suggestions to improve the energy generation have been pro-
vided, based on simulations and visualization of the results.

In order to achieve the above described, operational data
obtained from the operation of a plant in Antofagasta have
been used. Real data generated during approximately 3 months
has been used to generate appropriate data that was used as
input to the simulation, visualization, and validation process.

A concrete conclusion is that the simulation process gen-
erates results very close to the real process, since the error is
less than 1%, with a converter input temperature in low value
(in the range between 300°C and 460°C) and a gas flow
between 140.00 and 180.00Nm3/h. Other highlight conclu-
sions are as follows:

(i) The simulation process has allowed the identifica-
tion of process characteristics that could affect
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greater production and better use of inputs. For
example, tests made in the simulator show that the
optimal input temperature is low, and the recom-
mended gas flow is 150.50Nm3/h, using these new
operational parameters configuration, sulphuric acid
production should increase in 4 metric tons/day

(ii) A quantitative analysis of the average daily produc-
tion of the plant was carried out using the simulation
software. The results obtained with the simulator
contrasted with the operational results over a period
of 6 months. In this analysis, a new operational sce-
nario was defined, and the temperature, pressure,
and flow parameters were the most relevant to
improve the results. The company has proposed to
monitor these parameters according to the simula-
tion results, to obtain a daily increase of 0.2% in
the production of sulphuric acid. According to this
scenario at CLP 161,695,000 NPV and 53% IRR
could be obtained. These results represent an
increase of 6% on the monthly production of sul-
phur acid, with respect to the previous real opera-
tional results

(iii) The simulation using Aspen HYSYS® considered the
contact stage of the process. This was conducted
with 4 CSTR reactors and 3 shell and tube heat
exchangers to evaluate and validate the system. After
validating the simulator and using the plant design
data, it was observed that the error between the
design variables and the values obtained from the
simulator is lower than 1%. During the simulation
process, it was proved that the greatest conversion
occurs when the temperature and the flow are at
low and 150,500, respectively.
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Energy Harvesting- (EH-) powered Device-to-Device (D2D) Communication underlaying Cellular Network (EH-DCCN) has been
deemed as one of the basic building blocks of Internet of Things due to its green energy efficiency and adjacent communication. But
available energy will be one of the biggest obstacles when implementing EH-DCCN due to the immaturity of EH technology and
the volatility of environmental energy resources. To improve energy utilization, this study investigates an efficient scheduling and
power allocation scheme about transmission load equilibrium in the time domain. Accordingly, a short-term Sum Energy
Efficiency (stSEE) maximization problem for EH-powered D2D communication is modelled, while ensuring a fundamental
transmission rate requirement of cellular users. Consequently, the optimization problem is a nonconvex mixed integer nonlinear
programming problem. Thus, we propose a two-layer convex approximation iteration algorithm which can obtain a feasible
quasioptimal solution for the stSEE problem. Simultaneously, a two-step heuristic algorithm in a slot-by-slot fashion is also
developed to acquire a suboptimal solution without requiring statistical knowledge of channel and energy arrival processes.
Simulated analysis indicates that the short-term scheduling strategy can obtain better performances in terms of energy efficiency
and transmission rate than conventional real-time scheduling scheme. Besides, the maximum scheduled number of EH-D2D
pairs underlaying one cellular user under different EH efficiency is analysed, which can give us a theoretical reference about the
deployment of future EH-DCCN.

1. Introduction

The dawn of Internet of Things (IoT) installed for industry
production, smart housing, and environmental monitoring
has given birth to billions of mobile wireless devices [1].
Ericsson predicts that there will be about 15 billion mobile
devices in 2021, and most of them will be low-power devices
with short-range communication [2]. The ever-increasing
proliferation of wireless devices, together with an exponential
rise in users’ data demand, is already creating an urgent need
for wireless cellular networks to design some new technolo-
gies that can attain desired transmission rates and, mean-
while, can achieve green communications [3, 4]. Recent
emphasis on green communications has generated great
interest in the investigations of energy harvesting- (EH-)

powered wireless networks [5–7]. EH technique can harvest
energy from environmental energy resources to prolong the
lifetime of wireless communication devices with low power
consumption and limited battery life. On the other hand,
Device-to-Device (D2D) communication has been viewed
as a promising paradigm that can offload traffic from cellular
networks by communicating directly with each other in close
proximity via multiplexing the spectrum resources being
assigned to cellular users (CUs) [8, 9]. Accordingly, EH-
powered D2D Communication underlaying Cellular Net-
work (EH-DCCN), which combines the characteristics of
short-range transmission and green communication, will be
an attractive way to keep a better transmission service quality
with green energy resources. Nevertheless, this sustainable
energy support technique will result in intermittent energy
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supply issue, which do not exist in the conventional D2D
communication systems with fixed energy sources. Conse-
quently, how to efficiently utilize and manage unreliable
energy so as to satisfy different transmission demand is the
most urgent challenge to achieve the green D2D communica-
tion paradigm.

1.1. Related Works. A lot of research has paid their attentions
to the challenges caused by the uncertain energy supply tech-
nique from different aspects, such as access control and
resource management, for the EH-DCCN.

In view of access control, Darak et al. design an online
learning handover scheme between D2D mode and Radio
Frequency EH (RFEH) mode based on subband statistics in
D2D-RFEH communication [10]. For cognitive and EH-
based D2D transmission, Sakr and Hossain propose two
spectrum access policies for the cellular network, namely,
random and prioritized access policies, to evaluate transmis-
sion and outage probability for D2D and cellular users [11].
The authors of [12] develop a D2D communication provided
by EH Heterogeneous cellular Network (D2D-EHHN),
where User Equipment Relays (UERs) harvest energy from
an access point to support D2D communication. This paper
derives the proper distribution of RFEH-powered UER and
proposes an efficient UER selection method.

To adapt the uncertainty in energy supply, researchers
have also devoted their efforts to the design of efficient
resource management schemes in terms of power allocation,
spectrummatching, and time sharing for EH-DCCN. Tutun-
cuoglu and Yener study the power allocation policies for EH-
supported transmitters by optimizing the sum rate [13],
which is similar to a one-to-one spectrum sharing model in
D2D communication underlaying cellular network [14].
Yet, the Quality of Service (QoS) requirement, which mainly
refers to transmission rate demand, is not involved in the
proposed policy. Similarly, the sum rate maximization prob-
lem for D2D communication under a downlink resource
multiplex system in the presence of multiple CUs and EH-
powered D2D links is studied in [15]. To ensure energy-
efficient spectrum resource assignment, Ding et al. investi-
gate the energy cost minimization problem [16]. Considering
the power allocation and time-sharing spectrum occupation
management, Hadzi-Velkov et al. maximize the overall cellu-
lar network transmission rate based on the statistical average
of the harvested energy [17].

The above research works have addressed many chal-
lenges caused by the unstable and unreliable power supply
of EH from different aspects. Nevertheless, those works are
mainly based on a one-to-one spectrum sharing mode where
one CU’s radio resource is multiplexed by one D2D pair. In
this sharing mode, the CU’s spectrum will be vacant when
the available energy of the EH-powered D2D pair (EH-DP)
cannot meet the energy consumption requirement. Hence,
by taking the high spectrum efficiency demand into account,
one-to-multiple sharing mode, namely, one CU and multiple
EH-DPs sharing one radio spectrum, is needed. In this way,
the cellular spectrum gap caused by the energy deficiency of
the single EH-DP can be filled up. In practice, multiple
D2D pairs can be allowed to share the same resource with

the cellular users as long as the interference of D2D commu-
nications is not harmful to the cellular links [18–20]. How-
ever, under the one-to-multiple sharing mode, due to the
variation of EH efficiency, environmental energy resources,
and channel status, the transmission requests, which are
relied on available energy, among EH-DPs at different time
slots may be unbalanced. Since the traffic is delay-tolerant,
the mutual interference among users can be efficiently
decreased by balancing the transmission requests among
time slots and finally improve energy efficiency. The follow-
ing section will take two EH-powered D2D pairs underlaying
cellular network as a simple example to illustrate our main
motivations.

1.2. Motivations. Before describing our motivations, we must
make some important statements. We only consider that the
D2D user (DU) has EH capability [21]. Meanwhile, for sim-
plicity, suppose that the traffic pattern of each user is full
buffer, and all users operate in a time-slotted fashion and
are synchronous.

When multiple EH-DPs multiplex the same spectrum
resource, the transmission request of EH-DPs at the different
time slots may be unbalanced. As illustrated by Figure 1, two
EH-DPs d1 and d2 are permitted to share a radio spectrum
with one CU. From Figure 1(a), the available energy of users
is different due to various channel interference conditions
and energy conversion efficiency. When the available energy
of EH-DP reaches its transmission power threshold Eth

du
ðu ∈

f1, 2gÞ, EH-DPs will launch the transmission request. Thus,
when the two EH-DPs d1 and d2 initiate the transmission
request at the same time slots, such as time slot 1, the conven-
tional real-time transmission strategy will let them transmit
data at the same time by the corresponding power allocation
scheme under the interference constraint. However, each of
them may not multiplex the spectrum resource in the next
time slot (e.g., time slot 2) because of energy supply or energy
consumption. However, in the short-term time-domain
equilibrium strategy, as depicted in Figure 1(b), either of
the two EH-powered D2D pairs can be assigned to multiplex
the spectrum resource of CU in the time slot 2. As a result,
the interference between the two D2D links in the time slot
1 will be eliminated. Hence, to avoid unnecessary consump-
tion of the harvested energy, the interference among users
is required to be appropriately managed in one-to-multiple
sharing scenarios [5].

(a) Conventional real-time 
transmission strategy

(b) Short-term time-domain 
equilibrium strategy

Time slots1 2 t T… …

… …

Time slots12tT … …

… …

Time slots12tT … …

… …

d1 battery state

time slots12tT … …

… …
d2 battery state

1d

thE

2d

thE

d1 and d2 and CU sharing time slot

Only CU transmission time slot

d1 and CU sharing time slot

d2 and CU sharing time slot

d1&d2&CU d1&d2&CU

Figure 1: An example of motivations.
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As mentioned above, by fully considering the available
energy and channel status (channel status mainly refers to
mutual interference conditions among users (including CU
and EH-DPs) in this study), how to balance the transmission
loads among different time slots under EH-DCCN with one-
to-multiple sharing mode so as to improve the performance
of EH-DCCN is the key concern of this study. As far as we
know, the considered short-term time-domain energy-
efficient equilibrium program is the first attempt to do so in
EH-DCCN.

1.3. Contributions and Organizations. As previously
described, this study focuses on designing an energy-
efficient transmission scheduling and power allocation
scheme so as to increase the performance of the EH-DCCN
with the one-to-multiple radio resource sharing mode. Thus,
our main contributions can be divided into three main areas:

(i) Firstly, this study optimizes a short-term Sum
Energy Efficiency (stSEE) problem about EH-
powered D2D communication to realize the
energy-efficient scheduling scheme. Simultaneously,
the available energy and transmission rate con-
straints of both CUs and EH-DPs are also consid-
ered in the optimization problem

(ii) Subsequently, a two-layer convex approximation
iteration algorithm (CAIA), which consists of an
outer-layer iteration algorithm (OLIA) and an
inner-layer convex approximation (ILCA) algo-
rithm, is proposed to obtain a feasible quasioptimal
solution for the modelled stSEE maximization prob-
lem which is a nonconvex mixed integer nonlinear
programming (MINLP) problem

(iii) Thirdly, a two-step heuristic algorithm, the time-
division scheduling scheme (TDSS), is also devel-
oped to acquire a suboptimal solution without
requiring statistical knowledge of channel and EH
processes. Remarkably, TDSS not only can acquire
a suboptimal solution for the stSEE problem but also
has a lower computational complexity

The rest of this study is organized as follows. In Section 2,
we describe the system model in detail and formulate the
stSEE maximization problem. The two feasible algorithms,
CAIA and TDSS, are elaborated by Sections 3 and 4, respec-
tively. The numerical simulation performance results and the
computational complexity of the proposed algorithms are
presented and analysed in Section 5. In Section 6, we con-
clude this study.

2. System Description and
Problem Formulation

This section introduces the system model and formulates the
considered resource scheduling problem. To facilitate the
understanding, some important notations in this study are
listed in Table 1.

2.1. System Model. In what follows, we assume that spectrum
matching has already finished. This is to say that multiple
EH-DPs have already been allocated to one dedicated CU
in some particular optimization conditions, e.g., EE maxi-
mization [22]. Thus, as shown in Figure 2, a typical single
cellular network consisting of a Base Station (BS) and K EH-
DP/CU groups is considered. Suppose that the system utilizes
a certain number of orthogonal spectra, then we can divide
the spectra into the same number of EH-DP/CU groups.
Namely, the communication links in the same group trans-
mit on the same spectrum, and the communication links in
different groups use the orthogonal one. Let B represent BS,
ckðk = f1, 2,⋯, KgÞ denote CU in the kth EH-DP/CU group,
and dk,i be a pair of D2D users in the EH-DP set jΦDk

j =Nk of
the kth EH-DP/CU group. In the kth EH-DP/CU group, Nk
EH-DPs share the uplink transmission link of the ckth CU
(ck ∈ΦC , f∣ΦC∣ = Kg) to transmit. According to the energy
assumption in Section 1.2, the transmitter of each EH-DP is
supplied by EH technique and has a battery to store har-
vested energy. Meanwhile, the available power of the receiver
of each EH-DP is deemed as unlimited due to the low-power
property of the decoding process.

Generally speaking, as illustrated by the EH-DP/CU
group 2 of Figure 2, each EH-DP transmission will simul-
taneously cause interference to receivers of cellular and
EH-DP links. Likewise, cellular transmission will generate
interference to the EH-DP receivers. Assume that the entire
system executes on a slot-by-slot basis. Accordingly, in any
time slot, the instantaneous transmission rate of the cellular
and EH-DP links can be given by rtck and rtdk,i , respectively,

rtck = log 1 +
ptck · gckB

∑dk,i∈ΦDk
xtdk,i · p

t
dk,i

· gdk,iB + n0

 !
,

rtdk,i = log 1 +
ptdk,i · gdk,i

ptck · gckdk,i
+∑ dk,j∈ΦDk

dk,j≠dk,i

xtdk, j · p
t
dk, j

· gdk,idk, j + n0

0
BBB@

1
CCCA,

ð1Þ

where xtdk,iðdk,i ∈ΦDk
Þ is the indicator parameter, 1 indicates

the dk,ith D2D pair chosen to transmit in time slot t, and 0
indicates the dk,ith D2D pair not chosen. ptck and ptdk,i are

the corresponding transmission power of CUs and EH-DPs
in time slot t, respectively. gi,j denotes the channel gain
between nodes i and j. n0 means the noise power and equals
to BW ⋅ βn, where βn is the density of noise power and BW is
the uplink channel bandwidth of each group.

2.2. Energy Model.As demonstrated in Figure 3, at time slot t,
the transmitter of each EH-DP needs to harvest energy from
the environmental energy resources, to store the energy in a
battery, and to use the available energy to finish transmission.
We study the condition that the energy arrival process in
each EH-DP is i.i.d. For the dk,ith EH-DP, Et

dk,i
units of energy

can be harvested in time slot t, where Et
dk,i

≥ 0. fE1
dk,i
, E2

dk,i
,⋯,
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Et
dk,i
,⋯,ET

dk,i
g is the time sequence of harvested energy in T

time slots and obeys an i.i.d. Bernoulli process:

Et
dk,i

watt/timeslotð Þ =
E, with probability of λdk,i ∈ 0, 1½ �

� �
,

0, with probability of 1‐λdk,i
� �

:

8><
>:

ð2Þ

λdk,i and E are called EH efficiency of the dk,ith EH-DP.
Notably, the concepts of terms of energy and power in this
study are equivalent in the unit time slot.

In Figure 3, Et
dk,i

units of energy are harvested by EH tech-

nique and added to the battery at each time slot. Accordingly,
ptdk,i units of energy will be consumed for data transmission of

the dk,ith device. The existing energy of the dk,ith EH-DP in a
battery is defined as Bt

dk,i
ðt ∈ f1, 2,⋯, TgÞ. Thus, a cumula-

tive power constraint can be expressed as follows:

〠
t

n=1
pndk,i ≤ 〠

t

n=1
En
dk,i

+ B0
dk,i
,∀dk,i ∈ΦDk

, t = 1, 2,⋯, Tf g: ð3Þ

Suppose that the harvested energy can be stored without
any loss and used for only communication purposes from the
battery. Meanwhile, the battery capacity is large enough to
hold every quanta of harvested energy. This assumption is
especially valid for the current state of technology in which
batteries have very large capacities compared to the energy
harvesting efficiency [23]. Furthermore, assume that all state
information including Channel State Information (CSI) and
Energy State Information (ESI) can be obtained by BS so that
BS has the control capability in terms of transmission sched-
uling and power allocation [24, 25].

2.3. Mathematical Model. The short-term Sum Energy Effi-
ciency (stSEE) for EH-powered D2D communication opti-
mization problem is formulated as PEE:

PEEð Þ max imize
X,ℙℂ ,ℙD

:
∑K

k=1∑
T
t=1∑dk,i∈ΦD

xtdk,i ⋅ r
t
dk,i

∑K
k=1∑

T
t=1∑dk,i∈ΦD

xtdk,i ⋅ p
t
dk,i

, ð4Þ

s:t: 0 ≤ ptck ≤ pmax
ck

  t = 1, 2,⋯,Tf g, ∀ck ∈ΦCð Þ, ð4aÞ

rtck ≥ rthck , ð4bÞ

〠
t

n=1
pndk,i ≤ 〠

t

n=1
En
dk,i

+ B0
dk,i
  t = 1, 2,⋯,Tf g, ∀dk,i ∈ΦDð Þ, ð4cÞ

0 ≤ ptdk,i ≤ pmax
dk,i

, ð4dÞ

Table 1: Important notations.

Symbol Definition

k EH-DP/CU group number, which belongs to 1, K½ �
ck Cellular user in kth EH-DP/CU group

dk,i EH-DP user in kth EH-DP/CU group

ΦC Cellular user set, where ∣ΦC ∣ = K

ΦDk

EH-DP user set in kth EH-DP/CU group,
where ΦDk

�� �� =Nk

rtu
Transmission rate of user u (u ∈ ΦC ,ΦDk

� �
) in an

instantaneous time slot

rmax
u

Minimum transmission rate of each user in each
time slot

t Time slot, where t ∈ 0, T½ �
ptu

Transmission power of user u in an instantaneous
time slot

pmax
u

Maximum transmission power of each user in
each time slot

xtdk,i

Transmission indicator parameter, 1 indicates that the
dk,ith D2D pair is chosen to transmit in time slot t,

otherwise

gi,j Channel gain between nodes i and j

n0 Noise power

BW Channel bandwidth of each cellular user

ρn Density of noise power

Et
dk,i

Harvested energy of dk,ith D2D user in an
instantaneous time slot

λtdk,i Energy harvesting efficiency of dk,ith D2D user

CU
BS

EH module

Transmitter in each EH-DP

Signal 

CU

EH-DP

EH-DP

EH-DP/CU 
group2

EH-DP/CU
group1

Interference

f1f2

Figure 2: System model when CUs and EH-DPs share the uplink
spectrum resource.
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rtdk,i ≥ rthdk,i  ∀xtdk,i = 1
� �

, ð4eÞ

xtdk,i ∈ 0, 1f g, ð4fÞ

where X = fxtdk,iðdk,i ∈ΦD, t = f1, 2,⋯, TgÞg is the indicator

parameter set about whether the dk,ith EH-DP is allowed
to transmit or not in an instantaneous time slot t. ℙℂ =
fptckðck ∈ΦC , k = f1, 2,⋯, Kg, t = f1, 2,⋯, TgÞg and ℙD =
fptdk,iðdk,i ∈ΦD, t = f1, 2,⋯, TgÞg are the sets of transmis-

sion power of CU and EH-DPs, respectively. To avoid serious
mutual interference, as represented by (4a) and (4d), the
maximal transmission power in each time slot should be lim-
ited at the CU and EH-DP side, respectively. In this study,
multiple EH-DPs can share the CU’s uplink channel resource
to transmit. Thus, the mathematical model should guarantee
the minimum QoS of CU. So, (4b) defines a threshold about
transmission rate demand for CU. Similarly, as (4e) shows,
the chosen EH-DPs allowed to transmit in the tth time slot
must have a minimum transmission rate requirement. At
last, (4c) denotes the available energy constraint of EH-DP.

2.4. Problem Decoupling. The maximization problem PEE can
be decoupled into K subproblems according to the spectrum
orthogonality. Hence, for any of EH-DP/CU groups kðk =
ð1, 2,⋯, KÞÞ, we have following optimization problem Pk

EE:

Pk
EE

� �
max imize
Xk ,PCk

,PDk
:
∑T

t=1∑dk,i∈ΦDk
xtdk,i ⋅ r

t
dk,i

∑T
t=1∑dk,i∈ΦDk

xtdk,i ⋅ p
t
dk,i

, ð5Þ

s:t: 5að Þ – 5fð Þ, ð5aÞ
where Xk = fxtdk,iðdk,i ∈ΦDk

, t = f1, 2,⋯, TgÞg, PCk
= fptck

ðt = f1, 2,⋯, TgÞg, and PDk
= fptdk,ig.

3. Two-Layer Convex Approximation
Algorithm (TLCA)

As described in Pk
EE, some of the variables (the components

of PCk
and PDk

) can be real-valued, whereas the other vari-
ables (the components of Xk) are binary-valued. Further-
more, the optimization utility function (5) and restraints
(4b) and (4e) depend on rtck and rtdk,i , which have nonconvex

feature (the simple proof of the nonconvex of rtck and rtdk,i can

be seen in Appendix A). So, (5) is a nonconvex MINLP prob-
lem, by which computational complexity is NP-hard. An
intuitive proof of NP-hardness is that MINLP includes ILP
problem (Formula (5) can be reduced to an ILP problem when
the power allocation variables PCk

and PDk
are fixed), which

has been proved to be NP-hard [26, 27]. Based on the above
discussion, we design a two-layer convex approximation
iteration algorithm (CAIA), which contains an outer-layer
iteration algorithm (OLIA) and an inner-layer convex
approximation (ILCA) algorithm, to obtain a feasible qua-
sioptimal solution. The OLIA first equivalently transform
the fractional programming problem. Secondly, the ILCA is

implemented to approximately convert the nonconvex
MINLP optimization into a convex one.

3.1. Outer-Layer Iteration Algorithm (OLIA). First of all, the
target of Pk

EE, (5), is a nonlinear fractional programming par-
adigm [28], which can be transformed into an equivalent
multiobjective program by the Dinkelbach method. For eas-
ier description, we use Ω to represent the feasible solution
set of problem (5). Let q∗k denote the maximum stSEE of
EH-DP communication in the kth EH-DP/CU group. Then,
we have the following definition:

q∗k = max imize
Xk ,PCk ,PDkf g∈Ω

:
∑T

t=1∑dk,i∈ΦDk
xtdk,i ⋅ r

t
dk,i

∑T
t=1∑dk,i∈ΦDk

xtdk,i ⋅ p
t
dk,i

: ð6Þ

Accordingly, the following theorem can be ready to
present.

Theorem 1. The maximum stSEE q∗k can be achieved if and
only if

max imize
Xk ,PCk

,PDkf g∈Ω
: 〠

T

t=1
〠

dk,i∈ΦDk

xtdk,i ⋅ r
t
dk,i

− q∗k ⋅ 〠
T

t=1
〠

dk,i∈ΦDk

xtdk,i ⋅ p
t
dk,i

8<
:

9=
; = 0:

ð7Þ

Proof. The proof is similar to the proof in [28].
Hence, formula (7) can be addressed by an iterative pro-

cess, which is demonstrated by Algorithm 1. Define m as the
number of iterations, qmk as the instantaneous EE for the kth
EH-DP/CU group in the mth iteration, and ε as the conver-
gence threshold.

Although problem (Algorithm 1) is equivalent to prob-
lem (5), which is mainly transferred by Dinkelbach’s theo-
rem, problem (Algorithm 1) is also a nonconvex MINLP
formulation. Hence, to handle this situation, we propose an
inner-layer convex approximation algorithm to convert
(Algorithm 1) into a convex one.

3.2. Inner-Layer Convex Approximation (ILCA). For conve-
nience, let qk represent q

m
k in each iteration of OLIA. ILCA

should perform the following three steps to convert the non-
convex MINLP problem (Algorithm 1) into a convex one.
For the first step, the value of xtdk,i is relaxed into a continuous

interval ½0, 1�, and ðxtdk,i ⋅ ptdk,iÞ is substituted by Stdk,i :

maximize
Xk ,PCk

,PDk

: 〠
T

t=1
〠

dk,i∈ΦDk

Rt
dk,i

ptck , S
t
dk,i

� �
− qk ⋅ 〠

T

t=1
〠

dk,i∈ΦDk

Stdk,i

8<
:

9=
;,

ð8Þ

s:t: 5að Þ, ð8aÞ

Rt
ck

ptck , S
t
dk,i

� �
≥ rthck , ð8bÞ
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〠
t

n=1
Sndk,i ≤ 〠

t

n=1
En
dk,i

+ B0
dk,i
, ð8cÞ

0 ≤ Stdk,i ≤ pmax
dk,i

, ð8dÞ

Rt
dk,i

ptck , S
t
dk,i

� �
≥ xtdk,i ⋅ r

th
dk,i
, ð8eÞ

xtdk,i ∈ 0, 1½ �, ð8fÞ
where Rt

ck
and Rt

dk,i
shown by (9) and (10) are the equivalent

transformation functions of rtck and rtdk,i according to Stdk,i =
xtdk,i ⋅ p

t
dk,i
, respectively, and are related to ptck and Stdk,i :

Rt
ck

ptck , S
t
dk,i

� �
= log 1 +

ptck ⋅ gckB

∑dk,i∈ΦDk
Stdk,i ⋅ gdk,iB + n0

 !
, ð9Þ

Rt
dk,i

ptck , S
t
dk,i

� �
= log 1 +

Stdk,i ⋅ gdk,i
ptck ⋅ gckdk,i +∑ dk,j∈ΦDk

dk,j≠dk,i

Stdk, j ⋅ gdk,idk, j + n0

0
BBB@

1
CCCA:

ð10Þ
According to the above equivalent substitution, the opti-

mization problem (Algorithm 1) can be equivalently solved
by finding solutions about variables of Xk, PCk

, and SDk
.

For the second step, as inequality (11) expresses, ILCA
introduces the same convex approximation formula as [29]
used to acquire an approximate transmission rate about the
original one:

α log n + β ≤ log 1 + nð Þ: ð11Þ

The bound of approximation rate is proven to be tight
and has low complexity in a high-SINR regime (i.e., n≫ 1).
At this moment, n = n0 and α = n0/ð1 + n0Þ, β = log ð1 + n0Þ
− α log n0 [29]. To obtain the tightened lower bound, we
need an iteration algorithm (such as step 2∼step 6 in p.3751
of [29]) to make the approximation reach a high-SINR one.

For the third step, we perform some equivalent substitu-

tion of variables by equations of ptck = ep
t
ck

~
, Stdk,i = e

Stdk,i
~

. Con-

sequently, according to the above three steps, problem
(Algorithm 1) can be approximately transformed into the
following convex optimization formulation:

max imize
Xk , PCk

∼
, SDk

∼
: 〠

T

t=1
〠

dk,i∈ΦDk

Rt
dk,i

~
− qk ⋅ 〠

T

t=1
〠

dk,i∈ΦDk

e
Stdk,i
∼8<

:
9=
;, ð12Þ

s:t: ptck
~

≤ log pmax
ck

� �
, ð12aÞ

rthck − Rt
ck

∼
ptck

∼
, Stdk,i

∼� �
≤ 0, ð12bÞ

〠
t

n=1
e
Sndk,i
~

− 〠
t

n=1
En
dk,i

− B0
dk,i

≤ 0, ð12cÞ

ptdk,i

~
≤ log pmax

dk,i

� �
, ð12dÞ

xtdk,i ⋅ r
th
dk,i

− Rt
dk,i

~
ptck

∼
, Stdk,i

∼� �
≤ 0, ð12fÞ

xtdk,i ∈ 0, 1½ �, ð12eÞ

where Rt
ck
∼ðptck

∼ , Stdk,i
∼Þ and Rt

dk,i
∼ðptck

∼ , Stdk,i
∼Þ are the tight

approximation about Rt
ck
and Rt

dk,i
after the second and third

steps and denoted by (13) and (14), respectively,

Rt
ck

∼
ptck

∼
, Stdk,i

∼� �
= αtck log gckB

� �
+ ptck

∼
0
@

− log 〠
dk,i∈ΦDk

e
Stdk,i
~

⋅ gdk,iB + n0

0
@

1
A
1
A + βt

ck
,

ð13Þ

Rt
dk,i

∼
ptck

∼
, Stdk,i

∼� �
= αtdk,i log gdk,i

� �
+ Stdk,i

∼
− log e

ptck

∼

⋅ gckdk,i

0
BBBB@

0
BBBB@

+ 〠
dk, j∈ΦDk

dk, j≠dk,i

e
Stdk, j
∼

⋅ gdk,idk, j + n0

1
CCCCA

1
CCCCA + βt

dk,i
,

ð14Þ

where the updating of αtck , α
t
dk,i

and βt
ck
, βt

dk,i
is the same. Obvi-

ously, according to the convexity of log-sum-exp [29, 30],
problem (12) can easily proof to be a convex one. As a result,
we can utilize one of the typical convex optimization algo-
rithms to solve it easily and efficiently. When the solutions
of problem (12) are obtained, we can convert the solving var-

iables of original problem (5) back by using equations ptck =

ep
t
ck

~
, Stdk,i = e

Stdk,i
~

, xtdk,i = 1 when ptdk,i is no less than zero, and

otherwise, xtdk,i = 0.
Even though CAIA can obtain a quasioptimal solution

for the original problem, there are two key obstacles to prac-
tically implement the proposed algorithm. Firstly, the itera-
tion complexity of CAIA is one of the key obstacles to
implement in the LTE (Long-Term Evolution) system which
requires the scheduling period in milliseconds [31]. Sec-
ondly, the overall CSI and ESI during a period of time are
hard to obtain practically. Thus, we propose a heuristic algo-
rithm, which is named time-division scheduling scheme
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(TDSS), to obtain a suboptimal solution with low computa-
tional complexity.

4. The Time-Division Scheduling
Scheme (TDSS)

The complexity of CAIA and the difficulty obtained in the
overall ESI and CSI promote us to design a heuristic algo-
rithm to solve the stSEE problem. Although the ESI of all
D2D pairs and the CSI of all involved communication links
during a period of time are hard to obtain, the latest CSI
and ESI (such as the next time slot) can be acquired through
some prediction algorithms. For example, some environmen-
tal sources’ (e.g., solar and wind) behavior can be predicted
through the expected availability at a given time within some
error margin [32]. Similarly, channel prediction is feasible
and accurate if the predicted frequency is much higher than
the channel changing time [33]. It is important to note that
the prediction algorithms are not in our consideration.

With the CSI and ESI of the latest time slot, we can sim-
ply balance the transmission requirements between two adja-
cent time slots and hence increase the network performance.
Accordingly, a heuristic algorithm, which is called TDSS, is
proposed. TDSS can decouple the stSEE problem into two
steps: D2D Pairs Choosing Strategy (DPCS) and power allo-
cation strategy (PAS). As the pseudocode of Algorithm 2
shows, firstly, DPCS determines the corresponding EH-DPs
in the set of ΦDk

to multiplex the channel resource in each
time slot for the kth EH-DP/CU group, where k = f1, 2,⋯,
Kg. After that, PAS allocates the corresponding power for

the CU and the chosen EH-DPs. In other words, in each time
slot, the two-step scheme firstly determines the indicative
factor xtdk,i for EH-DPs in the kth group and then allocates

ptck and ptdk,i for the CU and the chosen EH-DPs. In the fol-

lowing two subsections, the detailed algorithm steps of DPCS
and PAS will be described.

4.1. D2D Pairs Choosing Strategy (DPCS). The DPCS is the
first procedure in TDSS is and aimed at choosing the proper
EH-DPs to multiplex the channel resource of CU at each
time slot with the intention of load balance. The purpose of
load balance is to schedule the transmission requirements
between two adjacent time slots so as to decrease the interfer-
ence between EH-DPs.

The design of DPCS is inspired by a basic characteristic of
the optimization problem, which comes from the transmis-
sion rate restraints of CU and EH-DP. It means that those
chosen EH-DPs in each time slot should satisfy a basic avail-
able energy threshold pthdk,i . If not, the EH-DP cannot be a can-

didate to multiplex the channel resource. Based on this, pthdk,i is

expressed by Corollary 4 and is derived in Appendix A.

Corollary 4. In order to ensure the PAS has a feasible solution
set, the available power of the chosen EH-DP dk,i battery must
satisfy a minimum value:

Bt
dk,i

≥ pthdk,i , ð15Þ

where

where Mdk,i
= rthck

∼ ⋅ rthdk,i
∼ ⋅ gckdk,i ,N dk,i

= rthdk,i
∼ ⋅ gckB.

Proof. The proof of this corollary is provided in Appendix B.

Therefore, based on the minimum energy threshold pthDk

ðpthDk
= fpthdk,ig, dk,i ∈ΦDÞ and the latest ESI prediction value

Et
Dk

~ðEt
Dk

~ = fEt
dk,i

~g, dk,i ∈ΦDÞ, the proposed DPCS has

three key steps to determine the candidate EH-DPs for each
EH-DP/CU group as illustrated in Figure 4 and Algorithm 3.

Step 1. With the current available energy Bt
dk,i

and minimum

energy consumption threshold pthdk,i , we can pick out mt
k

pthdk,i =

∑ dk,j∈ΦDk
dk,j≠dk,i

pmax
dk, j

Mdk,i
⋅ gdk, jB +N dk,i

⋅ gdk, jdk,i
� �

+ n0 Mdk,i
+N dk,i

� �

gckB ⋅ gdk,i
− gdk,iB ⋅Mdk,i

,
ð16Þ

Initialization: m=1, qmk =0; ε=10
-2;

step 1: For a given qmk ,obtain Xk′,PCk
′ and PDk

′ by solving the following optimization problem:

Fðqmk Þ = max
fXk ,PCk ,PDk

g∈Ω
: f∑T

t=1∑dk,i∈ΦDk
xtdk,i ⋅ r

t
dk,i
−qmk ⋅ ∑T

t=1∑dk,i∈ΦDk
xtdk,i ⋅ p

t
dk,i
g,

step 2: Set qmk =∑T
t=1∑dk,i∈ΦDk

xt ′dk,i ⋅ ½rtdk,iðPCk
′ , PDk

′ Þ/pt ′dk,i �; If jFðqmk Þj > ε,m =m + 1;
step 3: Repeat the steps 1~2 until jFðqmk Þj ≤ ε.
Update: return X = Xk′ , PCk

= PCk
′ and PDk

= PDk
′ .

Algorithm 1: Outer-layer iteration algorithm (OLIA).
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candidate EH-DPs from the setΦDk
in an instantaneous time

slot t for the kth EH-DP/CU group. As Figure 4 illustrates,
the EH-DPs with the red color are candidates which meet
the above basic energy demand.

Step 2. If mt
k candidate EH-DPs can multiplex the channel

resource to transmit at the tth time slot, pthdk,i unit power will

be consumed at least. According to the power update rule
Bt+1
dk,i

= Bt
dk,i

− pthdk,i + Et+1
dk,i

~, mt+1
k candidate EH-DPs can also

be picked out from the set ΦDk
at time slot t + 1 according

to Bt+1
dk,i

and pthdk,i .

Step 3. The number of candidate D2D pairs between the two
time slots can be balanced for the purpose of decreasing the
interference among D2D pairs. For example, in Figure 4,
the current and next EH-DP candidates are 3 and 1, respec-
tively. Thus, the number of transmitted D2D pairs of the
two adjacent time slots can be evenly assigned to 2. In other

Input: Set t=1;
Output: X, ℙℂ,ℙD;
While t≤T do

for each k EH-DPs/CU group do
step 1: the D2D Pairs Choosing Strategy (DPCS) determines the binary variables fxtdk,i , ðdk,i ∈ΦDk

Þg according to the CSI and ESI
of the time slot t and t+1;

step 2: the Power Allocation Strategy (PAS) allocates the power control parameters fptck , ptdk,ig after step one.

Algorithm 2: Time-division scheduling scheme (TDSS).

Time slots

CU channel situation

t t+1 t+2 tn……

ct ct+1

CU CU

BSBS

Calculate the current 
EH-DP candidates

Calculate the next 
EH-DP candidates

Execute the load 
balance procedure

dk,3

Figure 4: D2D Pairs Choosing Strategy (DPCS) in the tth time slot for the kth EH-DP/CU group.

Input: Set t, Bt
dk,i
,pthdk,i , and Et

dk,i
~ , dk,i ∈ΦD;

Output: xtdk,i ;

Initialize:mt
k and mt+1

k = 0 ;
step 1: pick out the current EH-DP candidates: if Bt

dk,i
≥ pthdk,i , ð∀dk,i ∈ΦDk

Þ, then mt
k =mt

k + 1;
step 2: pick out the next EH-DP candidates: based on the energy arrival prediction value Et

dk,i
~, calculate the next available energy

according to equation Bt+1
dk,i

= Bt
dk,i

− pthdk,i + Et+1
dk,i

~. Similarly, let mt+1
k =mt+1

k + 1 when Bt+1
dk,i

≥ pthdk,i for all EH-DP in ΦDk
.

step 3: load balance procedure: consider the feature that energy cannot be used in advance. So, only when mt
k −mt+1

k ≥ 2, the trans-
mission load between two adjacent time slots can be balanced, and the current allowed transmission load ct equals to
dðmt

k +mt+1
k Þ/2e. After that, pick out mt

k EH-DPs in the current candidate list to multiplex the current channel resource
of ck-th CU.

Algorithm 3: Time-division scheduling scheme (TDSS).

8 Journal of Sensors



words, if the number difference of candidate D2D pairs
between the current time slot and the adjacent next time slot
is larger than or equal to 2, we can execute the load balance
procedure. Notably, we can only schedule the condition that
the service requirements in the current time is larger than the
next due to the store-and-use characteristic of energy har-
vesting [34]. After that, in time slot t, DPCS will choose the
average assignment number of D2D candidates dðmt

k +mt+1
k

Þ/2e to multiplex CU channel according to the principles of
lower interference and larger transmission rate.

After the DPCS, mt
k EH-DPs can be selected from ΦDk

to
multiplex the channel resource of CU ck in kth EH-DP/CU
group. Therefore, xtdk,iðdk,i ∈ΦDs

k
Þ, where ΦDs

k
is the set of

the selected EH-DPs in ΦDk
, is set to 1. In the same way,

xtdk,iðdk,i ∈ fΦDk
−ΦDs

k
gÞ is set to 0.

4.2. Power Allocation Strategy (PAS). After determining the
binary indicator variables xtdk,i , the optimal power should be

allocated for each transmission node (CUs and chosen EH-
DPs) by maximizing the EE of the D2D communication,
while guaranteeing the CUs’ transmission service quality.
Thus, the optimization problem Pk

EE will become an EE max-
imization problem as stated in s P1:

s P1ð Þ maximize
ptck ,p

t
dk,i

n o :
∑dk,i∈ΦDs

k

Rt
dk,i

ptck , p
t
dk,i

� �
∑dk,i∈ΦDs

k

ptdk,i
, ð17Þ

s:t: 0 ≤ ptck ≤ pmax
ck

, ð17aÞ

Rt
ck

ptck , p
t
dk,i

� �
≥ rthck , ð17bÞ

ptdk,i ≤ Et
dk,i

+ Bt
dk,i

− pt−1dk,i
, ð17cÞ

0 ≤ ptdk,i ≤ pthdk,i , ð17dÞ

Rt
dk,i

ptck , p
t
dk,i

� �
≥ rthdk,i , ð17eÞ

where Rt
ck
and Rt

dk,i
are the relative transmission rate equa-

tions about ptck and ptdk,i , respectively, and can be obtained

by (9) and (10). Notably, the EH-DPs belong to the set of
ΦDs

k
at this time. The constraint (17c) is the available energy

of each chosen D2D pair in battery. (17d) and (17e) are the
constraints of maximum transmission power and minimum
transmission rate of the relative choosing EH-DPs, respec-
tively. The similar restraints for CU are (17a) and (17b).

Remarkably, the objective function is a fractional non-
convex optimization problem because the numerator of
objective function of s P1 and the constraints (17b) and
(17e) are nonconvex. Thus, it is difficult to find a solution
for the objective optimization problem. However, we can uti-
lize the same convex approximation approach as CAIA used
to obtain a tight lower-bound convex approximation of the
numerator in the nonconcave formula (17). Hence, inequal-

ity (11) and equality substitution ptck = ep
t
ck

∼

, ptdk,i = e
ptdk,i

∼

can

convert s P1 to a lower bound which is illustrated by fs P1:

fs P1ð Þ: maximize
pck
∼

, pdk,i
∼n o :

f ptck

∼
, ptdk,i

∼� �

g ptck

∼
, ptdk,i

∼� � , ð18Þ

s:t: ptck
∼

≤ log pmax
ck

� �
, ð18aÞ

Rt
ck

∼
ptck

∼
, ptdk,i

∼� �
≥ rthck , ð18bÞ

ptdk,i

∼
≤ log Et

dk,i
+ Bt

dk,i
− pt−1dk,i

� �
, ð18cÞ

ptdk,i

∼
≤ log pmax

dk,i

� �
, ð18dÞ

Rt
dk,i

~
ptck

∼
, ptdk,i

∼� �
≥ rthdk,i , ð18eÞ

where f ðptck
∼ , ptdk,i

∼Þ and gðptck
∼ , ptdk,i

∼Þ are shown by (19)

and (20), respectively. Similarly, Rt
ck
∼ðptck

∼ , ptdk,i
∼Þ and Rt

dk,i
~

ðptck
∼ , ptdk,i

∼Þ can be seen in (13) and (14), respectively. As

fs P1 shows, it is a fractional optimization problem. As we
know, log-sum-exp is convex. So, the function f ðptck

∼ , ptdk,i
∼Þ

is jointly concave about parameters ptck
∼ and ptdk,i

∼. Besides,

the function gðptck
∼ , ptdk,i

∼Þ can be easily proved to be jointly

convex about parameters ptck
∼ and ptdk,i

∼. Likewise, the con-

straints (18b) and (18e) are also jointly convex functions.
Thus, fs P1 is a typical fractional optimization problem and
can be solved by the Dinkelbach algorithm [35]. So, the main
power allocation algorithm flow of PAS can be summarized
by Algorithm 4.

f ptck

∼
, ptdk,i

∼� �
= 〠

dk,i∈ΦDs
k

Rt
dk,i

~
ptck

∼
, ptdk,i

∼� �
, ð19Þ

g ptck

∼
, ptdk,i

∼� �
= 〠

dk,i∈ΦDk

e
ptdk,i
∼

: ð20Þ

5. Simulation Results

In this section, our goals are to verify the effectiveness of our
proposed algorithms and study the impact of EH efficiency
factors on system performance. Consequently, we will pres-
ent numerical results to evaluate the proposed algorithm
(CAIA) and the suboptimal heuristic algorithm (TDSS) in
aspects of average (avg.) achievable EE and transmission rate
of EH-DP. Furthermore, to assess the proposed algorithms,
we will compare the proposed algorithms with the real-time
transmission strategy (RTS), the Exhaustive Searching
Scheme (ESS), and the Q-Learning Approach (QLA).
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In each time slot, once the EH-DP has enough energy to
satisfy its transmission power demand, the RTS scheme will
let EH-DP transmit directly by executing the power alloca-
tion algorithm for the CUs and the chosen EH-DPs. ESS
can enumerate all possible solutions during the short-term
time horizon and thus attain an optimal solution. QLA, a
well-known reinforcement learning program, is widely used
to solve some long-term or short-term utilities [36, 37]. To
better assess the effectiveness of the proposed algorithms,
we implement QLA as a centralized one.

5.1. Simulation Setup. The performance of the compared
methods and the proposed algorithms in this study is evalu-
ated via simulations. Above all, the considered cellular net-
work with radius of 800 meters is demonstrated in Figure 1.
The central controller, BS, has the capability of acquiring all
users’ position, and it is always located at the centre of this

cellular area. Suppose that there exists KðK = 20Þ EH-DP/CU
groups. For the kth group (k = f1, 2,⋯, Kg), Nk EH-DPs can
multiplex the uplink channel radio resource of CU ck, where
Nk is randomly selected from 2 to 8. All users are randomly
deployed in the cellular zone. And meanwhile, the distance
between transmitter and receiver of each EH-DP pair is ran-
domly selected between [20, 50] meters [21]. Remarkably, to
avoid serious mutual interference between each other, a min-
imum distance threshold, which equals to 200 meters, should
be obeyed between CU and EH-DPs [38, 39]. Similarly, the
distance among EH-DPs in each group must be larger than
100 meters. The energy arrival process for every EH-DP is
assumed to be i.i.d. Bernoulli sample, which conforms to for-
mula (2). The other network parameters used in this study
are listed in Table 2.

We repeat each simulation scenario with different energy
arrival probabilities; for example, δ is 0.3 among EH-DPs,
100 times and average the results.

5.2. Complexity Comparison. The computational complexity
is an important aspect to better assess the effectiveness of
the above algorithms. First of all, there are two important
things that should be mentioned.

(i) The procedure of algorithms (CAIA, TDSS, and
RTS) includes convex optimization of nonlinear pro-
gramming. So, we use the ε-approximate solution to
measure the computational complexity. It means that
the computational complexity of algorithms (CAIA,
TDSS, and RTS) is the needed iteration times when
the solution reaches ε condition, such as Algorithms 1
and 4

(ii) We calculate and express the worst-case compu-
tational complexity of all algorithms for a fair
comparison

It is hard to have a thorough and correct analysis of com-
plexity of convex nonlinear programming problems. How-
ever, generally speaking, the complexity is related to the
space required to store input data and to the running time
of the algorithm until a solution is found [40]. Besides, Vidal
et al. [41] produced that the complexity of an ε-approximate

Table 2: Parameter setting in EH-DCCN simulation environment.

Parameter Value

Path loss, CU link 128:1 + 37:6log dck Km½ �ð Þ dB
Path loss, DU link 148 + 40 log Km½ �ð Þ dB
CU max Tx power (pmax

ck
) 20 dBm

D2D max Tx power (pmax
dk,i

) 17 dBm

Possible harvested energy for
each EH-DP (E) 5 ∗ 10−4 Watts

Initial battery power (B0
dk,i
) 0 Watt

The arrival energy probability
for each EH-DP (λdk,i )

Randomly choose from
0.1 to δ, δ ∈ 0, 1ð �

Channel bandwidth (BW) 180 kHz

Noise power density (ρn) -174 dBm/Hz

Number of D2D links (Nk) Randomly choose from 2 to 8

Min trans. rate, CU link (rthck ) 2 bps/Hz

Min trans. rate, DU link (rthdk,i ) 4 bps/Hz

Sum time slots (T) 200

Discount factor of QLA (γ) 0.8

Input: fxtiði ∈ fΦDk
gÞg for k-th group at time slot t;

Output: fptiði ∈ fck,ΦDk
gÞg;

Initialization: m = 0, λmk = 0, ε = 10−2; set the fs_P1 as the power allocation optimization target;
While Fðλmk Þ > εdo
fpt∗ck

∼ , pt∗dk,i
∼g = arg max f f ðptck

∼ , ptdk,i
∼Þ − λmk ⋅ gðptck

∼ , ptdk,i
∼Þg with constraints of (18a)~(18e);

λmk = f ðpt∗ck
∼ , pt∗dk,i

∼Þ/gðpt∗ck
∼ , pt∗dk,i

∼Þ;
Update Fðλmk Þ = f ðpt∗ck

∼ , pt∗dk,i
∼Þ − λmk ⋅ gðpt∗ck

∼ , pt∗dk,i
∼Þ;

m=m+1;
End

Update: pti =
ep

t∗
i

~
, i ∈ fckg ∪ΦDs

k

0, i ∈ΦDk
−ΦDs

k

8<
:

Algorithm 4: Power allocation strategy (PAS).
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solution for the continuous convex problem is Oðn log m
log ðnB/εÞÞ, where n is the number of variables, m is the
number of constraints, and B is the constraint bound. More-
over, as we all know, the complexity of QLA is related to the
size of state-action space jS ×Aj [42]. Thus, the complexity
of the above-mentioned algorithms can be depicted in
Table 3.

In Table 3, D means the number of D2D pairs, i.e., D =
Nk = jΦDk

j. B represents the maximal resource threshold. γ
denotes the discount factor of QLA. The simulation time is
the average result of the algorithms being executed about
100 times under a simulation scenario with Nk = 5, δ = 0:3.
Thus, we can draw a valid conclusion that ESS has the highest
complexity while TDSS and RTS have the similar complexity,
which is the lowest one. And then, QLA exhibits a little bit
lower complexity than ESS, and CAIA is lower than QLA.

5.3. Performance Results and Analysis

5.3.1. The EE Performance Comparison. Figure 5 shows the
simulation results of avg. achievable EE of EH-DP. It is worth
noting that the results of QLA shown are steady-state perfor-

mance. The simulation results of avg. achievable EE exhibit
three significant conclusions:

(i) By comparing with RTS, the EE performance of
CAIA and TDSS shows that our proposed short-
term transmission scheduling strategy obtains better
EE than RTS whatever the numbers of EH-DP. In
other words, the short-term energy-efficient sched-
uling strategy is more suitable for the EH-DCCN.
Moreover, due to the approximate rules of CAIA,
CAIA can acquire a tight lower bound of the stSEE
problem by comparing with the optimal algorithm
ESS. The heuristic algorithm TDSS can obtain a sub-
optimal solution for the stSEE problem with the low-
est computational complexity. With lots of trial and
error, QLA owns the similar EE performance with
ESS. However, the computational complexity is the
biggest obstacle about the implementation of ESS
and QLA

(ii) With the rise of the harvested energy or the num-
ber of EH-DPs, the growth rate of EE between the
short-term scheduling scheme and the real-time

Table 3: The computational complexity of CAIA, TDSS, RTS, ESS, and QLA.

Algorithms Complexity Simulation time (seconds)

ESS O pmax
c ⋅ pmax

dð ÞD
� �T� �

955.74

CAIA O 2D + 1ð Þ ⋅ T ⋅ log 2D + 1ð Þ ⋅ Tð Þ ⋅ log 2D + 1ð Þ ⋅ T ⋅ B/εð Þð Þ 106.52

QLA O T ⋅ S ×Aj j/ε2 1 − γð Þ5� �
= O T D + 1ð Þ ⋅ 2D ⋅ pmax

c ⋅ pmax
dð ÞD

h i
/ε2 1 − γð Þ5

� �
293.11

TDSS O D ⋅ T + D + 1ð Þ ⋅ T ⋅ log 2D + 1ð Þð Þ ⋅ log D + 1ð Þ ⋅ B/εð Þð Þ 16.79

RTS O D + 1ð Þ ⋅ T ⋅ log 2D + 1ð Þð Þ ⋅ log D + 1ð Þ ⋅ B/εð Þð Þ 15.76
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Figure 5: Average achievable EE of EH-DP: (a) δ = 0:3; (b) δ = 0:7.
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transmission gradually becomes smaller. For
instance, as shown in Figure 5(b)), the increasing
rate of avg. EE between CAIA and RTS is about
35% under the number of EH-DP which is 5. How-
ever, the increasing rate of avg. EE is declined to
13% under the number of EH-DP which is 8. That
is due to the fact that as the energy arrival probability
or number of EH-DPs increases, the time slots avail-
able to be scheduled will be decreased

(iii) Additionally, please note that under δ equals 0.7 of
Figure 5(b), the avg. EE slowly declines when the
EH-DP’s number is no less than 5. This is because
the more numbers of EH-DPs there are, the more
transmission requests there are. As a result, more
energy must be consumed to endure the mutual
interference so as to satisfy the target transmission
rate. In the end, the average EE will decline. This
phenomenon means that the maximal available
scheduled number of EH-DPs is 5 under the energy
arrival probability of 0.7. From this, the maximum
sustainable numbers of EH-DP can be easily
obtained under different EH probability. In this
way, we can give a theoretical development reference
for future EH-DCCN

5.3.2. The Transmission Rate Performance Comparison. For
purpose of better revealing the different reactions of the
above algorithms in the modelled stSEE optimization under
different EH-DCCN scenarios, the mean and variance of
transmission rate of EH-DPs are exhibited in Figures 6 and
7, respectively. The variance of transmission rate, which can
express the equilibrium level among users, means the degree
of deviation from its mean. The smaller the value of variance,
the higher the equilibrium level. Two crucial phenomena can
be concluded from Figures 6 and 7:

(i) Obviously, as demonstrated by Figure 6, along with
the increasing of numbers of EH-DPs, or energy
arrival probabilities, the avg. transmission rate of
EH-DPs will increase accordingly. However, the
growth rate of the avg. transmission rate of EH-
DPs, just like the trend of EE performance, is going
to be very slow when the harvested energy or the
number of EH-DPs grows a certain extent

(ii) From Figure 7, the variance of transmission rate of
CAIA, ESS, and QLA is always lower than that of
RTS and TDSS under any situations. It means that
CAIA, ESS, and QLA will make the EH-DPs achieve
better balanced effect. So, stSEE programming can be
better executed by CAIA, ESS, and QLA. This is
because of the fact that CAIA, ESS, and QLA can
make better decision by fully considering short-
term resource equilibrium according to channel
interference (i.e., number of EH-DPs) and energy
level (i.e., energy arrival probability). Moreover, the
poorer equilibrium of the slot-by-slot programming
schemes, i.e., TDSS and RTS, also perfectly explains
that the short-term energy-efficient scheduling strat-
egy is more suitable for improving the performance
of EH-DCCN

6. Conclusions

In this study, we investigate energy-efficient time-domain
transmission equilibrium scheduling and power allocation
scheme for improving the performance of the EH-powered
D2D communication underlaying cellular network, where
cellular users (CUs) and EH-powered D2D pairs (EH-DPs)
transmit data over a shared uplink channel. According to
the volatility of energy availability and the channel condi-
tions of users, a short-term Sum Energy Efficiency (stSEE)
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Figure 6: Average achievable transmission rate of EH-DP: (a) δ = 0:3; (b) δ = 0:7.
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maximization problem of EH-powered D2D communication
is modelled, while ensuring the transmission rate require-
ments of CUs. However, the optimization problem, including
transmission scheduling of EH-DPs and power allocation for
CUs and chosen EH-DPs during a finite time horizon, is dif-
ficult and time-consuming. So, we propose a two-layer con-
vex approximation iteration algorithm (CAIA) which can
obtain a feasible quasioptimal solution for the modelled
stSEE maximization problem. Simultaneously, a two-step
heuristic algorithm in a slot-by-slot fashion is also developed
to acquire a suboptimal solution without requiring statistical
knowledge of channel and EH processes. By numerical anal-
ysis, the results show that the short-term time-domain equi-
librium scheduling strategy can obtain better performances
in terms of energy efficiency and transmission rate than the
real-time scheduling algorithm for different EH settings.
Besides, we also study the maximum scheduled number of
D2D pairs underlaying one CU under different energy har-
vesting efficiency, which can give us the insight needed to
design EH-powered D2D communications.

Appendix

A. Proof of the Nonconvex Feature of rtck and rtdk,i
For the sake of presentation, we can use a general form (A.1)
to describe rtck and rtdk,i :

ri Pð Þ = log 1 + pi ⋅ ai
∑N

j=1,j≠ipj ⋅ aj + n0

 !
, ðA:1Þ

where i belongs to set fΦC ,ΦDg,N equals to the sum number
of all users reusing one spectrum resource, P is the set of
transmission power, and ai denotes the corresponding chan-
nel gain when user i is at the current channel. The necessary

and sufficient condition to prove the convexity of a function
is to see whether the Hessian matrix of the function is posi-
tive definite for all variables. Consequently, the first-order
partial derivative of (A.1) with respect to variable P can be
denoted as follows:

∂ri
∂pi

= ai
M

, ðA:2aÞ

∂ri
∂pj

=
aj N −Mð Þ
M ⋅N

, ðA:2bÞ

whereM =∑N
i=1pi ⋅ ai,N =∑N

j=1,j≠ipi ⋅ ai. Due to the indicator
parameters x, we must discuss different interference situa-
tions, i.e., various N . So, we will describe the interference sit-
uation and the corresponding Hessian matrix expression
under various scenarios with different numbers of users.

(1) When N equals to 1, ri can be expressed as formula
(A.3a). Accordingly, the second-order condition of
(A.3a) with regard to P = fp1g, i.e., Hessian matrix
HN = 1, can be represented as formula (A.3b). Obvi-
ously, the transmission rate is concave under N = 1:

r1 Pð Þ = log 1 + p1 ⋅ a1
n0

� �
, ðA:3aÞ

HN=1 =
∂2r1
∂p12

= −a21
M2 < 0 ðA:3bÞ

(2) In the same way, when N equals to 2, the general
transmission rate form (A.1) and its Hessian matrix
expression can be written as equations (A.4a) and
(A.4b), respectively. According to formula (A.4b)
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Figure 7: Average variance of transmission rate of EH-DPs: (a) δ = 0:3; (b) δ = 0:7.
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and the second derivative test (as in [42], p. 971), the
transmission rate is neither convex nor concave
under N = 2:

ri Pð Þ = log 1 + pi ⋅ ai
∑2

j=1,j≠ipj ⋅ aj + n0

 !
, ðA:4aÞ

Hri
N=2 =

∂2ri
∂pi2

∂2ri
∂pi∂pj

∂2ri
∂pi∂pj

∂2ri
∂pj2

�����������

�����������

=

−a2i
M2

−aiaj
M2

−aiaj
M2

−a2j N 2 −M2� �
M2N 2

���������

���������
=

−a2i a
2
j

M2N 2 < 0

ðA:4bÞ

(3) Under N = 3, we can also obtain the relative trans-
mission rate form and Hessian matrix expression as
shown in equations (A.5a) and (A.5b). Thus, the con-
vexity of the transmission rate cannot be judged:

ri Pð Þ = log 1 + pi ⋅ ai
∑3

j=1,j≠ipj ⋅ aj + n0

 !
, ðA:5aÞ

Hri
N=3 =

∂2ri
∂pi2

∂2ri
∂pi∂pj

∂2ri
∂pi∂pk

∂2ri
∂pj∂pi

∂2ri
∂pj2

∂2ri
∂pj∂pk

∂2ri
∂pk∂pi

∂2ri
∂pk∂pj

∂2ri
∂pk2

�����������������

�����������������

=

−a2i
M2

−aiaj
M2

−aiak
M2

−aiaj
M2

−a2j N 2 −M2� �
M2N 2

−ajak N 2 −M2� �
M2N 2

−akai
M2

−akaj N
2 −M2� �

M2N 2
−a2k N 2 −M2� �

M2N 2

���������������

���������������
= 0

ðA:5bÞ

(4) Similarly, the Hessian matrix expression when N ≥ 4
equals to zero. Therefore, the concavity and convex-
ity of ri cannot be estimated

From the above discussion, the form of ri cannot be con-
firmed due to the indicator parameters x. Thus, the concavity
and convexity of ri cannot be always estimated. As a result,
the sum rate, i.e., ∑iri is neither convex nor concave.

B. Proof of the Minimal Energy Threshold

From the transmission rate requirements of CU and D2D
pairs in equations (6b) and (6e), we can easily obtain the
transmission power constraints of CU as follows if dk,i
belongs to ΦDk

s
:

ptck ≥

rtdk,i

~
∑

dk,i∈ΦDs
k

ptdk,igdk,i ,B + n0

0
@

1
A

gcB

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
,

ptck ≤

ptdk,igdk,i / r
th
ck

~
− ∑
dk,j∈ΦDk
dk,j≠dk,i

ptdk,igdk,i ,B − n0

0
BBB@

1
CCCA

gcdk,i

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

,

8>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

ðB:1Þ

where rtck
~ = ðexp ðrthck Þ − 1Þ, rtdk,i

~ = ðexp ðrthdk,iÞ − 1Þ. If the

solution of ptck of the optimization problem exists, the lower
and upper power bound of CU in (B.1) should satisfy the fol-
lowing relationship:

rtdk,i

~
∑dk,i∈ΦDs

k

ptdk,igdk,i ,B + n0

� �
gcB

<

ptdk,igdk,i
/ rthck

~
−∑ dk,j∈ΦDk

dk, j≠dk,i

ptdk,igdk,i ,B − n0

0
BB@

1
CCA

gcdk,i
:

ðB:2Þ

Thus, the minimal energy requirement, which ensures
the minimal transmission rate requirements of EH-DPs and
CUs, can be converted by (B.2) and represented as follows:

pthdk,i >

∑ dk,j∈ΦDs
k

dk,j≠dk,i

ptdk, j Mdk,i
⋅ gdk, jB +N dk,i

⋅ gdk, jdk,i
� �

+ n0 Mdk,i
+N dk,i

� �

gckB ⋅ gdk,i
− gdk,iB ⋅Mdk,i

,
ðB:3Þ
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where Mdk,i
= rthck

∼ ⋅ rthdk,i
∼ ⋅ gckdk,i ,N dk,i

= rthdk,i
∼ ⋅ gckB. In the

worst case, the receiver of each D2D pair will receive the
interference from all other D2D pairs. It means that the set

of ΦDs
k
=ΦDk

. Thus, the minimal requirement power can be

calculated by (B.4) when ptck = pmax
ck

and ptdk, j = pmax
dk, j

:
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In this paper, a novel parameter recognition method of mode-converted wave in single-source ultrasound is put forward and
applied to the estimation of axial stresses in bolts. To overcome the distortion and aliasing of the mode-converted wave in
single-source ultrasonic signal, a time-frequency parameter recognition method based on the Gabor transform is introduced to
recognize the accurate time of flight (TOF) of the mode-converted wave. Based on the mode conversion of the single-source
longitudinal ultrasound, a new nonlinear evaluation model based on acoustoelastic equation is derived to determine the axial
stress of bolt. The performance of the proposed method is evaluated by comparing it with the commonly used TOF ratio
method of longitudinal wave and shear wave (L-S). The experiment result shows that the proposed method is more effective in
detecting the connection status of bolted joints than the traditional L-S method.

1. Introduction

Loosening is one kind of failure that can markedly impact the
stiffness and reliability of bolted joints. Insufficient preload of
bolt will significantly increase the risk of overall mechanical
structural disintegration. One way to address the critical issues
in maintaining the strength of the structure and ensuring the
safety of engineers is to apply appropriate pretightening force
to the bolted joints and conduct long-term online monitoring
of their axial stress. The most frequently used nondestructive
estimation methods of stress include the photoelasticity
method [1], resistance strain gauge method [2], piezoresis-
tance method [3], active sensing method [4, 5], and ultrasonic
testingmethod [6–9]. Among all these methods, the ultrasonic
testing method is considered as a potential alternative
technique due to its convenience to measure bolt tension with
better accuracy.

Among the ultrasonic testing technologies, the acoustoe-
lastic method by using TOF [6–12] is a typical stress measure-
ment method. In the method, the TOF difference before and
after bolt loading is calculated and multiplied with an

acoustic-stress factor to achieve the axial stress. Whereas one
shortcoming of this method is that it cannot be utilized to
measure the stress of a fastened bolt. Yasui et al. [13] proposed
the L-S method based on multisource ultrasound to solve this
problem, in which the stress is measured according to the TOF
ratio of longitudinal wave (L-wave) and shear wave (S-wave)
by two separate transducers mounted on the two ends of the
bolt with great care and precision. And the TOF ratio was
proved to be independent of the original length of the bolt
or the initial TOF. However, the coupling conditions (e.g.,
installation position, pressure, and coupling agent concentra-
tion) of the L-wave and S-wave transducers must be repeatable
to ensure accuracy. Hence, this method is difficult to achieve
reliable measurement results under practical conditions. Kim
and Hong [14] proposed a stress measurement method using
mode conversion of longitudinal waves to reduce the experi-
mental error caused by different contact condition. However,
compared with the multi-source method, owing to aliasing
and distortion in the mode-converted wave signal used in
Kim’s method, it’s difficult to obtain accurate TOF directly.
They used a special designed probe with an acoustic lens to
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generate the mode-converted wave with high SNR (signal-
noise ratio). In addition, it is necessary to provide enough
space to install the specially designed probe, and the length
of the workpiece cannot exceed the focal length of the lens.
Therefore, a new parameter recognition method of the
mode-converted wave in single-source ultrasound must be
studied to promote the measurement efficiency of the bolt.

In this paper, a novel axial stress evaluation method using
the mode-converted wave generated by single-source ultra-
sound based on the Gabor transform is proposed. Firstly,
the distortion and aliasing of mode-converted process in
single-source ultrasonic longitudinal signal are analyzed.
Then, the parameter recognition method based on the Gabor
transform and Gaussian empirical model to obtain the accu-
rate TOF of the mode-converted signal is introduced and its
effectiveness is proved by simulation. Next, a new nonlinear
model for evaluating the axial stress of bolt is derived based
on the acoustoelastic equation. Finally, the performance of
the proposed method is evaluated by comparing it with the
commonly used TOF ratio method of longitudinal wave
and shear wave. And the experiment result shows that the
proposed method is more effective in detecting the connec-
tion status of bolted joints than the traditional L-S method.

2. TOF Recognition Method in Single-
Source Ultrasound

2.1. Mode-Converted Wave in Ultrasonic Testing. The veloci-
ties and polarization directions of the S-wave and the L-wave
are related to the elastic properties, anisotropy, and current
stress state of materials. Both the L-wave and the S-wave can
be transmitted in solid medium, while only the L-wave can
be transmitted in fluid medium. When a longitudinal wave
beam enters the solid medium from the fluid medium, it will
not only be reflected at the interface but will also derive an
orthogonal bipolarized transverse wave and some other
waveforms near the interface, such as the Rayleigh wave and
the Love wave. Similarly, when there exist ultrasound inci-
dents from the solid medium to the fluid medium, reflection
wave and orthogonal bipolarized transverse wave will occur.
This phenomenon is called mode conversion. Figure 1 shows
a typical mode conversion process in a monostatic pulse-
echo experiment, in which the red beam represents a longitu-
dinal wave and the green beam represents a shear wave.

In Figure 1, Linc represents the incident single-source
longitudinal wave generated by the transducer. At the liquid-
solid interface, Linc derives a reflection wave Lrefl, a transmis-
sion L-wave (LL), and a transmission shear wave (LT).
Suppose that the reflection angle of the longitudinal wave is
α and the angle of shear wave is β, the relationship between
them can be described by Snell’s law:

sin α

CL
= sin β

CT
: ð1Þ

In equation (1), CL and CT refer to the acoustical velocities
of L-wave and S-wave in the solidmedium, respectively.When
LL and LT reach the other end of the mounted solid, the mode
conversion occurs again. The LL generates the LLL wave and

the LLT wave, and the LT generates the LTL wave and the
LTT wave. At last, all the waves undergo mode conversion
again after arriving at the left solid interface, and the part
transmitted into the coupling layer will all be converted to
longitudinal waves and captured by the transducer. It should
be noted that the propagation distance of the LLT and the
LTL is exactly the same theoretically.

The transit time of acoustical wave can be rephrased as
TOF, and TOFL and TOFT denote the transit time of L-
wave and S-wave, respectively, in this paper. The relationship
between the TOF and the sound velocity can be expressed as

CL ≈
2D

TOFL
,

CT ≈
2D

TOFT
,

8>>><
>>>:

ð2Þ

where D is the length of the solid medium. And the TOF of
the converted waves (TLLL, TLLT, TLTL, and TLTT) in solid
can be expressed as

TLLL =
2D/cos α
2D/TOFL

,

TLLT =
D/cos α
2D/TOFL

+
D/cos β
2D/TOFT

,

TLTL =
D/cos α
2D/TOFL

+
D/cos β
2D/TOFT

,

TLTT =
2D/cos β
2D/TOFT

:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð3Þ

When the incident direction is vertical to the interface,
the angles α and β are approximately equal to zero. So, their
relationship can be described as

TLLL < TLLT = TLTL < TLTT: ð4Þ

Equations (3) and (4) can determine the positions of the
converted waves in a time-domain signal approximately. In
general, the LTT wave has serious attenuation in amplitude
and falls in the vicinity of the second echo of LLL (because
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Figure 1: Mode conversion in a pulse-echo experiment.
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the travel speed of the L-wave is nearly two times than that of
the S-wave). Therefore, the LTT wave is not suitable for stress
evaluation. Owing to the relatively low attenuation, it is possi-
ble for the remaining LLT wave and the LTL wave to be
adopted in stress evaluation. However, their waveforms are
completely overlapped in the time domain because the LLT
and LTL have exactly the same TOF in theory (here we use
LC to represent the overlapped mode-converted waveforms).
Moreover, LC often exhibits varying degrees of nonlinear
distortion and aliasing caused by coupling conditions and
multiple mode conversion. As a result, the direct acquisition
of the LC TOF through the original signal is almost infeasible.

2.2. Parameter Recognition Method Using the Gabor
Transform. The cross-correlation method is the most
commonly used parameter recognition method to obtain the
TOF of an ultrasonic signal, which can achieve high estima-
tion accuracy under the condition of high signal-to-noise ratio
(SNR). However, due to the nonlinear distortion and aliasing
in LC, applying the cross-correlation method to this situation
may cause extra error [15]. This paper introduces an
ultrasonic signal processing method based on an empirical
model [15, 16] and the Gabor transform [17] to recognize
the parameter of the LC. The Gabor transform is a time-
frequency transformmethod and widely used in signal param-
eter estimation for the ability of revealing the local frequency
distribution of a signal or an image. From the perspective of
time-frequency analysis, this paper applies the Gabor trans-
form to estimate the parameter of the empirical model of
LC. The authors use XLCðtÞ to express the signal of LC in time
domain, and XLCðtÞ can be rephrased as a two-dimensional
time-frequency expansion by applying the Gabor transform:

XLC tð Þ = 〠
+∞

τ=−∞
〠
+∞

ω=−∞
Cτ,ωhτ,ω = 〠

+∞

τ=−∞
〠
+∞

ω=−∞
Cτ,ωh t − τað Þe−j2πbωt :

ð5Þ

In equation (5), τ and ω represent the time and frequency
coordinates of the two-dimensional plane, a and b are the
width of the time and frequency grid of the plane, respectively,
Cτ,ω is the Gabor expansion coefficient, and hτ,ω is the Gabor
generating function. What is more, Cτ,ω is also defined as the
Gabor transform (GT) of XLCðtÞ:

Cτ,ω = GT XLCð Þ =
ð∞
−∞

XLC δð Þh∗ δ − τað Þe−j2πωbδdδ: ð6Þ

According to the physical characteristics of the ultrasonic
transducer commonly used in bolt stress detection technology,
the Gauss attenuation signal [18] is selected as the empirical
model to describe LC:

SLC tð Þ = A0e
−d t−τð Þð Þ2 sin 2πω t − τð Þ: ð7Þ

In equation (7), A0 is the amplitude and d is the shape
factor. Since the Gaussian function is still a Gaussian kernel
function after Fourier transformation, its energy distribution
is concentrated in both the frequency domain and the time

domain, which can clearly reveal the local details of the signal.
Considering that SLCðtÞ is a Gaussian model, an analysis win-
dow function with a Gaussian kernel is selected as the Gabor
generating function:

hτ,ω = ηe−r0 t−aτð Þ2+jω0 t−aτð Þ/bω½ �: ð8Þ

To ensure the energy uniformity of the window function, let

η =
2r0
π

� �1/4
: ð9Þ

Then, the Euclidean distance of Gabor generating function
and the empirical model is adopted to characterize the similar-
ity between SLCðtÞ and hτ,ωðtÞ, which can be expressed as

SLC tð Þ − hτ,ω tð Þ�� ��2 = SLC
2 tð Þ + hτ,ω

2 tð Þ − 2 GT SLCð Þj j: ð10Þ

In fact, the purpose of finding the maximum similarity
between the Gabor generating function and the empirical
model is equivalent to obtaining the minimum value of equa-
tion (10). Since SLC

2ðtÞ and h2τ,ωðtÞ are both nonnegative and
unrelated to τ and ω, the minimum value of equation (10) is
transformed into the maximum value of ∣GTðSLCÞ ∣ . And ∣GT
ðSLCÞ ∣ can be further written as

GT SLCð Þj j = f τ, ωð Þ = ηA0

ffiffiffiffiffiffiffiffiffiffiffiffi
π

d + r0

r
e− 4dr0 τ−TOFð Þ2+ ωc− ω0/ωð Þð Þ2ð Þ/ 4 d+r0ð Þð Þð Þ:

ð11Þ

In conclusion, the parameter recognition of the empirical
model of LC can be described as

TOF, ωCf g = arg max
τ,ω

GT SLCð Þj j: ð12Þ

2.3. Parameter Recognition Using Particle Filter. Absolutely, the
solution of equation (12) is a typical two-dimensional optimi-
zation problem. Taking both estimation accuracy and conver-
gence speed into account, the particle filter method is selected
as the solver of equation (12). The basic idea of the particle
filter algorithm is the Monte Carlo method, which approxi-
mates and replaces the probability density function of the sys-
tem through a large number of random samples and selects a
subset of particles for sequential importance sampling accord-
ing to the posterior probability in order to shrink the scope of
estimation [19–22]. Assume the target vector VLC:

VLC = TOF, ωCð Þ: ð13Þ

The parameter recognition process of the empirical model
of LC based on the particle filter method is as follows:

(1) Suppose the lengths of the time and the frequency
axials of the Gabor expansion plane is M and N ,
respectively. Establish the initial particle set accord-
ing to the number of particles K :
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P 0VLC
� �

= 0VLC
i,W0

i
n oK

i=0
,

〠
N

i=0
W0

i = 1:
ð14Þ

In equation (14), 0VLC
i refers to the target vector of each

particle in the initial set and W0 is the probability of each
particle in the initial set. They can be expressed as

0VLC
i = TOF0i, ωC0

i� �
,

TOF0i ∈ 0,M½ �, ωC0
i ∈ 0,N½ �:

(
ð15Þ

To ensure generality, the uniform distribution is selected
as the initial importance distribution:

W0
i =

1
M

,
1
N

� �
: ð16Þ

(2) Substituting the value of TOF0i and ωC0
i into equa-

tion (11) for each particle in the set, then the expres-
sion of ∣GTiðSLCÞ ∣ can be derived. Next, we can
calculate the state transition probability according
to the likelihood between ∣GTðSLCÞ ∣ and ∣GTiðXLCÞ
∣ . The normalized weight corresponding to the state
transition probability of each particle is given by

wi =
GTi SLCð Þj j − GT XLCð Þj j

∑K
i=1 GTi SLCð Þj j − GT XLCð Þj j

: ð17Þ

(3) Perform sequential importance resample according to
the elimination threshold which equals to the average
ofwi. The particles with low weight are eliminated and
those with high weight are retained and copied. After
resample, the new particle set can be derived as

P jVLC
� �

= jVLC
i,Wj

i
n oK

i=0
,

〠
N

i=0
Wj

i = 1:
ð18Þ

(4) Repeat procedures (1) to (3) until the values of every
particle are exactly the same as each other, and the
target vector of the last set is expressed as

VLC
est = TOFest, ωC

est� �
: ð19Þ

TOFest and ωC
est are corresponding to the TOF and the

central frequency of mode-converted wave LC.

2.4. Simulation. To evaluate the performance of the proposed
method, a group of double Gaussian echo signals with differ-
ent TOF and central frequency are introduced to simulate
the mode-converted wave LC. The general expression of the
signals is

S tð Þ = A1e
−d1 t−τ1ð Þð Þ2 sin f c1 t − τ1ð Þ + A2e

−d2 t−τ2ð Þð Þ2 sin f c2 t − τ2ð Þ,
ð20Þ

where A1 and A2 represent the amplitude of the echo
envelope, τ1 and τ2 are the TOF, f c1 and f c2 are the central
frequencies, and d1 and d2 are the shape factors. In each signal,
A1 = 1V, A2 = 0:8V, d1 = 1:5 × 10−7 s, and d2 = 1:4 × 10−7 s.
The values of the TOF and the central frequency of these sig-
nals are shown in Table 1. The initial set is made up of 10000
random chosen particles within the range of ±2 × 10 − 7 sec
and ±0.5MHz around the preset values. After -10dB~10dB
Gaussian white noise is applied to the signals to simulate
different SNR conditions, the TOFs and the central frequen-
cies of No. 1~No. 8 signals are recognized and each signal is
calculated over 100 times. The No. 1 signal with 5dB noise is
shown in Figure 2(a), and its Gabor expansion is shown in
Figure 2(b). It can be observed in Figure 2(a) that the time-
domain signal is severely distorted and the echoes are
submerged in clutter, while the echoes can be clearly recog-
nized in the diagram of Gabor expansion (Figure 2(b)) and
the recognized results are shown in Table 2.

The TOF difference caused by the acoustoelastic effect in
an actual measurement is generally about 1%, while for the pro-
posed method the measurement error of TOF is about 0.5% in
average under the condition of low SNR, as shown in Table 2.
Therefore, the parameter recognition using the Gabor trans-
form is efficient and can be applied to the TOF recognition of
mode-converted wave in single-source ultrasound.

3. Nonlinear Evaluation Model of Bolt
Axial Stress

3.1. Nonlinear Evaluation Model Based on Mode-Converted
Ultrasound. The existing evaluation models [6–14] of bolt

Table 1: Parameters of the simulation signals.

Number f c1 (MHz) f c2 (MHz) τ1 (s) τ2 (s)

1 4.000 3.000 1:900 × 10−6 2:100 × 10−6

2 4.500 3.500 2:000 × 10−6 2:200 × 10−6

3 5.002 4.000 2:100 × 10−6 2:300 × 10−6

4 5.500 4.500 2:200 × 10−6 2:400 × 10−6

5 6.000 5.000 2:300 × 10−6 2:500 × 10−6

6 6.500 5.500 2:400 × 10−6 2:600 × 10−6

7 7.000 6.000 2:500 × 10−6 2:700 × 10−6

8 7.500 6.500 2:600 × 10−6 2:800 × 10−6
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axial stress are simplified and linear. And it is inevitable for
them to induce extra fitting error. In this part, a new nonlin-
ear evaluation model of bolt axial stress is proposed, its
nonlinear feature is much better to meet the characteristic
of acoustic elastic effect in theory. According to the theory
of elasticity and nonlinear acoustic [23],

CL
2 = CL0

2 − σ
λ + 2μð Þ 4λ + 10μ + 4mð Þ/ μ + λ + 2jð Þ

ρ0 3λ + 2μð Þ
� 	

,

CT
2 = CT0

2 − σ
2j − 2 m + λ + 2μð Þð Þ/μ

ρ0 3λ + 2μð Þ
� 	

,

8>>><
>>>:

ð21Þ

where CL and CT are the velocities of longitudinal wave and
shear wave in a solid medium under stress, respectively; CL0
and CT0 are their velocities in the stress-free state; λ and μ
are the Lame coefficients; j and m are the third-order elastic

constants and ρ0 is the density of the solid. Equation (21)
can be rewritten as

CL = CL0 1 − kLσð Þ1/2,
CT = CT0 1 − kTσð Þ1/2,

(
ð22Þ

where

kL =
λ + 2μð Þ 4λ + 10μ + 4mð Þ/ μ + λ + 2jð Þ

ρ0 3λ + 2μð Þ½ �1/2/CL0
,

kT =
2j − 2 m + λ + 2μð Þð Þ/μ
ρ0 3λ + 2μð Þ½ �1/2/CT0

:

ð23Þ

The propagation speed of elastic waves will change along
with the stress status of the medium on the basis of equation
(22), while in practical measurement, because the change of
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Figure 2: Simulation results.

Table 2: Recognized results of the simulation signals.

Number f c1 (MHz) f c2 (MHz) Average frequency error τ1 (s) τ2 (s) Average TOF error

1 4.082 2.939 2.04% 1:901 × 10−6 2:106 × 10−6 0.17%

2 4.495 3.507 0.15% 1:987 × 10−6 2:198 × 10−6 0.76%

3 5.012 3.978 0.37% 2:102 × 10−6 2:308 × 10−6 0.22%

4 5.498 4.487 0.24% 2:204 × 10−6 2:389 × 10−6 0.32%

5 5.991 5.012 0.19% 2:297 × 10−6 2:486 × 10−6 0.35%

6 6.504 5.612 0.89% 2:406 × 10−6 2:587 × 10−6 0.38%

7 6.993 6.124 1.00% 2:507 × 10−6 2:712 × 10−6 0.36%

8 7.522 6.514 0.25% 2:602 × 10−6 2:791 × 10−6 0.20%
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sound velocity is too weak to detect, TOF is often frequently
used instead of velocity. Figure 3 shows a typical bolt connec-
tion structure, in which L and L0 are the equivalent stress
length and overall length of the bolt, respectively. Since the
stress distribution in a loaded bolt is inhomogeneous, the bolt
can be simplified to an axisymmetric cylinder with uniform
stress distribution, in which L represents the length of the
cylinder. Then, the TOF can be expressed as

TL =
2 1 + σE−1� �

L + L0 − L

 �

CL
,

TT =
2 1 + σE−1� �

L + L0 − L

 �

CS
,

8>>><
>>>:

ð24Þ

where TL and TT are the TOF of L-wave and S-wave, respec-
tively. Squaring the quotient of TL by TT , we can obtain

RL‐S
2 =

CL0
2KL

CT0
2KT

CT0
2KT /CL0

2KL

� �
− CT0

2/CL0
2� �

CT0
2KT /CL0

2KL

� �
CT0

2/CL0
2� �

− CT0
2/CL0

2� �
KTσ

� � :
ð25Þ

Let

a =
CT0

2KT

CL0
2KL

,

b =
CT0

2

CL0
2 ,

c = KT :

ð26Þ

Then, equation (25) can be simplified as

RL‐S
2 =

1
a
+

a − b
a b − bcσð Þ : ð27Þ

Since the TOF of LC can be expressed as

TLC =
TT + TL

2
=
TL/x + T

2
, ð28Þ

the TOF ratio RLC‐L of LC wave to LLL wave (LC-L
method) is derived as

RLC‐L =
1

2RL‐S
+
1
2
: ð29Þ

Finally, the axial stress σ can be calculated by the following
nonlinear model:

σ =
b − a

abcRL‐S
2 − bc

+
1
c
=

b − a

abc 1/ 2RLC‐L − 1ð Þ½ �2 − bc
+
1
c
:

ð30Þ

Based on the derivations above, as long as the coefficients
related to material properties and the TOF ratio RLC‐L are
known, the axial stress of the bolt can be determined.

Install a longitudinal
transducer 

Obtain the original
ultrasonic signals S(t) 

SLLL(t) = R(τ1) × S(t)
SLC(t) = R(τ2) × S(t)

GLLL(ω, t) = CGT[SLLL(t)]
GLC(ω, t) = CGT[SLC(t)] 

TOFLLL = arg max|GLLL(ω, t)|
TOFLC = arg max|GLC(ω, t)|

RLC-L = TOFLC/TOFLLL

Calibration

Measurement

Change the load

Complete the
loading process? 

Yes

No

Nonlinear fitting

Stress calculation
formula

Stress 

Resample

n
i

i = 1
RLC-L RLC-L∑=

Figure 4: Flowchart of the stress evaluation.
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3.2. Flowchart of Stress Evaluation. The process of the mea-
surement and calibration methods of bolt axial stress using
single-source mode-converted ultrasound is shown in
Figure 4.

(1) Mill the head of the tested bolt flat and mount a
longitudinal transducer on it properly to ensure
stable coupling status

(2) Obtain the original signal by conducting a mono-
static pulse-echo experiment, and then resample
the signal for at least 100 times to get the statistical
data of the signal

(3) Extract waveform of LLL (SLLLðtÞ) and LC (SLCðtÞ)
of each signal by a rectangular window RðτÞ

(4) Utilize the Gabor transform to get the Gabor
expansion of SLLLðtÞ and SLCðtÞ

(5) Calculate the TOF of LC and LLL by the particle
filter optimization method

(6) Obtain the value of RLC‐L of each signal by dividing
the TOF of LC to the TOF of LLL

(7) Average the statistical RLC‐L and get the best
estimate value to reduce the random errors

Table 3: Details of the samples.

Type Specification Guaranteed load Section area Material

Hexagon head half thread bolt
M8 × 104 2160 kg 36.6mm2 C45

M12 × 200 3200 kg 84.3mm2 C35
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Figure 6: Ultrasound in a M8 × 104 bolt.
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Figure 7: LC and its Gabor expansion.
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(8) Change the load of the tested bolt and repeat opera-
tions 2–6 for at least 10 times to complete the
calibration process of the tested bolt

(9) Correlate the stress and RLC‐L to get the calibration
data. Then, nonlinear fitting is conducted to esti-
mate the value of a, b, and c in equation (30) to get
the evaluation model of axial stress of the bolt

(10) Evaluate the axial stress by the nonlinear evaluation
model

4. Experiment

4.1. Setup. The JSR PRC50 ultrasonic transceiving card with
gain range from -14dB to 60dB is selected as the actuator for
the ultrasonic transducers. And the AD-link PCIe-9852 oscillo-
scope with sampling rates upper to 200MHz is selected as the
data acquisition hardware. They are integrated into a portable
industrial computer, as shown in Figure 5. Then, the ultrasonic
calibration/measurement software to implement excitation,
acquisition, and processing of ultrasonic signals is programmed
based on LABVIEW. The Dakota PT7 magnetic longitudinal
ultrasonic transducer is chosen as the L-wave source and an
Olympus V-156RM transverse ultrasonic transducer is chosen
as the S-wave source. The central frequency of both probes is
5MHz. Two types of bolts with different specifications and
materials are selected as the test samples. The specification of
the specimens is listed in Table 3. The CTM2200S tensile test-
ing machine is utilized to simulate the loading condition with
the maximum load 2000kg and load accuracy ±0.1%.

4.2. TOF Estimation. Figure 6 shows the ultrasonic signal
collected in sample M8 × 104 excited by the PT7 L-wave
transducer. According to equations (3) and (4), the wave-
forms of LLL and LC can be recognized obviously, as shown
in Figure 6. And the TOF of LLL can almost be obtained
directly because its waveform is clearly a single sharp pulse.
While the waveform of LC is consisted of several peaks with
similar amplitudes and different phases, its TOF cannot be
directly determined. Figure 7 shows the waveform of LC
intercepted from the original signal and its Gabor expansion.
From Figure 7(b), it can be observed that there is a sharp peak
in the diagram of Gabor expansion, and the TOF of the inter-
cepted waveform can be obtained by the proposed particle
filter method.

In order to eliminate the influence of temperature on the
sound velocity, the whole experiment is carried out under
constant temperature (20°C). The loading range is 0-
190MPa and the loading step is 10MPa. The elongation of
TOF caused by the acoustoelastic effect is around 1 nanosec-
ond per MPa, but the minimum sampling period of PCIe-
9852 is 5 ns. There is a certain probability that the change
of the signal cannot be collected intact, so the one-
dimensional fast Fourier interpolation method is introduced
to enhance the sample rate. After being processed by ten-
time upsampling, the time resolution of the system is
upgraded to 0.5 ns. The estimated TOFs under different
stress status using the proposed method are shown in
Tables 4 and 5, in which RL‐S is the time ratio of longitudinal
wave (L) to shear wave (S) and RLC‐L is the time ratio of
converted wave (LC) to longitudinal wave.

Table 4: Estimated TOF of sample M8 × 104.

Axial stress
(MPa)

TOF of L
(μS)

TOF of
LC(μS)

TOF of
S(μS)

RLC‐L RL‐S

0 37.763 52.271 65.417 1.38419 0.57727

10 37.770 52.279 65.427 1.38414 0.57728

20 37.778 52.289 65.435 1.38411 0.57734

30 37.785 52.298 65.449 1.38409 0.57732

40 37.793 52.308 65.460 1.38407 0.57734

50 37.799 52.316 65.471 1.38406 0.57734

60 37.808 52.327 65.480 1.38402 0.57740

70 37.815 52.336 65.491 1.38400 0.57741

80 37.822 52.344 65.502 1.38396 0.57742

90 37.829 52.353 65.513 1.38394 0.57743

100 37.836 52.362 65.524 1.38392 0.57744

110 37.842 52.370 65.534 1.38391 0.57744

120 37.849 52.379 65.545 1.38389 0.57745

130 37.856 52.387 65.556 1.38385 0.57746

140 37.866 52.399 65.566 1.38380 0.57752

150 37.874 52.408 65.577 1.38375 0.57755

160 37.881 52.416 65.587 1.38370 0.57757

170 37.887 52.424 65.598 1.38369 0.57756

180 37.893 52.431 65.603 1.38366 0.57761

190 37.901 52.439 65.621 1.38358 0.57757

Table 5: Estimated TOF of sample M12 × 200.

Axial stress
(MPa)

TOF of L
(μS)

TOF of
LC(μS)

TOF of
S(μS)

RLC‐L RL‐S

0 76.194 105.170 133.346 1.38029 0.57140

10 76.207 105.186 133.365 1.38027 0.57142

20 76.222 105.204 133.386 1.38023 0.57144

30 76.236 105.221 133.415 1.38020 0.57142

40 76.250 105.238 133.428 1.38017 0.57147

50 76.265 105.256 133.450 1.38014 0.57149

60 76.279 105.274 133.475 1.38012 0.57149

70 76.292 105.289 133.489 1.38008 0.57152

80 76.305 105.305 133.510 1.38005 0.57153

90 76.315 105.317 133.530 1.38003 0.57152

100 76.328 105.333 133.545 1.38000 0.57155

110 76.343 105.351 133.573 1.37997 0.57155

120 76.358 105.368 133.591 1.37992 0.57158

130 76.373 105.386 133.621 1.37989 0.57156

140 76.387 105.403 133.639 1.37986 0.57159

150 76.402 105.421 133.658 1.37982 0.57162

160 76.416 105.438 133.685 1.37979 0.57161

170 76.430 105.456 133.701 1.37977 0.57165

180 76.443 105.471 133.721 1.37973 0.57166

190 76.452 105.481 133.738 1.37970 0.57166
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4.3. Calibration/Measurement. The axial stress calibration tests
of bolts are carried out using the L-S method and the LC-L
method, respectively. Figure 8 shows the calibration curves
obtained from nonlinear fitting by Levenberg-Marquardt
method. It can be clearly observed that the results of the LC-L
method are significantly better than the results of the L-S
method from Figure 8. The correlation coefficients between
the fitting model and original data of the LC-L method are
0.9957 for sample M8 × 104 and 0.9994 for sample M12 ×
200. The correlation coefficients of the L-S method are 0.9487
for sample M8 × 104 and 0.94664 for sample M12 × 200.

Another two bolts exactly the same as the samples are
chosen to test the validity of the proposed method. After

loading by the tensile testing machine at the step of
20MPa, the TOFs under different stress status using the
proposed method are recognized. And then, the Levenberg-
Marquardt models of calibration results are utilized to evalu-
ate the stress of bolts. The evaluation results are shown in
Tables 6 and 7 and Figure 9. In Figure 9, the yellow bar
represents the absolute error using the proposed method
and the blue bar refers to the absolute error of the L-S
method. According to the results, the average evaluation
errors of the LC-L method and the L-S method for sample
M8 × 104 are 1.789% and 4.671%, respectively. And the
average errors of sample M12 × 200 are 2.582% and
4.634%. As a result, the proposed method has a higher
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Figure 8: Calibration results.

Table 6: Measurement result of sample M8 × 104.

Preset
stress
(MPa)

RLC‐L RL‐S

Result of
LC-L
(MPa)

Error
of LC-

L

Result
of L-S
(MPa)

Error
of L-S

20 1.38410 0.57731 21.012 5.06% 23.531 17.65%

40 1.38407 0.57733 38.975 -2.56% 41.891 4.72%

60 1.38403 0.57741 61.211 2.02% 62.301 3.83%

80 1.38397 0.57742 82.007 2.50% 82.990 3.73%

100 1.38394 0.57744 101.250 1.25% 95.699 -4.30%

120 1.38388 0.57748 118.271 -1.43% 122.256 1.88%

140 1.38379 0.57751 142.571 0.11% 134.368 -3.88%

160 1.38372 0.57757 163.254 2.03% 163.021 1.88%

180 1.38363 0.57760 180.201 0.11% 181.336 0.74%

200 1.38357 0.57763 198.367 -0.82% 208.214 4.10%

Table 7: Measurement result of sample M12 × 200.

Preset
stress
(MPa)

RLC‐L RL‐S

Result of
LC-L
(MPa)

Error
of LC-

L

Result
of L-S
(MPa)

Error of
L-S

20 1.38022 0.57145 22.103 10.51% 17.655 -11.72%

40 1.38017 0.57147 38.127 -4.68% 40.239 0.59%

60 1.38013 0.57148 58.699 -2.16% 55.627 -7.28%

80 1.38004 0.57154 81.475 1.84% 88.044 10.05%

100 1.38001 0.57157 96.583 -3.42% 105.215 5.21%

120 1.37992 0.57159 119.338 -0.55% 123.144 2.62%

140 1.37985 0.57161 140.152 -0.10% 144.878 3.48%

160 1.37979 0.57162 163.254 2.03% 157.716 -1.42%

180 1.37974 0.57165 179.563 -0.24% 182.771 1.53%

200 1.37969 0.57164 199.361 -0.32% 204.885 2.44%
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accuracy as it utilizes a single longitudinal ultrasound. How-
ever, the accuracy of the L-S method is relatively low for the
difference of the coupling conditions of L-wave and S-wave
transducers.

5. Conclusions

In order to determine the parameters of mode-converted
wave in single-source ultrasound for bolt stress evaluation,
a time-frequency parameter recognition method based on
the Gabor transform and a new bolt axial stress evaluation
model are proposed in this paper. After analyzing the propa-
gation and the mode conversion process of ultrasonic longi-
tudinal wave in mounted solid, a parameter recognition
method based on the Gabor transform to achieve the
accurate TOF of the mode-converted wave is introduced to
overcome the distortion and aliasing in single-source ultra-
sonic signal and its effectiveness is proved by simulation.
Based on the mode conversion of single-source ultrasound
and the acoustoelastic effect, a nonlinear evaluation model
of the axial stress is put forward. The proposed method is
compared with the commonly used L-S method by a series
of calibrations and experiments. And the experiment results
show that the proposed method can effectively detect the bolt
axial stress ranging from 20MPa to 200MPa with a higher
accuracy. As a result, the proposed method is more efficient
and applicable in detecting the connection status of bolted
joints than the traditional L-S method.
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Active vibration control approaches have been widely applied on improving reliability of robotic systems. For linear vibratory
systems, the vibration features can be altered by modifying poles and zeros. To realize the arbitrary assignment of the closed-
loop system poles and zeros of a linear vibratory system, in this paper, an active PID input feedback vibration control method is
proposed based on the receptance method. The establishment and verification of the proposed method are demonstrated. The
assignable poles during feedback control are calculated and attached with importance to expand the application of the integral
control. Numerical simulations are conducted to verify the validity of the proposed method in terms of the assignment of
closed-loop poles, zeros, and both. The results indicate that the proposed method can be used to realize the active vibration
control of closed-loop system and obtain the desired damping ratio, modal frequency, and dynamic response.

1. Introduction

Nowadays, the demand for lower vibration and higher reliabil-
ity in robotic systems is increasing [1]. Extensive studies have
been conducted to optimize the controlling of various nonlin-
ear systems [2–6]. A common vibration control approach is to
modify system dynamics using controllers [7]. PID-based
approaches have been widely applied on motion control of
robotic systems [8, 9]. Generally, the vibration characteristics
of a linear vibratory system are determined by its zeros and
poles, and the assignment of eigenvalues in a system is of
great importance in improving system reliability.

Traditionally, the solutions of pole assignment are solved
by using the information of mass, damping, and stiffness
matrices acquired from the finite element (FE) models [10].
However, FE models are generally limited by the incapability
in obtaining precise damping models of real structures. Ram
and Mottershead [11] developed an active vibration control
method for linear system based on receptance method to
accurately assign the system poles and zeros to specified
values. One considerable advantage of this method is that it
is entirely based on data from modal testing rather than the
exact mass, damping, and stiffness matrices. Mottershead

et al. assigned part of the system poles to the predetermined
values while keeping nonimportant poles unchanged bymak-
ing the nonimportant poles uncontrollable or unobservable
[12]. Zhang et al. presented the theory of applying accelera-
tion feedback and position feedback to the nondamping sys-
tem to assign part of poles [13]. Ouyang proposed a method
of using acceleration feedback and velocity feedback in active
vibration control [14]. Recently, neural network- (NN-) based
pole-zero assignment methods have gained a lot of attention
[15–18]. However, NN-based approaches may fail to yield
desired results on practice due to the black-box nature of
NNand the requirement ofNNparameter optimization skills.

Previous studies indicate that various combinations of
acceleration, velocity, and position make it flexible and appli-
cable to select the type of feedback when implementing active
vibration control. However, a vibration system will inevitably
become a singular system when the acceleration feedback is
applied, which leads to the unavailability of the receptance
method. In this paper, integral control is introduced to over-
come this limitation. The contributions of this paper are
summarized as follows: (1) A PID input feedback active
vibration control method is proposed based on the recep-
tance method. (2) The numerical solutions for assignment
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of closed-loop poles and zeros by applying the proposed
method are demonstrated.

The rest of the paper is organized as follows: The assign-
ments of poles and zeros in PID control systems are demon-
strated in Section 2 and Section 3, respectively. Then,
numerical simulations are conducted to verify the validity
of the proposed method in Section 4. Finally, Section 5
concludes the paper.

2. Pole Assignment of PID Control Systems

2.1. Formulation of Pole Assignment. The equation of a n
degree freedom linear system can be described in second-
order form as follows according to [19]:

M€x tð Þ + C _x tð Þ + Kx tð Þ = 0, ð1Þ

whereM, C, K ∈ Rn×n are mass, damping, and stiffness matri-
ces, respectively; xðtÞ ∈ Rn×1 is the displacement vector. M =
MT,C = CT,K = KT, and for anynonzero vectorν ∈ Rn×1, there
is νTMν ≥ 0, νTCν ≥ 0, and νTKν ≥ 0.

Integrate PID feedback control to the system and the
closed-loop system can be written as follows:

M€x tð Þ + C _x tð Þ + Kx tð Þ = bu tð Þ, ð2Þ

where b ∈ Rn×1 is the force distribution vector and uðtÞ is the
input control vector:

u tð Þ = gT
1 x tð Þ + gT2

ðt
0
x τð Þdτ + gT3 _x tð Þ, ð3Þ

where g1, g2, g3 ∈ Rn×1 are input control gain vectors for
displacement, differential, and velocity, respectively.

Express Equation (2) in the Laplace space:

Ms2 + Cs + K
� �

x sð Þ = b gT1 +
gT2
s

+ sgT
3

� �
x sð Þ: ð4Þ

Then,

Ms2 + Cs + K − b gT
1 +

gT2
s

+ sgT
3

� �� �
x sð Þ = 0: ð5Þ

Equation (5) shows that the highest order of the system
stiffness matrix is a positive definite matrix, so the closed-
loop system must be a nonsingular system. Therefore, the
system receptance matrix exists.

The receptance matrix can be obtained by applying the
Sherman–Morrison formula for Equation (5):

Ĥ sð Þ =H sð Þ + H sð Þb g1 + g2/sð Þ + sg3ð ÞTH sð Þ
1 − g1 + g2/sð Þ + sg3ð ÞTH sð Þb

, ð6Þ

whereHðsÞ = ½Ms2 + Cs + K�−1 is the receptance matrix of the
open-loop system, which can be obtained in practice by mea-

suring the receptance HðiωÞ [20]. The characteristic polyno-
mial pðsÞ can be derived from Equation (6) at the same time:

p sð Þ = 1 − g1 +
g2
s

+ sg3

� 	T
H sð Þb: ð7Þ

Thus, the roots of Equation (8) are the pole of the closed-
loop system:

p sð Þ = 0: ð8Þ

Given HðsÞ, b, and Equation (9):

p μið Þ = 0: ð9Þ

The problem of assigning the poles of a closed-loop
system to setpoints fμ1, μ2,⋯, μNg can be transformed to
the solution of input control gain vectors g1, g2, and g3.
Where μi ∈ fμigNi=1, μi ≠ 0, fμigNi=1 is closed under conjuga-
tion, N is the number of closed-loop system poles that can
be assigned.

2.2. Minimum Number of Assignable Poles N. Given a positive
definite system with closed-loop conjugate poles fμigNi=1,
suppose that the adjoint matrix of HðsÞ is AðsÞ and the deter-
minant is DðsÞ. pðsÞ = 0 can be expressed as follows:

1 − g1 +
g2
s

+ sg3

� 	T A sð Þ
D sð Þ b = 0: ð10Þ

Since for any μi ∈ fμigNi=1, DðμiÞ ≠ 0, Equation (10) can be
written as follows:

sD sð Þ − sg1 + g2 + s2g3

 �T

A sð Þb = 0: ð11Þ

Set

q sð Þ = sg1 + g2 + s2g3

 �T

A sð Þb: ð12Þ

The highest degree of s in qðsÞ is ð2n − 2Þ + 2 = 2n and the
highest degree of s in DðsÞ is 2n. Since the number of closed-
loop poles N is equal to the degree of Equation (10) and the
highest degree of s in Equation (10) is 2n + 1, the number of
characteristic polynomial root is N = 2n + 1. It should be
noted that due to the introduction of integral control, the
closed-loop system will produce an extra nonzero pole.

In fact, the introduction of integral control into closed-
loop system will lead to a nonregular and generalized system.
The closed-loop system is stable if (1) it is regular and (2) all
of its assigned poles have negative real components [21]. The
regularity of the closed-loop system in this method is guaran-
teed by the positive definiteness of the mass matrix. The
values of the assigned poles can be arranged to stabilize the
closed-loop system given that their real components are neg-
ative and fμigNi=1 is self-conjugate.
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2.3. Calculate Vectors g1, g2, g3 and Minimum Sensor Layout
Method. The solution of g1, g2, g3 can be realized by the
following equation:

Gg = γ, ð13Þ

where

G =

ΨT
1 

ΨT
1

μ1
μ1Ψ

T
1

ΨT
2

ΨT
2

μ2
μ2Ψ

T
2

⋮

ΨT
N

ΨT
N

μN
μNΨ

T
N

2
6666666666664

3
7777777777775
,Ψi =H μið Þb,

gT = gT
1 gT2 gT

3
� �

γT = 1 1⋯ 1½ �

ð14Þ

and G ∈ RN×3n,g ∈ R3n×1, and γ ∈ RN×1.
The pole assignment problem raised by Equation (2) can

be solved by applying Equation (13) and Equation (14). One
solution for Equation (13) is as follows:

g =G+γ, ð15Þ

where G+ is the Moore–Penrose generalized inverse of G.
When the assigned closed-loop poles are self-conjugate, g1,
g2, and g3 can be calculated according to Equations (13)–(15).

Considering the limitation of the additional mass in the
actual control system, the number of sensors used to measure
the motion parameters of the system should be as small as
possible. Therefore, the value of some items in g1, g2, g3
can be assigned to zero by setting the values of the corre-
sponding columns of the G to be zero. In practice, the solu-
tion means that fewer sensors are involved. Due to the
integration of PID input feedback control and N = 2n + 1,
the number that can be allocated to zero in G has at most 3
n −N = n − 1 columns. Therefore, the number of sensors
can be reduced accordingly in practice to minimize the effect
of the additional mass on the system.

2.4. Validity Analysis. When the value of the preset poles
fμigNi=1 and the optional k ð0 ≤ k ≤ n − 1Þ column vector to
be replaced by the 0 in the G are determined, a specific PID
input feedback solution is derived, identified as Wk. From
Equations (13)–(15), g1, g2, g3 can be calculated in this spe-
cific PID input feedback solution. Below we will show how
to verify whether Wk is valid or not.

The closed-loop receptance matrix ĤðsÞ can be derived
from Equation (5) as follows:

Ĥ sð Þ =Ω sð Þ−1, ð16Þ

where ΩðsÞ is as follows:

Ω sð Þ =Ms2 + Cs + K − b gT1 +
gT2
s

+ sgT
3

� �
: ð17Þ

The problem of verifying whether a particularWk is valid
is equivalent to verifying whetherΩðsÞ is a nonsingular matrix
for any s ∉ fμigNi=1 under the determined case. The verification
process of Wk is as follows: Firstly, the real vectors g1, g2, g3
are calculated according to Equations (13)–(15). Then, substi-
tute g1, g2, g3 into Equation (17) and obtain the determinant
wðsÞ of ΩðsÞ. For any s ∉ fμigNi=1, if wðsÞ is zero, the closed-
loop system poles cannot be assigned to the designated values,
meaning thatWk is invalid. Otherwise, the closed-loop system
poles can be assigned to the specified desired values, indicating
that Wk is valid.

3. Zero Assignment of PID Control Systems

3.1. Formulation of Zero Assignment. The characteristic poly-
nomial for the zeros of receptance Ĥi j can be realized when
the denominator matrix (i, j) of Equation (6) is zero:

Ĥi j sð Þ = eTi H sð Þ + H sð Þb g1 + g2/sð Þ + sg3ð ÞTH sð Þ
1 − g1 + g2/sð Þ + sg3ð ÞTH sð Þb

 !
ej,

ð18Þ

where ei, ej are the unit vectors obtained from the corre-
sponding columns of the identity matrix.

Therefore, the problem of assigning zeros of the closed-
loop system receptance Ĥi j to the setpoints fξ1, ξ1,⋯, ξrg
can be realized as follows:

Given HðsÞ, b, i, j, and

eTi 1 − g1 +
g2
ξk

+ ξkg3

� �T
H ξkð Þb

"(

+H ξkð Þb g1 +
g2
ξk

+ ξkg3

� �T
#
H ξkð Þgej = 0

ð19Þ

Calculate the input control gain vectors g1, g2, g3. Where
ξk ∉ fξigri=1, r ≤ 2n − 1, r is the number of poles in a closed-
loop system that can be assigned.

Equation (19) can be written in the following form:

Hi j ξkð Þ g1 +
g2
ξk

+ ξkg3

� �T
H ξkð Þb

" #

− eTi H ξkð Þb g1 +
g2
ξk

+ ξkg3

� �T
H ξkð Þej =Hi j ξkð Þ,

ð20Þ

where Hi jðsÞ is the open-loop receptance value at the
open-loop system coordinate of (i, j). Transform Equation
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(20) to ðg1 + ðg2/ξkÞ + ξkg3ÞTðHi jðξkÞHðξkÞb − eTi HðξkÞbH
ðξkÞejÞ =Hi jðξkÞ. Since eTi HðξkÞb is a scalar, set

tk =Hi j ξkð ÞH ξkð Þb − eTi H ξkð ÞbH ξkð Þej: ð21Þ

We have ðg1 + ðg2/ξkÞ + ξkg3ÞTtk =Hi jðξkÞ. Since Hi j

ðξkÞ is scalar, after transposing we get tTk g1 + ðtTk g2/ξkÞ +

ξkt
T
k g3 =Hi jðξkÞ, i.e., tTk tTk /ξk ξkt

T
k


 � g1

g2

g3

0
BB@

1
CCA =Hi jðξkÞ.

Therefore, for preset closed-loop system zeros fξ1, ξ1,⋯,
ξrg, we have

T

g1

g2

g3

0
BB@

1
CCA =

Hi j ξ1ð Þ
Hi j ξ2ð Þ

⋮

Hi j ξrð Þ

0
BBBBB@

1
CCCCCA, ð22Þ

where

T =

tT1
tT1
μ1

tT1 ξ1

tT2
tT2
μ2

tT2 ξ2

⋮

tTr
tTr
μr

tTr ξr

2
6666666666664

3
7777777777775
: ð23Þ

It can be seen from Equation (22) that the inverse of
the matrix T can be obtained when the preset zeros fξ1,
ξ1,⋯, ξrg are given, and then the real vectors g1, g2, g3
can also be obtained. In particular, when i and j are over-
lapped, the distribution of zeros will affect the closed-loop
pole assignment of the system, which is significant [22].

3.2. Pole and Zero Assignment. We can assign the zeros and
poles in the closed-loop system at the same time according
to Equation (13) and Equation (22). In this case, the total
number of zeros and poles follows r +N ≤ 2n + 1. Similarly,
by assigning k ð0 ≤ k ≤ n − 1Þ columns in Equation (13) and
Equation (22) to zero, we can get the optimized allocation
scheme.

4. Numerical Simulations

4.1. Pole Assignment Simulation. Consider a three-degree-of-
freedom system with matrices:

M =

2

2

3

2
664

3
775,

C =

2:5 −2 0

−2 3 −1

0 −1 1

2
664

3
775,

K =

10 −3 −4

−3 3 0

−4 0 4

2
664

3
775:

ð24Þ

The open-loop poles are −0:0305 ± 0:5894i, −0:8503 ±
1:0119i, and −0:6609 ± 2:1200i.

Now use pole assignment method proposed in this
paper to modify the closed-loop response of the system.
Set b = 1 1 1½ �T. For n = 3, N = 7 according to Section
2.2. Since the original system has a lower characteristic
frequency and a smaller damping ratio, the closed-loop
system characteristic values ate assigned as μ1;2 = −1 ± 0:5
i, μ3;4 = −1 ± i, μ5;6 = −2 ± i, and μ7 = −3 to increase the
damping of the system and enhance the stability.

Obtain g1, g2, g3 according to Equations (13)–(15):

g1 = −38:1817 −6:7810 11:3765½ �T,
g2 = 3:7396 −14:4487 2:4203½ �T,
g3 = −4:1357 −4:5904 −10:6608½ �T:

8>><
>>: ð25Þ

The above PID input feedback solution is valid according
to Section 2.4. In order to visualize the effect of this method,
the frequency response curve, zero-pole distribution, and
Nyquist plot of the H3,3 of original system and the modified
system are given, shown in Figures 1–5. Figures 2 and 3 show
that the poles of the modified system are assigned to the spec-
ified positions, and an additional pole is added to the modi-
fied system due to the integration of integral feedback. The
introduction of the extra pole improves the flexibility to han-
dle the closed-loop systems in engineering applications. We
can see from Figure 1, Figure 4, and Figure 5 that after pole
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Figure 1: The frequency response for the original systemH3,3 (solid
line) and the modified system H3,3 (dotted line).
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reassignment, system features such characteristic frequency,
damping, and stability have been changed, and the overall
performances have been improved.

4.2. Minimum Sensor Configuration for Pole Assignment.
Based on the pole assignment in Section 4.1 and the mini-
mum sensor layout in Section 2.3, a minimum sensor config-
uration scheme for pole assignment simulation is developed
and verified according to Section 2.4. Table 1 shows all solu-
tions that can assign the poles of the closed-loop system to
preset values μ1;2 = −1 ± 0:5i, μ3;4 = −1 ± i, and μ5;6 = −2 ± i,
while keeping the closed-loop system stable at the same time
for the case in Section 4.1. The PID feedback gains for the 2
solutions are given in Table 2 (only the control gains of the
first method in eachWk are given). The system performance
may destabilize when the number of assigned poles is less
than N (i.e., when the lacked poles are assigned, the number
of assigned poles in Table 3 is 2n). This highlights the impor-
tance of determining the number of assignments. The
specific results are demonstrated in Tables 1–3.
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Figure 3: The zero-pole map for the modified system H3,3.
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Figure 2: The zero-pole map for the original system H3,3.
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Figure 5: The Nyquist curve for the modified system H3,3.

Table 1: Pole assignment solutions.

Plan Column replaced by a zero vector in G

W1 {1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}, {9}

W2

{1,2}, {1,3}, {2,3}, {1,4}, {2,4}, {3,4}, {1,5}, {2,5}, {3,5}, {4,5},
{1,6}, {2,6} {3,6}, {4,6}, {5,6}, {1,7}, {2,7}, {3,7}, {4,7}, {5,7},
{6,7}, {1,8}, {2,8}, {3,8}, {4,8}, {5,8}, {6,8}, {7,8}, {1,9}, {2,9},

{3,9}, {4,9}, {5,9}, {6,9}, {7,9}, {8,9}

Table 2: The control gains that correspond to Table 1.

Plan Control gain

W1

g1 = 0 −64:6499 33:3755½ �T

g2 = 55:1590 −68:2535 18:7660½ �T

g3 = 5:1115 −31:2131 15:4023½ �T

W2

g1 = 0 0 −23:1931½ �T

g2 = 301:6367 −56:1317 −191:4356½ �T

g3 = 37:4365 9:1931 −93:6944½ �T
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4.3. Zero Assignment Simulation. Considering the three-
degree-of-freedom system in Section 4.1, we use zero assign-
ment method in Section 3 to modify the closed-loop system
zeros and the closed-loop response of the system.

Set b = 1 1 1½ �T and the closed-loop system H3,3ðsÞ
zeros as ξ1;2 = −1 ± 0:5i, ξ3;4 = −2 ± 0:5i. Obtain g1, g2, g3
according to Equation (22):

g1 = 1:9623 −3:0448 0½ �T,
g2 = −1:3215 −0:4912 0½ �T,
g3 = −6:3791 −1:4682 0½ �T:

8>><
>>: ð26Þ

The closed-loop poles calculated are −0:1439 ± 0:5047i,
−0:6195 ± 1:6824i, −1:0199 ± 0:9522i, and −3:4404. The
poles are distributed in the left half plane of the imaginary
axis and the closed-loop system is stable. The frequency
response curve, the zero-pole distribution diagram, and the
Nyquist diagram of the modified system H3,3 are illustrated
in Figure 6, Figure 7, and Figure 8, respectively. Comparing
Figure 2 with Figure 7, we can see that the zeros of the system
are accurately assigned to the desired values. Figure 4,
Figure 6, and Figure 8 indicate that, after the assignment of
zeros, the system stability increases.

4.4. Pole and Zero Assignment Simulation. Based on the three-
degree-of-freedom system in Section 4.1, set b = 1 1 1½ �T,
the closed-loop system H3,3ðsÞ zeros as ξ1;2 = −1 ± 0:5i, and
the closed-loop system poles as μ1;2 = −1 ± 0:5i. Obtain g1,
g2, g3 according to Equations (13)–(15) and Equation (22):

g1 = 1:9623 −3:0448 0½ �T,
g2 = −1:3215 −0:4912 0½ �T,
g3 = −6:3791 −1:4682 0½ �T:

8>><
>>: ð27Þ

The closed-loop poles calculated at this time are −0:3563
± 1:6213i, −0:9778 ± 0:9769i, −1 ± 0:5i, and −3. The poles
are distributed in the left half plane of the imaginary axis
and the closed-loop system is stable. The frequency response
curve, the zero-pole distribution diagram, and the Nyquist
diagram of the modified system H3,3 are illustrated in
Figure 9, Figure 10, and Figure 11, respectively. Figure 2 and
Figure 10 indicate that the system zeros and poles are accu-
rately assigned to the desired values. After the assignment,
an increased system stability is observed according to
Figure 4, Figure 9, and Figure 11. The validity of the proposed
method is verified by the simulation results.

5. Conclusions

In this paper, a PID-active vibration control method is pro-
posed based on the receptance method. The proposed
method can be utilized to assign the poles and zeros of
closed-loop systems in order to improve the performances.
Due to the integration of integral control, the proposed
method guarantees the positive definiteness of the system
and avoids the appearance of a nonsingular system. The pro-
posed method also extends the application of the dynamic
flexibility method. The procedures of assigning poles and
zeros to a system are demonstrated. Numerical simulations
for pole and zero assignments are conducted. Simulation

Table 3: Results under lacked poles.

Preset poles Control gain Actual poles

μif g2ni=1 =
−1 ± 0:5i

−1 ± i

−2 ± i

8>><
>>:

9>>=
>>;

g1 = −8:8455 0:9987 −11:5646½ �T

g2 = 4:9075 1:1948 −1:5619½ �T

g3 = −13:0963 1:7248 5:5819½ �T

−1 ± 0:5i

−1 ± i

−2 ± i

1:0915

8>>>><
>>>>:

9>>>>=
>>>>;
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Figure 6: The frequency response for the original systemH3,3 (solid
line) and the modified system H3,3 (dotted line).
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results indicate that the proposed method is generally effec-
tive. The proposed method in this paper can be utilized to
improve performance and reliability on robotic systems such

as flexible robots, robot arms, and intelligent vehicles. In
future work, the proposed method will be expanded to han-
dle vibration control tasks for nonlinear systems with multi
inputs and outputs.
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In view of the problem of “jumping points” in the phase unwrapping of the multifrequency heterodyne principle, this paper
proposes a novel method to improve the multifrequency heterodyne. By solving the root-mean-square error of the original
frequency function, it includes the relationship between the error and the adjacent phase in the condition of constrained phase
unwrapping, and it compensates phase ±2π of the skip point. To ensure the accuracy of phase unwrapping, the function with a
“jump point” after each phase unwrapping and the absolute phase curve of the principal value function are used to establish the
threshold judgment model of the least square method, and the initial phase unwrapping of the principal value function with
different frequencies is carried out continuously. The simulation analysis of phase compensation with the four-step phase-
shifting method shows that the error is reduced to 36% under the set environment. The experimental result of 3D
reconstruction by measuring the flatness of the plate shows that the error decreases by 41% after phase compensation compared
with before phase compensation. The three-dimensional reconstruction experiment of pitch measurement with a nut shows that
the nut after phase compensation is smooth without noise, and the pitch error is 0.033mm, which verified the method is
workable and effective.

1. Introduction

Based on triangulation, the structured light three-
dimensional measurement method has been widely used in
various fields due to its high-precision and noncontact mea-
surement [1–3]. For example, the measurement of three-
dimensional morphology is applied to reverse engineering,
biomedical treatment, heritage acquisition, architecture and
computer animation, etc. [4–6]. To get a high-precision
three-dimensional profile, we need to unwrap the phase
accurately. The four-step phase-shifting method is adopted
in the 3D reconstruction process. The arctangent function
is involved in the derivation process, so the phase is wrapped
between ½−π, π�. Therefore, the wrapped phase needs to be
unwrapped continuously in the global field [7].

At present, the principle of multifrequency heterodyne is
one of the widely used methods. Multifrequency heterodyne
is a time phase unwrapping method [8, 9]. The calculation of
phase unwrapping at different frequencies is independent in

the process of phase unwrapping. Therefore, the algorithm
can better suppress interference. However, there are some
problems in phase unwrapping of multifrequency hetero-
dyne, such as jumping error [10]. Jiang et al. [11] proposed
a series of constraints to compensate the phase of multifre-
quency heterodyne. Zhang et al. proposed a look-up table
method to build a preestablished storage table between the
input gray and the output gray to compensate for the nonlin-
ear phase error in the projection and acquisition system, but
this method took a lot of time to calculate [12]. Cai et al. used
the Hilbert algorithm to compensate the reverse error, but
this method was unable to measure the profile of complex
objects, and the measurement speed was slow [13].

In order to solve the problem of jumping error in the
principle of multifrequency heterodyne, this paper proposes
a novel method to improve multifrequency heterodyne [14–
16]. The innovation of this paper is described below. The
root-mean-square error of the principal value function with
different frequencies is solved, and the phase unwrapping is
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carried out with this error as the corresponding constraint
condition. Finally, the least square threshold judgment model
is established for the function with a “jump point” after each
phase unwrapping and the absolute phase curve of the prin-
cipal value function. According to the threshold value,
whether to enter the next iteration is judged. If the error is
greater than the set value, then the error is taken as the con-
straint condition for phase unwrapping again until the
threshold condition is met.

In this way, the jumping error is eliminated when the
phase of the initial principal value function of different fre-
quencies is unwrapped. Through the simulation of phase
unwrapping of sinusoidal gratings with three different fre-
quencies of noise, there is a “jump point” in phase unwrap-
ping before phase compensation, and a continuous phase is
got after phase compensation; in the experimental part, the
method is applied to 3D profile reconstruction, and the
experimental results show that the 3D profile after phase
compensation is more smooth without a jump point.

In this paper, the contributions of the phase error com-
pensation method are as follows. Firstly, the constraints of
the phase error compensation method in this paper are more
concise and easy to calculate. Secondly, this paper compen-
sates the wrapping phase of various frequencies, respectively,
and the phase becomes more continuous after phase unwrap-
ping. Thirdly, compared with single-frequency wrapping
phase error compensation, the multifrequency heterodyne
method is more fault-tolerant and accurate in 3D reconstruc-
tion of objects because of the independent phase unwrapping
process of various frequencies. The second part of this paper
involves the description of the principle of multifrequency
heterodyne phase unwrapping; the third part is a novel
method of phase compensation; we divide the fourth part
into simulation verification of this method and experimental
verification of the feasibility of this method; the fifth part is
the summary.

2. The Principle of the Multifrequency
Heterodyne Method

The principle of the heterodyne method is to stack the prin-
cipal values of sine grating functions with different frequen-
cies and finally get the entire image with the frequency of
1Hz, where absolute phase ϕðx, yÞ of its expression is [17]

ϕ x, yð Þ = 2πk x, yð Þ + φ x, yð Þ, ð1Þ

where kðx, yÞ is an integer. φðx, yÞ is the principal value func-
tion of the phase of the sine grating functions. The key to
phase unwrapping is to find the value of kðx, yÞ.

Different frequencies of λ1 and λ2 correspond to phase
function φ1ðx, yÞ and φ2ðx, yÞ, respectively. The wrapped
phase maps of φ1 and φ2ðx, yÞ will be unwrapped, where
the expression of absolute phase is [18]

ϕ1 = 2πk1 + φ1,
ϕ2 = 2πk2 + φ2:

(
ð2Þ

The schematic diagram of multifrequency heterodyne
shows phase unwrapping in Figure 1.

The fringe series n satisfy

λ1n1 = λ2n2,
ni = ki + Δni,

Δni =
φi

2π :

8<
:

ð3Þ

The integer fringe numbers of the fringe patterns of
different frequencies on the same point satisfy

k1 = k2, φ1 ≥ φ2,
k1 = k2 + 1, φ1 < φ2:

(
ð4Þ

The heterodyne phase value is

φ12 = Δφ = ϕ1 − ϕ2 =
φ1 − φ2, φ1 ≥ φ2,
2π + φ1 − φ2, φ1 < φ2:

(
ð5Þ

From Equations (2)–(5), we get

ϕ1
2πλ1 =

ϕ2
2π λ2 =

ϕ12
2π λ12: ð6Þ

The frequency value after superposition of different fre-
quencies is

λ12 =
λ1λ2
λ2 − λ1

: ð7Þ

From Equations (6) and (7), the absolute phase value of
fringe gratings with different frequencies is

ϕ1 =
λ2

λ2 − λ1
Δφ: ð8Þ

From Equations (2) and (8), the key value kðx, yÞ is

k1 = floor Δφλ2/ λ2 − λ1ð Þð Þ − φ1
2π

� �
= floor φ12λ12/λ1ð Þ − φ1

2π

� �
:

ð9Þ

Finally, the absolute phase value ϕ1 can be got [19]:

ϕ1 = 2π ∗ floor φ12λ12/λ1ð Þ − φ1
2π

� �
+ φ1: ð10Þ

In fact, there will be some “jumping points” in the process
of multifrequency heterodyne phase unwrapping. Therefore,
it is necessary to compensate the errors to improve the preci-
sion of phase unwrapping.
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3. Multifrequency Heterodyne Phase
Error Compensation

There are three kinds of gratings with different frequencies.
The projector projects the gratings with fringe periods of
70, 64, and 59. After collecting by a CCD camera, they carry
the phase unwrapping processing out. Finally, the noise
problem shown in the red circle area in Figure 2 will appear
in the result of global phase unwrapping. After analysis, it is
a jump error. Therefore, it is necessary to compensate the
phase error before 3D reconstruction of the object, so as to
avoid “jumping points” in the reconstructed model.

With the multifrequency heterodyne method, there are
some problems such as jumping error. First, calculate the
root-mean-square error (RMSE) after the phase unwrapping
of sine grating functions with different frequencies. Accord-
ing to the principle of multifrequency heterodyne in the
upper section and the formula below, the root-mean-square
error (RMSE) can be got:

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i

i=1 ϕi − λi ∗ Xð Þ2
i

s
, ð11Þ

where X defined as

X =
∑i

i=1ϕi ∗ λi
� �

∑i
i=1λ

2
i

,

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i

i=1 ϕi − λi ∗ ∑i
i=1ϕi ∗ λi

� �
/∑i

i=1λ
2
i

� �� �2

i

vuut
,

ð12Þ

where ϕi is the absolute phase value of a certain frequency
grating, i.e., the value after phase unwrapping of fringes; λi
is the frequency of the fringes; and i is the total frequency.
The wrapped phase error is analyzed, and the error is a
Gaussian distribution, and the root-mean-square error
(RMSE) is calculated as σφ, where σφ1, σφ2, σφ3 are the
principal value function φ1, φ2, and φ3 Gaussian standard
deviations. To deal with the “ jump point” error, add the
constraint conditions to the original algorithm. The con-
straints are

where φ12′ ðx, yÞ is the wrapped phase after dual-frequency cor-
rection, computing σφ1 and σφ2 over φ1ðx, yÞ and φ2ðx, yÞ,
and select σφ =max fσφ1, σφ2g. In this way, avoid the jumping
error caused by the noise in the wrapped phase. The phase
unwrapping function after correction is

ϕ1′ x, yð Þ = 2π ∗ floor
φ12′ x, yð Þλ12

� �
/λ1

� �
− φ1 x, yð Þ

2π

2
4

3
5 + φ1 x, yð Þ:

ð14Þ

For the heterodyne function φ23ðx, yÞ, the constraints are

2𝛱

2𝛱

0

Phase

Phase

0

n

n

𝜑1 𝜑2

𝜑12

𝜆1
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Figure 1: Multifrequency heterodyne phase unwrapping principle.
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Figure 2: Schematic diagram of multifrequency heterodyne.

φ12′ x, yð Þ =
φ12 x, yð Þ − 2π  − 2σφ < φ1 x, yð Þ − φ2 x, yð Þ < 0, φ1 x, yð Þ, φ2 x, yð Þ < 0,
2π + φ12 x, yð Þ 0 < φ1 x, yð Þ − φ2 x, yð Þ < 2σφ, φ1 x, yð Þ, φ2 x, yð Þ > 0,
φ12 x, yð Þ, otherwise,

8>><
>>: ð13Þ

3Journal of Sensors



where φ23′ ðx, yÞ is the wrapped phase after dual-frequency
correction. Two wrapped phase maps of φ2ðx, yÞ and φ3ðx,
yÞ have Gaussian standard deviation σφ2 and σφ3, respec-
tively, computing σφ2 and σφ3 over φ2ðx, yÞ and φ3ðx, yÞ,

and select σφ =max fσφ2, σφ3g. φ123′ ðx, yÞ is using a similar
method. Compensation for jumping errors in the wrapped
phase map φ123ðx, yÞ is computed by

where φ123′ ðx, yÞ is the wrapped phase after compensation.
At this moment, the value of σφ is determined by σφ =
max f ffiffiffi

2
p

max fσφ1, σφ2g,  
ffiffiffi
2

p
max fσφ2, σφ3gg.

where ϕ12′ ðx, yÞ and ϕ23′ ðx, yÞ are the phase unwrapping func-
tion after correction. After phase compensation is completed,
the model relationship between the compensated phase
unwrapping mean X ′ ∗ λ and the compensated frequency
phase unwinding phase function value ϕi′ is established. The
model relation is given by formula (18). After phase compen-
sation, there may be a “jump point” function and its absolute
phase curve of its principal value function to establish the
least square method threshold judgment model and deter-
mine whether the error is less than the set threshold value.
If not, return the error to Equations (13)–(17) as the condi-
tion of constrained phase unwrapping and then carry out
phase compensation until the threshold condition is met.
The judgment equation is

error = 〠
i

i=1
X ′ ∗ λi − ϕi′

� �2
, ð18Þ

X ′ =
∑i

i=1ϕi′∗ λi
� �

∑i
i=1λ

2
i

: ð19Þ

The multifrequency heterodyne completes phase
compensation.

4. Simulation and Experimental Analysis

4.1. Simulation Analysis of 3D Reconstruction before and after
Phase Error Compensation. Three sinusoidal gratings with
different frequencies are selected for phase compensation.
The three frequencies are 70, 64, and 59, respectively. The
simulation environment is a nonideal sinusoidal grating with
a resolution of 1024 ∗ 768. In Figure 3, it can be seen that the
environment noise before compensation will cause the “jump
points” of the last phase unwrapping. First, the root-mean-
square error (RMSE) of the noise is calculated as σφ, which
is the constraint condition of Equations (13) and (15) in this

φ23′ x, yð Þ =
φ23 x, yð Þ − 2π  − 2σφ < φ2 x, yð Þ − φ3 x, yð Þ < 0, φ2 x, yð Þ, φ3 x, yð Þ < 0,
2π + φ23 x, yð Þ 0 < φ2 x, yð Þ − φ3 x, yð Þ < 2σφ, φ2 x, yð Þ, φ3 x, yð Þ > 0,
φ23 x, yð Þ, otherwise,

8>><
>>: ð15Þ

φ123′ x, yð Þ =
φ123 x, yð Þ − 2π  − 2σφ < φ12′ x, yð Þ − φ23′ x, yð Þ < 0, φ12′ x, yð Þ, φ23′ x, yð Þ < 0,

2π + φ123 x, yð Þ 0 < φ12′ x, yð Þ − φ23′ x, yð Þ < 2σφ, φ12′ x, yð Þ, φ23′ x, yð Þ > 0,
φ123 x, yð Þ, otherwise,

8>><
>>: ð16Þ

ϕ12′ x, yð Þ = 2π ∗ floor
φ123′ x, yð Þλ123

� �
/λ12

� �
− φ12′ x, yð Þ

2π

2
4

3
5 + φ12′ x, yð Þ,

ϕ23′ x, yð Þ = 2π ∗ floor
φ123′ x, yð Þλ123

� �
/λ23

� �
− φ23′ x, yð Þ

2π

2
4

3
5 + φ23′ x, yð Þ,

8>>>>>>><
>>>>>>>:

ð17Þ
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paper. Functions φ12 and φ23, through judging the σφ and
φ1ðx, yÞ − φ2ðx, yÞ relationship, determine whether a jump
occurs, and finally, the phase of the jump point is carried
out to add or subtract 2π. The green curves in Figures 3(a)
and 3(b) represent the principal value functions φ12ðx, yÞ
and φ23ðx, yÞ of the wrapped phase, respectively; the red
curves are Δφ12 and Δφ23; the blue curves are ϕ12 and ϕ23
after the phase unwrapping. It can be seen that the function
shows “jumping points” because of noise, and the pixel jump
reaches 30-40 pixels at the beginning and end. After the algo-
rithm proposed in this paper is used for compensation, as
shown in Figures 3(c) and 3(d), the pixel jump drops to 5
pixels after the phase of the blue curve is unwrapped, indicat-
ing that the phase is compensated.

Figures 4(a), 4(b), and 4(c), respectively, correspond to
the phase compensation front curve of functions φ1, φ2,
and φ3. The initial noise also exists in these three principal

value functions. It is transferred to the principal value func-
tion after superposition frequency by the heterodyne
method. The basic steps of the heterodyne method are as
follows: step 1: get the phase value of the principal value func-
tion first; step 2: get an entire image with the phase frequency
of 1Hz by using the principle of the heterodyne method; and
step 3: reverse ϕi = 2πki + φi. According to the heterodyne
method, the frequency is got by superposition, and the
sequence of phase unwrapping is the principal value func-
tions φ12, φ23, φ1, φ2, and φ3, while the final purpose is to
obtain the last three different frequency principal value func-
tions, the continuous phase unwrapping of φ1, φ2, and φ3. In
the process of phase unwrapping, when the errors of
Figures 3(c) and 3(d) pass through the next phase unwrap-
ping, because the errors of the jumping points of the principal
value functions φ12 and φ23 are already tiny, the relationship of
constraint conditions σφ and φ1ðx, yÞ − φ2ðx, yÞmay not meet
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Figure 3: The phase wrap and unwrap curve of the heterodyne function (a, b) before compensation and (c, d) after compensation.
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the conditions of −2σφ < φ1ðx, yÞ − φ2ðx, yÞ < 0 or 0 < φ1ðx,
yÞ − φ2ðx, yÞ < 2σφ, which is not enough to affect the phase
unwrapping of φ1, φ2, and φ3, so the phase unwrapping no
longer has a jump. In this paper, a decision condition of the
least square method is added to the method. The error is still
large, but after many iterations, it is found that the phase
unwrapping of φ1, φ2, and φ3 in Figures 4(d), 4(e), 4(f),
respectively, does not have jumping points.

The experimental results show that the errors of the prin-
cipal value function before phase compensation (phase wrap-
ping) and after phase compensation (phase unwrapping) can
be ignored, and the errors of the principal value function of
heterodyne can be reduced by 36%. Table 1 shows the calcu-
lated standard deviation before and after the phase compen-
sation, which shows that the algorithm in this paper has a
significant improvement on the accuracy.
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Figure 4: The phase wrap and unwrap curve of the function (a–c) before compensation and (d–f) after compensation.
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In order to further prove the accuracy and better visuali-
zation effect of the method proposed in this paper, combined
with MATLAB, the hemispherical R = 50 radius is simulated
by the four-step phase-shifting method, and the grating
resolution ratio is 256 × 256. Gaussian noise with standard
deviation of 0.01 is added. Figures 5(a–f) display the three-
dimensional and two-dimensional images of the phase
unwrapping, respectively. Through the comparison of the

two sets of data, we can see the recovery morphology of the
hemisphere after the phase compensation, which shows that
the compensation method proposed in this paper is accurate
and workable.

4.2. Experimental Analysis of 3D Reconstruction before and
after Phase Error Compensation. In the experiment, the flat
plate and nut are scanned for verification. Figure 6(a) is for
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Figure 5: (a–c) Phase unwrapping before phase compensation and 3D and 2D visualization of data. (d–f) Phase unwrapping after phase
compensation and 3D and 2D visualization of data.

Table 1: Error analysis before and after phase compensation during phase unwrapping.

Phase unwrapping Phase12 Phase23 Phase1 Phase2 Phase3

Standard deviation before phase compensation 0.00372 0.00387 0.0630 0.0591 0.0654

Standard deviation after phase compensation 0.00237 0.00253 / / /
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scanning and collecting the plate data. The experimental
platform mainly includes a screw rod, a two-dimensional
storage platform, a projector and camera installed on the
screw rod, and a two-dimensional storage platform con-
trolled by a step motor, which can move along the horizontal
X-axis and Y-axis. Figure 6(b) is to collect the nut data. The
place where the nut of the experimental platform is placed is
a two-freedom-degree rotating platform, which can swing
the arm forward and backward, and the fixed axis can rotate
in a circle. In the experiment, the projector resolution ratio is
1024 × 768 pixels, the camera resolution ratio is 3078 × 2048
pixels, and the number of fringe periods is 64, 60, and 57. The
upper computer of the two platforms is a Windows 10 sys-
tem, and the CPU is Intel i5. The camera collects the data

of the flat plate and the nut, respectively, gets the data, and
compares the effect of phase compensation and noncompen-
sation for the data.

First, collect the plate data, and the number of effective
points collected is64 × 716. In this paper, 3D reconstruction
is carried out by the four-step phase-shifting method.
Figure 7(a) shows the three-dimensional image before
phase compensation, in which there are jump points when
the pixel is close to 64 pixels. Figure 7(b) carries out phase
compensation in this method, and it can be seen that it
eliminates the “jump points.” To show the more obvious
change, Figure 7(c) shows the variation of the cross-
section data, data before phase compensation (red), and
data after phase compensation (blue); the front and back
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Figure 7: Wave of flatness and error. (a) Flatness before phase compensation. (b) Flatness after phase compensation. (c) Plate section
error data.

Plate

Screw rod

Two dimensional
storage platform

(a)

Nut

CCD camera 

Projector

Rotating platform 

(b)

Figure 6: Experiment platform. (a) Plate. (b) Nut.

8 Journal of Sensors



error is reduced from the maximum error of 0.5mm to
0.1mm; and the error is reduced by 40%, verifying the fea-
sibility of the phase compensation method.

To analyze the accuracy of the phase error compensation
method proposed in this paper, the nuts which are widely
used in industry are used for reconstruction. The pitch stan-
dard is easy to query and can be analyzed quantitatively.
Therefore, the pitch value is taken as another standard to
evaluate the accuracy of the phase error compensation
method in this paper. The four-step phase-shifting method
is used to collect nut data for 3D reconstruction. Figure 8
shows the reconstruction model of the nut before and after
phase compensation.

By calculating the thread pitch of the nut (unit: mm) as
the measurement standard, analyze the distance between
ten adjacent threads of the screw, among which the specifica-
tion of the screw is M12, and the standard pitch is 1.75mm.
For the acquired data, the distance between adjacent ten
threads is recorded as shown in Table 2.

According to the table, Figures 8(a) and 8(b) show that
the surface of the nut after compensation is flat and there is
no jumping error. It shows that the novel method of multifre-
quency heterodyne phase error compensation proposed in
this paper can effectively eliminate the “jump point” in the
actual 3D reconstruction and ensure the high reconstruction
accuracy.

5. Conclusion

To eliminate the jumping error in the process of phase
unwrapping, this paper proposes a novel method of multifre-
quency heterodyne phase compensation, which solves the
problem of “jumping points” in the actual situation. In this
paper, the root-mean-square error (RMSE) of the principal
value function with different frequencies after phase unwrap-

ping is calculated first, and they include it in the constraint
condition of phase compensation, to suppress the jump
error. The least square threshold judgment condition is
added to verify whether there is still a “jump point”with large
error after compensation, which affects the global unwrap-
ping of the last phase. If it is greater than the threshold value,
it will carry a simple reiteration to meet the threshold
requirements. In this paper, the simulation analysis shows
that the error is reduced by 36% in the set environment,
and the phase unwrapping after the error compensation
can effectively eliminate the “jumping points” and get the
continuous phase. The experimental verification of flatness
measurement shows that the error after phase compensation
is reduced by 41% compared with that before compensation,
and the three-dimensional reconstruction of the nut can also
achieve high accuracy. After the error compensation, the 3D
reconstruction object surface becomes smoother and more
continuous. Simulation and experiment show that the
improved multifrequency heterodyne phase compensation
method is workable.

The future direction of the work in the paper can be
divided into the following points. First, it can be seen from
the experimental data before and after the compensation of
the plate that there is still room for correction of the error
of the plate, and it is not clear whether the formula proposed
in this paper is the best for the reconstruction error compen-
sation. Second, this paper is to carry out 3D reconstruction of
objects without mirror reflection. How to achieve high-
precision 3D reconstruction of mirror reflection objects is
still a problem to be solved.

Data Availability

The data used to support the findings of this study are
available from the corresponding authors upon request.
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Figure 8: Three-dimensional reconstructions of the partial thread of the nut (a) before phase compensation and (b) after phase
compensation.

Table 2: Measurement of pitch.

Pitch 1 2 3 4 5 6 7 8 9 10

Measurement 1.78 1.79 1.78 1.78 1.78 1.78 1.78 1.79 1.79 1.78

Error 0.03 0.04 0.03 0.03 0.03 0.03 0.03 0.04 0.04 0.03

9Journal of Sensors



Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

Acknowledgments

This work was supported in part by the National Natural Sci-
ence Foundation of China under Grant 61701296 and Grant
U1831133, in part by the Natural Science Foundation of
Shanghai under Grant 17ZR1443500, and in part by the
Shanghai Aerospace Science and Engineering Fund under
Grant SAST2017-062.

References

[1] C. Zuo, L. Huang, M. Zhang, Q. Chen, and A. Asundi, “Tem-
poral phase unwrapping algorithms for fringe projection pro-
filometry: a comparative review,” Optics and Lasers in
Engineering, vol. 85, pp. 84–103, 2016.

[2] B. Pan, Q. Kemao, L. Huang, and A. Asundi, “Phase error anal-
ysis and compensation for nonsinusoidal waveforms in phase-
shifting digital fringe projection profilometry,” Optics Letters,
vol. 34, no. 4, pp. 416–418, 2009.

[3] M. Dai, F. Yang, C. Liu, and X. He, “A dual-frequency fringe
projection three-dimensional shape measurement system
using a DLP 3D projector,” Optics Communications, vol. 382,
pp. 294–301, 2017.

[4] S. Zhang and S.-T. Yau, “High-resolution, real-time 3D abso-
lute coordinate measurement based on a phase-shifting
method,” Optics Express, vol. 14, no. 7, pp. 2644–2649, 2006.

[5] S. Yu, J. Zhang, X. Yu, X. Sun, H. Wu, and X. Liu, “3D mea-
surement using combined Gray code and dual-frequency
phase-shifting approach,” Optics Communications, vol. 413,
pp. 283–290, 2018.

[6] H. Wang, W. Song, E. Zio, A. Kudreyko, and Y. Zhang,
“Remaining useful life prediction for lithium-ion batteries
using fractional brownian motion and fruit-fly optimization
algorithm,” Measurement, vol. 161, article 107904, 2020.

[7] E. B. Li, X. Peng, J. Xi, J. F. Chicharo, J. Q. Yao, and D. W.
Zhang, “Multi-frequency and multiple phase-shift sinusoidal
fringe projection for 3D profilometry,” Optics Express,
vol. 13, no. 5, pp. 1561–1569, 2005.

[8] H. Wang, F. Liu, and Q. Zhu, “Improvement of phase unwrap-
ping algorithm based on image segmentation and merging,”
Optics Communications, vol. 308, pp. 218–223, 2013.

[9] C. S. Cho and J. Han, “Phase error reduction for multi-
frequency fringe projection profilometry using adaptive com-
pensation,” Current Optics and Photonics, vol. 2, pp. 332–
339, 2018.

[10] S. Xing and H. Guo, “Correction of projector nonlinearity in
multi-frequency phase-shifting fringe projection profilome-
try,” Optics Express, vol. 26, no. 13, pp. 16277–16291, 2018.

[11] C. Jiang, S. Xing, and H. Guo, “Fringe harmonics elimination
in multi-frequency phase-shifting fringe projection profilome-
try,” Optics Express, vol. 28, no. 3, pp. 2838–2856, 2020.

[12] C. Zhang, H. Zhao, L. Zhang, and X. Wang, “Full-field phase
error detection and compensation method for digital phase-
shifting fringe projection profilometry,” Measurement Science
and Technology, vol. 26, no. 3, p. 035201, 2015.

[13] Z. Cai, X. Liu, H. Jiang et al., “Flexible phase error compensa-
tion based on Hilbert transform in phase shifting profilome-
try,” Optics Express, vol. 23, no. 19, pp. 25171–25181, 2015.

[14] H. Zhao, Z. Wang, H. Jiang, Y. Xu, and C. Dong, “Calibration
for stereo vision system based on phase matching and bundle
adjustment algorithm,” Optics & Lasers in Engineering,
vol. 68, pp. 203–213, 2015.

[15] C. Mao, R. Lu, and Z. Liu, “A multi-frequency inverse-phase
error compensation method for projector nonlinear in 3D
shape measurement,” Optics Communications, vol. 419,
pp. 75–82, 2018.

[16] W. Song, H. Liu, and E. Zio, “Generalized cauchy process:
difference iterative forecasting model,” Chaos, Solitons & Frac-
tals, 2020, In press.

[17] L. Wang, L. Song, L. J. Zhong, P. Xin, S. Li, and H. Qi, “Multi-
frequency heterodyne phase shift technology in 3-D measure-
ment,” Advanced Materials Research, vol. 774-776, pp. 1582–
1585, 2013.

[18] Z. Zhang, Y. Xu, and Y. Liu, “Crosstalk reduction of a color
fringe projection system based on multi-frequency heterodyne
principle,” in 2013 International Conference on Optical Instru-
ments and Technology, p. 904607, Optoelectronic Measure-
ment Technology and Systems, Beijing, China, 2013.

[19] S. Zhang and S.-T. Yau, “Generic nonsinusoidal phase error
correction for three-dimensional shape measurement using a
digital video projector,” Applied Optics, vol. 46, no. 1, pp. 36–
43, 2007.

10 Journal of Sensors



Research Article
Feedback-Dubins-RRT Recovery Path Planning of UUV in an
Underwater Obstacle Environment

Bing Hao ,1 Zheping Yan,2 Xuefeng Dai,1 and Qi Yuan3

1College of Computer and Control Engineering, Qiqihar University, Qiqihar, Heilongjiang Province, China
2College of Automation, Harbin Engineering University, Harbin, Heilongjiang Province, China
3College of Telecommunication and Electronic Engineering, Qiqihar University, Heilongjiang Province, China

Correspondence should be addressed to Bing Hao; haobing_learning@163.com

Received 29 March 2020; Revised 24 June 2020; Accepted 1 July 2020; Published 1 August 2020

Academic Editor: Bin Gao

Copyright © 2020 Bing Hao et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this paper, a UUV (Unmanned Underwater Vehicle) recovery path planning method of a known starting vector and end vector is
studied. The local structure diagram is designed depending on the distance and orientation information about the obstacles.
According to the local structure diagram, a Rapidly exploring Random Tree (RRT) method with feedback is used to generate a
3D Dubins path that approaches the target area gradually, and the environmental characteristic of UUV reaching a specific
target area is discussed. The simulation results demonstrate that this method can effectively reduce the calculation time and the
amount of data storage required for planning. Meanwhile, the smooth spatial path generated can be used further to improve the
feasibility of the practical application of UUV.

1. Introduction

With the development and advancement of science and
technology, more and more underwater special tasks
require UUV to complete. After more than ten or twenty
hours of work, the recovery of UUV can be carried out
on an underwater platform or a surface ship. At this time,
both underwater and surface recovery will face the problem
of three-dimensional autonomous motion planning for
UUV [1–2]. The content of this paper is to assume that
UUV and the recovery platform are not in the same plane.
UUV can independently plan the path from the initial
point to the target point, and it needs to make sure that
the attitude angle at the target point is consistent with the
recovery platform.

If the environment where UUV recovery is carried out is
complicated with dense obstacles, many various obstacle
avoidance methods can be used. However, most obstacle
avoidance methods require local replanning, which will gen-
erate several subpaths. Repeated iterations of subpaths will

increase the time spent in planning recovery paths, and the
movement time of UUV and the data storage capacity will
also be increased.

In [3], path planning is divided into two types: global
path planning and local path planning. A graph search
method is one of the global path planning methods. One of
the graph search methods is Rapidly exploring Dense Tree
(RDT) [4]. By supposing that there is a dense sequence of
sample points in the C space, the new configuration points
of the shortest distance from the current configuration
source point are selected iteratively and connected to form
a tree structure. An RDT algorithm is called Rapidly explor-
ing Random Trees (RRT) when using a random method to
select new configuration points [5]. Frazzoli et al. proposed
an algorithm for constructing a two-dimensional random
incremental road map [6]. It is assumed that there is a non-
collision guidance loop to guide the vehicle from any state
(including configuration point and speed) to any desired
configuration point. In [7], Griffiths et al. proposed a RRT
algorithm for constructing traversable paths by modeling
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prior environmental data. Examine the branches of the tree
as it grows to ensure that the vehicle’s turning radius and
climb rate constraints are met. The previous research results
have fully confirmed that the RRT algorithm [8–10] has a
very important value both in theory and in application.
However, many previous studies cannot find the most
solution to this algorithm theory based on the given cost
function [11, 12].

Local path planning algorithms can be divided into
heuristic-based path planning algorithms and trajectory gen-
eration algorithms [13, 14]. Trajectory generation technology
is considered to be a part of the local path planning process,
which mainly realizes the construction of a traversal path
between two or more path points. The Dubins curve is a type
of trajectory generation technology [15]. In order to move the
control object from the initial position to the target position,
the optimal plane path is constructed in the form of the
Dubins curve, and the heading at the initial position and
the target position is fixed. The path is a combination of a
curve that satisfies the maximum curvature constraint of
the control object and a straight line tangent to it.

2. Feedback-Dubins-RRT Recovery Path
Planning of UUV

In this paper, the RRT algorithm of global planning and the
Dubins curve generation technology of local planning are
combined, and the two technologies are extended to a
three-dimensional space, taking into account the constraints
of UUV, and the autonomous path planning method is
given, so as to complete the precise docking of UUV and
the recovery platform moves in a three-dimensional envi-
ronment. The previous path planning method relies on the
current sensor data, which can be called the forward path
planning method here. The accuracy of forward path plan-
ning depends on the accuracy of sensor data and the UUV
state model, but these are often difficult to guarantee in
long-distance navigation [16].

This paper will imitate the idea of a feedback control loop
in control theory, plan the path and feedback the current
location information, at the same time compensate the feed-
back location information, and carry out the next planning
according to the feedback position information, which can
improve the success rate and accuracy of path planning to a
certain extent. The total length of the whole Dubins path
can be obtained by the planning algorithm. Since the speed
of UUV is seen as a constant, the time at which the UUV
reaches the original target point can be calculated.

2.1. Spatial Obstacle Model. Based on the sensors carried by
UUV, the range and shape size of the obstacles can be recog-
nized. In this paper, the obstacle that may occur in a recovery
environment is described as a spatial ellipsoid model. Let the
ith space obstacle model be Robi and the coordinate of the
center point of the obstacle model be RobiðRobin, Robie, RobidÞ.
The radius and height of the obstacle model are aobi, bobi,
and cobi, respectively. In most cases, the data of the obstacle
shape is detected by carrying sensors. However, after long-
term underwater navigation, its navigation error has accu-
mulated to a value that cannot be ignored. In order to avoid
obstacles accurately, the obstacle model size is expanded
according to navigation errors. B By assuming that the error
coefficient of navigation is ξ, the obstacle ellipsoid model is
defined as

Robi zð Þ ≜ z ∈ Z :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zn − zobinð Þ2
ξaobið Þ2 + ze − zobieð Þ2

ξbobið Þ2
s

≤ 1
(

,

zd − zobidj j ≤ 1
ξcobi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zobin2

ξaobið Þ2 + zobie2

ξbobið Þ2
s )

:

ð1Þ

Let φmax represent the maximum rotation angle of UUV,
γmax represent the maximum navigation angle of UUV, and
V represent the speed of UUV. The minimum turning radius
of UUV can be calculated as

rmin =
V2 cos γmax
g tan φmax

: ð2Þ

2.2. Feedback-Dubins-RRT Path Planning

2.2.1. Spatial Model of a Current Vector and Target Vector.
Figure 1 shows the local structure of the current vector model
and the target vector model of UUV in a recovery path.

Definitions RðzcðtÞÞ and Rðzf Þ, respectively, represent
the ellipsoidal regions with the current vector point zcðtÞ =
½zcn, zce, zcd , zcϕ� and the target vector point zf = ½zf n, zf e,
zf d , zfφ� as the center point of the model. The four elements
of the vector represent the north-east earth coordinate and
the heading angle of UUV at this point, respectively.

z
f

z
i2

z
i3

z
i1

z
i4

z
c

|z
d – z

fd
|

R (z)
G (z

f
)

||z
c – z

f
||
2D

Figure 1: The geometry of relative positions of the local-level frame
map centered at the current vector and the target vector.
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R zc tð Þð Þ ≜ z ∈ Z :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zn − zcnð Þ2

a2
+ ze − zceð Þ2

b2

s8<
:

≤ 1, zd − zcdj j ≤ 1
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zcn2

a2
+ zce2

b2

r )
,

R zf
� �

≜ z ∈ Zfree :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zn − zf n
� �2

a2
+

ze − zf e
� �2

b2

s8<
:

≤ 1, zd − zf d
�� �� ≤ 1

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zf n2

a2
+
zf e2

b2

s 9=
;:

ð3Þ

Here, Z represents the set of all space vectors. Zobs repre-
sents the set of position vectors where UUV is located which
inevitably intersect with obstacles. Let Zfree = Z \ Zobs.

Then, the goal of the planning is tried to find a path so
that all vectors on the path are in the set and satisfy the kine-
matic constraints of UUV. a, b, and c are the parameters of
the ellipsoid model, and its value can be designed according
to the navigation environment.

Construct another spatial ellipsoid based on the current
vector and the target vector Gðzf ðtÞÞ, the geometric posi-
tional relationship is shown in Figure 1, and the expressed
area is calculated as the following equation.

G zf tð Þ� �
≜ z ∈ Z :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zn − zf n
� �2

A2 +
ze − zf e
� �2

B2

s8<
:

= 1, zd − zf d
�� �� ≤ 1

C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zf n2

A2 +
zf e2

B2

s 9=
;,

ð4Þ

where A, B, and C are the parameters of the ellipsoid,
max ðA, BÞ = kzcðtÞ − zf k2D.

∂RðzcðtÞÞ represents the boundary of the current vector
region model RðzcðtÞÞ.

∂R zc tð Þð Þ ≜ z ∈ Z :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zn − zcnð Þ2

a2
+ ze − zceð Þ2

b2

s8<
:

= 1, zd − zcdj j ≤ 1
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zcn2

a2
+ zce2

b2

r )
:

ð5Þ

zi1zi2 and zi3zi4 are at the intersection of ellipsoid Gðzf Þ
and RðzcðtÞÞ.

CðzÞ represents the vector on the boundary ∂RðzcðtÞÞ,
which is also located in Gðzf Þ. Next, the problem of recov-
ery path planning can be converted to find a collision-free
path on ∂RðzcðtÞÞ, so that the distance between UUV and
ellipsoid Gðzf Þ gradually reduces until UUV can reach the
target vector zf .

Definition 1. If
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ððzcn − zf nÞ2/a2Þ + ððzce − zf eÞ2/b2Þ

q
> 1 and

jzcd − zf dj > 1/c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðzf n2/a2Þ + ðzf e2/b2Þ

q
, then z ∉ Rðzf Þ.

Definition 2. If
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ððzn′ − zf nÞ2/a2Þ + ððze′− zf eÞ2/b2Þ

q
≤ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ððzcn − zf nÞ2/a2Þ + ððzce − zf eÞ2/b2Þ
q

and jzd′ − zf dj ≤ jzd −
zf dj, then z′ ∈ CðzÞ.

Definition 3. Two integers ρr and ρd satisfy

ρr <min a, bð Þ,

ρd <
1
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zf n2

a2
+
zf e2

b2

s
:

ð6Þ

OðzÞ is a subset of CðzÞ.

O zð Þ ≜
( ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

zcn − zf n
� �2 + zce − zf e

� �2q

−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zn′ − zf n

� �2
+ ze′− zf e
� �2

r

≥ ρr , z′ ∈ C zð Þ: zcd − zf d
�� �� − zd′ − zf d

�� �� ≥ ρd

� �)
:

ð7Þ

The distance of the vector to the target vector is less than
the distance from the current point zcðtÞ to the target vector.
2.2.2. The Basic Idea to Generate a Recovery Path. This sec-
tion describes the Feedback-Dubins-RRT algorithm which
produces a collision-free path from the current vector zcðtÞ
to the target model region in OðzÞ, such that the distance
between the current vector zcðtÞ and the target vector zf is
progressively shortened.

Step 1. Initialize the set of vectors fzg. Let the current vector
zcðtÞ be the only vector in the tree structure fzg.

Step 2. Progressive growth of random trees:
Step 2.1. Random node vectors zrand are generated in set

RðzÞOðzÞ and set OðzÞ with a fixed probability P and 1 − P,
respectively.

Step 2.2. Find the node vector znear closest to the ran-
domly generated vector zrand in the structure of the existing
tree.

Step 2.3. Connect the node vector znear and the random
vector zrand with the Dubins curve.

Step 2.4. Check whether the generated Dubins curve is
collision-free and meets the kinematic constraints of UUV.

Step 2.5. If the result of Step 2.4 is collision-free, the ran-
dom vector zrand is added to the tree structure to become the
node vector of the tree and the Dubins curve path is used as
the branch of the tree.

Step 3. Iteration of complete growth of random trees:
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Step 3.1. Check if there is a vector in OðzÞ that has been
connected to the structure of the tree.

Step 3.2. If the condition in Step 3.1 is met, the path from
the current node vector to this vector is extracted. If the con-
dition in Step 3.1 is not satisfied, a node vector is randomly
generated and connected to the current node vector and the
Dubins path between them is extracted.

Step 4. Determine whether the growth of random trees ends:
the algorithm ends when the vector in OðzÞ becomes the
structure of the tree or the preset number of cycles is reached.

2.2.3. Existence Condition of a Collision-Free Path. For the
environment with dense obstacles, it is needed to give the
existence conditions of collision paths. Let ðRob1, Rob2,⋯,
RobnÞ, n ∈N represent the set of all obstacles. Robi, Robj, i ≠ j,
i, j ∈N are two arbitrarily adjacent obstacles. The shortest
distance from the ith obstacle to the jth obstacle is defined as

dij = min
pi∈∂Robi ,pj∈∂Rob j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pin − pjn

� �2
+ pie − pje
� �2

r
: ð8Þ

Here, pi = ðpin, pie, pidÞ and pj = ðpjn, pje, pjdÞ represent
any point on the boundary of the ith obstacle and the jth
obstacle.

According to the aforementioned method, a threatening
circle is set on the outside of each obstacle. If there is a
collision-free path through a dense obstacle, the distance
between two obstacles should be greater than the difference
between the radius of the threatening circle and the mini-
mum turning radius. In other words, if there is a collision-
free path through obstacles in a dense-obstacle environment,
no point on the threaten circle can be covered by other
obstacle areas.

Definition 4. A dense-obstacle environment is traversable if
and only if the distance between the ith obstacle and the jth
obstacle satisfies

dij >max
n
min acobi, bcobið Þ −max aobi, bobið Þ½ �,

min acobj, bcobj
� �

−max aobj, bobj
� �h io

:
ð9Þ

acobi, bcobi, acobj, bcobj are the parameters of threatening zones
Rc
obi and R

c
obj, respectively.min ðacobi, bcobiÞ, min ðacobj, bcobjÞ are

the radius of the threatening circle of the ith obstacle and the
jth obstacle, respectively. aobi, bobi, aobj, bobj are the parameters
of the ith obstacle and the jth obstacle, respectively.

Theorem 5. It is assumed that obstacle-intensive environ-
ments are traversable. The current node vector is zcðtÞ = ½zcn
ðtÞ, zceðtÞ, zcdðtÞ, zcϕðtÞ�. The minimum turning radius of
UUV is rmin. Robi ∈ ðRob1, Rob2,⋯,RobnÞ represents any obstacle
model, and its radius and height are aobi, bobi, and cobi, respec-
tively. Ellipsoid Rc

obi is a model expanded according to the obsta-
cle model Robi, and its parameters are acobi, b

c
obi, and ccobi and

The ith obstacle model

The jth obstacle model

Oobi

Oobj

Rc
obi

Z
B

Z
A

ΔD

ΔD

D

D

The safe paraboloid

The safe paraboloid Rc
obj

Figure 2: The distance between obstacles meets the traversable condition.

Table 1: Center point coordinates and parameters of obstacles.

Obstacle number Coordinate (m) aobi (m) bobi (m) cobi (m)

1 (100, 200, 435) 30 40 13

2 (440, 300, 425) 50 30 15

3 (440, 740, 300) 40 30 40

4 (900, 600, 430) 40 30 14

5 (550, 550, 325) 32 40 25

6 (750, 150, 450) 20 20 10

7 (900, 900, 325) 60 50 35
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satisfied min ðacobi, bcobiÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½max ðaobi, bobiÞ + rmin�2 − r2min

q
and ccobi = cobi. If the current node vector zcðtÞ is not included
in ellipsoid Rc

obi, then a collision-free path can be found by
the Feedback-Dubins-RRT algorithm.

Proof. As shown in Figure 2, the obstacle circle is generated
with the radius of D =max ðaobi, bobiÞ and a threatening cir-
cle is set to the radius of D + ΔD, where D + ΔD =min ðacobi
, bcobiÞ. This radius is the minimum distance between UUV
and obstacles when UUV navigates with the maximum rota-
tion angle and maximum navigation angle. Z ′ is the tangent
point between the circle generated with the minimum turn-
ing radius and the obstacle circle. By projecting their geomet-
ric positions in the x-y plane, the geometric relationship is
expressed as follows:

D + ΔD + rmin sin αið Þ2 + rmin cos αið Þ2 = D + rminð Þ2,
D + rmin sin αið Þ2 + ΔD2 + 2ΔD D + rmin sin αið Þ
+ rmin cos αið Þ2 =D2 + r2min + 2Drmin:

ð10Þ

Merge and get the following form:

D2 + 2ΔD D + rmin sin αið Þ + 2Drmin sin αi − 2Drmin = 0,
Δ = 4 D + rmin sin αið Þ2 − 4 × 2Drmin sin αi − 1ð Þ
= 4 D2 + rmin sin αið Þ2 + 2Drmin sin αi − 2Drmin sin αi − 1ð Þ� 	
= 4 D2 + rmin sin αið Þ2 + 2Drmin

� 	
,

ΔD =
−2 D + rmin sin αið Þ ±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 D2 + rmin sin αið Þ2 + 2Drmin
� 	q
2

= − D + rmin sin αið Þ ±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 + rmin sin αið Þ2 + 2Drmin

q
:

ð11Þ

ΔD is positive, so there is

ΔD = − D + rmin sin αið Þ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 + rmin sin αið Þ2 + 2Drmin

q
:

ð12Þ

When αi = 0,

ΔDmax = −D +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D + rminð Þ2 − r2min

q
,

D + ΔDmax =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D + rminð Þ2 − r2min

q
:

ð13Þ

Therefore, if the current vector is not contained by the
ellipsoid Rc

obi, UUV is navigating with the direction angle π/
2 or −π/2 and the collision-free path can be obtained by the
planning algorithm.

If the current vector zcðtÞ is not included in the ellipsoid
Rc
obi, then there is an arbitrary node vector ZA that

approaches the boundary of the obstacle Robi with the direc-
tion angle π/2 or −π/2 and makes the path of the current
node vector zcðtÞ to the vector ZA collision-free.

In addition, the obstacle environment is assumed to be
traversable, indicating that ZA must be outside the ellipsoid
Rc
obj. In other words, the next node vector ZB can also be

found to approach the boundary of the obstacle Robj with
direction angle π/2 or −π/2 and make ZA to ZB a collision-
free path. This process is repeated multiple times until a
collision-free path from the current vector to the target vec-
tor is obtained.

2.3. Feedback-Dubins-RRT Path Pruning. Although it is effi-
cient and feasible to use the proposed algorithm for path
planning, the results of the algorithm are still not optimal
due to the random growth of spatial trees. In order to reduce
unnecessary navigation and rotation of UUV, some unneces-
sary path node vectors need to be deleted. In this paper, a
simple and effective method is used to remove the unneces-
sary path node vectors so that the recovery path can be
quickly generated. The generated Feedback-Dubins-RRT
vector set is trimmed as follows:

Step 1. All vectors from the start vector to the target vector
generated by the foregoing method are placed into the
set ðz1,⋯,zNÞ, where z1 represents the starting vector and
zN represents the target vector.

Step 2. Let the set of node vectors of the recovery path be an
empty set. Then, let j =N and add vector zj to the trimmed
set of recovery path vectors.

Table 2: Distance between different obstacles.

Spacing (m) Obstacle 1 Obstacle 2 Obstacle 3 Obstacle 4 Obstacle 5 Obstacle 6 Obstacle 7

Obstacle 1 ∗ 308.06 559.25 Not adjacent 521.21 Not adjacent Not adjacent

Obstacle 2 308.06 ∗ Not adjacent 450.08 241.05 Not passable 315.49 Not adjacent

Obstacle 3 559.25 Not adjacent ∗ Not adjacent 171.26 Not passable Not adjacent 427.20

Obstacle 4 Not adjacent 450.08 Not adjacent ∗ 314.36 441.61 264.71

Obstacle 5 521.21 241.05 Not passable 171.26 Not passable 314.36 ∗ 402.52 430.63

Obstacle 6 Not adjacent 315.49 Not adjacent 441.61 402.52 ∗ Not adjacent

Obstacle 7 Not adjacent Not adjacent 427.20 264.71 430.63 Not adjacent ∗
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Figure 3: Continued.
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Step 3. Check whether there is a collision-free Dubins path
between the node vector zi and other node vectors in the
order of the foot labels, i ∈ ½1,⋯, j − 1�.

Step 4. When a node vector is found and the Dubins path
between it and other node vectors is collision-free, let j = i
and add vector zi to the set of trimmed path points. Repeat
this process until a complete collision-free path is generated
from the starting vector to the target vector.

By trimming the path node vector generated by the
Feedback-Dubins-RRT algorithm, some unnecessary path
node vectors are deleted, so that the original path can be
optimized.

3. Simulation

In this section, a set of cases will be given to verify the effec-
tiveness of the proposed recovery path planning algorithm.

In the three-dimensional geodetic coordinate system, the
range of length, width, and height of a space is 1000m,

1000m, and 100m. The initial point position is set at (0, 0,
98), and the target point position is set at (1000, 1000, 40).
In order to prove the generality of the algorithm, the heading
angle and pitch angle of UUV at the initial position and the
target position are randomly generated. Suppose that there
are seven intensive obstacles in the environment. The coordi-
nates of the center point and its parameters of the obstacles
are shown in Table 1. The distance between adjacent obstacles
is shown in Table 2, in which the second and fifth obstacles, as
well as the third and fifth obstacles, do not satisfy the condi-
tions adopted in Theorem 5. The program has been running
many times, and the results of the two versions are given in
Figures 3 and 4. The radius of the Dubins path depends on
the scope of the area. rmin = 0:05 ∗ dx, where dx is the maxi-
mum value of the length, width, and height of the area.

In Figure 3, the growth of the random tree and the pro-
cess of obtaining the final path can be seen in detail at
dynamically intercepting the output of the second, fourth,
sixth, and eighth path nodes generated.

Figure 4 shows the result of the rerun of the same initial
conditions as Figure 3. It can be seen from Figure 4 that the
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Figure 3: The recovery path generated by the Feedback-Dubins-RRT algorithm: (a) three-dimensional graph of the second node generated,
(b) top view of the second node generated, (c) three-dimensional graph of the fourth node generated, (d) top view of the fourth node
generated, (e) three-dimensional graph of the sixth node generated, (f) top view of the sixth node generated, (g) three-dimensional graph
of the eighth node generated, (h) top view of the eighth node generated, (i) three-dimensional graph of all the nodes generated, and (j) top
view of all the nodes generated.
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path passes through two obstacles ob1 and ob2 which are
determined to be inaccessible in Theorem 5, and the path
does not intersect the obstacle. The path satisfies the con-
straints and reaches the target point. The length of the path
is 1933m. Thus, it can be seen that Theorem 5 gives a suffi-
cient condition to ensure traversability rather than a neces-
sary condition.

4. Conclusion

In this paper, the planning method of a spatial path is given
for the known recovery starting point vector and target point
vector in a 3D environment. For the obstacle-intensive
environment, a method which constructs a local structure
map between the obstacle and the target vector based on
the distance and orientation information is proposed.
The three-dimensional Dubins planning path is generated
by Feedback-Dubins-RRT according to the local structure
map, and the obstacle can be avoided infinitely and reach
the target area. The simulation results show that the proposed
algorithm can solve the problem of path planning and obstacle
avoidance in a three-dimensional environment.

The Feedback-Dubins-RRT recovery path planning algo-
rithm still needs to be improved in the following two aspects.
(1) In a three-dimensional environment, when the environ-
ment is unknown or there are dynamic obstacles, the path
planning algorithm in this paper needs to be improved to
add a dynamic obstacle avoidance strategy to generate a real-
time planned path. (2) The path generated by Feedback-
Dubins-RRT can only be asymptotically optimal, and the algo-
rithm idea needs to be improved to generate the optimal path
under the current initial conditions.
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Structural health monitoring (SHM) technology is a monitoring process and early warning method for the health status or damage
of special workpiece structures by deploying sensors. In recent years, there have been many studies on SHM, such as ultrasonic,
pulsed eddy current, optical fiber, magnetic powder, and other nondestructive testing technologies. Due to their sensor
deployment, testing environment, power supply, and transmission line wiring mechanism, they bring problems such as
detection efficiency, long-term monitoring, and unreliable systems. The combination of wireless sensing technology and
intelligent detection technology is used to solve the above problems. Therefore, this paper studies the tag antenna smart sensor,
which is used to characterize the extension of metal defects in SHM. Then, it presents a wireless passive three-dimensional
sensing antenna, and simulations verify the feasibility of the antenna. The simulation results show that the antenna can
characterize the two extension directions of depth and width of the metal surface structure smooth defect. At the same time, the
antenna can characterize the position of smooth defects on the surface of metal structures relative to the antenna and then
realize the smooth defect positioning.

1. Introduction

It is necessary that civil infrastructure applications must pos-
sess the necessary reliability and safety [1]. The development
of civil building structure indicates that metal will be increas-
ingly invested in infrastructure such as large buildings, brid-
ges, and landmark buildings. The important load-bearing
parts in this kind of engineering structure show structural
fatigue caused by periodic load pressure and structural corro-
sion caused by harsh environments, especially those in long-
term service and exposed environments. Those will lead to
serious accidents. Hence, SHM technology monitors the
components’ degree of structural damage regularly. The
aim is to achieve an effective online assessment of structural
healthy life. It has become an extremely important safety pre-
diction measure for catastrophic failures caused by failure of
important components. Among many structural defects, the
initial defect expansion mode is mainly transverse expansion
in all strain paths [2]. The most dangerous defect is the trans-
verse defect of structure [3], which will cause the bearing
capacity of the structural frame to decrease rapidly. As a

result, the structural frame will be easily broken during usage.
Thus, it is particularly important to detect the transverse
defect of the component structure. Structural defect monitor-
ing is used to intuitively characterize structural damage. This
is used as an essential indicator for structural health and ser-
vice life assessment.

SHM is achieved by nondestructive testing methods
without damaging the components being inspected, in
industry, such as common visual inspection [4], ultrasonic
inspection [5], eddy current inspection [6], and fiber optic
inspection [7]. Visual inspection is a method by which a per-
son periodically detects the degree of structural damage using
auxiliary equipment [8], which has high labor costs, low
detection efficiency, and environmental constraints. On the
other hand, due to the low resolution of the artificial naked
eye for microscopic changes in defects, this is prone to mis-
judgment and omission. Compared with visual inspection,
ultrasonic detection, eddy current detection, and fiber detec-
tion technology have higher sensitivity and resolution. The
test results are more reliability. However, these three types
of tests also require manual inspection. Besides, the three
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methods are not only complicated in the detection process
but also limited by large-scale structural inspection and
large-area monitoring. In distributed detection systems,
large-scale wiring is required to provide then power and sig-
nal transmission lines for sensors in the system. With the
expansion of the detection range and increase in the number
of sensor deployments, large-scale power lines and signal
transmission lines need to be installed. If the system is
worked for a long time, there will be many problems on
the cables. Accordingly, more manpower and material
resources will be invested in the inspection and maintenance
system [9].

Wireless sensor networks can solve the wiring problems
and reduce the cost investment of traditional embedded sen-
sor detection systems [10]. Although there are many research
studies on reducing wireless sensor networks’ energy con-
sumption [11], it is still unavoidable to use batteries with lim-
ited energy to power sensors. Furthermore, replacing a large
number of batteries requires more workers and time. Invest-
ment of battery will also limit the sensor deployment granu-
larity [12], and it will not meet the energy conservation and
environmental protection measures [13]. Introducing the
sensing capability into the radio frequency identification
(RFID) system [14] and combining it with the Internet of
Things technology [15], a wireless passive sensor detection
system can be realized. So far, there have been many research
studies on RFID sensor tag antennas, such as temperature
detection [16], humidity detection [17], gas detection [18]
in the environmental field, wireless displacement detection
[19], and level detection in the field of industrial detection
[20]. Based on the RFID sensor system, this paper studies
and simulates a kind of tag antenna sensor, which can char-
acterize extended information of metal defects.

2. Literature Review

Nondestructive testing based on RFID sensing technology, in
the field of SHM, mainly focused on researching tag antennas
for strain and defect sensing of test pieces. For strain antenna
sensors, Kobayashi et al. manufactured an ultrathin piezo-
electric strain sensor, which used a 5 × 5 array of monitors
to make a reliable test for large equipment through different
working voltages on the defective part, but this is an active

RFID sensor network [21]. Daliri et al. carried out research
on wireless passive strain measurement applications using
circular microstrip patch antenna (CMPA) sensors, pro-
posed a CMPA operation at 1.5GHz, and studied different
materials for tag antennas [22]. Using high-quality dielectric
materials as the tag antenna substrate can measure strain at a
distance of 20 cm from the reader, while the strain at 5 cm
can only be measured with RF4 dielectric materials [23].

For a defect sensing antenna, Shishir et al. designed a
chipless passive structural health monitoring sensor based
on a frequency selective surface array and a wireless micro-
wave metamaterial sensor with a flexible substrate, whose
electromagnetic characteristics are related to the antenna
geometry; the antenna can detect the damage location [24].
Caizzone and Giampaolo studied and designed a pair of pas-
sive PIFA tag sensing antennas and placed two PIFA tags on
each side of the defect, which can detect the width of the con-
crete structure defect [25]. Zhang and Tian proposed a spe-
cific three-dimensional antenna sensor for the detection
and characterization of early metal corrosion; its size was
20mm × 20mm × 16mm, which inherits pulsed eddy cur-
rent nondestructive testing advantages and provides a dis-
tributed monitoring cost-effective method [26]. Martinez-
Castro et al. detected longer defect changes by using the com-
posite sensor array [27]. Marindra et al. proposed a chipless
RFID sensor tag, which integrates 4 end-loaded dipole reso-
nators as a 4-bit ID encoder and a circular microstrip patch
antenna resonator, and its size was 60mm× 60mm× 2mm.
Sub-millimeter-level defects can be detected through experi-
ments on natural fatigue defects [28]. Subsequently, a sensor
tag with a size of 35mm× 35mmwas raised. It was composed
of cross-dipole patches and L-shaped patches with different
lengths [29]. And then, they used the principal component
analysis (PCA) method to detect metal surface cracks, corro-
sion, and other defects. Padmavathy and others studiedmicro-
strip patch antennas with the circular and rectangular slots. By
using the 3D electromagnetic simulation software, the simula-
tion results show that the antenna can detect the direction
information of defects [30]. Xue et al. used the Rogers RT/dur-
oid 5880material as the substrate and dielectric boardmaterial
to build a two-vertical capacitive microstrip line defect sensor
antenna 45:4mm × 39mm× 0:5mm, which can detect defect
widths within one hundredth of a millimeter, while affected by

(a) (b) (c) (d)

Figure 1: Schematic diagram of the meandering slot for the microstrip patch antenna. (a) U-slot current path. (b) L-slot current path. (c) H-
slot current path. (d) Rectangular slotted current path.
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the environmental and manufacturing errors; the sensitivity
coefficient obtained by the test is very different from the
numerical simulation value [31].

The above research includes the use of special materials
for tag antenna substrates and the use of array antennas to
detect the metal or nonmetal defects. The important problem
is that the above research can only detect the defect expan-
sion in a single direction.

3. Influence of the Metal Surface on a UHF
RFID Dipole Tag Antenna

3.1. Influence of the Metal Surface on Incident
Electromagnetic Waves. From the perspective of energy col-
lection, according to the principle of electromagnetic induc-
tion, when the antenna is close to the metal surface, the
electromagnetic waves emitted by the reader will “distort”
near the metal surface, resulting in a large tangential compo-
nent and a small normal component [32]. Therefore, the
antenna cannot obtain working energy by cutting a magnetic
induction line to generate an induced current, which causes
the passive antenna to fail to work normally. Meanwhile,
parasitic capacitance will be generated inside the metal,
causing electromagnetic friction, energy loss, and detuning
of the antenna and reader; overall, system performance will
decline [26].

From the perspective of communication capability, the
antenna generates eddy current inside the whole. When the
antenna is close to the metal surface, it will absorb the elec-
tromagnetic wave energy and convert it into its own electric
field energy, which causes electromagnetic wave energy to
decrease sharply. Finally, a part of the energy lost is in the
form of heat [33]. An induced magnetic field will be pro-
duced by eddy current, and its lines will be perpendicular

to the metal surface and opposite to the direction of electro-
magnetic waves, which will cause the magnetic field strength
to be greatly attenuated near the metal surface [32], and the
communication ability between the reader and the antenna
will be hindered.

3.2. Influence of the Metal Surface on Performance
Parameters of a Tag Antenna. Metal has a large impact on
antenna impedance. Due to the radiation of metal boundary
conditions, antenna reactance is reduced. Absorbing mate-
rials can be used to overcome this problem. A capacitance
is also formed between the metal surface and the antenna,
which will affect capacitive reactance of the antenna itself,
and even worse, this influence cannot be eliminated. The field
strength is close to zero near the metal surface, and the radi-
ation efficiency of the antenna is seriously attenuated. Only

(a) (b)

(c) (d)

Figure 2: Bending dipole antenna with increased substrate thickness (slotted). (a) U-shaped slotted model. (b) L-shaped slotted model. (c) H-
shaped slotted model. (d) Rectangular slotted model.

0 50 100 150 200 250 300 350
�eta (degree)

−50

−40

−30

−20

−10

0

G
ai

n 
(d

B)

U−shaped
L−shaped

H−shaped
R−shaped

Phi = 0
Frequency = 915MHz

Figure 3: Two-dimensional gain graph with different slotting
methods.

3Journal of Sensors



when the antenna is 0:25λ away from the metal surface [27]
will it obtain the largest energy.

4. Modeling and Analysis of a 3D Bent Patch
Dipole Antenna

In response to the problems discussed in Section 3, since the
magnetic induction lines near the metal plane only have tan-

gent vectors and the normal vector component is close to
zero, the planar label antenna cuts the magnetic field lines
to obtain low energy. Considering that antenna radiation effi-
ciency is directly proportional to the electrical size of the
antenna, the available space is used as much as possible
[34]. Suppose that the label antenna is designed by increasing
the thickness of the label dielectric substrate. The antenna
can be properly away from the device metal surface under
test, and it can be bent on the side of the substrate. By doing
so, the magnetic field lines can be cut by the antenna arm on
the side to obtain the driving energy, and also, the size of the
tag can be reduced. According to the radiation principle of
the rectangular microstrip patch antenna, it can be known
that the path length of the excitation current is inversely pro-
portional to the resonant frequency of the entire tag antenna
by using two gaps at the two open ends for radiation. Conse-
quently, the patch antenna uses a slot method to make the
current on the antenna surface tortuously flow so as to

Tag chip

Radiating
patch 

FR4

FR4L

H

W

W2

Loading bar

Load capacitive
film 

W1

Loading bar
width (W3)

Spacing (L)

FR4H

FR
4W

(a)

C

Metal ground

RF chip

Llv

Csenl Csenr

Rrv

Lrv

Rlv

Clv

Cl
Cr

Ll

Rl Rchip

Cchip

(b)

Figure 4: 3D patch bending dipole antenna model and equivalent circuit diagram. (a) 3D patch bending dipole antenna model. (b) Equivalent
circuit diagram of the 3D patch bending dipole antenna.
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Table 1: Chip impedance at three operating frequencies.

m1 (875MHz) m2 (915MHz) m3 (955MHz)

Z1 = 29:9 − j209:7 Z2 = 27:4 − j200:9 Z3 = 25:2 − j192:8
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increase the effective path of the current. At the same oper-
ating frequency, antenna size can be reduced to achieve
miniaturization. There are many ways with slotting, such
as U-shaped groove, L-shaped groove, H-shaped groove,
and rectangular groove. The slotted current paths are shown
in Figure 1.

As shown in Figure 2, while increasing the thickness of
the tag antenna base, the end of the tag antenna is bent to
the base side and different slotting techniques are used under
the same model. The two-dimensional gain curves with dif-
ferent slotting methods are shown in Figure 3. Through rect-
angular slotting, the antenna gain is higher in most of the
directions, and the omnidirectionality is better in the xoz
plane (phi = 0).

The tag antenna is used for characterizing metal structure
defects. The base material of this research object is the FR4
epoxy board with high heat resistance and moisture resis-
tance. Its dielectric constant is 4.4, and its loss tangent angle
is 0.02. In order to adjust antenna impedance to match tag
chip impedance, horizontal bars are provided on both sides
of the antenna, and capacitor pieces are provided at antenna

ends, and then, the rectangular slot method is used to estab-
lish the antenna model. Finally, a three-dimensional model of
a curved dipole tag antenna is proposed. The antenna struc-
ture model and parameters are shown in Figure 4(a).
Figure 4(b) shows the equivalent circuit model of the tag
model on the metal surface, where C represents the capaci-
tance formed at the near end of the feed, and Cl, Rl, and Ll
represent the capacitance, resistance, and inductance of
antenna structure on the upper left, respectively. Rlv and Llv
represent the resistance and inductance of the antenna struc-
ture on the left side of the tag. Clv indicates the capacitance
between the upper structures of the left antenna structure
domain. The left side of the antenna is separated from the
top and right sides only for impedance adjustment. Cr, Rrv,
and Lrv indicate the capacitance, resistance, and inductance
of the upper right and right structures of the tag, respectively.
Csenl and Csenr indicate the capacitance formed between the
metal ground and the tag. The changes in the metal ground
will affect Csenl and Csenr, which will affect antenna imped-
ance changes, which indirectly cause the impedance mis-
match between the antenna and the tag chip. Then, the
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Figure 8: Effect of vertical depth H of the loading horizontal strip on the antenna impedance and resonance frequency. (a) Antenna
impedance real part. (b) Antenna impedance imaginary part. (c) Antenna resonance frequency.
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resonance frequency will change. This enables monitoring of
metal defect expansion.

At present, readers in commercial ultra-high-frequency
(UHF) RFID systems can recognize frequency bands from
860MHz to 960MHz, and the antenna frequency is
915MHz. Structural parameters need to be adjusted to
optimize the impedance matching between the chip and
the antenna when optimizing design, which will result in
a decreased harmonic frequency. So, if the antenna reso-
nance frequency is 930MHz, the general rectangular micro-
strip antenna length (l) and width (w) are calculated as
follows [35]:

l =
c × εf r4e
� �−1/2

2f − 2Δl,

w = 2
εf r4 + 1

 !1/2

× c
4 × f

:

ð1Þ

The equivalent dielectric constant (εf r4e) of the antenna
dielectric substrate for the rectangular patch and the equiv-
alent extension length (Δl) caused by the fringe field of the
microstrip antenna are as follows:

εf r4e =
εf r4 + 1

2 +
εf r4 − 1

2 × w
w + 12h
� �1/2

,

Δl = 0:412 ×
εf r4e + 0:3
� �

× w/hð Þ + 0:264ð Þ
εf r4e − 0:258
� �

× w/hð Þ + 0:8ð Þ × h:
ð2Þ

The dielectric thickness h of the preset tag antenna is
16mm; then, the calculated l is 72mm and w is 48mm.
In this paper, the two ends of the tag antenna are folded
on both sides to reduce the size. Therefore, the equivalent
antenna width should be set to 16mm, which is one-third
of w. The opposite antenna ends can increase antenna
capacitive reactance and impedance. It is beneficial for get-
ting energy when the antenna arms cut the tangential
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Figure 9: Effect of vertical depthW of the capacitive piece at both ends of the antenna on the antenna impedance and resonance frequency.
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magnetic field lines. The base height (FR4H) of the antenna
is set to 16mm, the width (FR4W) is set to 16mm, and the
length (FR4L) is set to 22mm. The parameters are deter-
mined by simulation, as shown in Figure 5; when the
FR4H is 16mm, the antenna resonant frequency is slightly
greater than 930MHz, so parameters are set reasonably.

5. Design of a 3D Bent Patch Dipole Antenna

The RFID sensor tag is composed of a chip and an antenna.
Passive RFID sensor tag impedance matching is particularly
important. Impedance matching can reduce the scattering
effects caused by echoes formed inside the tag. The energy
utilization rate is high, which can increase the sensor tag
antenna and the reader distance. According to the Alien
Higgs-3 passive RF chip data sheet, ADS software is used to
establish a chip equivalent circuit simulation diagram, as
shown in Figure 6.

Simulation results show that Alien Higgs-3 chip imped-
ance changes with the operating frequency as shown in
Figure 7. As the operating frequency increases, the equivalent
reactance of the radio frequency chip decreases and the
capacitive reactance increases. The impedances are shown
in Table 1 at 875MHz, 915MHz, and 955MHz operating fre-
quencies for reference.

If the antenna operating frequency considers the mid-
frequency 915MHz between 860MHz and 960MHz, the
antenna impedance should be designed as Z∗

2 = 27:4 + j
200:9.

The basic antenna model and impedance have been
determined. When the working frequency is 915MHz, the

distance between the antenna surface and the radiation
boundary should be greater than 0:25λ; then, the ideal
boundary condition is set to 180mm × 180mm × 118mm.
The antenna is mainly used to characterize metal defects.
So an aluminum block with a size of 130mm × 50mm × 20
mm is placed under the antenna. Through Ansys high-
frequency structure simulator (HFSS) 15.0 modeling and
antenna parameter tuning, its structural parameters are
shown in Figure 4. Figures 8 and 9 show that the simulation
results of the vertical depth (H) of the antenna loading hori-
zontal strip and the vertical depth (W) of the capacitive piece
at both antenna ends vary, respectively. The frequency moves
to a low frequency, and the vertical depth of the capacitive
plate has a great influence on the resonance frequency.

As shown in Figure 10, when H = 2:8mm and W = 6:2
mm, the tag antenna impedance is Z2′ = 27:9564 + j201:975
and its return loss is as low as -43.6419 dB, which achieves
good conjugate matching with the tag chip. The structural
parameters of the optimized antenna are shown in Table 2.

Figure 11 shows the 2D directional gain pattern and 3D
radiation pattern of the tag antenna on the metal surface.
The label has better omnidirectionality in the space area
above the metal plate, and the radiation area is wide. The
RFID reader in a large space can recognize the tag.

6. Analysis of Metal Defect Extended
Induction Capability

This paper mainly studies that antenna performance param-
eters change, which are caused by defects on the surface of
metal structures. Defect depth is an important indicator for
judging the carrying capacity of metal. The deeper the defect,
the lower the metal’s compression resistance and the higher
the risk factor. The defect width can simulate the expansion
trend of the defect on the metal surface, and then, we can
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Figure 10: Antenna impedance and resonance frequency after parameter optimization. (a) Antenna impedance. (b) Antenna resonance
frequency (return loss).

Table 2: Antenna structure parameter size (unit: mm).

Parameter FR4L FR4W FR4H W W1 W2 W3 L H

Size 22 16 16 6.2 1 2 1 0.5 2.8
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study the relative position of the defect and label to locate the
position where the defect occurs on the surface of metal
structures.

6.1. Analysis of the Defect Depth of Metal Structure Surfaces.
A smooth defect is simulated on the metal structure surface,
as shown in Figure 12. When the defect is 12mm to the right
of the antenna and its width is 3mm, its depth changes. The
results show that when the metal surface depth deepens, the
real and imaginary parts of antenna impedance decrease
(same frequency), the antenna resonance frequency moves
toward a high frequency, and the return loss coefficient
increases, as shown in Figure 13.

In the field of antenna design, the radiation pattern indi-
cates the radio wave strength in different directions of the
antenna. Figure 14 shows the two-dimensional gain of the
antenna at various defect depths. The simulation result
shows that as the metal surface structural defect depth
expands, it has little effect on the radiation effect of the tag
antenna and the directional gain, which indicates that under
normal operating conditions, defect depth expansion within
a certain range will not cause the reader to fail to recognize
the label.

6.2. Analysis of the Surface Defect Width of Metal Structures.
The defect position is 12mm away from the antenna center,
and its depth is 5mm; then, its width expands to the right.
The antenna impedance and resonance frequency with width
change are shown in Figure 15. The results show that as the
surface defect width of the metal structure expands, the real
and imaginary parts of antenna impedance decrease (same
frequency), and its resonance frequency moves to a high
frequency.

Similarly, Figure 16 shows the two-dimensional gain of
the tag antenna at various defect widths. As the defect width
generated on the metal surface structure changes, the radia-
tion surface and gain of the tag antenna change less.

6.3. Analysis of the Relative Distance between the Surface
Defects of Metal Structures and the Antenna. The defect
width and depth are set to 1mm. The relative distance
between the surface defect of the simulated metal structure
and the antenna center is changed, and the defect depth
and width remain unchanged. Antenna impedance and
resonance frequency results are shown in Figure 17. As the
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Figure 13: Simulation results of antenna performance parameters changing with increasing defect depth. (a) Real part of the antenna. (b)
Imaginary part of the antenna. (c) Antenna resonance frequency.
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Figure 15: Simulation results of antenna performance parameters as defect width increases. (a) Real part of the antenna. (b) Imaginary part of
the antenna. (c) Antenna resonance frequency.
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Figure 17: Simulation results of antenna performance parameters as a function of the relative distance between the defect and the tag
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relative distance between the metal structure defect and the
sensing antenna increases, the real and imaginary antenna
impedance values show an increasing trend (same fre-
quency), and its resonance frequency moves to a low fre-
quency, which is different from the results of defect depth
and width changes.

The two-dimensional polar coordinate gain of the
antenna at different distances is shown in Figure 18. When
the precision is 1mm, the antenna gain changes little with
the position of the defect on the metal structure surface.
The gain in all directions will not be greatly affected by the
distance change.

7. Conclusion

The purpose of this paper was to study the multi-directional
expansion of metal defects by antennas. A 3D patch-bend
dipole antenna with an operating frequency of 915MHz
was simulated using FR-4 epoxy substrate and analyzed by
Ansys HFSS 15.0. The simulation results show that the
antenna can detect the depth (2mm accuracy) and width
(1mm accuracy) of smooth defects (1mm accuracy) on the
metal structure surface and the locations of smooth defects
on the metal surface, which is relative to the sensor tag
antenna. Neither the radiation direction nor the radiation
direction gain has a large effect. Although this antenna is only
suitable for the detection of surface smooth defects on metal
structures on the right side of the antenna, this article pro-
vides a new design reference model for tag antennas. At the
same time, the 3D antenna simulation model can character-
ize the specific smooth defect multiple expansion directions
by a single antenna. This tag antenna has huge potential in
nondestructive testing and SHM.

Data Availability

No specific dataset is required.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

This work is supported by Sichuan Science and Technology
Program (No. 2019JDTD0019).

References

[1] K. M. Abbas, G. Manogaran, C. Thota, D. Lopez,
V. Vijayakumar, and R. Sundarsekar, Studies in big data series:
internet of things and big data technologies for next generation
healthcare, Springer International Publishing, 2017.

[2] A. Gryguć, S. B. Behravesh, S. K. Shaha et al., “Multiaxial
cyclic behaviour of extruded and forged AZ80 Mg alloy,”
International Journal of Fatigue, vol. 127, pp. 324–337,
2019.

[3] Y. Yao, S. T. E. Tung, and B. Glisic, “Crack detection and char-
acterization techniques-an overview,” Structural Control &
Health Monitoring, vol. 21, no. 12, pp. 1387–1413, 2014.

[4] U. D. Gandhi, P. M. Kumar, R. Varatharajan, G. Manogaran,
R. Sundarasekar, and S. Kadu, “Hiotpot: surveillance on IoT
devices against recent threats,”Wireless Personal Communica-
tions, vol. 103, no. 2, pp. 1179–1194, 2018.

[5] M. Pathak, S. Alahakoon, M. Spiryagin, and C. Cole, “Rail foot
flaw detection based on a laser induced ultrasonic guided wave
method,” Measurement, vol. 148, article 106922, 2019.

[6] S. Ahmed, C. Reboud, P. E. Lhuillier, P. Calmon, and
R. Miorelli, “An adaptive sampling strategy for quasi real time
crack characterization on eddy current testing signals,”NDT&
Einternational, vol. 103, pp. 154–165, 2019.

[7] J. Li, T. Yu, M. Zhang, J. Zhang, L. Qiao, and T. Wang, “Tem-
perature and crack measurement using distributed optic-fiber
sensor based on raman loop configuration and fiber loss,”
IEEE Photonics Journal, vol. 11, no. 4, article 6802113, pp. 1–
13, 2019.

[8] G. Manogaran, D. Lopez, C. Thota, K. M. Abbas, S. Pyne, and
R. Sundarasekar, “Big data analytics in healthcare internet of
things,” in Innovative Healthcare Systems for the 21st Century.
Understanding Complex Systems, H. Qudrat-Ullah and P. Tsa-
sis, Eds., Springer, Cham, 2017.

[9] J. P. Lynch and K. J. Loh, “A summary review of wireless sensors
and sensor networks for structural health monitoring,” The
Shock and Vibration Digest, vol. 38, no. 2, pp. 91–128, 2006.

[10] Y. L. Guo, Q. P. Wang, H. Huang, W. Tan, and G. X. Zhang,
“The research and design of routing protocols of a wireless
sensor network in the coal mine data acquisition,” in 2007
International Conference on Information Acquisition, pp. 25–
28, Seogwipo-si, South Korea, July 2007.

[11] S. J. Ashaj and E. Erçelebi, “Energy saving data aggregation
algorithms in building automation for health and security
monitoring and privacy in medical internet of things,” Journal
of Medical Imaging and Health Informatics, vol. 10, no. 1,
pp. 204–210, 2020.

[12] R. Bhattacharyya, C. Floerkemeier, and S. Sarma, “Low-cost,
ubiquitous RFID-tag-antenna-based sensing,” Proceedings of
the IEEE, vol. 98, no. 9, pp. 1593–1600, 2010.

[13] M. M. Tentzeris, A. Georgiadis, and L. Roselli, “Energy har-
vesting and scavenging scanning the issue,” Proceedings of
the IEEE, vol. 102, no. 11, pp. 1644–1648, 2014.

[14] M. Mayer and N. Goertz, “RFID tag acquisition via com-
pressed sensing: fixed vs. random signature assignment,” IEEE
Transactions on Wireless Communications, vol. 15, no. 3,
pp. 2118–2129, 2016.

[15] R. Lodato and G. Marrocco, “Close integration of a UHF-
RFID transponder into a limb prosthesis for tracking and
sensing,” IEEE Sensors Journal, vol. 16, no. 6, pp. 1806–
1813, 2016.

[16] F. Costa, A. Gentile, S. Genovesi et al., “A depolarizing chipless
RF label for dielectric permittivity sensing,” IEEE Microwave
and Wireless Components Letters, vol. 28, no. 5, pp. 371–373,
2018.

[17] D. Alonso, Q. Y. Zhang, Y. Gao, and D. Valderas, “UHF
passive RFID-based sensor-less system to detect humidity for
irrigation monitoring,” Microwave and Optical Technology
Letters, vol. 59, no. 7, pp. 1709–1715, 2017.

[18] J. S. Lee, J. Oh, J. Jun, and J. Jang, “Wireless hydrogen smart
sensor based on Pt/graphene-immobilized radio-frequency

12 Journal of Sensors



identification tag,” ACS Nano, vol. 9, no. 8, pp. 7783–7790,
2015.

[19] X. Lai, Z. Cai, Z. Xie, and H. Zhu, “A novel displacement and
tilt detection method using passive UHF RFID technology,”
Sensors, vol. 18, no. 5, article 1644, 2018.

[20] H. Huang, P. Y. Chen, C. H. Hung, R. Gharpurey, and
D. Akinwande, “A zero power harmonic transponder sensor
for ubiquitous wireless μL liquid- volume monitoring,” Scien-
tific Reports, vol. 6, no. 1, 2016.

[21] T. Kobayashi, T. Yamashita, N. Makimoto, S. Takamatsu,
and T. Itoh, “Ultra-thin piezoelectric strain sensor 5 x 5 array
integrated on flexible printed circuit for structural health
monitoring by 2D dynamic strain sensing,” in 2016 IEEE
29th International Conference on Micro Electro Mechanical
Systems (MEMS), pp. 1030–1033, Shanghai, China, January
2016.

[22] A. Daliri, A. Galehdar, S. John, C. H.Wang, W. S. T. Rowe, and
K. Ghorbani, “Wireless strain measurement using circular
microstrip patch antennas,” Sensors and Actuators, vol. 184,
pp. 86–92, 2012.

[23] A. Daliri, A. Galehdar, W. S. T. Rowe, S. John, and C. H.Wang,
“Quality factor effect on the wireless range of microstrip patch
antenna strain sensors,” Sensors, vol. 14, no. 1, pp. 595–605,
2014.

[24] I. R. Shishir, S. Mun, H. C. Kim, J. W. Kim, and J. Kim, “Fre-
quency-selective surface-based chipless passive RFID sensor
for detecting damage location,” Structural Control and Health
Monitoring, vol. 24, no. 12, article e2511, 2017.

[25] S. Caizzone and E. DiGiampaolo, “Wireless passive RFID
crack width sensor for structural health monitoring,” IEEE
Sensors Journal, vol. 15, no. 12, pp. 6767–6774, 2015.

[26] J. Zhang and G. Y. Tian, “UHF RFID tag antenna-based sens-
ing for corrosion detection & characterization using principal
component analysis,” IEEE Transactions on Antennas and
Propagation, vol. 64, no. 10, pp. 4405–4414, 2016.

[27] R. Martínez-Castro, S. Jang, J. Nicholas, and R. Bansal, “Exper-
imental assessment of an RFID-based crack sensor for steel
structures,” Smart Material and Structures, vol. 26, no. 8, arti-
cle 085035, 2017.

[28] A. M. J. Marindra and G. Y. Tian, “Chipless RFID sensor tag
for metal crack detection and characterization,” IEEE Transac-
tions on Microwave Theory and Techniques, vol. 66, no. 5,
pp. 2452–2462, 2018.

[29] A. M. J. Marindra and G. Y. Tian, “Multiresonance chipless
RFID sensor tag for metal defect characterization using princi-
pal component analysis,” IEEE Sensors Journal, vol. 19, no. 18,
pp. 8037–8046, 2019.

[30] T. V. Padmavathy, D. S. Bhargava, P. Venkatesh, and
N. Sivakumar, “Design and development of microstrip patch
antenna with circular and rectangular slot for structural health
monitoring,” Personal and Ubiquitous Computing, vol. 22,
no. 5-6, pp. 883–893, 2018.

[31] S. Xue, K. Xu, L. Xie, and G. Wan, “Crack sensor based on
patch antenna fed by capacitive microstrip lines,” Smart Mate-
rials and Structures, vol. 28, no. 8, article 085012, 2019.

[32] O. Rees-Lloyd, P. Charlton, S. Mosey, and R. Lewis, “Effects of
relative motion on a Rayleigh wave electromagnetic acoustic
transducer operating on aluminium,” Insight, vol. 61, no. 2,
pp. 83–89, 2019.

[33] Y. J. He and Z. Z. Pan, “Design of UHF RFID broadband anti-
metal tag antenna applied on surface of metallic objects,” in

2013 IEEE Wireless Communications and Networking Confer-
ence (WCNC), pp. 4352–4357, Shanghai, China, April 2013.

[34] T. Bjorninen, A. Z. Elsherbeni, and L. Ukkonen, “Low-profile
conformal UHF RFID tag antenna for integration with water
bottles,” IEEE Antennas and Wireless Propagation Letters,
vol. 10, pp. 1147–1150, 2011.

[35] T. D. Amalraj and R. Savarimuthu, “Design and analysis of
microstrip patch antenna using periodic EBG structure for c-
band applications,” Wireless Personal Communications,
vol. 109, no. 3, pp. 2077–2094, 2019.

13Journal of Sensors



Research Article
Estimation of Particulate Levels Using Deep Dehazing Network
and Temporal Prior

SeHee Jung ,1 SungMin Yang,2 Eunseok Lee,1 YongHak Lee,2 Jisun Ko,1 Sungjae Lee,1

JunSang Cho,3 Jaehwa Lee,4,5 and SungHwan Kim 2

1AI Analytics Team, DeepVisions, Seoul, Republic of Korea
2Department of Applied Statistics, Konkuk University, Seoul, Republic of Korea
3Industry University Cooperation Foundation Konkuk University, Seoul, Republic of Korea
4Earth System Science Interdisciplinary Center, University of Maryland, College Park, MD, USA
5NASA Goddard Space Flight Center, Greenbelt, MD, USA

Correspondence should be addressed to SungHwan Kim; shkim1213@konkuk.ac.kr

Received 7 May 2020; Revised 2 June 2020; Accepted 11 June 2020; Published 7 July 2020

Academic Editor: Bin Gao

Copyright © 2020 SeHee Jung et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Particulate matters (PM) have become one of the important pollutants that deteriorate public health. Since PM is ubiquitous in the
atmosphere, it is closely related to life quality in many different ways. Thus, a system to accurately monitor PM in diverse
environments is imperative. Previous studies using digital images have relied on individual atmospheric images, not benefiting
from both spatial and temporal effects of image sequences. This weakness led to undermining predictive power. To address this
drawback, we propose a predictive model using the deep dehazing cascaded CNN and temporal priors. The temporal prior
accommodates instantaneous visual moves and estimates PM concentration from residuals between the original and dehazed
images. The present method also provides, as by-product, high-quality dehazed image sequences superior to the nontemporal
methods. The improvements are supported by various experiments under a range of simulation scenarios and assessments using
standard metrics.

1. Introduction

Particulate matters (PM) are small particles suspended in the
air, generally having an aerodynamic diameter smaller than
or equal to 10μm (micrometers). PM originates from
anthropogenic activities, (e.g., combustion of fossil fuel, dust)
as well as natural sources (e.g., mineral dust, volcanic ash).
PM measurements are commonly made for particles with
an aerodynamic diameter smaller than or equal to 2.5μm
(PM2.5) and 10μm (PM10). The size of PM is directly associ-
ated with health problems [1]. Inhaling the small particles is
known to be hazardous as they can infiltrate in depth into the
respiratory system [2]. In this regard, PM2.5 has been widely
used as a key indicator of the air quality index, and thus, we
focus on PM2.5 in this study (hereafter abbreviated as PM
for brevity). Many experts point out that the recent increases
of PM in many parts of the world are attributed to the rapid

growth in global energy consumption [3]. Over the years,
efforts have been made to identify adverse effects of PM on
public health and environment [4–6]. Surprisingly, the
large-scale retrospective cohort study of lung cancer by the
World Cancer Institute reported that PM is ascertained as
primary carcinogens, as the risk of lung cancer increased by
22% for an increase of PM by 10μg/m3 [7]. The air pollution
from PM has been one of the most controversial issues over
East Asia. This has become no longer negligible, and media
aswell as researchers try to inform the public of its detrimental
effects [8]. Particularly, it was reported that the annual mean
PM concentration in South Korea is twice as high as in the
Organisation for Economic Co-operation and Development
(OECD; https://www.oecd.org/) countries [9]. Under this
circumstance, it is imperative to build an accurate air moni-
toring system to facilitate alerting the public prevention. The
Korean government drastically expanded the PMmonitoring
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network to help improve PM forecast service to a remarkable
extent. However, there are still not enough PM monitoring
stations to cover the whole country. Moreover, most of the
stations are distributed in urban areas (e.g., Seoul, Busan),
leaving many suburban and rural undermonitored.

Two different types of approaches can be used to estimate
PM concentrations: sensor-based approaches and vision-
based approaches.

1.1. Sensor-Based. Improvements in PMmeasurements using
sensor-based approaches have been made to develop more
precise sensor units [10]. There are two types of devices
[11], i.e., microbalance PM monitoring stations (accurate
but expensive [12]) and portable light-scattering-based PM
monitors [13, 14]. For instance, the Korea Meteorological
Administration (KMA) now operates 475 measuring stations
and publicly reports PM concentration levels (i.e., limited to
the station vicinity) every hour [15]. Most of the instruments
operated by KMA are Tapered Element OscillatingMicrobal-
ance (TEOM), which is designed to directly weight PM on
the filter [11]. Although highly accurate, TEOM is relatively
expensive to install and maintain (approximately 200K
USD per year) [16] and is bound to space limitations, thereby
undermining practicality. The light-scattering method is
relatively affordable. In [11, 17], collected PM via airflow
structure are measured by densely deployed sensors. How-
ever, both methods relying on large-scale sensing nodes inev-
itably suffer from the expensive maintenance costs for high
coverage and reliability. Recently, several newly developed
devices for mobile facility (e.g., balloons and drones) are very
interesting [10, 18, 19], but carrying sensors to acquire data is
still highly energy-intensive and less practical to use.

1.2. Vision-Based. This approach is less explored compared
to the sensor-based approach, and so there is a lot of room
for improvement. To the best of our knowledge, all the
vision-based studies exploit only individual images (e.g.,
[20–22]). In this case, it is fairly sensitive to motion blurring
frequently caused by camera or subject movements. Specifi-
cally, Liu et al. [20] manually determined several regions of
interest targeting distant objects to derive the transmission
map. The explanatory power of the transmission map for
PM estimation has proven its efficiency [20–23]. However,
the need for selecting regions of interest is the pain point.
Li et al. [21] leveraged heterogeneous data composed of
GPS, camera lens, magnetic sensor, official station, and image
data. Combining these multiple data, they generate high-
dimensional features using kernel methods. Pan et al. [22]
extracted haze effects using Adaptive Transmission Map
[24] and pass derived features to the deep neural network
designed on the basis of the well-known Boltzmann machine
[25]. Since it is assumed that transmission values in a local
patch (a.k.a. window) are the same constant, the dehazed
images inevitably contain blocking artifacts [22, 26, 27].
The rest of this paper is organized as follows. In Sections 2
and 3, we introduce related works and the proposed method,
respectively. Section 4 describes the numerical experiments.

We discuss the results and conclude in Section 5.

2. Related Work

According to the atmospheric scattering model (ASM), two
factors are involved in the formation of a haze image: (1)
direct attenuation and (2) airlight. When we take a photo,
reflected radiance coming from objects is attenuated while
reaching the camera. This is due to the effects of atmosphere
absorption (a.k.a. direct attenuation), and the intensity of
attenuation is proportional to camera distance (scene depth).
In addition to this, there is another light, called airlight,
resulting from scattering of neighboring light sources (e.g.,
sun) by haze [28]. Importantly, airlight is known to shift
the color range of the object, and direct attenuation describes
the scene radiance and its decay. Figure 1 illustrates how
image degradation occurs under haze conditions. With a
little of algebra, this process can be formulated as follows:

I xð Þ = J xð Þt xð Þ +A 1 − t xð Þð Þ, ð1Þ

where x ∈ R2 denotes the pixel, I ∈ R3 is the observed haze
image in RGB channels, J ∈ R3 is the haze-free image, t ∈ ½0,
1� is the medium transmission describing the portion of the
scene radiance that reaches the camera, and A is the global
atmospheric light. Note thatA is assumed to be homogeneous
throughout the image and determined using empirical tech-
niques. The first term JðxÞtðxÞ on the right-hand side of equa-
tion (1) represents direct attenuation, and the second term
Að1 − tðxÞÞ corresponds to airlight. The farther the distance
between a camera and objects is, the thicker the atmospheric
layer exists between them.

t xð Þ = eβd xð Þ, ð2Þ

whereβ is the scattering coefficient of atmosphere, and dðxÞ is
the distance from the object to the camera. Equation (2)
indicates that the scene radiance is attenuated exponentially
with the scene depth d. Here, it is intuitively understandable
that some haze effectHðxÞ deteriorates the haze-free image J
ðxÞ (i.e., tðxÞ = 0), causing the haze image IðxÞ. Starting from
this simple idea, we can consider the following relation:

I xð Þ = J xð Þ +H xð Þ: ð3Þ

Related to image dehazing (a.k.a. haze removal), we
restore J, A, and t from the observed haze image I.

3. Proposed Method

To measure PM via image sequences (i.e., video clip) is the
ultimate goal of our study, and the deep neural network
serves as a feature extractor. To achieve our goal, we first
learn the deep dehazing network that extracts informative
features based on strong correlation with PM concentration
levels. In this section, we introduce two strategies working
together for the network: (1) deep compression for energy
efficiency in light of the model architecture and (2) temporal
priors to capture haze-related features in image sequences.
The specific design of our dehazing network is presented in
Figure 2.
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3.1. Network Architectures in Favor of Feature Extraction

3.1.1. Network Pruning. Network depth in CNN plays a deci-
sive role in extracting various levels of features [29]. Inspired
by this, we formulate the feature extraction network (FEN) at
the front part of our dehazing network with deep cascaded
convolutional layers of 436 kernels as in Figure 2. However,
going deep convolutions involves too many parameters in
the network and high computational cost. We thus seek to
simplify the network without loss of accuracy. To address
this hurdle, we compress the FEN using network pruning
(NP). This has been widely used to reduce network com-
plexity and prevent overfitting [30–32]. We also eliminate
a waste of unnecessary parameters in our network without
performance loss. Since the local feature is more important
than the global feature in image restoration [33], we
reduced the number of kernels in a row (see Table 1). This
technique (a.k.a. pruned network) outperforms the original
network having far more connections with plain and dense
architecture. This in turn enabled the FEN to be less com-
plex, but still deep enough to extract the necessary features
for PM measurements. Based on the deep cascaded CNN
architecture, the FEN grasps all the levels of features from
local to global.

3.1.2. Parallelized 1 × 1 CNN Layer. In the second place, we
adopt in the network the paralleled 1 × 1 CNN Layers

(P1CL, a.k.a. Network In Network [34]) to image restora-
tion network (IRN) that appears in the second half of our
dehazing network in Figure 2. The P1CL proves its appli-
cability to enhance the representational power of neural
networks [34]. GoogLeNet fully exploits this technique
not only to make the network deep in the name of the
inception module but also to reduce the dimensions inside
these modules [35]. Inspired by GoogLeNet, we place the
P1CL in front of the IRN to reduce the dimension of
the feature maps accumulated through the FEN. This does
not simply imply more of dimension reduction. In doing
so, we compress the feature maps so as to narrow down
the scope of involving features. Besides, the P1CL also
includes the use of rectified linear activation [36]. In gen-
eral, each P1CL consists of one or more 1 × 1 convolutions
followed by a nonlinear activation function (e.g., ReLU),
which adds more nonlinearity and thereby helps approxi-
mate the highly nonlinear function such as ASM. Taking
all together, we form the IRN approximating the following
equation derived from equation (3) with a little algebra:

H xð Þ = J xð Þ t xð Þ − 1ð Þ +A 1 − t xð Þð Þ, ð4Þ

where HðxÞ means the haze effect and the two terms JðxÞ
ðtðxÞ − 1Þ and Að1 − tðxÞÞ correspond to the lost scene
radiance (e.g., by scattering or absorbing) and the shift
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Figure 2: The illustration of dehazing network architecture. The dehazing network consists of two parts with specific roles: (1) feature
extraction and (2) image restoration.
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of the scene color, respectively. The main reason for paral-
lel processing in IRN is to divide the computational tasks
and thereby reduce the burden of the network. The upper
and lower unit estimates the lost scene radiance and the
shift of the scene, respectively. In the blessing of parallel
architecture, the IRN can expedite the work in a simulta-
neous processing fashion, and it also helps prevent overfit-
ting problem with reduced network complexity. The
residual between original and dehazed images can serve
as an explanatory variable related to haze effects for
predicting PM levels. Motivated by this, we set a model
of the relationship between the variables of haze effects
and PM levels. Using components stored in estimated haze
effects Ĥ (in Figure 3), we can estimate PM concentration
levels.

3.2. Temporal Prior. Since the PM consists of infinitesimal
particles floating in the air, they can be characterized by a
transport phenomenon such as flow motions in video.
Although we cannot directly identify flow motion of PM by
tracking all particles, we can indirectly discover its effects
through variability in the midst of multiple image sequences
in video. As introduced by Kim et al. [37], differences
between the original consecutive frames in both cases
(safe ≤ 80μg/m3 and harmful > 80 μg/m3) are obviously dis-
tinctive. This previous work reinforces the plausibility of
hypothesis that the image distinctions across images show
PM concentration levels are considerably significant. This is
motivated by the fact that the moving objects happen to cre-
ate subtle changes. Stepping beyond the previous work,
inspired by prior in Bayesian, we impose the fluid flow model
proposed by Xie et al. [38] in order to additionally accommo-
date feature variations:

Ft = T Ft−1, Pt−1ð Þ, ð5Þ

where t is the time domain and F, T, and P denote the fluid,
the transport operator (a.k.a. advection or warp operator),
and the temporal prior, respectively. Note that pt ∈ R2, the
element of Pt ∈ R3, is the vector, which has the velocity and
flow direction field. For brevity, we replace the existing phys-
ical prior Pt−1, where Pt−1 denotes the average over a period
of time prior to t. More precisely, Figure 4 describes how
the proposed temporal prior is made up based on sequential
frames during the prior length, each of pixels calculating the
average values of RGB across image frames. Taken together,
we combine the original RGB (3 channels) and its corre-
sponding temporal priors (3 channels) into augmented
inputs for a total of six channels (see the first half of the
network in Figure 2). When exploiting the priors almost
consistent across image sequences, the network is expected
to be superior in producing consistent haze effects, as
compared to the model with no temporal prior.

4. Numerical Experiments

4.1. Datasets. In this section, we describe haze video datasets
to apply. One of the challenges in creating real video datasets
is that both consecutive haze frames and the corresponding
haze-free frames are supposed to be perfectly matched up.
To circumvent a little, artificial haze video datasets based
on existing videos can be used to train dehazing networks
[39–41]. Yet, synthetic haze effects hardly accommodate
natural flow motions that disperse light, and thereby, this
wrongly distorts pixel values. Instead, we collected datasets
of various environments including both indoor and outdoor
areas (refer to the sample haze images in Supplementary
Material (available here)). Here, one note of caution is that
since indoor environments are not directly exposed to the
outside atmosphere, in the case of indoor, it is difficult to
collect video clips with high PM levels. Therefore, we had
to open all the windows when PM was high or sometimes
directly generate PM by burning incense or spraying
potassium chloride. The thumbnail images are shown in
Table 2. The video clips were recorded with the Raspberry
Pi Camera Module V2 (Raspberry Pi Foundation; http://
www.raspberrypi.org/) employing a low-cost CMOS sensor.
In the stage of building datasets, we first mount the pi cam-
eras on the tripods for image stabilization. While recording
video clips, we concurrently measure PM levels using the
Aerocet 831 Handheld Particle Counter (Met One Instru-
ments; http://www.metone.com/), a high-precision device.
With the help of the Aerocet, we collected the haze-free
images under atmosphere where PM levels are less than or
equal to 15 as the target images for training the network.
For these data, we finally applied the optical flow [42] to
the captured video clips for removing any spatial variances.
All the datasets and the codes are available at the author’s
website (http://www.hifiai.pe.kr/).

4.2. Results. To measure PM levels, the estimated haze
effects per frame (matrix) are converted to statistic (scalar)
such as mean, entropy, and variance [20, 43]. To assess

Table 1: The architecture of the proposed dehazing network. In the
table, b, h, and w represent batch size, height, and width,
respectively. concat is short for concatenation.

Layer Kernel Input size Output size

fen1 3 × 3 × 96 b × h ×w × 6 b × h ×w × 96
fen2 3 × 3 × 83 b × h ×w × 96 b × h ×w × 83
fen3 3 × 3 × 72 b × h ×w × 83 b × h ×w × 72
fen4 3 × 3 × 61 b × h ×w × 72 b × h ×w × 61
fen5 3 × 3 × 51 b × h ×w × 61 b × h ×w × 51
fen6 3 × 3 × 41 b × h ×w × 51 b × h ×w × 41
fen7 3 × 3 × 32 b × h ×w × 41 b × h ×w × 32
concat — — b × h ×w × 436
irn1 1 × 1 × 64 b × h ×w × 436 b × h ×w × 64
irn21 1 × 1 × 32 b × h ×w × 436 b × h ×w × 32
irn22 3 × 3 × 32 b × h ×w × 32 b × h ×w × 32
concat — — b × h ×w × 96
irn3 3 × 3 × 3 b × h ×w × 96 b × h ×w × 3
irn4 1 × 1 × 3 b × h ×w × 3 b × h ×w × 3
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predictive power, we compare the true hazy effects with pre-
dicted hazy effects. To do so, we fit the three regression-type
models: (1) random forest regression (RFR), (2) support
vector regression (SVR) with the radial basis function (rbf)
kernel, and (3) multilayer perceptron regression (MPR).
The metric to evaluate prediction accuracy is as follows:

acc =
1 − AQIground − AQIpredicted

�
�

�
�

� �

QIground
, ð6Þ

where AQIground and AQIpredicted refer to statistic (e.g., mean,
entropy, and variance of HðxÞ) from ground truth and the
proposed model. Table 3 summarizes the accuracy results
for the test sets, and all indoor and outdoor scenarios are
equally assigned.

4.2.1. Indoor and Outdoor Environment. We collect over
2,000 video clips from the indoor office and corridors at the

Konkuk University over several months. Here, the proposed
model presents the best performance of accuracy with
86.72% when adopting MLPR with prior and the entropy
benchmark. Especially notable is that accuracy tends to
increase when applying the temporal prior across all scenar-
ios. In this sense, it is confirmed that temporal priors can
provide the network with additional haze-related informa-
tion. In addition, indoor environments are believed to be less
sensitive to environmental factors, and thus, it is understand-
able that indoor experiments outperform outdoor as a whole.
For outdoor experiments, we select two locations in South
Korea populated with people in the midst of the residential
areas and the building complex. For several months, we col-
lect more than 3,000 video clips of each location. For reliabil-
ity, we make sure that outdoor data consist of a widespread
range of PM levels. In Table 3, SVR with entropy presents
72.16% and 82.45% for nonprior and prior, respectively. Inter-
estingly, priors in outdoor data allow considerable accuracy

15 𝜇g/m3 37 𝜇g/m3

(a) The observed images IðxÞ

15 𝜇g/m3 37 𝜇g/m3

(b) The estimated haze effects on (a) ĤðxÞ

15 𝜇g/m3 37 𝜇g/m3 15 𝜇g/m3 37 𝜇g/m3

(c) The enlarged views of the red boxes in (b)

Figure 3: The differences between the estimated haze effects varied by PM concentration level (15 μg/m3 and 37μg/m3). The estimated haze
effect images in RGB channels were converted to grayscale image for a clear comparison.
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gains compared to indoor scenarios. The results implicate that
prior information can be effective especially in outdoor envi-
ronments (e.g., windiness) in the midst of particulate flows.

4.2.2. Experimental Chamber. In simulations, it is essential to
assess diverse environmental conditions. To this end, we
especially design the experimental chamber to implement
diverse conditions of interest. The experiments were carried
out regarding four factors including wind, temperature,
humidity, and illuminance. In the course of the experiments,
the other confounding factors are well adjusted in the exper-
iment chamber. We gather approximately 1,000 video clips
across all experiment conditions. In Table 4, the results show
that the MLPR with entropy consistently present high accu-
racy over 80% for almost all scenarios. Therefore, it is clearly
confirmed that this prior-based model serves to adequately
control environmental confounding factors that possibly
intervene in haze effects.

5. Discussion

Undoubtedly, the latest AI has mainly focused on vision-
based techniques (e.g., RGB and Lidar). Nonetheless, in the
AI domain, infinitesimal materials still remain underesti-
mated due to its invisible nature. In this regard, vision-
based PM measurements are featured with many advantages
of flexibility and accessibility in the view of real-time air qual-
ity monitoring and extension to spatial scales. Given our
finding, even with a low-cost optical sensor, the proposed
method can offer further benefits in business and cost savings
in practical aspects. Moreover, this also serves as a predictive

model using the deep cascaded CNN and temporal prior in a
methodological aspect. Compared to existing vision-based
predictive models, the proposed model stretches into accom-
modating additional temporal prior features among image
sequences, aiming at improving predictive power in the virtue
of data augmentation. With various simulation designs (e.g.,
real data and experimental chamber data), we confirm that
the proposed models are superior to the traditional models
without temporal priors, showing outstanding predictive
power. Further improvements can be made by exploiting
the optimal length of frames in the context of optimizing
predictive power. This effort can facilitate to export it to a
gauging device and promote practical utility, since all of
vision-based models strongly depend on well-controlled

Table 2: Brief descriptions of selected regions and experiment chambers.

Category Thumbnail # of video clips

Indoor environments 2,000 for each site

Outdoor environments 3,000 for each site

Experimental chamber 1,000 for each experimental condition

Table 3: The accuracy results of the regression models for various
environments. The best results pertaining to each condition are
underlined.

Nonprior Prior
RFR SVR MLPR RFR SVR MLPR

Indoor

Mean 0.6903 0.5872 0.7546 0.7299 0.6139 0.7953

Variance 0.6645 0.8101 0.8152 0.6682 0.8239 0.8258

Entropy 0.6949 0.8247 0.8240 0.7054 0.8388 0.8672

Outdoor

Mean 0.6228 0.4599 0.5882 0.6917 0.5197 0.6969

Variance 0.6157 0.6843 0.6891 0.7005 0.7760 0.7753

Entropy 0.6193 0.7216 0.7135 0.7127 0.8245 0.8132

6 Journal of Sensors



radiance, which considerably discourages vision-based mea-
surement techniques at times. To address this issue, we plan
on developing alternative prediction models that account for
particulate-related features only. We leave these topics for
future research.
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Vision-based traffic sign detection plays a crucial role in intelligent transportation systems. Recently, many approaches based on
deep learning for traffic sign detection have been proposed and showed better performance compared with traditional
approaches. However, due to difficult conditions in driving environment and the size of traffic signs in traffic scene images, the
performance of deep learning-based methods on small traffic sign detection is still limited. In addition, the inference speed of
current state-of-the-art approaches on traffic sign detection is still slow. This paper proposes a deep learning-based approach to
improve the performance of small traffic sign detection in driving environments. First, a lightweight and efficient architecture is
adopted as the base network to address the issue of the inference speed. To enhance the performance on small traffic sign
detection, a deconvolution module is adopted to generate an enhanced feature map by aggregating a lower-level feature map
with a higher-level feature map. Then, two improved region proposal networks are used to generate proposals from the highest-
level feature map and the enhanced feature map. The proposed improved region proposal network is designed for fast and
accuracy proposal generation. In the experiments, the German Traffic Sign Detection Benchmark dataset is used to evaluate the
effectiveness of each enhanced module, and the Tsinghua-Tencent 100K dataset is used to compare the effectiveness of the
proposed approach with other state-of-the-art approaches on traffic sign detection. Experimental results on Tsinghua-Tencent
100K dataset show that the proposed approach achieves competitive performance compared with current state-of-the-art
approaches on traffic sign detection while being faster and simpler.

1. Introduction

Vision-based traffic sign recognition plays an essential role in
intelligent transport systems such as an automated driving
system and an advanced driver assistance system. A traffic
sign recognition system normally includes two stages: traffic
sign detection and traffic sign recognition. Traffic sign detec-
tion takes images captured from a camera to locate exactly
traffic sign regions, while traffic sign recognition classifies
each traffic sign into a corresponding class. Detected traffic
signs from a detection stage are utilized as inputs for a recog-
nition stage. Thus, the accuracy of traffic sign detection has a
dramatic effect on the accuracy of the whole system. Many
approaches have been proposed to detect traffic sign [1]. Tra-
ditional methods [2–7] are usually based on hand-crafted
features such as color, texture, edge, and other low-level fea-
tures to detect traffic sign in an image. In driving environ-

ment, due to the diversity of the traffic sign appearance, the
occlusion of traffic sign by other objects, and the effect of
lighting conditions, traditional methods for traffic sign detec-
tion showed poor performance.

With the fast development of deep learning recently, many
deep learning-based approaches for traffic sign detection [8–
15] have been proposed and showed outstanding performance
compared with traditional approaches. Deep learning-based
methods for traffic sign detection first create traffic sign candi-
dates, and classifiers are then used to identify traffic sign and
background class. Although deep learning-based methods
for traffic sign detection performed well in difficult driving
environments, the performance of these methods is still low
in challenging conditions as discussed below:

(i) The size of traffic signs is quite small in traffic scene
images, and small traffic sign detection is much more
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challenging than large traffic sign detection. Most
recent methods for traffic sign detection are focused
on a large traffic sign. Thus, the performance of these
methods is limited on small traffic sign detection

(ii) The inference speed of the traffic sign detection
method is a large concern in driving environments
where vehicles are unlikely to be equipped with
high-end hardware components. Most recent
methods for traffic sign detection are implemented
on high-end systems. Thus, it is necessary to build a
faster framework for traffic sign detection in driving
environments

To tackle these issues, this paper designs a deep learning-
based framework for fast and efficient traffic sign detection.
The proposed framework uses ESPNetv2 network [16] as
the based convolution layers for increasing the processing
speed. To enhance the performance of the proposed frame-
work on small traffic sign detection, a deconvolution module
is used to create an enhanced feature map from convolution
feature maps generated by the base network. In the proposal
generation process, two improved region proposal networks
(RPNs) are adopted to generate both large and small traffic
sign proposals from input convolution layers. The improved
region proposal network is designed based on the original
region proposal network [17] for fast and efficient proposal
generation. The proposed approach is evaluated on the
German Traffic Sign Detection Benchmark dataset and
Tsinghua-Tencent 100K dataset. The results show that the
proposed approach achieves competitive performance com-
pared with current state-of-the-art approaches while being
faster and simpler. The main contributions of this paper
can be summarized as follows:

(i) For the purpose of fast and efficient traffic sign
detection, this paper adopts a lightweight deep
network as the base network. The proposed base
network substantially reduces the computational
costs of the whole framework

(ii) To generate proposals, this paper designs a novel
RPN based on the original RPN to increase the
inference speed and detection accuracy of the pro-
posed framework. In the improved RPN, 1 × 1
convolution layer is first used after the input fea-
ture maps to reduce the number of parameters.
Then, dilated convolution is used to enlarge the
receptive field, thus including more information
from other areas to help recognize the boundaries
of objects and maintaining the number of param-
eters. The proposed RPN can be adopted in other
object detection tasks such as pedestrian detection
and vehicle detection

(iii) To improve the performance of the proposed net-
work on small traffic sign detection, a deconvolution
module is used to generate enhanced feature map,
which contains more discriminative representation
for small traffic signs. The deconvolution module

enhances the shallow feature map from a lower fea-
ture layer with a deeper feature map from a higher
feature layer

(iv) To further improve the detection performance of
the proposed network, a region proposal genera-
tion module including two improved RPNs is
designed to produce a set of good proposals from
the enhanced feature map and the highest-level
feature map

(v) Experimental results on public datasets show that
the proposed approach achieves comparable accuracy
compared with other state-of-the-art approaches on
traffic sign detection while being faster and simpler.
The proposed framework can be applied in real-
time intelligent transport systems

The remaining of this paper is organized as follows.
Section 2 reviews the related work. Section 3 details the pro-
posed framework. Section 4 provides the experimental results
and comparison between the proposed method and other
methods on public datasets. Finally, the conclusions are
drawn in Section 5.

2. Related Work

2.1. Traffic Sign Detection. Vision-based traffic sign detection
can be divided into two groups: traditional method and deep
learning-based method. Traditional methods are usually
based on hand-crafted features such as color and shape to
detect traffic signs. Bahlmann et al. [2] proposed using a set
of Haar wavelet features obtained from AdaBoost training
to detect traffic signs and Bayesian generative modeling for
classification. Salti et al. [3] proposed an approach based on
interest region extraction rather than sliding window detec-
tion. In addition, the SVM classifier which takes histogram
of oriented gradients in the regions of interest as the input
feature is used for classification. In [4], the authors utilized
circle detection algorithm and an RGB-based color thresh-
olding technique to detect traffic sign. For traffic sign recog-
nition, an ensemble of features including histogram of
oriented gradients, local binary patterns, and Gabor features
is employed within a support vector machine classification
framework. Timofte et al. [5] proposed to combine 2D and
3D techniques to improve results of traffic sign detection
and recognition. In [6], a localization refinement approach
for traffic sign candidates was proposed. Color and shape
priors are utilized in an iterative optimization approach to
accurately segment the traffic signs as foreground objects.
In [7], the authors proposed a system with three working
stages: image preprocessing, detection, and recognition. The
proposed system demonstrated that using RGB color seg-
mentation and shape matching followed by a support vector
machine classifier leads to promising results. Manual fea-
tures, such as histogram of oriented gradients and enhance-
ment information of typical color or geometric shape, tend
to fail in many difficult driving environments. Thus,
traditional methods for traffic sign detection showed poor
performance.
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Recently, with the fast development of deep convolu-
tional neural networks (CNN), many methods for traffic sign
detection based on deep CNN have been proposed and
showed better performance compared with traditional
methods. Wu et al. [10] proposed to use support vector
machines to transform the original image into the gray scale
image at first stage. A convolutional neural network with
fixed and learnable layers was then used for detection and
recognition traffic signs. In [11], the authors proposed a
novel framework with two deep learning components,
including fully convolutional network-guided traffic sign
proposals and deep CNN for object classification. Zhu et al.
[9] proposed a fully convolutional network which performs
both detection and classification simultaneously. Liu et al.
[8] proposed the multiscale region-based convolutional neu-
ral network which uses a multiscale deconvolution operation
to upsample the features of the deeper convolution layers and
concatenates them to those of the shallow layer to construct
the fused feature map. In [12], a detector based on faster
R-convolutional neural networks and the structure of
MobileNet was designed and implemented for detecting
traffic sign in driving environments. Moreover, color and
shape information has been used to refine the localizations
of small traffic signs. Yang et al. [13] designed a novel
detection module based on traffic sign proposal extraction
and classification built upon a color probability model and
a color histogram of oriented gradient. Then, a convolu-
tional neural network is used to further classify the
detected signs into their subclasses within each superclass.
Li et al. [14] proposed a model with three stages: channel-
wise coarse feature extraction is first adopted to produce
coarse feature maps with much information loss, channel-
wise hierarchical feature refinement is then used to refine
hierarchical features, and hierarchical feature map fusion is
used at the final stage to fuse hierarchical feature maps to
generate the final traffic sign saliency map. In [15], the
authors introduced an attention network to Faster R-CNN
for finding potential region of interest and roughly classifying
them into three categories according to color feature of the
traffic signs. Then, the fine region proposal network is
designed to produce the final region proposals from a set of
anchors per feature map location. Zhang et al. [18] proposed
a cascaded R-CNN to obtain the multiscale features in pyra-
mids and a multiscale attention method to obtain the
weighted multiscale features by dot product and softmax to
highlight the traffic sign features and improve the accuracy
of the traffic sign detection. In [19], the authors proposed
novel lightweight networks that can obtain higher recogni-
tion precision while preserving less trainable parameters in
the models. In addition, a new module combines two streams
of feature channels with dense connectivity was introduced
to improve the accuracy of traffic sign recognition.

2.2. Small Object Detection. In a traffic scene image, traffic
signs usually occupy only a small portion of the entire image.
In addition, small object detection is much more challenging
than large object detection. Thus, many deep learning
frameworks have been proposed to enhance the information
representation of small objects in convolution feature maps.

Zhang et al. [20] proposed a model that consists of a region
proposal network that generates candidate object regions
and an object detection network that incorporates multiscale
features and global information. In [21], the authors pro-
posed a unified deep CNN for fast multiscale object detec-
tion. In this framework, the detection is performed at
various intermediate network layers to enable the detection
of all object scales. Cao et al. [22] proposed an improved
algorithm based on faster region-based CNN for small object
detection. An improved loss function based on intersection
over union, the multiscale convolution feature fusion, and
the improved nonmaximum suppression algorithm is intro-
duced to enhance the performance for small object detection.
Li et al. [23] proposed a new perceptual generative adversar-
ial network model that improves small object detection
through narrowing representation difference of small objects
from the large ones. Wei et al. [24] proposed three enhance-
ments for CNN-based visual object detection for advanced
driving assistance systems, including using deconvolution
and fusion of CNN feature maps to create enhanced feature
maps, adopting soft nonmaximal suppression to address
the object occlusion challenge, and setting anchor boxes
properly for better object matching and localization. In
[25], Lin et al. exploited the inherent multiscale, pyramidal
hierarchy of deep convolutional networks to construct fea-
ture pyramids with marginal extra cost.

3. Proposed Framework

Figure 1 illustrates the overall framework of the proposed
approach. The base network based on ESPNetv2 network
[16] first takes input image to generate convolution feature
maps. To improve the ability of the proposed framework
on detecting of small traffic signs, a deconvolution module
is used to aggregate an output feature map at layer 2 with
an output feature map at layer 3 to create an enhanced fea-
ture map. Then, two improved region proposal networks
are adopted to generate proposals from the highest-level
convolution feature map and the enhanced convolution
feature map. The improved region proposal network
includes a 1 × 1 convolution layer to reduce the number
of parameters in the subsequent convolutional layers and
a 3 × 3 dilated convolution to enlarge the receptive field,
thus improving the detection accuracy and the inference
speed of the proposal generation stage. In the detection
network, a region of interest pooling layer is adopted to
adjust the size of proposals to fixed size feature maps,
and fully connected layers are used for classifying pro-
posals and regressing the bounding box of proposals. In
the following sections, the proposed approach is explained
in detail.

3.1. The Base Network. Most of deep learning-based
approaches for traffic sign detection are focused on detection
accuracy. In driving environment, apart from the detection
accuracy, the inference speed is also a large concern. More-
over, vehicles in driving environments are unlikely to be
equipped with high-end graphic cards as powerful as used
in research environments. Thus, it is necessary to build a
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faster network for traffic sign detection in driving environ-
ments. In [26], Liu et al. showed that about 80% of the
forward time is spent on the base convolution layers.
Thus, using a faster base network can greatly improve
the inference speed of the framework. ESPNetv2 network
[16] is a fast and efficient network which uses depth-
wise dilated separable convolutions instead of depth-wise
separable convolutions [27] to learn representations from
a large effective receptive field. Table 1 provides a perfor-
mance comparison between ESPNetv2 and state-of-the-art
efficient networks on the ImageNet 1000-way classification
dataset [28]. As shown in Table 1, ESPNetv2 achieves
the best performance with the smallest computational bud-
gets (computational budget = 284 million FLOPs). In addi-
tion, ESPNetv2 has similarity in the number of parameters
compared with ShuffleNetv1 and MobileNetv2 while being
more accuracy. Thus, ESPNetv2 architecture is adopted as
the base network in this paper for fast and efficient traffic
sign detection.

Supposing the resolution of input images is 224 × 224,
the architecture of the ESPNetv2 used in this paper is illus-
trated in Figure 2 with a kernel size, filter number, and output
size. The ESPNetv2 network replaces standard convolutions
by extremely efficient spatial pyramid of depth-wise dilated
separable convolutions (EESP units) and strided extremely
efficient spatial pyramid of depth-wise dilated separable con-
volutions (strided EESP units). At each layer, ESPNetv2
repeats the EESP units several times to increase the depth
of the network. Figure 3 illustrates the structure of EESP unit
(a) and strided EESP unit (b). The EESP unit first projects the
high-dimensional input feature map into a low-dimensional

space using group point-wise convolutions and then learns
the representations in parallel using depth-wise dilated
separable convolutions with different dilation rates. Differ-
ent dilation rates in each branch allow the EESP unit to
learn the representations from a large effective receptive
field. With group point-wise and depth-wise dilated
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Figure 1: The overall framework of the proposed approach.

Table 1: Performance comparison of different efficient networks on
the ImageNet validation set.

Network # parameters FLOPs Top-1 accuracy

MobileNetv1 [27] 2.59M 325M 68.4

MobileNetv2 [29] 3.47M 300M 71.8

ShuffleNetv1 [30] 3.46M 292M 71.5

ESPNetv2 3.49M 284M 72.1

(224×224×3)

Output size

(112×112×32)

(56×56×128)

(28×28×256)

(14×14×512)

(7×7×1280)
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(repeat = 1)

EESP unit
(repeat = 3)

Strided EESP unit
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Figure 2: The structure of the ESPNetv2 network used in this paper.
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Figure 3: The structure of EESP unit (a) and strided EESP unit (b). ESPNetv2 repeats the EESP units several times to increase the depth of
the network.
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separable convolutions, the total complexity of the EESP
unit is reduced [16]. On the other hand, the strided EESP
unit is used to learn representations efficiently at multiple
scales. In the strided EESP unit, depth-wise dilated convo-
lutions are replaced with their strided counterpart. In
addition, an average pooling layer with stride 2 is added
in the strided EESP unit as shown in Figure 3(b). To bet-
ter encode spatial relationships and learn representations
efficiently, an efficient long-range shortcut connection
between the input image and the current downsampling
unit is added in the strided EESP unit. This connection
first downsamples the image to the same size as that of
the feature map by repeating a 3 × 3 average pooling layer
and then learns the representations using a stack of two
convolutions. The first convolution is a standard 3 × 3
convolution that learns the spatial representations while
the second convolution is a 1 × 1 point-wise convolution
that learns linear combinations between the input and
projects it to a high-dimensional space.

Features from the highest-level convolutional layer of
the ESPNetv2 architecture could better describe the char-
acteristics of large-scale traffic signs in an image, so the
highest-level convolutional layer of the ESPNetv2 network
is adopted to generate proposals to ensure the effectiveness
of the method for large-scale traffic sign detection. For
small-scale traffic signs, features from the larger scales
(lower CNN layers) could better describe the characteris-
tics of small-scale traffic signs. However, shallow feature
maps from the low layers of feature pyramid inherently
lack fine semantic information for object recognition.
Thus, this paper adds a deconvolutional module, which
fuses the feature map at layer 2 and layer 3 of the ESP-
Netv2 network, to generate enhanced feature map to better
describe the characteristics of small-scale traffic signs.
With this deconvolutional module, the semantics from
higher layers can be conveyed into lower layers to increase
the representation capacity. Details of the deconvolutional
module will be explained in the next section.

3.2. Deconvolution Module. Deconvolution module has
shown to be helpful for small object detection in DSSD
[31]. To enhance a shallow feature map from a lower feature
layer with a deeper feature map from a higher feature layer
and improve detection performance on small traffic signs,
this paper adds a deconvolution module to aggregate the out-
put feature at layer 2 with output feature at layer 3. With a
deconvolution module, the semantics from higher feature
layer can be conveyed into a lower feature layer to increase
the representation capacity. Figure 4 illustrates the architec-
ture of the deconvolution module used in this paper. As
shown in Figure 4, a 3 × 3 convolution layer is first connected
with a lower-level feature map extracted after layer 2. For the
deconvolution branch, a 2 × 2 deconvolution layer is used
followed by a 3 × 3 convolution layer to upsample the corre-
sponding higher-level feature map. A batch normalization
layer is added after each convolution layer. The higher-level
feature map is extracted after layer 3. The deconvolution
layer is applied to enlarge the feature map size in order to
match the size of the lower-level feature map. Notably, the

deconvolution operation is different from the upsampling
operation. Deconvolution operation provides a set of param-
eters by which to learn a nonlinear upsampling of the fea-
tures in the deep layers while upsampling operation rescales
an image to the desired size by using an interpolation
method. Finally, the outputs of these two feature layers,
which have the same spatial size and depth, are combined
by an element-wise product and processed by a ReLU layer
to produce an enhanced feature map.

3.3. Proposal Generation with Improved Region Proposal
Network. The region proposal network (RPN) [17] is an effi-
cient and accurate region proposal generation network which
showed encouraging performance in general object detec-
tion. To increase the inference speed and detection accuracy
of the proposed framework, this paper designs an improved
RPN based on the RPN [17]. Figure 5 illustrates the structure
of the original RPN (a) and the improved RPN (b) proposed
in this paper. First, to compress the RPN and increase the
inference speed, this paper reduces the number of channels
of input feature maps to decrease the number of parameters
in the RPN. Decreasing the input channels of input features
can further reduce the number of parameters in the subse-
quent convolutional layers. ResNet [32] used a 1 × 1 convolu-
tion layer to reduce the number of input channels without
losing accuracy while also gaining efficiency. Thus, this paper
adopts a 1 × 1 convolution layer after input feature maps to
reduce the number of parameters in the RPN. From the
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Figure 4: The structure of deconvolution module used in this paper.
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experimental results, this paper reduces the number of input
channels to 64 for obtaining good proposals and fast process-
ing speed. Second, to improve the detection accuracy, dilated
convolution [33] is adopted to replace standard convolution
in the original RPN. Dilated convolution is a powerful mod-
ule in the context of semantic segmentation. Dilated convo-
lution is used to enlarge the receptive field, thus including
more information from other areas to help recognize the
boundaries of objects. Another advantage is that using
dilated convolution does not increase the number of param-
eters or the amount of computation because the zero opera-
tions are skipped. The improved RPN proposed in this
paper can be adopted in other object detection tasks, such
as pedestrian detection and vehicle detection.

The enhanced feature map generated by the deconvolu-
tional module could improve the resolution and semantic
information for small-scale traffic signs, and the feature
map from the highest convolutional layer of the ESPNetv2
network could better describe the characteristics of the

large-scale traffic signs in an image. The region proposal
generation module is proposed to receive the enhanced fea-
ture map and the highest-level convolution feature map
and produce a set of proposals to be further processed by
the nonmaximum suppression (NMS) algorithm at the
end of the region proposal generation module. The region
proposal generation module includes two improved RPNs
working on different convolution layers for generating pro-
posals as shown in Figure 6. Each improved RPN first gen-
erates a set of anchor boxes from the input convolution
feature map and then produces two different outputs for
each of the anchor box. The first one is an objectness score,
which means the probability that an anchor is an object.
The second output is the bounding box regression for
adjusting the anchors to better fit the object. Since anchors
are usually highly overlapped with each other, nonmaxi-
mum suppression algorithm is adopted at the end of the
region proposal generation module to solve the issue of
duplicate proposals.
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Figure 5: The structure of the original RPN (a) and the improved RPN proposed in this paper (b).
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3.4. Detection Network. The detection network includes a
region of interest (RoI) pooling layer for adjusting the size
of proposals to fixed size feature maps and fully connected
(FC) layers for classifying proposals and regressing the
bounding box of proposals. The RoI pooling layer uses max
pooling to convert the features inside any valid region of
interest into a small feature map with a fixed spatial extent
of H ×W. RoI pooling works by dividing the h ×w RoI pro-
posal into a H ×W grid of subwindows of approximate size
h/H ×w/W and then max-pooling the values in each subwin-
dow into the corresponding output grid cell. RoI pooling avoids
repeatedly computing the convolutional layers, so it can signif-
icantly speed up both train and test time. After extracting fixed
size feature maps for each of proposals via RoI pooling, these
feature maps are used for classification. The classification stage
has two different goals: classify proposals into traffic sign and
background class and adjust the bounding box for each of
detected traffic sign according to the predicted class. Two FC
layers with 2048 neurons are adopted in this paper to extract
discriminative features for traffic sign. The features from each
RoI are flattened into a vector and fed into two separate FC
layers: a box classification layer and a box regression layer.
The first FC layer is then fed into the softmax layer to compute
the confidence probabilities of being traffic sign and back-
ground. The second FC layer with linear activation functions
regresses the bounding box of detected traffic sign.

3.5. Training and Loss Function. Training process of the pro-
posed framework includes two phases. First, the region pro-
posal generation network is trained with training samples,
and then, both the region proposal generation network and
the detection network are trained. For convolution feature
with resolution M ×N , there are total M ×N × k anchor
boxes. These anchor boxes are highly overlapped with each
other. Moreover, there are much more negative anchor boxes
than positive anchor boxes, which will lead to bias during the
training process if all anchor boxes are used for training. For
an anchor box ak at position ðxm, ynÞ in an image, this paper
first finds the best matching ground truth box for this anchor
box based on the intersection of union (IoU) to create a train-
ing sample for this anchor box. The IoU between two anchor
boxes ak and ai is defined as the following equation:

IoU =
area ak ∩ aið Þ
area ak ∪ aið Þ : ð1Þ

Let agtk represents the best matching ground truth box
for anchor box ak, and IoUak ,agtk represents the IoU overlap

between anchor box ak and ground truth box agtk. If
IoUak ,agtk is higher than 0.7, the anchor box ak is selected as

positive anchor. If IoUak ,agtk is lower than 0.3, the anchor is

selected as negative anchor. Otherwise, this anchor will be
discarded and is not used as a training sample. Then, 256
anchor boxes from one image are randomly sampled as a
minibatch, where the ratio between positive and negative
anchors is up to 1 : 1. The regression of the bounding box
can be obtained from the anchor coordinates and the ground
truth bounding box in a similar way presented in [17].

In this paper, the objective loss function is to minimize the
weighted sum of classification loss Lcls and localization loss
Lreg for the region proposal generation network and the detec-
tion network. The objective loss function is defined as follows:

L = 1
N
〠
N

i=1
Lcls ai, a∗ið Þ + 1

Np
〠
Np

i=1
Lreg li, l

∗
ið Þ, ð2Þ

whereN is the size of training samples,Np is the number of pos-
itive samples in training samples, ai is the predicted probability
of anchor i being a traffic sign, a∗i is the corresponding ground
truth label (1 for positive anchor and 0 for negative anchor), li is
the predicted coordinate offsets for anchor i, and l∗i is the asso-
ciated offsets for anchor i relative to the ground truth. Since
there is no ground truth bounding box matched with negative
anchor boxes, bounding box regression is applied only for pos-
itive anchor boxes. In (2), the binary logistic loss is used for box
classification, and smooth L1 loss [17] is adopted for box regres-
sion. With the above objective function, the network can be
trained by backpropagation and stochastic gradient descent
strategies.

At test time, test images are fed into feed-forward pass of
the network. The proposal generation network generates
proposal candidates with bounding boxes and classification
confidences. Nonmaximum suppression (NMS) is adopted
to select 256 proposals with higher confidences based on
the predicted scores, and the detection network further
refines the location and class scores for each proposal.

4. Experimental Results and Discussions

In order to compare the effectiveness of the proposed approach
with other state-of-the-art approaches on traffic sign detection,
this paper conducts experiments on two public datasets:
German Traffic Sign Detection Benchmark and Tsinghua-
Tencent 100K. The proposed approach is implemented on a
Window system machine with Intel Core i7 8700 CPU, NVI-
DIA GeForce GTX 1080 GPU and 16Gb of RAM. TensorFlow
is adopted for implementing deep CNN frameworks.

4.1. Dataset. In this paper, two public datasets are used to
evaluate the effectiveness of the proposed approach,

Table 2: Dataset summary.

Dataset Number of images Resolution (width × height) Ratio between training
and testing images

Number of traffic signs The size of traffic sign

GTSDB 900 1360 × 800 2 : 1 1206 16 × 16 to 128 × 128

TT-100K 100000 2048 × 2048 2 : 1 30000 2 × 7 to 397 × 394
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including German Traffic Sign Detection Benchmark
(GTSDB) [34] and Tsinghua-Tencent 100K (TT-100K) [9].
Table 2 summarizes related information of these datasets.

GTSDB is the most widely used dataset to evaluate traffic
sign detection approaches. GTSDB contains 900 images and
is divided into 600 training images and 300 testing images.
The resolution of each image in this dataset is 1360 × 800.
Each image contains zero to six traffic signs which may appear
in every perspective and under every lighting condition. All
traffic signs in this dataset can be divided into four categories:
prohibitory signs with red color and circular shape, danger
signs with red color and triangular shape, mandatory signs
with blue color and circular shape, and the rest of traffic signs
with different shapes and colors which cannot be classified
into these three categories. The sizes of the traffic signs in
the images vary from 16 × 16 to 128 × 128.

TT-100K contains 100,000 images with resolution
2048 × 2048 and covers large variations in illuminance and
weather conditions. Of these, 10,000 images contain 30,000
traffic signs in total. The ratio between the training set and
testing set is 2 : 1. Traffic signs in this dataset can be classified
into three categories: prohibitory signs with mostly red circle
and black information, mandatory signs with mostly blue
circle and white information, and warning signs with mostly
yellow triangle and a black boundary and information. Fur-
thermore, based on the size of traffic signs in image, traffic
signs in this dataset can be divided into three categories
according to their size: small traffic signs (area < 322 pixels),
medium traffic signs (322 pixels < area < 962 pixels), and large
traffic signs (area > 962 pixel). Table 3 shows the numbers of
traffic sign instances in each group size. Compared with the
GTSDB dataset, images in TT-100K dataset are higher resolu-
tion, and traffic sign instances are smaller and more diverse.
To test the ability of the proposed framework on detection
of different object sizes, this paper conducts experiments on
all group sizes.

4.2. Evaluation Metrics. In order to compare the results of the
proposed method with other methods on traffic sign detec-
tion, this paper adopts three widely used criteria for evaluat-
ing the proposed method, including precision (P), recall (R),
and F-measure (F). These criteria are defined as follows:

P = TP
TP + FPð Þ ,

R =
TP

TP + FNð Þ ,

F = 2 ×
P × Rð Þ
P + Rð Þ ,

ð3Þ

where TP (True Positive) represents the correct detections of
traffic signs, FP (False Positive) represents the wrong detec-
tions of traffic signs, and FN (False Negative) represents the

number of missed traffic signs. A traffic sign is considered
as correct detection if the IoU between this traffic sign and
ground truth traffic sign is at least 0.5.

4.3. Performance Results. In this section, several experiments
are first conducted on the GTSDB dataset to evaluate the
effectiveness of each proposed module. Then, this paper
compares the performance of the proposed approach with
other state-of-the-art approaches on the TT-100K dataset,
including Faster R-CNN [17], SSD [26], Multiclass Network
[9], and MR-CNN [8].

4.3.1. Experimental Results on GTSDB Dataset. To evaluate
the effectiveness of each module of the proposed framework,
this paper conducts several experiments on the GTSDB data-
set and compares the detection results with original Faster R-
CNN framework. In the first experiment, the base network in
original Faster R-CNN (VGG-16 [35]) is replaced by the
ESPNetv2 network. The RPN and the detection network are
kept unchanged as in Faster R-CNN. In the second experi-
ment, the improved RPN is used to replace the original
RPN in Faster R-CNN. VGG-16 is kept as the base network
in this experiment. In the third experiment, VGG-16 is
replaced by ESPNetv2, and two improved RPNs are adopted
to generate proposals from a convolution feature map after
layer 2 and layer 4 of the ESPNetv2 network. In the final
experiment, a deconvolution module is added as described
in the previous section. At the same time, two improved
RPNs are used to generate proposals from a convolution fea-
ture map generated by a deconvolution module and the
highest-level convolution feature map. To find the best
design of the deconvolution module, this paper uses both
element-wise sum and element-wise product in the merging
process of a deconvolution module. Table 4 shows the detec-
tion results and the inference speed of these experiments on
GTSDB dataset. As shown in Table 4, the mAP of Faster R-
CNN with ESPNetv2 network is 89.40%. By adding addi-
tional improved RPNs after layer 2 of the base network, the
mAP increases by 5.14%. This result shows that the addi-
tional convolution layer with higher resolution can learn dis-
criminative features of small traffic signs and lead to better
performance of the framework. Moreover, by adding a
deconvolution module to enhance a shallower convolution
feature map with a deeper convolution feature map, the
mAP increases by 7.5% and 7.62%. These results demon-
strate that the convolution feature map constructed by fusing
an upsampled deeper convolution layer with a deconvolution
operation and a shallower convolution layer is more suitable
for small traffic sign detection. For the inference speed, Faster
R-CNN with an improved RPN module improves the speed
by 0.13 second. In addition, the inference time of Faster R-
CNN with ESPNetv2 network is improved by 0.71 second
compared with original Faster R-CNN. These results show
the effectiveness of the proposed RPN and ESPNetv2 archi-
tecture. Figure 7 shows the comparison of detection results
of the proposed method (red boxes) and Faster R-CNN (blue
boxes) on GTSDB dataset. As shown in Figure 7, the pro-
posed method can locate exactly small traffic signs while Fas-
ter R-CNN cannot detect small traffic signs.

Table 3: The numbers of traffic sign instances in each group size of
TT-100K dataset.

Size Small Medium Large

Numbers of instances 8953 10702 1512
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4.3.2. Experimental Results on TT-100K Dataset. To evaluate
the effectiveness of the proposed method, this paper com-
pares the detection results of the proposed method with the
results of other state-of-the-art methods on TT-100K dataset,
including Faster R-CNN [17], SSD [26], Multiclass Network
[9], and MR-CNN [8]. Table 5 shows the comparison of

detection results on all three categories of the TT-100K data-
set. As shown in Table 5, the performance of the proposed
method outperforms both Faster R-CNN and SSD. More
specific, in terms of F-measure, the performance of the pro-
posed method outperforms Faster R-CNN by 51.8%, 19.3%,
and 6.4% in a small, medium, and large group, respectively.

Table 4: Detection results of ablation experiments on GTSDB dataset.

Method Detection mAP (%) Inference time (s)

Faster R-CNN 91.17 0.81

Faster R-CNN+ESPNetv2 network 89.40 0.10

Faster R-CNN+improved RPN+VGG-16 92.20 0.68

Faster R-CNN+ESPNetv2 network+two improve RPNs 94.54 0.11

Faster R-CNN+ESPNetv2 network+two improved RPNs+deconvolution module
with element-wise sum

96.90 0.16

Faster R-CNN+ESPNetv2 network+two improved RPNs+deconvolution module
with element-wise product

97.02 0.18

Figure 7: Detection results of the proposed method (red boxes) and Faster R-CNN (blue boxes) on GTSDB dataset.
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Comparing with SSD, the performance of the proposed
method is improved by 51.3%, 20.6%, and 8.0% in a small,
medium, and large group, respectively. Since Faster R-CNN

and SSD framework are constrained by the size of its output
convolution feature maps, these frameworks are unable to
clearly detect small traffic signs. Comparing with Multiclass

Table 5: Detection results of the proposed method and other methods on the Tsinghua-Tencent 100K dataset.

Methods
Small Medium Large Inference time (s)

P (%) R (%) F (%) P (%) R (%) F (%) P (%) R (%) F (%)

Faster R-CNN [17] 24.1 49.8 32.5 65.6 83.7 73.6 80.8 91.2 85.7 2.15

SSD [26] 25.3 43.4 32.0 67.8 77.5 72.3 81.5 86.9 84.1 0.12

Multiclass Network [9] 81.7 87.4 84.5 90.8 93.6 92.2 90.6 87.7 89.1 5.62

MR-CNN [8] 82.9 89.3 86.0 92.6 94.4 93.5 92.0 88.2 90.1 —

Proposed method 80.1 89.0 84.3 91.3 94.6 92.9 92.5 91.8 92.1 0.28

Figure 8: Detection results of the proposed method on Tsinghua-Tencent 100K dataset. The regions of detection results are cropped and
enlarged at the bottom of each image for better view.
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Network, the proposed approach achieves a competitive
result with a small group and outperforms with a medium
and large group. For the inference time, the proposed method
takes 0.28 second for processing an image, while Faster
R-CNN framework takes up to 2.15 seconds. The ESP-
Netv2 network and improved RPN used in this paper
dramatically improve the inference time of the proposed
approach. SSD is the fastest framework which takes only
0.12 second, but SSD shows worse performance than the
proposed approach. From Table 5, MR-CNN achieves the
best performance in a small and medium group. Because
the inference speed is not mentioned in the original paper
of MR-CNN and the code of the paper is not public, the
inference time cannot compare directly. However, MR-
CNN framework uses multiple deconvolution and concate-
nation operations at different layers of the base network, so
this framework is high computational cost. The proposed
approach achieves the best performance in a large group.
Moreover, the proposed approach meets the real-time
detection standard and can be directly applied to hardware
used in driving environments. Figure 8 shows some detec-
tion results of the proposed method on Tsinghua-Tencent
100K dataset. As shown in Figure 8, the proposed method
can detect small traffic sign instances which occupy less
than 2% of image.

5. Conclusions

This paper proposes a deep learning-based framework for
fast and efficient traffic sign detection. To improve the infer-
ence speed of the proposed framework, ESPNetv2 network is
adopted as the based network. A deconvolution module is
used to create an enhanced feature map which contains more
representation capacity. Furthermore, an improved region
proposal network, which includes a 1 × 1 convolution layer
to reduce the number of parameters in the subsequent con-
volutional layers and a 3 × 3 dilated convolution to enlarge
the receptive field, is designed to increase the performance
of a proposal generation stage. In the experiments, two
widely used datasets are adopted to evaluate the effectiveness
of each enhanced module and the whole framework, includ-
ing GTSDB dataset and TT-100K dataset. Experimental
results on these datasets show that the proposed framework
improves the performance of traffic sign detection under
challenging driving conditions and meets the real-time
requirement of an advanced driver assistant system.
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