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Following tunnel excavation, which is influenced by hydraulic fracturing and geological structure, a series of hydrochemical
reactions occur in the karst aquifer, which has a significant impact on groundwater hydrology and the earth process. Based on
five sets of 38 samples collected in the Tongzi Tunnel in 2020 and 2021, the main geochemical processes and water quality
conditions of the karst aquifer system during tunnel construction were revealed by multivariate statistical analysis and
graphical methods. The results showed that water-rock action is the main mechanism controlling groundwater chemistry in
the study area; HCO3

-, Ca2+, and Mg2+ are associated with the widely distributed carbonate rocks in the study area. SO4
2- is

derived from gypsum and sulfate rocks and special strata, which are another important source of Ca2+. Sodium-containing
silicates and reverse cation exchange as the causal mechanisms of Na+ whereas F- is derived from fluorite. According to the
mineral saturation index calculations, the dissolution and precipitation of minerals such as alum, gypsum, calcite, dolomite,
and salt rock have an important influence on the main chemical components in water. The 38 samples were subjected to
cluster analysis, and the results could be classified into seven categories. The representative clusters 1, 3, and 5 were selected
for principal component analysis. Clusters 1 and 5 of groundwater represent weathering, dissolution, and ion exchange of
carbonate and sulfate rocks and are closely related to the lithologic limestone, limestone intercalated with carbonaceous
mudstone, carbonaceous mudstone, and coal-measure strata in the aquifer. Cluster 3 is dominated by upper surface river water
and characterizes the geochemistry in natural water bodies dominated by the dissolution of carbonate, sulfate, and salt rocks.
Finally, groundwater quality is mostly found in Class IV, with NO3

- and F- being the main contaminants in the water.

1. Introduction

In the karst areas of southwest China, tunneling is the main
way to improve transportation due to the special topograph-
ical features. When tunnels pass through geological units of
different lithological formations, there will inevitably be a sig-
nificant impact on the karst aquifer system, especially in
deeply buried tunnels with high ground stresses. Tunnel
excavation usually creates a hydraulic fracturing effect, in
which cracks in the surrounding rock sprout and expand
under the action of hydraulic splitting, creating new drainage
channels and causing significant changes in groundwater [1].
Hydraulic fracturing has become a central mechanism for
water damage in some high water pressure tunnels. At the

same time, hydraulic fractures and water pressure also
provide sites and conditions for aquifer water-rock action,
leading to a series of hydrochemical reactions that affect the
groundwater chemical field.

Relevant studies have shown that the construction of
underground works has a significant impact on the hydro-
geochemical processes and groundwater quality of aquifers.
Chae et al. analyzed 72 sets of tunnel seepage samples col-
lected from 43 underground stations in Korea and found
that hydrogeological interactions caused by underground
construction altered water chemistry and led to the deterio-
ration of groundwater quality [2]. Based on a study of
groundwater flow conditions around the Chienberg Tunnel,
Butscher et al. found that groundwater from different
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aquifers mixed after tunnel excavation and that coupled
hydraulic-mechanical and geochemical effects altered the
pore water chemistry and caused swelling of the gypsum salt
rock [3]. Piña et al. modeled the path of surface water into
the tunnels using hydrochemical analyses and isotopic tech-
niques and found that the depth of burial of the tunnels
affects the intensity and timing of water-rock action and that
carbon dioxide and oxygen in the air react with the exposed
minerals [4]. This type of alteration of the dissolution state
of minerals due to the renewal of aquifers by tunnel drain-
age, resulting in hydrogeochemical imbalances, is common
in all types of rock formations [5]. The impact on water
quality and water chemistry is even more pronounced if
the tunnel passes directly through underground karst aqui-
fers and fracture zones [6].

Along with the natural chemical reactions caused by the
hydraulic fracturing effect of tunnels and groundwater
exchange, explosive residues used in tunnel construction
by blasting can also directly affect groundwater quality, the
most significant effect being a surge in NH4

+ and NO3
- in

groundwater [7]. Contaminated groundwater can also dam-
age the surrounding rock and tunnel structure, Ghobadi
et al. investigated the groundwater chemistry of Iranian
metro line 2, finding that the gypsum, hard gypsum, and
coal contained in the strata after the construction of the tun-
nels had a significant impact on groundwater quality, and
the sulfates and chlorides produced by the reaction make
the groundwater corrosive to the tunnel linings [8]. Howla-
dar and Rahman conducted a study on the quality of tunnel
drainage, and the results showed that water quality has an
impact on biology and drinking. Natural processes and
human activities are the main control factors for water pol-
lution sources [9]. It can be seen that the influence of tunnel
water-rock action on groundwater chemistry and water
quality cannot be ignored. It is related to multiple factors
such as stratum lithology, groundwater storage conditions,
hydraulic strength, and tunnel construction.

Multivariate statistical analysis has been successfully
applied to hydrogeochemical studies in many fields.
Megherfi et al. applied multivariate statistical analysis to
group the groundwater chemistry in the study area and
revealed the main controlling processes of the hydroche-
mical characteristics [10]. Engle and Rowan used multivar-
iate analysis to study the geochemical data of injected
water and produced water during hydraulic fracturing of
shale gas wells [11]. Pan et al. evaluated the irrigating
properties of groundwater near landfills through multiple
statistical methods [12]. Kumar et al. introduced principal
component analysis and cluster analysis in water quality
evaluation, and the results showed that multivariate statis-
tical methods can reasonably explain large data sets and
reduce the cost of water quality monitoring [13]. Prusty
and Farooq used multivariate statistical methods to reveal
the mechanism of seawater’s influence on groundwater
and surface water, providing a basis for water resource
management [14].

The karst area has a complex geological structure, wide-
spread faults and caves, and rich mineral resources, and the
karst groundwater system is extremely sensitive to tunnel

construction. Although some scholars have studied the
hydrogeochemical processes induced by mining activities
in the karst areas of Southwest China [15, 16], however,
there are no reports on groundwater chemistry in the karst
tunnel fracture zone; the existing research on groundwater
related to tunnel mainly focuses on the influence of ground-
water level decline and water pressure on the safety of lining
structure, lack of understanding of groundwater and sur-
rounding rock matrix water-rock interaction. As a result, it
is critical to conduct groundwater chemical processes and
water quality research for karst tunnels. The Tongzi Tunnel,
an extralong highway tunnel under construction in Guizhou
Province, serves as the research material in this study.
Through indoor experiments, combined with hydrochemical
methods and multivariate statistical methods, the Tongzi
Tunnel groundwater chemical characteristics and water
quality are evaluated, aiming to understand the water-rock
interaction and hydrochemical evolution mechanism caused
by tunnel construction.

2. Overview of the Study Area

2.1. Location. The Tongzi Tunnel is 10.5 km long and is
located at the deflection extension of Dalou Mountain. It is
an important part of the expansion project of the
Chongqing-Zunyi section of the Lanzhou-Haikou Express-
way. Geographically, the tunnel is located in two towns in
Tongzi County, Guizhou Province. With the watershed in
the middle of the tunnel as the boundary, the Chongqing
side is under the jurisdiction of Dahe Township, while the
Zunyi side is under the jurisdiction of Mazong Township.
Construction of the tunnel started in June 2018 and is
expected to be completed and commence traffic by the end
of 2022. The location of the study area is shown in
Figure 1(a).

2.2. Hydrology. The surface basins of the tunnel belong to the
Qijiang River system, Chishui River system, and Wujiang
River system in the Yangtze River Basin. There is no peren-
nial surface runoff around the tunnel. The rivers are mainly
supplied by precipitation, or shallow short streams are
formed due to springs exposed in gullies. With the surface
watershed as the boundary, the surface runoff of the Chong-
qing section flows into the Songkan River, and the surface
runoff of the Zunyi section flows into the Tongzi River.
Figure 1(b) shows the monthly average rainfall in Tongzi
County from 1990 to 2011. May-August is the rainy season,
the rainfall peaks in June, and the rainfall gradually
decreases from August with a short peak in October.
Groundwater flow and water level lag for several or tens of
days after rainfall and the overall change are coordinated
with precipitation.

2.3. Stratum Lithology and Bad Geology. The Tongzi Tunnel
has a large buried depth, complex geological structure, and
diverse lithology. The overlying Quaternary soil layer is
scattered. The geological section is shown in Figure 1(c).
The maximum horizontal principal stress value of the cave
body measured by the hydraulic fracturing test in the
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deeply buried section is 9.43~21.84MPa; at the same time,
it also traverses the Kaijianpu fault, Linghujiayakou fault,
water outlet fault, and Yemaodong fault. The exit section
of the tunnel passes through the mine boundary of
Tuanyuan Coal Mine in Mazong Township, and the old
kiln water may collude through the preset roadway. Dur-
ing the geological prospecting stage, a water quality test
was performed on the S1 spring point water in the T1m
formation and the P3l coal measure formation water in
the Tuanyuan coal mine coal tunnel. The test results show
that the water quality of the groundwater within T1m and
the stream water at the exit of the tunnel is made up of
calcium carbonate. Surface water and groundwater are
slightly corrosive to reinforced concrete structures. The
underground water of Tuanyuan Coal Mine (P3l) consti-
tutes potassium sodium sulfate, whereby groundwater in
coal-bearing strata is weakly corrosive to reinforced con-
crete structures.

3. Materials and Methods

3.1. Experimental Sampling. The groundwater outflow point
of the tunnel is mainly located in the fault fracture zone.
According to research purpose, the sampling was carried
out mainly on the Yemaodong fault, the water outlet fault,
and the Linghujiayakou fault. 34 groundwater samples were
collected in July 2020 (group I), October 2020 (group II),
December 2020 (group III), March 2021 (group IV), and
April 2021 (group V). They are secondary lining water out-
lets or leakage without lining after excavation and are not
mixed with other water samples. Four surface glasses of
water were collected in July 2020 (group S-I), October
2020 (group S-II), and March 2020 (group S-IV). The river
is located on the surface of the upper part of the tunnel,
and its flow is affected by rainfall, but there is no cut-off in
the dry season which allows water to flow uniformly.
Figure 2 depicts the distribution of sampling point locations.
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Figure 1: (a) Location of the study area. (b) Monthly average rainfall in the study area from 1995 to 2011. (c) Geological profile of Tongzi
Tunnel.

3Geofluids



3.2. Experimental Method. The sampling bottle was cleaned
with deionized water before sampling and rinsed with sam-
ple water more than three times during sampling. After sam-
pling, the sample water was fitted with 0.22μm and 0.45μm
membranes and put into a 150mL polyethylene bottle. pH,
TDS, and EC are measured by a portable pH meter and
composite electrode. The concentration of HCO3

- is deter-
mined by titration, cationic (K+, Ca2+, Na+, and Mg2+) sam-
ples are acidified with nitric acid dropwise, and the
concentration is determined by flame atomic absorption
spectrophotometry with TAS-990 instrument whereas
anions (SO4

2-, NO3
-, Cl-, and F-) are analyzed by ion chro-

matography with ICS-1100 instrument. NH4
+ was deter-

mined by Na’s reagent spectrophotometry. The metal
elements are determined by inductively coupled plasma
mass spectrometry by ICP-MS instruments. The experiment
process strictly follows the relevant specifications.

3.3. Analysis Method

3.3.1. Hydrochemical Methods. Common water chemistry
analysis methods include Piper’s three-line diagram, Gibbs
model, and ion scatter diagram. The Piper three-line dia-
gram consists of two triangles representing the percentages
of the main anions and cations in milligram equivalents.
Two triangles are integrated into the middle diamond-

shaped part to form a point for identifying the groundwater
chemical phase [17]. The Gibbs model is divided into three
regions by TDS and Na + /ðNa+ + Ca2+Þ and Cl−/ðCl− +HC
O3

−Þ, revealing the chemical control factors of groundwater,
namely, atmospheric precipitation, rock weathering, and
evaporative crystallization [18]. The concentration relation-
ship between the main ions can determine the source of sol-
ute and the chemical process of groundwater.

The chloride alkalinity index can be used to determine
whether there is cation cross-adsorption in groundwater.
As shown in formulas (1) and (2), if CAI 1 and CAI 2 are
both positive, it indicates that Na+ and K+ in groundwater
exchange with Ca2+ and Mg2+ in the surrounding rock,
and if they are negative at the same time, the reverse direc-
tion exchange occurs [19].

CAI 1 = Cl− − Na+ + K+ð Þ½ �
Cl− , ð1Þ

CAI 2 = Cl− − Na+ + K+ð Þ½ �
HCO−

3 + SO2−
4 + NO−

3 + CO2−
3
: ð2Þ

3.3.2. PHREEQC Simulation. PHREEQC simulation is an
important method to identify water chemical reactions and
physical processes. One of them is the calculation of the
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Figure 2: Location and number of sampling points.

Table 1: Conventional indexes and limits of groundwater quality (mg/L).

Class pH TDS SO4
2- Cl- Fe Al NH4

+ Na+ NO3
- F- As

I 8.5 300 50 50 0.1 0.01 0.02 100 2 1 0.001

II 8.5 500 150 150 0.2 0.05 0.1 150 5 1 0.001

III 8.5 1000 250 250 0.3 0.2 0.5 200 20 1 0.01

IV 9 2000 350 350 2 0.5 1.5 400 30 2 0.05

V 9 2000 350 350 2 0.5 1.5 400 30 2 0.05
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Table 3: Statistics of hydrochemical parameters (mg/L).

pH EC TDS HCO3
- SO4

2- Cl- NO3
- F- Ca2+ Mg2+ Na+ K+ NH4

+ Fe Al

1-I 8.12 354.00 176.00 68.27 5.16 2.55 27.80 0.31 29.68 31.80 14.50 4.10 0.12 0.35 0.05

2-I 8.12 260.00 129.00 53.05 26.34 1.32 3.48 0.33 19.54 60.68 12.74 15.50 0.13 0.21 0.09

3-I 8.06 633.00 315.00 112.11 203.09 1.32 6.58 0.27 55.16 142.60 8.36 5.02 0.97 0.62 0.04

1-II 8.33 268.00 134.00 92.09 25.76 3.15 41.25 0.24 43.00 6.14 19.19 2.28 0.00 0.20 0.09

2-II 8.31 238.00 120.00 108.08 31.89 0.83 2.85 0.34 56.20 3.64 8.37 0.90 0.00 0.21 0.03

3-II 8.34 367.00 183.00 82.08 135.40 1.26 0.88 0.25 50.62 14.64 16.03 6.74 0.11 0.26 0.04

4-II 8.31 404.00 203.00 134.13 124.12 1.29 0.89 0.28 84.36 12.96 10.44 2.07 0.03 0.41 0.02

1-III 8.56 252.00 126.00 190.69 30.58 1.01 3.41 0.53 37.68 2.02 14.66 0.82 0.37 0.54 0.03

2-III 8.57 315.00 157.00 202.13 68.67 0.97 1.76 0.62 39.37 4.04 16.83 1.97 0.05 0.71 0.06

3-III 8.57 472.00 238.00 175.43 220.15 1.66 0.68 0.12 53.85 7.22 18.99 13.14 0.14 0.68 0.03

4-III 8.58 441.00 220.00 175.43 159.70 1.18 4.60 0.20 56.69 6.19 15.79 3.31 0.00 0.67 0.02

1-IV 8.57 305.00 152.00 122.04 56.30 4.09 41.78 2.56 36.69 4.05 33.34 9.84 0.00 0.46 0.06

2-IV 8.58 297.00 148.00 122.04 51.21 3.80 38.77 2.20 35.70 4.60 30.69 4.70 0.05 0.28 0.06

3-IV 8.58 293.00 145.00 122.04 51.62 3.91 38.67 2.17 37.90 4.54 32.04 5.17 0.00 0.43 0.07

4-IV 8.67 298.00 149.00 156.36 14.43 1.12 2.38 0.87 0.02 0.88 89.00 3.75 0.07 0.00 0.27

5-IV 8.67 294.00 147.00 183.06 14.47 1.22 1.59 0.81 0.00 0.53 90.68 1.09 0.05 0.00 0.05

6-IV 8.57 315.00 158.00 194.50 62.26 1.43 0.27 1.49 31.13 7.11 48.43 2.03 0.08 0.29 0.02

7-IV 8.61 298.00 149.00 160.18 66.19 1.42 0.74 1.46 25.15 6.86 47.95 3.18 0.00 0.24 0.05

8-IV 8.65 170.00 84.00 106.79 24.09 0.36 0.11 0.33 0.23 0.02 52.22 0.94 0.00 0.00 0.04

9-IV 8.64 290.00 144.00 91.53 76.48 0.97 1.57 2.46 0.85 0.12 83.37 3.44 0.00 0.00 0.28

10-IV 8.62 234.00 116.00 0.00 90.59 1.98 9.05 0.60 7.65 2.83 44.79 14.60 0.00 0.09 0.25

11-IV 8.56 476.00 240.00 221.20 162.81 1.85 4.65 0.20 75.34 6.49 16.47 3.63 0.00 1.08 0.01

12-IV 8.59 433.00 215.00 198.32 141.64 1.92 6.62 0.24 62.01 5.95 17.00 3.49 0.00 0.87 0.01

13-IV 8.58 419.00 209.00 179.25 139.84 1.97 6.06 0.24 67.54 5.99 17.86 3.93 0.00 0.56 0.02

1-V 8.69 213.00 156.00 190.69 57.54 1.12 1.61 0.50 62.90 3.82 13.07 1.38 0.00 0.40 0.01

2-V 8.65 383.00 191.00 202.13 97.13 1.89 0.64 0.11 70.51 7.58 14.04 2.95 0.00 0.53 0.02

3-V 8.63 381.00 191.00 217.38 94.90 1.95 0.41 0.12 70.89 7.54 13.25 2.43 0.01 0.51 0.02

4-V 8.62 400.00 200.00 217.38 100.10 1.97 0.47 0.13 72.13 7.60 13.93 2.43 0.00 0.81 0.02

5-V 8.63 386.00 193.00 163.99 129.53 1.59 1.17 0.13 55.96 6.19 18.30 12.70 0.00 0.65 0.09

6-V 8.60 419.00 210.00 205.94 131.90 1.77 4.37 0.16 78.28 6.12 13.64 3.89 0.00 0.55 0.02

7-V 8.60 458.00 229.00 205.94 151.62 1.54 3.24 0.11 84.14 6.36 11.52 3.02 0.00 0.97 0.00

8-V 8.60 385.00 192.00 171.62 123.51 2.04 4.48 0.22 73.58 6.04 14.65 2.83 0.00 0.49 0.01

9-V 8.09 403.00 201.00 198.32 123.57 1.85 4.58 0.22 71.67 5.90 14.43 3.38 0.00 0.50 0.01

10-V 8.60 408.00 204.00 186.87 122.01 1.98 4.82 0.23 60.44 5.51 13.69 3.27 0.00 0.76 0.02

S-II 8.09 205.00 102.00 85.69 1.23 0.40 2.27 0.22 25.78 18.48 3.84 2.60 0.08 0.24 0.01

S-III 8.32 188.00 94.00 100.10 9.78 0.64 2.71 0.25 51.30 2.06 2.51 0.74 0.00 0.17 0.05

S1-IV 8.59 204.00 101.00 152.55 14.39 0.45 2.10 0.07 46.65 1.91 2.59 0.89 0.00 0.43 0.01

S2-IV 8.59 197.00 98.00 152.55 14.24 0.46 1.55 0.05 51.53 2.02 2.72 0.88 0.00 0.43 0.01

Note: pH is dimensionless.

Table 2: Evaluation score of single index and comprehensive evaluation score.

Class I II III IV V

Evaluation score of single index Fi 0 1 3 6 10

Comprehensive evaluation score F <0.80 0.80~2.50 2.50~4.25 4.25~7.20 >7.20
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saturation index SI of mineral dissolution through the
PHREEQC software, as shown in formula (3). IAP is the
active product of mineral water ions, and Kep represents the

equilibrium constant at a certain temperature. If SI is posi-
tive, it means that the mineral dissolution is in a saturated
state; otherwise, the mineral dissolution is unsaturated.
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Figure 3: Box diagram of main ion concentration in the study area.
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SI = log IAP
Kep

: ð3Þ

3.3.3. Cluster Analysis. Cluster analysis is based on multiple
analysis target indicators. Find statistics that can measure
the degree of similarity between indicators and use them to
classify types. A dendrogram classification system is formed
based on the degree of similarity between the variables, and
only one cluster is left at the end [20].

3.3.4. Principal Component Analysis. The principal compo-
nent analysis is one of the main multivariate statistical
methods for analyzing hydrochemical data, simplifying the
data structure by reducing the dimensionality of the research
object indicators. The principal component after dimension-
ality reduction is a linear combination of the original data,
compared with the 2-variable scatter diagram, which can
only describe the relationship between two variables. The
principal component analysis can describe the chemical pro-
cess of groundwater from a multivariate perspective [21].

3.3.5. Groundwater Quality. The F value method recom-
mended by the “Groundwater Quality Standard of the
People’s Republic of China” is employed. Evaluate the
groundwater quality in the study area. As shown in
Table 1, the code divides the quality of groundwater into
I~V categories. Refer to Table 2, first, a single index is
scored, and then, according to formulas (4) and (5), the indi-
vidual index evaluation score Fi and the comprehensive
evaluation score F are obtained, and the water quality cate-
gory is obtained [22].

F =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�F2 + F2
max

2

s

, ð4Þ

�F = 1
n
〠
n

1
Fi: ð5Þ

In the formula, �F is the average value of each single
index score Fi, Fmax is the maximum value of single index
score Fi, and n is the number of evaluation index items.

4. Results and Discussion

4.1. Statistics of Experimental Results. The water chemical
indicators analyzed in this study are pH, TDS, EC, HCO3

-,
SO4

2-, Cl-, NO3
-, F-, Ca2+, Mg2+, K+, Na+, NH4

+, Fe, and
Al; the experimental results are listed in Table 3. The time
trend of the concentration of main ions is shown in box
plot 3.

Figures 3(a)–3(i) show the time changes of TDS, HCO3
-,

SO4
2-, Cl-, NO3

-, Ca2+, Mg2+, K+, and Na+ concentrations
during 5 samplings. TDS characterizes the total amount of
dissolved components in water and is an important param-
eter for evaluating water salinity. It can be seen from
Figure 3(a) that the average TDS in the samples in April
2021 is the largest. The TDS content in the surface water is
lower than the underground water content in the tunnel

which indicates that after the excavation of the tunnel, the
groundwater circulation is accelerated, and the water-rock
interaction time increases due to the influence of stratum
lithology and construction. HCO3

- is the most common
anion in the study area, the HCO3

- concentration of surface
water is much greater than other anions, and this is also the
characteristic of ion content in natural river water in karst
areas, which is related to the widespread distribution of car-
bonate rocks. Ca2+, Mg2+, K+, and Na+ in the karst zone
mainly come from the dissolution of carbonate rocks, silicate
rocks, and salt rocks. It is also a common cation in karst
areas; the content of cations in different groups of ground-
water varies greatly, which may be affected by the different
intensity of water and rock action. The geochemical behav-
ior of Cl- is simple, it does not participate in the oxidation-
reduction reaction and mainly comes from atmospheric
precipitation and salt rock [23], NO3

- is a common pollutant
in surface water, and SO4

2-, Cl-, and NO3
- all have abnormal

values in the underground water in the tunnel. The surface
water, on the other hand, has no abnormal value and very
low content, indicating that the natural surface water in
the study area is of good quality and less polluted, and
groundwater is more sensitive to tunnel construction.

4.2. Water Chemistry Characteristics. As can be seen from
Figure 4, the dominant cations of the water samples of group
I are Mg2+, and the dominant cations of the water samples of
other groups are Ca2+, K+, and Na+. The anions of all sam-
ples are distributed on the HCO3

- side; the overall perfor-
mance is HCO3

− > SO4
2− > Cl−. Groundwater and surface

water of groups I, II, III, and V are distributed on the upper
left side of the diamond shape, and the main types of water
chemistry are HCO3-Ca·Mg type and SO4·Cl -Ca·Mg type.
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The groundwater of group IV is distributed in the middle
and lower right side of the rhombus, and the water chemis-
try type is mainly HCO3-Na·K type. The surface water sam-
ple is carbonate calcium water, and the sampling point is in
the downstream of the surface river, which is consistent with
the hydrochemical type of spring point at the tunnel outlet
in the geological exploration stage before construction. The
water samples of group IV and group V were taken in March
and April 2021, respectively. They are in the dry season; the
water samples of group IV are mainly from YK38+621 to
YK43+730, interspersed with coal-measure strata; it can be
seen that the water chemical phase transition of the water
samples of group IV is related to the formation lithology.

As shown in Figure 5, groundwater and surface water
samples from various periods are distributed in the middle
of the Gibbs model. It reveals that rock weathering controls
the chemical composition of the water in the study area, and
the effects of atmospheric precipitation, evaporation, and
crystallization are negligible. Water-rock interaction is the
main hydrogeochemical process in the study area.

4.3. Relationship between Main Ions in Groundwater. The
relationship of ion ratio in the water further illustrates the
water-rock interaction in the study area. In karst areas, car-
bonate rocks are generally the main source of HCO3

-, Ca2+,
and Mg2+ in the study area. In Figures 6(a) and 6(b), the 4
samplings of surface river water all fall on the 1 : 1 line,
which is consistent with the weathering and dissolution of
carbonate rocks in the natural water bodies of the study area.
Most of the groundwater samples of groups I, II, and V are
located in the upper part of the 1 : 1 line; it shows that in

addition to typical carbonate dissolution such as calcite
and dolomite, other minerals are containing Ca2+ dissolved
in groundwater. The equivalent ratio of Ca2+ to Mg2+ is usu-
ally used to explain the source of Ca2+, except for the first
group of water samples; the equivalent ratio of Ca2+ to
Mg2+ is greater than 2 : 1; it shows that the dissolution of
gypsum and sulfate rock minerals has a great contribution
to Ca2+ [24]; Ca2+ in the study area is affected by the disso-
lution of carbonate rock, silicate rock, gypsum, etc. However,
the intensities of the interaction between carbonate rock and
gypsum are different in different sampling periods.

It can be seen from Figure 6(c) that the equivalent ratio
of Ca2+, Mg2+, and HCO3

- in the groundwater and surface
water samples of groups I, II, and V is greater than 1 : 1; it
depicts that in addition to the HCO3

- produced by the reac-
tion of H2CO3 in the carbonate rock, other anions are
needed to balance it; the anion in groundwater and surface
water next to HCO3

- is SO4
2-. SO4

2- equivalent accounted
for 51.2% of the anions in group I, 45.8% in group II,
44.0% in group III, 36.5% in group IV, 41.5% in group V,
and 9.05% in surface water. It can be seen that SO4

2- cannot
be neglected in the interaction between groundwater and
surrounding rocks, and carbonic acid is dominant in surface
water. Since the Tongzi Tunnel is a mountain tunnel with a
large buried depth, there are no human settlements on the
overlying, so industrial activities will not affect SO4

2-. It is
preliminarily judged that SO4

2- comes from gypsum and sul-
fate rock and special formations. The equivalent ratio of
Ca2+, Mg2+, and HCO3

- in the water samples of groups III
and IV is less than 1 : 1, which means that the cations are
mainly balanced by HCO3

-.
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Figure 5: Gibbs model of the study area.
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If Na+ and Cl- mainly come from the dissolution of salt
rock, the equivalent ratio of Na+ and Cl- is 1 : 1. When the
ratio of Na+ to Cl- is greater than 1 : 1, silicate rocks contrib-
ute more to Na+ [25]. From Figure 6(d), the surface water
sample is closest to the 1 : 1 line, and there is a large excess
of Na+ in the groundwater since the atmospheric precipita-
tion in the study area has no obvious control effect on the
source of ions; then, the sodium-containing silicate rock
and cation exchange may be the main cause of Na+.

4.4. Cation Exchange. As can be seen from Figures 7(a) and
7(b), about 77% of the water samples of group IV are on the
-1 : 1 line, and CAI1 and CAI2 are both negative, which
shows that reverse cation exchange occurred in the IV water
sample. The dissolved Ca2+ and Mg2+ in the carbonate rock

in the groundwater exchanged with the Na+ and K+ in the
surrounding rock of the tunnel. The adsorption of Ca2+

and the release of Na+ explain the increase of Na+ in the
IV water sample, which also leads to changes in the chemical
composition of the water. The lithology of group IV mainly
includes coal-measure strata, carbonaceous mudstone, and
mudstone intercalated with limestone. There are silicate
minerals and clay minerals such as feldspar and quartz in
these rock formations. According to the geological survey
before the construction of the tunnel, the chemical type of
underground aquifer water in the coal tunnel of Tuanyuan
Coal Mine is sulfate potassium sodium water. It is speculated
that SO4

2- comes from sulfate rock and gypsum, and Na+

and K+ come from reverse cation exchange. After the con-
struction of the tunnel, the frequent exchange and flow of
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groundwater accelerate this cation exchange behavior.
According to the size of the chlor-alkali index, the intensity
of cation adsorption alternate action in the groundwater of
group IV is greater than that of other groups of water sam-
ples, and the ion exchange intensity of groundwater is
greater than that of surface water.

4.5. Hydrogeochemical Simulation. The main ion genesis
mechanisms in the study area are water-rock interaction,
as well as rock weathering and dissolution. To ascertain
the dissolution and precipitation processes of the major
minerals influencing groundwater chemistry [26]. Alum,
calcite, dolomite, fluorite, gypsum, rock salt, hematite, and
dissolved carbon dioxide saturation index were calculated
using PHREEQC software. The scatter plot of saturation
index and TDS is shown in Figure 8.

It can be seen that the saturation index of alunite in the
study area is less than 0, which is unsaturated; the saturation
index of alunite in surface river water is the smallest. The SI
value of gypsum containing SO4

2- is also less than 0, which
verifies the hypothesis that SO4

2- in water comes from sul-
fate minerals and gypsum. In karst areas, pyrite in coal-
measure strata also has higher SO4

2-. The saturation index
of mostly calcite and dolomite is greater than 0. Also, in a
saturated state, only a small part of the water samples of
group IV is unsaturated. Due to the independence of the SI
value of calcite and dolomite from TDS, the supersaturated
carbonate minerals produce precipitation and contribute
chemical components to the groundwater [27, 28].

The physical and chemical properties of fluorite and cal-
cite are indistinguishable. In addition to the replenishment
of surface runoff and infiltration by atmospheric precipita-
tion, the F- in surface water and groundwater mainly comes
from the dissolution of fluorite. It can be seen from
Figure 8(d) that the dissolution of fluorite in the study area
is unsaturated. The saturation index of hematite in most

water samples is greater than 0, indicating that the hematite
has been dissolved and saturated. Hematite and pyrite are
the main sources of Fe in groundwater. After the tunnel is
excavated, the original aquifer’s closed state is broken, and
the CO2 may come from the dissolution of CO2 in the atmo-
sphere. Figure 8 shows that as CO2 dissolves, the pH value
decreases and produces carbonic acid to participate in
water-rock action [29].

4.6. Cluster Analysis. Figure 9 indicates that the water sam-
ples in the study area can be divided into 7 categories. The
first cluster is dominated by group IV water, including 3
water samples near the entrance of the tunnel at ZK34
+715 during the dry season and 5 water samples at the exit
of the tunnel between YK38+621 and YK43+025, respec-
tively. The lithology of the aquifer group is dominated by
limestone intercalated with carbonaceous mudstone, carbo-
naceous mudstone, and coal-measure strata representing
the weathering and dissolution of sulfate rock and ion
exchange. The second cluster is the water samples of group
I ZK34+715 in the wet season. The third cluster includes
surface river water and groundwater in groups 1-III, 1-V,
2-II, and 8-IV, representing the chemical characteristics of
natural water bodies in the study area. The fourth cluster is
the water sample of YK43+650 in the abundant and dry
water periods. The fifth cluster is dominated by water sam-
ples of group V, concentrated between YK43+613 and
YK43+730; the lithology of the aquifer group is dominated
by limestone and coal-measure strata. The reverse cation
exchange behavior of this group of water samples is weaker
than that of group IV, due to the difference in stratum lithol-
ogy. Various minerals such as calcite and other carbonate
rocks, gypsum, and silicate rocks are dissolved and precipi-
tated. The sixth and seventh clusters have only one water
sample, and the water chemistry characteristics are relatively
independent.
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Figure 8: Continued.
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According to the clustering results, surface river water
has a lower impact on groundwater, and the groundwater
is consistent with the potassium-sodium water chemistry
of the sulfate rock drilled in the Tuan Yuan coal mine (coal
formation) before construction. It shows that the karst fis-
sure pipeline is relatively developed in fault and goaf. Under
the disturbance of tunnel construction and the action of
water pressure, the groundwater in the Tuanyuan coal mine
boundary mixed with bedrock fissure water into the tunnel.

4.7. Principal Component Analysis. According to the cluster
analysis results, the first, third, and fifth clusters with the
most samples were chosen for principal component analysis
as shown in Figure 10. The KMO value of the sample passed
the test. Figures 10(a) and 10(b) are the load distribution
diagrams of the three principal components of the first type
of samples. The total variance contribution rate was 82.56%,
and the variance contribution rate of principal component 1
was 37.46%, which showed a strong positive correlation with
Ca2+, Mg2+, and Fe and a strong negative correlation with
Na+, Al, and pH. The variance contribution rate of principal
component 2 is 27.82%, which is positively correlated with
EC, TDS, HCO3

-, and NH4
+. The variance contribution rate

of principal component 3 is 17.28%, which is positively cor-
related with K+, Cl-, F-, and NO3

-. It can be seen that the
aquifer originally contained more Ca2+ and Mg2+. The exca-
vation of the tunnel opens the closed coal-measure aquifer
and causes the oxidation-reduction reaction of minerals
such as pyrite in the coal-measure strata. Therefore, the Fe
load value is higher, and because it is negatively correlated
or not correlated with Na+ and HCO3

-. It indicates that the
carbonate rock is saturated with dissolution and Ca2+ has
other sources, which should be reversed in cation adsorption
alternately.

Figures 10(c) and 10(d) are the three principal compo-
nent loading distribution diagrams of the third cluster sam-
ple. The variance contribution rate of principal component 1
is 45.18%, which shows a strong positive correlation with
TDS, SO4

2-, Cl-, F-, and Na+. The variance contribution rate

of principal component 2 is 22.63%, which is positively cor-
related with Ca2+ and negatively correlated with Mg2+ and
K+. The variance contribution rate of principal component
3 is 16.56%, which shows a strong positive correlation with
NO3

- and NH4
+. It shows that the water-rock action in this

type of water sample is the dissolution of sulfate rock and
salt rock. Cl- has stable chemical characteristics, mainly from
atmospheric precipitation. The surface river water and the
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groundwater of this group are recharged and infiltrated by
atmospheric precipitation and are characterized by natural
hydrogeochemical effects.

Figures 10(e) and 10(f) are the load distribution dia-
grams of the three principal components of the fifth cluster
of samples. The variance contribution rate of principal com-
ponent 1 is 29.83%, which shows a strong positive correla-
tion with EC, TDS, SO4

2-, and Fe. The variance
contribution rate of principal component 2 is 21.68%, which
is positively correlated with Na+, K+, and Al and strongly
negatively correlated with Ca2+. The variance contribution
rate of principal component 3 is 18.24%, which is positively
correlated with HCO3

- and Cl- and strongly negatively cor-
related with Mg2+. The three main components of this type
of groundwater have a low variance contribution rate and
large differences, and the water chemical composition is
influenced by multiple water-rock interactions.

4.8. Groundwater Quality. According to the evaluation cri-
teria and methods, the water quality category of the study
area is obtained. As shown in Table 4, the best water quality
is the surface river water of group S-II Grade II. There are 4
groups for Grade III water quality, 28 groups for Grade IV
water quality at most, accounting for 73.6%, and there are
5 groups for Grade V water quality. The worst water quality
is the 4 groups of water samples near the ZK34+715 section,
which are caused by high concentrations of NO3

- and F-, and
a group of water samples of the YK43+025 section, due to
high F- concentration which is derived from Ca2F dissolu-
tion. Since NO3

- has no known lithological source, there is
almost no agricultural activity over the tunnel. During the
construction period, the sewage outside the tunnel is also
strictly prohibited to enter the tunnel. Therefore, the human
activities represented by NO3

- will pollute the groundwater;
it is most likely to come from tunnel construction residues.

The water quality type of groundwater in the coal strat-
igraphic section is mainly IV water, and the factors deter-
mining the water quality category are Fe and pH, and the
water quality is influenced by iron-bearing minerals. Con-
ventional ions such as SO4

2-, K+, and Na+ in coal aquifers

have little effect on water quality. The F value method high-
lights the maximum pollution factors, and the analysis of
pollution sources is more targeted than other groundwater
quality evaluation methods.

5. Conclusion

This research adopts methods such as water chemistry,
multivariate statistical analysis, and geochemical simulation.
The evolution process of groundwater in the Tongzi Tunnel
and the formation mechanism of main ions are analyzed.
The main conclusions are as follows:

(1) HCO3
- is the dominant anion in the research area

while Ca2+ is the dominant cation in the research
area. The type of water chemistry is related to the
lithology of the formation. The natural water body
is mainly carbonate calcium water, while the content
of SO4

2-, Na+, and K+ in the groundwater of coal
strata increases, and the water chemical type tends
to sulfate sodium water. It is essentially consistent
with the chemical characteristics of the water intake
drilled in the Tuanyuan Coal Mine during the tun-
nel’s early stages; tunnel construction uses karst frac-
tures and hydraulic fracturing effects to bring coal
aquifers into the tunnel

(2) Water-rock interaction is the main genetic mecha-
nism of ions. The dissolution of carbonate minerals
reaches saturation, which has contributed most of
the HCO3

-, Ca2+, and Mg2+ in the water. The sulfate
rock minerals such as alum and gypsum are not sat-
urated in dissolution and are the main sources of
Ca2+, Mg2+, and SO4

2- in the later stage. F- is mainly
from fluorite. After the tunnel construction, CO2 in
the air dissolves in the water, which has an impor-
tant influence on the pH adjustment of the water

(3) Except for the dissolution of silicate rock, Na+ and
K+ mainly come from the reverse exchange of cat-
ions. The strong reverse exchange of cations in

Table 4: Water quality evaluation results in the study area.

Sample number F value Quality type Sample number F value Quality type Sample number F value Quality type

1-I 6.2 IV 3-IV 10.5 V 3-V 6.1 IV

2-I 3.1 III 4-IV 6.3 IV 4-V 6.1 IV

3-I 6.3 IV 5-IV 6.1 IV 5-V 6.1 IV

1-II 10.1 V 6-IV 6.2 IV 6-V 6.2 IV

2-II 3.0 III 7-IV 6.2 IV 7-V 6.2 IV

3-II 3.1 III 8-IV 6.1 IV 8-V 6.1 IV

4-II 6.1 IV 9-IV 10.3 V 9-V 6.0 IV

1-III 6.2 IV 10-IV 6.2 IV 10-V 6.2 IV

2-III 6.2 IV 11-IV 6.2 IV S-I 3.0 III

3-III 6.2 IV 12-IV 6.2 IV S-II 1.0 II

4-III 6.2 IV 13-IV 6.2 IV S1-IV 6.1 IV

1-IV 10.5 V 1-V 6.1 IV S2-IV 6.1 IV

2-IV 10.5 V 2-V 6.1 IV
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coal-measure formations is also the cause of the
transformation of cations from Ca2+ and Mg2+ to
Na+ and K+ in the water samples of group IV

(4) Clustering and principal component analysis show
that the 38 groups of samples can be divided into 7
clusters; the water samples are concentrated in clus-
ters 1, 3, and 5. The first cluster is dominated by
group IV. The lithology of the aquifer is limestone
intercalated with carbonaceous mudstone, carbona-
ceous mudstone, and coal-measure strata, which
represents the weathering and dissolution of sulfate
rock and ion exchange. The third cluster is domi-
nated by surface river water, representing the action
of water-rock in natural water bodies. The fifth clus-
ter is dominated by water samples of group V, the
aquifer lithology is limestone and coal-measure
strata, and the reverse cation exchange behavior is
weaker than that of group IV

(5) The groundwater quality is mostly Grade IV, with 28
groups, accounting for 73.6%, and there are 5 groups
of Class V water; NO3

- and F- are the main pollution
factors. Followed by Fe, pH, conventional ions in
groundwater have little effect on water quality. There
is no agricultural activity over the tunnel, and pollu-
tion may be caused by special ground or tunnel con-
struction. Hydrochemical evidence indicates that
aquifer has hydraulic connection
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This paper adopts a real-time high-temperature triaxial seepage test system to study the permeability evolution of oil shale in the
Jimusar area, Xinjiang, with the temperature, pore pressure, and volumetric stress. The results indicate that (1) the variation
process of the oil shale permeability with the temperature can be divided into three stages: slow growth stage from 20 to
350°C, rapid growth stage from 350 to 500°C with a threshold temperature of 400°C, and growth deceleration stage from 500
to 600°C. (2) With increasing pore pressure, the permeability gradually decreases. Under a volumetric stress of 17MPa, the
permeability decreases the most rapidly from 1 to 2MPa, and under a volumetric stress of 34MPa, the permeability decreases
the fastest from 1 to 3MPa. (3) The oil shale permeability decreases with increasing volumetric stress. At room temperature,
the decrease magnitude of the permeability is small and increases with increasing temperature. The results can provide a
theoretical reference for the analysis of the seepage process of thermal fluids and pyrolysis oil and gas in oil shale.

1. Introduction

Oil shale is a kind of sedimentary rock containing organic
matter (kerogen) with a low permeability. After heating, ker-
ogen can be converted into shale oil and gas and can be used
as fuel and chemical raw materials. The proven oil shale
reserves in China reach approximately 719.9 billion tons,
which can be converted into 47.6 billion tons of shale oil
[1–3], which is much higher than the recoverable oil
resources of 26.8 billion tons. Oil shale is mainly located in
Liaoning, Jilin, Xinjiang, Guangdong, and other areas [4].
As a very large proportion of unconventional oil and gas
resources, the efficient and green development and utiliza-
tion of oil shale could be of great importance to improve
the energy security in China and the strategic reserves of
oil and gas resources.

The utilization of oil shale can be divided into two types:
ground dry distillation furnace pyrolysis and in situ thermal
injection pyrolysis. Among these methods, ground dry distil-
lation faces the environmental problems involving the three
waste materials, including wastewater, waste gas and waste

residue, and the economic problem of a low mining effi-
ciency [5]. In situ thermal injection oil shale mining can
effectively solve the above environmental problems [6],
which have attracted the attention of a large number of
scholars in China and abroad. Among these scholars, Zhao
et al. of the Taiyuan University of Technology proposed
the method of in situ steam injection for oil shale production
[7]; the core of which entails the efficient injection of high-
temperature superheated steam via thermal injection wells
into oil shale layers. Then, the oil and gas fluids produced
by pyrolysis in the oil shale layers are produced with extrac-
tion wells. The evolution of the oil shale permeability at high
temperatures can affect the flow of superheated water vapor
and pyrolytic oil and gas in oil shale layers and can thus
affect the efficiency of in situ pyrolysis. Therefore, studying
the evolution law of the oil shale permeability under real-
time high-temperature conditions is helpful to determine
how to efficiently inject high-temperature steam into oil
shale layers.

Under the action of a high temperature, organic matter
pyrolysis in oil shale and heterogeneous expansion of
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inorganic minerals generate a large number of pores and
fracture structures in oil shale. Pore fracture structures are
the flow channels of high-temperature fluids, and new pore
fractures at high temperatures can affect the oil shale perme-
ability. Thus, a large number of scholars have performed
much research on the change in the pore fracture structure
and permeability of oil shale at high temperatures. Kang
et al. [8] carried out scanning experiments and permeability
tests of oil shale after dry distillation with computed tomog-
raphy (CT) and triaxial percolation equipment, respectively.
A large number of cracks along the parallel bedding direc-
tion occurred beyond 400°C, and the oil shale permeability
sharply increased at 400°C. Tiwari et al. [9] conducted a
scanning experiment of the fracture structure in the Green
River basin, United States, at high temperatures with CT
equipment and obtained the variation law of the permeabil-
ity with the temperature by analyzing the collected pore
fracture structure data. It was found that with increasing
temperature, the number of pore fracture structures in oil
shale greatly increased, and the permeability increased from
173 to 2199D. Rabbani et al. [10] calculated the permeability
of connected seepage channels in an oil shale digital core at
different temperatures with CT scanning technology and
digital core technology. Beyond 400°C, the oil shale perme-
ability increased sharply to 1D. The change in oil shale per-
meability was slightly related with the pore size but attained
a notable relationship with the pore connectivity. Yang et al.
[11, 12] studied the change law of the oil shale permeability
under the action of high-temperature steam and found that
the increase in oil shale permeability was closely related to
the change in fracture structures under the action of high-
temperature steam. Geng et al. [13] examined the change
law of the permeability along the vertical bedding direction
of Fushun oil shale after high-temperature treatment. The
permeability rapidly increased from 300 to 400°C, and the
increase declined from 400 to 600°C. Zhao and Kang [14]
investigated the permeability change law of Fushun oil shale
at a 200m buried depth under real-time high-temperature
conditions and found that the oil shale permeability contin-
ued to increase from 350 to 600°C.

Most of the above studies on the oil shale permeability
were carried out after high-temperature heating. Only the
study of Zhao and Kang [14] was executed under real-time
high-temperature conditions, but only the oil shale perme-
ability in the Fushun area was studied, while the influence
of the ground stress was not considered. However, the min-
eral composition of Fushun oil shale is obviously different
from that of Xinjiang oil shale, of which Liaoning Fushun
oil shale is mainly composed of clay mineral kaolinite, while
Jimusar oil shale largely consists of quartz and feldspar, with
few clay minerals. The variation in the oil shale permeability
with the temperature in Xinjiang is likely different due to the
difference in mineral composition. However, few scholars
have studied the oil shale permeability in the Jimusar area
of Xinjiang under real-time high-temperature conditions.

Therefore, this paper employs a real-time high-
temperature permeability testing system independently
developed by the Taiyuan Institute of Technology to deter-
mine the oil shale permeability in the Jimusar area of

Xinjiang under real-time high-temperature triaxial stress
conditions. The variation in the oil shale permeability at dif-
ferent temperatures, pore pressures, and volumetric stresses
was obtained. The evolution law of the oil shale permeability
under real-time high-temperature conditions determined in
this paper could provide a theoretical reference for the anal-
ysis of the flow behavior of heated fluids and pyrolytic oil
and gas in oil shale deposits.

2. Experimental Methods and Steps

2.1. Specimen Preparation. The test specimens in this paper
originate from the Jimusar area in Xinjiang, and all oil shale
specimens are sealed and transported to the laboratory for
sample processing. Oil shale is cut into Φ50mm × 100mm
cylindrical standard specimens with a CNC sand wire cut-
ting machine. As shown in Figure 1, the specimens are cut
parallel to the bedding direction. The parallelism and
smoothness of the samples meet the standards of the Inter-
national Society of Rock Mechanics. The color of the sample
is brown. The results of industrial and elemental analysis and
mineral analysis are listed in Tables 1 and 2, respectively.

2.2. Test Equipment and Test Process

(1) Determination of study temperature

According to the TG-DSC curve, the weight loss of oil
shale mainly occurs at 400-600°C, as shown in Figure 2.
Moreover, kerogen in oil shale begins to be pyrolyzed into
flowable oil and gas after 400°C, so the research temperature
selected in this paper is 20-600°C.

(2) Test equipment

The in situ high-temperature seepage test is carried out
with the real-time high-temperature triaxial stress seepage
system independently developed by the Taiyuan Institute
of Technology, as shown in Figure 3. The test system
includes a dynamic loading system, which can apply a pres-
sure up to 32MPa with an accuracy of ±0.1MPa, a temper-
ature control system, which can generate a temperature up

Figure 1: Oil shale specimen.
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to 700°C at a heating rate of 1°C/min, and a confining pres-
sure transmission device, which employs the solid pressure
transmission technique to convert axial pressure into lateral

pressure and further applies a confining pressure to the
specimen.

(3) Test process

The in situ high-temperature permeability testing pro-
cess is as follows: (1) different axial and confining pressures
are loaded according to the buried depth of oil shale in the
Jimusar area of Xinjiang (Table 3). (2) The permeability is
tested under different pore pressures (Table 3) at room tem-
perature, nitrogen is permeated under the different pres-
sures, each pore pressure test interval lasts 20min to
prevent the influence of the last pore pressure interval on
the test results, and the lower flow rate Q is recorded under
each pore pressure. (3) The heating system is activated, the
specimen is then heated to the preset temperature (100°C,
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Figure 3: Real-time high-temperature triaxial stress seepage
penetration testing system. (1) Pressure-reducing valve, (2)
cylinder, (3) loading system, (4) triaxial stress chamber, (5)
heating sleeve, (6) insulated box, (7) sealing packing, (8)
temperature control system, (9) hydraulic system, (10) sample,
(11) thermocouple, and (12) air flow measuring equipment.

Table 1: Elemental and industrial analysis.

Sample
Elemental analysis Industrial analysis

N% C% H% O% H/C O/C Moisture content Ash content Volatile matter Fixed carbon

Jimusar, Xinjiang 1.56 8.27 2.98 9.865 2.57 0.82 5.38 79.22 11.46 3.94

Table 2: Mineral composition of the oil shale.

Sample origin
Types and contents of minerals (%)

Quartz Pyrite Clay minerals Feldspar Plagioclase Calcite Dolomite Gypsum

Jimusar, Xinjiang 36.3 0.4 5.2 8.0 25.8 4.6 18.8 0.9

Table 3: Parameters of the axial, confining, and pore pressures.

Buried
depth

Axial
compression
(MPa), σx

Confining
pressure
(MPa), σy

Volumetric
stress (MPa),
σx + 2σy

Pore
pressure
(MPa), Pm

200m 5 6 17 1 2 3

400m 10 12 34 1 2 3 4 5
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200°C, 300°C, 350°C, 400°C, 450°C, 500°C, 550°C, or 600°C)
at a heating rate of 1°C/min, and finally, the oil shale perme-
ability is determined under the different pore pressures, as
indicated in Table 3, with the same method as that in step 2.

The permeating medium used in this paper is N2, which
conforms to Darcy’s law, so Equation (1) is applied to calcu-
late the permeability.

k = 2QPdownLμ

P2
up − P2

down

� �
A
, ð1Þ

where k is the permeability, m2; Q is the flow rate, m3/s; P0 is
the atmospheric pressure, at 0.1MPa; L is the specimen
length, m; μ is the gas dynamic viscosity, MPa·s; Pup is the
inlet pressure, MPa; Pdown is the outlet pressure, MPa; and
A is the cross-sectional area of the specimen, m2.

3. Test Results

3.1. Permeability Changes with the Temperature. Figure 4
shows the variation of oil shale permeability with the tem-
perature under the different volumetric stresses. The per-
meability is very low at room temperature and reaches
3:01 × 10−5 μm2 under a pressure of 2MPa. The perme-
ability gradually increases with increasing temperature.
Although different stresses are applied to the oil shale
specimen, the permeability exhibits a similar transforma-
tion pattern under the different volumetric stresses. There-
fore, according to Figure 3, the variation trend of the
permeability with the temperature is divided into three
stages, and these three stages are analyzed with the perme-
ability data obtained under a volumetric stress of 17MPa
and a pore pressure of 2MPa.

From 20 to 350°C, the permeability increases slowly. At
100°C, the permeability increases from 4:7 × 10−5 to 18:9 ×
10−5 μm2, which is 6.3 times higher than that at 100°C. This
occurs because the loss of free water at 100°C results in small
cracks [15] parallel to the bedding direction in the oil shale
specimen, causing an increase in permeability. Wang et al.
studied the thermal fracture evolution law of oil shale under
high temperature and found that there are connected frac-
tures in the direction parallel to bedding at 100°C, as shown
in Figure 5 [16], which verified the increase of oil shale per-
meability at 100°C. As the temperature is continuously
increased, the oil shale permeability continues to slowly
increase, which is attributed to the loss of the volatile oil
shale fraction at high temperatures.

At 350 and 500°C, the permeability increases rapidly.
The oil shale permeability increases sharply at 400°C, which
is 23 times higher than that at room temperature. This
occurs due to the initiation of kerogen pyrolysis in the oil
shale specimen at 400°C [9, 10], resulting in the connection
of a large number of pores and cracks in the oil shale speci-
men, which leads to a sharp increase in the oil shale perme-
ability. It can be seen from Figure 5 that a large number of
oil shale fractures are developed after 400°C, which also
verifies that the permeability of oil shale will rise rapidly
after 400°C. Therefore, 400°C can be defined as the thresh-
old temperature in terms of the evolution of permeability of
Jimusar oil shale. With increasing temperature to 500°C,
kerogen pyrolysis continues, and the permeability continu-
ously increases.

At 500 and 600°C, the permeability stabilizes and then
increases, respectively. Kerogen pyrolysis in the oil shale
specimen is basically completed beyond 500°C, and the per-
meability increase rate of the oil shale specimen begins to
stabilize, but the permeability still increases because feldspar
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in the oil shale specimen begins to decompose at 500°C,
resulting in an increase in the permeability. It can also be
seen from Figure 5 that fractures will continue to increase
after 500°C, so the permeability at 500°C continues to
increase compared with that at 400°C. At 600°C, the fracture
growth rate slows down, so the permeability will not increase
at 600°C. In addition, it can be found that the permeability
rise rate at 600°C is smaller under 34MPa volumetric stress,
because the thermal fracture of oil shale will be closed under
high stress. Then, under the combined action of thermal
stress and high ground stress, the permeability of oil shale
will no longer increase.

3.2. Permeability Changes with the Pore Pressure. The varia-
tion trend of the oil shale permeability with the pore pres-

sure is shown in Figure 6. Regardless of the volumetric
stress or temperature, the oil shale permeability decreases
with increasing pore pressure, but the decrease in permeabil-
ity differs between the different volumetric stresses.

When the volumetric stress is 17MPa, the permeability
decreases greatly when the pore pressure ranges from 1 to
approximately 2MPa. This occurs because the Klinkenberg
effect is notable at the low pore pressure stage [17, 18],
which leads to the maximum oil shale permeability under
1MPa. With increasing pore pressure to 2MPa, the effective
stress on the oil shale specimen decreases obviously, which
leads to a decrease in the permeability, but the Klinkenberg
effect still plays a leading role.

Under a volumetric stress of 34MPa, the permeability
greatly decreases when the pore pressure ranges from 1 to

(a) 20°C (b) 100°C (c) 300°C

(d) 350°C (e) 400°C (f) 450°C

(g) 500°C (h) 550°C (i) 600°C

Figure 5: Anisotropic thermal cracking of oil shale [16].
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approximately 3MPa, which is still attributable to the obvi-
ous Klinkenberg effect at lower pore pressures, which leads
to a higher oil shale permeability under lower pore pressures
than that under higher pore pressures. However, when the
volumetric stress reaches 34MPa, the increase in pore pres-
sure to 3MPa is not enough to notably reduce the effective
stress, overcome the Klinkenberg effect, and constrain the
decrease in oil shale permeability.

3.3. Variation in the Permeability with the Volumetric Stress.
The permeability under pore pressures of 2 and 3MPa are
chosen as an example to study the influence of the cumu-
lative stress on the oil shale specimen at the different tem-
peratures on the change in permeability. Permeability
histograms under volumetric stresses of 17 and 34MPa
at the different temperatures are drawn based on the test
data, as shown in Figure 7.

At the same temperature, the oil shale permeability
decreases with increasing volumetric stress. However, the
oil shale permeability decrease amount varies between the
different temperatures. At 20°C, the pore pressure decreases
by 8% and 3% under 2 and 3MPa, respectively. As the tem-
perature continues to rise, the permeability increasingly
decreases with increasing volumetric stress, reaching 46%
and 51%, respectively, at 350°C, because solid organic matter
is first converted into fluid asphaltene [19] at 350°C. Oil
shale is more likely to deform when the volumetric stress is
higher, thus blocking seepage channels. At 400°C, a high
degree of organic matter pyrolysis occurs in the oil shale
specimen, resulting in more pyrolysis-induced pore fracture
structures. Under high volumetric stresses, the pore fracture
structures are closed, resulting in a larger decrease of 40%

and 39%, respectively. The oil shale strength is higher at
lower temperatures, and the permeability decreases little
with increasing volumetric stress. With increasing tempera-
ture, the pore fracture structures produced by oil shale soft-
ening and pyrolysis causes oil shale to deform more easily
under high volumetric stresses [20], and the internal pore
fissures in the oil shale specimen more readily collapse,
which leads to a decrease in permeability with increasing
volumetric stress, which is consistent with the variation in
the Fushun oil shale permeability with the volumetric stress
obtained by Geng [13].

4. Discussion

4.1. Mechanism of Permeability Evolution with the
Temperature. In Section 2.1, it was mentioned that the vari-
ation in the oil shale permeability with the temperature is
closely related to the decomposition of organic matter and
inorganic minerals in oil shale. In this section, a weight loss
curve of the oil shale specimen in the temperature range
from 20°C to 600°C is obtained in thermogravimetric exper-
iments. Figure 8 shows the curve of the weight loss and per-
meability of the oil shale specimen with the temperature.
The ratio of the oil shale permeability (K) at the different
temperatures to the oil shale permeability (K0) at room tem-
perature under a pressure of 2MPa is indicated on the left
axis, for theta = 17MPa. The diagram reveals that the weight
loss curve exhibits the first decrease point at 100°C, where
the oil shale specimen begins to lose its internal free water,
resulting in the first increase in the oil shale permeability.
The main stage of oil shale weight loss ranges from 400 to
500°C, which further suggests that a large amount of kerogen
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in the oil shale specimen is pyrolyzed at this temperature,
resulting in a sharp increase in the oil shale permeability
at this temperature. When the temperature is higher than
500°C, the weight loss rate begins to decrease, which is
the stage of growth rate deceleration of the oil shale
permeability.

The release of gas products indicates that there are con-
nected seepage channels in the oil shale specimen, which
causes these products to be released. Therefore, the variation
in gas products due to kerogen pyrolysis with the tempera-
ture can effectively explain the variation in the permeability
with the temperature. As can be seen in Figure 9, only a
small amount of gas products is produced from 100 to
350°C, mainly free water and volatile matter. When the tem-

perature rises to 400°C, a large number of gas products is
produced, which indicates that a large number of connected
pores and fracture channels are generated in the oil shale
specimen so that the gas products can be released from the
matrix. This temperature point indicates the threshold tem-
perature of oil shale permeability variation with the temper-
ature. Beyond 500°C, the gas products begin to decrease,
which indicates that the kerogen pyrolysis process in the
oil shale specimen is basically completed, while the con-
nected pores no longer increase, which is also the stage of
slow permeability growth.

4.2. Comparative Analysis of the Evolution of the Oil Shale
Permeability with the Temperature in the Different Areas.
As the evolution of the oil shale permeability with the tem-
perature plays a very important role in the in situ exploita-
tion process of oil shale, predecessors have assessed the oil
shale permeability in the Fushun area. Wang et al. [16]
and Zhao and Kang [14] both measured the oil shale perme-
ability at a depth of 200m and obtained the change rules of
the oil shale permeability with the temperature. The varia-
tion in permeability with the temperature under a pore pres-
sure of 2MPa obtained by predecessors and that determined
in this experiment are compared and analyzed in the same
diagram, as shown in Figure 10.

Figure 8 shows that the variation trend of the oil shale
permeability with the temperature is similar between the
Jimusar area of Xinjiang and the Fushun area of Liaoning
Province. However, the oil shale permeability in the Jimusar
area of Xinjiang is obviously higher than that in the Fushun
area of Liaoning Province. This occurs because the clay min-
eral content in the oil shale of the Fushun area reaches 42.6
[21] at room temperature, while the clay mineral content in
the oil shale of the Jimusar area reaches only 5%. As a result,
the oil shale in the Fushun area of Liaoning Province is
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denser at room temperature, and the permeability is lower.
With increasing temperature, the oil shale of the Jimusar
area is subject to not only internal kerogen pyrolysis but also
heterogeneous expansion deformation of minerals such as
quartz (36.3%) and plagioclase (25.8%). As a result, the oil
shale permeability in the Jimusar area of Xinjiang is rela-
tively high.

4.3. Practical Application. In the process of in situ heating
shale for oil production, high-temperature steam shall be
injected into the oil shale seam through the injection well,
as shown in Figure 11 [22]. In the process of injection, the

permeability evolution of oil shale will not only affect the
injection efficiency of high-temperature steam but also affect
the migration speed of oil and gas from oil shale to pumping
wells after pyrolysis. In this paper, the real-time seepage
experiment under high-temperature triaxial stress can truly
reflect the seepage evolution law of oil shale under the com-
bined action of in situ stress and temperature. It is found
that the permeability of oil shale increases obviously at
400°C, that is, the injection temperature should be higher
than 400°C in the process of injecting high-temperature
steam. The permeability of oil shale decreases with the
increase of in situ stress. The increase of in situ stress
weakens the permeability, but the permeability of oil shale
still increases at high temperature, indicating that the tem-
perature still strengthens the permeability of oil shale under
high ground stress. Therefore, the experimental results of
this paper can provide data and theoretical support for in
situ thermal injection and shale production.

5. Conclusion

In this paper, a real-time high-temperature triaxial per-
meability testing system independently developed by the
Taiyuan Institute of Technology is employed to simulate
the in situ high-temperature oil shale environment, and
the variation in the oil shale permeability with the tem-
perature in the Jimusar area of Xinjiang under real-time
high-temperature triaxial stress conditions is obtained.
The conclusions are as follows:

(1) The variation in the oil shale permeability with the
temperature can be divided into three stages: the
slow growth stage ranges from 20 to 350°C. This
stage of the permeability change process is mainly
caused by the loss of free water and volatiles. The
rapid growth stage occurs from 350 to 500°C. The
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growth at this stage is mainly caused by the pyrolysis
of oil shale kerogen, and 400°C is the threshold tem-
perature. From 500 to 600°C, the growth process
decelerates

(2) Under the same volumetric stress, with increasing
pore pressure, the oil shale permeability first rapidly
decreases and then slowly decreases. However, the
change trend differs between the different volumetric
stresses. Under the 17MPa volumetric stress, the
permeability decreases rapidly and then slowly from
1 to approximately 2MPa. Under the 34MPa volu-
metric stress, when the pore pressure ranges from 1
to approximately 3MPa, the permeability first rap-
idly decreases and then slowly decreases

(3) At the same temperature, the oil shale permeability
continuously decreases with increasing volumetric
stress. However, the decrease amount varies between
the different temperatures, the decrease amount is
the smallest at room temperature, and the perme-
ability decrease amount increases gradually with
increasing temperature, which is attributed to oil
shale softening and pyrolysis of the internal organic
matter, which results in easier oil shale deformation
under the action of external stress, resulting in pore
fissure closure

(4) The oil shale permeability in the Jimusar area is
obviously higher than that in the Fushun area
because the oil shale in the Jimusar area contains

Production well Production wellInjection well

(a)

Power station
Boiler

Oil tank

Production well

Oil shale

 Injection well

(b)

Figure 11: The oil shale in situ convection technology using injected superheated steam (MTI): (a) hydraulic fracturing and (b) schematic of
the MTI system [22].
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higher contents of quartz and feldspar and fewer clay
minerals, which makes it easier to produce more
thermal cracks at high temperatures to form more
seepage channels
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Sand-gravel mixtures are typical binary materials, exhibiting highly heterogeneous, discontinuous, and significant structural effects.
The contact state between sand and gravel particles has a significant influence on the mechanical properties of the mixtures. This
article focused on the complex internal structure and its mesostructural behavior of the mixtures, and a systematic statistical
analysis was carried out to study the shape, size, and angularity of the coarse particles. The three-dimensional (3D) shapes of
coarse aggregates were approximated to be hexahedron, pentahedron, and tetrahedron. An indicator called angularity and
surface texture (AT) index was developed to characterize the combined effect of the coarse aggregate angularity and surface
texture. Based on the screening testing and digital image processing, the particle size and AT index of aggregates were extracted,
and their means, standard deviations, and statistical distributions were studied. An algorithm for generating 3D aggregates was
developed based on the statistical results of the coarse aggregate 3D morphology. The coarse aggregate generating code was
written using the fish language in PFC3D. The numerical model was then applied to conduct three typical monotonic or cyclic
triaxial test simulations. Retrospective simulation of the laboratory tests using the proposed model showed good agreement, and
the reliability of the model is effectively verified. The results interpreted well the mechanism of particle motion and the
distribution of interparticle contact force during shearing from mesoscale of the mixtures, which can give better understanding
and modeling of the nonlinear behavior of the sand-gravel mixtures.

1. Introduction

Hydraulic fracturing is a promising method for increasing
the production of oil and gas wells. Hydraulic fracturing is
currently the main form of natural gas extraction. It requires
a large amount of water mixed with chemicals to be poured
into the shale layer for hydraulic fracturing to release natural
gas. At present, most of the world’s natural gas and oil wells
are drilled by hydraulic fracturing [1–4]. Due to the charac-
teristics of deep underground drilling operation of hydraulic
fracturing, it often crosses undesirable engineering geology
such as a sandy gravel mixture layer [5, 6]. It is of great signif-
icance to guide the construction of engineering to establish a
set of fast and effective methods to analyze the mechanical
behavior of sandy gravel mixtures.

Sand-gravel mixtures are a special engineering geological
material between the soil and the fractured rock; the sand-
gravel mixture structure presents the mesostructure between
sand particles and gravel particles [7]. The contact state and
particle morphology of the mixtures have a significant con-
tribution to their mechanical properties [8–12]. If the het-
erogeneous and discontinuous structural characteristics of
the sandy gravel mixtures are ignored and the particle mor-
phology and particle distribution are not considered, the
authenticity of the mesostructure characteristic simulation
of the material will be reduced, and it is difficult to describe
the microscopic mechanical behavior between the parti-
cles [13].

Kennedy and Lin [14] constructed polygons to approxi-
mate the shape of particles and found that the number of
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sides of the polygon is proportional to the circumference and
inversely proportional to the length of the sides. This
relationship is linear in double logarithmic coordinates,
and the slope indicates the irregularity of the particles.
Bowman et al. [15] use the Fourier transform and analysis
theory to describe the particle morphology of sand. Accord-
ing to the research of Sukumaran and Ashmawy [16], the
surface texture reflects the fine morphology of the particle
surface and can be used to describe the roughness of the par-
ticle surface and the angular microscale. Cho et al. [17]
described the particle morphology based on three aspects:
sphericity, edge angle, and roughness. Ferellec and Mcdowell
[18] replaced the average radius of curvature of the corners
with the average radius of all inscribed circles on the projec-
tion contour of the particles, which improved the reproduc-
ibility of this parameter.

With the development of computer technology and the
emergence of the discrete element method, numerical simu-
lation has gradually become an important method to analyze
the particle shape; the elastoplastic finite element method
(FEM) was introduced in the initial stage. However, due to
the discontinuity of sand, FEM based on continuous
medium theory cannot reflect the influence of material
parameters such as particle size and particle morphology
on the simulation results [19, 20]. Therefore, the discrete ele-
ment method (DEM) based on discontinuous medium
mechanics has been widely used in the numerical simulation
of granular media [21]. This method is low in cost and easy
to operate and is very suitable for numerical simulation of
discrete media such as sand and gravel.

Mcdowell and Harireche [22] found that adjusting the
percentage of pellets empirically reflects the size effect of
individual pellet strength. For the particle cluster model,
when the particle interaction force exceeds the connection
strength, the small particles are detached, which can simu-
late local or whole fracture. Cheng et al. [23] conducted a
simulation of the particle flow of crushable soil, in which
the crushed particles used a cluster model of particles
formed by the bonding of several small particles, and the
randomness of single particle strength was reflected by
randomly deducting a certain percentage of small balls.
Deluzarche and Cambou [24] used the discrete element code
PFC2D and considered breakable clusters of 2D balls. The
different parameters were determined from experimental
data obtained from laboratory tests performed on rock
blocks. The model was validated by comparing the results
of the simulation of shearing tests with actual triaxial tests
on rockfill material published in the literature. Alaei and
Mahboubi [25] focused on numerical modelling of rockfill
material with the discrete element method (DEM). Because
the DEM models the interaction of separate elements, it
was capable of modelling discrete structures of granular
materials and particle breakage. Alonso et al. [26] estab-
lished a distinct element method model developed in which
grains were characterized in the clump model. The resulting
particle shape approaches real geometries and allows a
reasonable breakage evolution, and the particle breakage
criterion involves the subcritical propagation of fissures in
the grain.

In this study, taking the sand-gravel mixtures distributed
at the project site of Binjiang Subway Station of Metro Line 3
in Chengdu as an example, using discrete element numerical
simulation and digital image processing technology, the 3D
form and distribution of gravel particles are systematically
analyzed. Based on the PFC3D particle flow software, a 3D
discrete element simulation method for sand-gravel mix-
tures was proposed. The triaxial numerical test and actual
triaxial tests were compared to verify the accuracy of the
method and discuss the mesomechanical behavior of the
sand-gravel mixtures.

2. Basic Physical Properties of Sand-
Gravel Mixtures

The sand-gravel mixture samples were taken from Binjiang
Subway Station of Metro Line 3, Chengdu. The soil layers
in this site from top to bottom are Quaternary Holocene
(Qh) artificial fill, alluvial silt, sand and pebble (medium
sand lenticel sandwiched in some sections), Quaternary
Pleistocene (Qp) alluvial pebbles, and Upper Cretaceous
(K2) Guankou Formation mudstone. Three groups of
sand-gravel mixtures at different depths are used for the
particle-size analysis test, and the gradation curve is shown
in Figure 1. According to the Unified Soil Classification
System (ASTM D2487 [27]), the sand-gravel mixtures
belong to poorly graded gravel (GP) with the minimum
or maximum dry density of 1.437 or 1.740 g/cm3, the
specific gravity is 2.68, mean particle size d50 = 6:31mm,
coefficient of uniformity Cu = 34:5, and coefficient of cur-
vature Cc = 0:37.

3. The 3D Morphological Characteristics of
Sand-Gravel Mixtures

3.1. Test Materials and Test Methods. Gravel particle mor-
phology is an important parameter of mesophysical and
mechanical properties of the sand-gravel mixtures. 110
particles with the diameter range from 50 to 20mm, 117
particles with the diameter from 20 to 10mm, and 128
particles with the diameter from 10 to 5mm were selected
as the research objects. The 3D shape of gravel particles
was captured by digital image processing technology. In
order to distinguish the aggregate from the image back-
ground more accurately, the background was set to white,
and the gravel particles were blackened with ink, as shown
in Figure 2.

3.2. 3D Morphological Evaluation Parameters of Particles.
The important size parameters of gravel particles include
the length of the long axis, the length of the central axis,
and the length of the short axis. In order to measure the size
of the particles accurately, first, the particles should be neatly
arranged on the white paper and a high-definition image was
taken. Then, the particles were tiled in situ at a different
angle and photographed again. The detailed steps are
as follows:
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(1) Select gravel particle samples of all kinds of particle
sizes

(2) Soak gravel particle samples with a certain propor-
tion of ink and put them into the oven for full drying

(3) Arrange gravel particle samples on the white paper
neatly, and use a digital camera to take high-
definition sample images

(4) Replace the particles in situ at a different angle and
take a picture again

(5) Use graphics software to sort out the particle images
and extract 3D morphological parameters. The
specific parameter determination method will be
described in detail below

The size characteristics of the gravel particles are
reflected by the aspect ratio, the short axis length, the central
axis length, and the long axis length of particles. To be spe-
cific, the long axis length L is the relatively large diameter in
the 3D dimension of the particles, the central axis length W
is the maximum size of the vertical elevation with the long
axis in the three-dimensional image of the particles, and

the short axis length t is the minimum diameter in the 3D
diameter, which means t is the longest diameter perpendic-
ular to both the long axis and the central axis. The details
are exhibited in Figure 3. The size ratio between the long axis
and the short axis (aspect ratio, L/t) is selected to reflect the
shape characteristics of the particles.

In the particle image, the angular characteristics of gravel
particles are represented by the smoothness of the contour
lines. As shown in Figure 4, on the contour line of the parti-
cle image, the perimeter of the contour line increases with
the increase of the number of fluctuations. Based on this, a
two-dimensional angular coefficient (AC2D) is proposed to
characterize the angularity of particles. The angular coeffi-
cient AC2D is defined as the ratio of the difference in the sur-
face contour circumference (SCC) and convex contour
circumference (CCC) of the particles to the convex contour
circumference (CCC) in the image, as shown in

AC2D = SCC − CCC
CCC , ð1Þ

in which SCC and CCC denote all the boundary lines of the
particles themselves and the boundary line with high flatness
that is obtained by ignoring the concave parts on the surface
contour line, and the curve of the concave part of the particle
surface is directly replaced by a straight line as the convex
contour circumference.

In order to more realistically reflect the angular coeffi-
cient of a single particle, AC2D of each side image is calcu-
lated, and the three-dimensional angular coefficient (AC3D)
of the particle is obtained by area weighted average, as
shown in

AC3D = ∑n
1Ai × ACi

∑n
1Ai

, ð2Þ

where n is the number of particles, Ai is the area of the image
i, and ACi is the angular coefficient of the image i.

3.3. Results and Analysis. Figure 5 shows the frequency his-
tograms and normal distribution P‐P graph of L, W, and t
for particle size gravel of 20~10mm. The horizontal axis
and vertical axis of the frequency histogram of the 3D mor-
phological parameters with different particle sizes represent
the value interval and value frequency of the statistic, respec-
tively. The P‐P graph is a statistical graph that detects the
degree of conformity of distribution types. If the P‐P graph
is displayed as a straight line from the origin of the vertical
axis to the upper right, it means that the variable values fol-
low a normal distribution [28]. In order to obtain the statis-
tical distribution characteristics of L/t and AC, the P‐P
graphs of Laplace, Logistic, lognormal, Pareto, Student t,
Weibull, and uniform distribution of L/t and AC are
explored, respectively. Figure 6 shows that L/t and AC satisfy
the lognormal distribution.

Using the same method, the probability statistics of the
remaining two groups of gravel particles are performed,
and the statistical parameter results are shown in Table 1.
The three groups of gravel particles L, W, and t
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Figure 1: Gradation curve of sandy gravel.

Figure 2: Image of blackened gravel particles with the diameter of
5~50mm.
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approximately follow the normal distribution, while L/t and
AC approximately follow the lognormal distribution.

4. The 3D Discrete Element Simulation of Sand-
Gravel Mixtures

4.1. Gravel Particle Simulation. The above research shows
that the three-dimensional morphological distribution char-
acteristics of gravel particles are obvious. Spherical particles,
as the basic unit of the calculation model in PFC3D, differ
greatly from the actual gravel particles. In this article,
polyhedral particles are used as the basic unit to simulate
the target material. Clump logic in the PFC3D software
can generate super particles composed of a large number
of spherical elements with diverse shapes and nondeform-

able boundary conditions. At the same time, the effect of
internal particles is ignored during calculation, so it can be
regarded as a rigid whole for calculation. Zhang et al. [29]
used clump super particles to simulate coarse aggregates
based on PFC3D and proposed an algorithm for randomly
generating the 3D morphology of coarse aggregate particles.
The results showed that clump super particles can effectively
make up the difference between traditional spherical parti-
cles and real materials. In order to improve the calculation
accuracy and calculation efficiency, the author referred to
reference [30, 31], focusing on the simulation of the 3D
shape of gravel particles (greater than 5mm), using the
equal-size particles with a diameter of 5mm to simulate
the sand particles, which reached the balance of accuracy
and efficiency.

In order to better reflect the morphological characteris-
tics of gravel particles, polyhedron (hexahedron, pentahe-
dron, or tetrahedron) and angular coefficient were adopted
to describe the 3D form of gravel particles. Hexahedron,
pentahedron, or tetrahedron was used to reflect the main
shape of particles. Meanwhile, the angular coefficient was
introduced to describe the local morphological characteris-
tics (smoothness of particle contour). As shown in
Figure 7(a), the 3D shape of gravel particles was simulated
approximately through hexahedron, pentahedron, or tetra-
hedron in the model. The 3D size of gravel particles was
determined by the length of perpendicular edges AB, AD,
and AE; meanwhile, the corner angle characteristic of parti-
cles was controlled by changing the angle of angle ADH,
angle ABF, and angle ABC. Through the change of the above
six parameters, the particles in different sizes and sharp
edges could be generated. According to the statistical results,
L, W, and t of gravel particles with different particle sizes
satisfied normal distribution, and L/t and AC satisfied loga-
rithmic normal distribution. The mean value and standard
deviation are shown in Table 2. According to the normal dis-
tribution, the model randomly selected the size parameters
and angular parameters of particles to generate gravel grains
with particle sizes of 50~20mm, 20~10mm, and 10~5mm,
as shown in Figure 7(b).

4.2. Sand Particle Simulation. The model simulated the sand
particles with equal particle size with a minimum particle
size of 5mm. The specific generation process is as follows:

(1) Calculate the number N of spheres to be generated
according to volume V , soil porosity n, and sphere
radius R

(2) Use command “gen” in PFC3D to generate N
spheres with a radius of 0:2r in the specimen, and
assign the parameters of density and stiffness to the
spheres. When the “gen” command is used to gener-
ate the spheres, the spheres are randomly generated
within the sample and do not overlap each other,
which ensures the uniformity of the sample

(3) Use command “mult” to enlarge the radius of the
sphere by 5 times. There is a certain amount of over-
lap between the spheres

L

t

Profile view

Plan view

W

Figure 3: Plan and profile views of the particles.

Surface contour lines

Convex contour lines

Figure 4: Surface contour lines and convex contour lines of the
particle image.
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(4) Use command “cycle” to run the program to elimi-
nate the overlap between the particles, so as to obtain
a uniformly distributed sand-gravel soil

4.3. Triaxial Mesoscopic Simulation Test and Analysis. After
the sample is generated, there will be overlap between the
particles. The model will judge whether the sand particles
and gravel particles overlap one by one. If the two coincide,
delete the former. Figure 8 shows the discrete element sam-
ples of the triaxial test of the sand-gravel mixtures obtained
by the above method. In order to simulate the loading pro-
cess of the triaxial shear test, a square wall simulation load-
ing indenter was generated at the upper and lower ends of
the sample; a cylindrical wall used to simulate the confining
pressure was generated on the side of the sample; during the
test simulation, the wall at the upper and lower ends was
controlled to apply an axial load to the sample at a certain
speed, and the change in the radius of the side wall was con-
trolled so that the surrounding pressure around the sample
remained unchanged; the radial speed of the side wall was

automatically controlled using “numerical servomecha-
nism.” The method can realize the application of confining
pressure and the loading of the test sample. Through
repeated adjustments, the values of the mesoscopic parame-
ters of sand-gravel mixtures are basically consistent with the
test results. In this article, a set of ideal mesoscopic parame-
ters of sand-gravel mixture models were calibrated, as shown
in Table 2.

Figure 9 shows the drained shear test results and numer-
ical simulation results of saturated sandy gravel mixtures
when the initial effective confining pressure is 300 kPa. In
the initial stage of loading, the deviatoric stress increases
rapidly with the increase of the axial strain. As the axial
strain further increases, the deviatoric stress slowly increases
until the peak deviatoric stress is reached, and the volume

Table 1: Statistical parameters of L, W, t, L/t, and A for different particle size gravel.

d
(mm)

L (mm) W (mm) t (mm) L/t AC
Mean

Standard
deviation

Mean
Standard
deviation

Mean
Standard
deviation

Mean
Standard
deviation

Mean
Standard
deviation

50~20 43.12 10.16 30.34 7.75 25.53 6.81 1.72 0.30 0.026 0.011

10~20 23.78 5.33 17.02 3.70 14.55 3.63 1.69 0.39 0.030 0.013

10~5 12.14 2.35 8.70 1.70 7.82 1.63 1.59 0.32 0.019 0.007

x
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z

A B

CD

E

GH

F

(a) Schematic drawing of the hexahedron (b) Three-dimensional clump particle model

Figure 7: 3D clump particle model.

Table 2: Mesoparameters of particle for gravel-sand mixtures.

Parameter Value

Normal stiffness (Pa) 1e8
Tangential stiffness (Pa) 1e7
Coefficient of friction 0.5

Normal bond strength (Pa) 0

Tangential bond strength (Pa) 0

Unidirectional/cyclic shear rate 001%/min

Density (g/cm3) 1709

Figure 8: Discrete element sample of triaxial test.
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strain decreases with the increase of the axial strain; the soil
appears to shrink. After that, the stress-strain relationship
curve has obvious softening characteristics. As the axial
strain increases, the deviatoric stress decreases. At this time,
the axial strain-volume strain curve shows obvious shear
expansion characteristics. It can be seen from Figure 9 that
the numerical test results are in good agreement with the
drained shear test results.

Figure 10 shows the undrained shear test results and
numerical simulation results of saturated sandy gravel soil
mixtures when the initial effective confining pressure is
300 kPa. It can be seen from the figure that when ε < 10%,
the difference between the numerical test results and
undrained shear test results is very small. When ε > 10%,
the numerical test results is different from the undrained

shear test results, and the difference increases with the
increase of axial strain. This is because the sample is not
completely stable when it is in large deformation, and the
numerical simulation results cannot fully reflect the
mechanical properties of the soil. It is worth noting that
the effective stress path of the numerical test and the
undrained shear test is basically the same.

Figure 11 shows the undrained cyclic triaxial test results
and numerical simulation results of saturated sandy gravel
mixtures when the initial effective confining pressure is
100 kPa. The pore pressure ratio Ru of gravel-sand mixtures
presents a “fast-steady” growth pattern, which is basically
consistent with the typical test results of gravel-sand mix-
tures. The stress-strain curve of the triaxial test and the
numerical test can maintain good consistency before

0 4 8 12 16 20
0

50

100

150

200

Axial strain, ε/%

D
ev

ia
to

ric
 st

re
ss

, q
/k

Pa

Drained shear test
Numerical Simulation

(a)

0 4 8 12 16 20

–0.9

–0.3

0

–0.6

–1.2

Axial strain, ε/%

Drained shear test
Numerical Simulation

V
ol

um
e s

tr
ai

n,
 ε v

d
/%

(b)

Figure 9: Deviatoric stress-axial strain and volume strain-axial strain curves of drained shear test.

0

100

200

300

400

500

0 5 10 15 20

D
ev

ia
to

ric
 st

re
ss

, q
/k

Pa

Axialstrain, ε/%

Undrained shear test
Numerical simulation

(a)

50 100 150 200 250 300
0

50

100

150

200

250

Effective mean principal stress, p'/kPa

Undrained shear test
Numerical simulation

D
ev

ia
to

ric
 st

re
ss

, q
/k

Pa

(b)

Figure 10: Deviatoric stress-axial strain curves and effective stress path of undrained shear test.
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liquefaction, and when the sample is liquefied, the sample no
longer has shear strength. Meanwhile, it is difficult for the
numerical test to accurately and effectively apply axial stress
and reflect the true state of the sample, resulting in a certain
difference in the stress-strain curve after liquefaction.

Because the particle flow sample is composed of discrete
particles, similar to the actual coarse-grained soil, the interac-
tion of the particles in the PFC3D numerical model can better
reflect the mesomechanical properties of the actual sandy
gravel mixtures. In the undrained shear numerical test,
PFC3D provides the display of the force between particles.
From the force between particles, the mesoscopic working
mechanism can be analyzed. In order to study the particle
movement law of the sandy gravel mixture sample, Figure 12
shows the particle displacement vector diagram of the numer-

ical sample under shear failure when the initial effective con-
fining pressure is 100 kPa. When shear failure occurs, the
directional movement of the particles is obvious, the upper
particles move downward and the lower particles move in
the opposite direction, and obvious shear bands appear, indi-
cating that structural damage occurs inside the sample.

Figures 13(a) and 13(b) show the distribution of sand
particle contact force and gravel particle contact force,
respectively. The soil composed of sand and gravel with
obvious differences in particle size has a skeleton structure
jointly undertaken by sand and gravel. However, in the case
of this test, the distribution of the contact force between the
sand particles is scattered, and the contact force between the
gravel particles can form a complete contact force, so the
gravel particles are mainly stressed particles.
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Figure 12: Distribution particle displacements.
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The mechanical constitutive model of sand-gravel
mixture established based on the 3D morphological distri-
bution characteristics presents good applicability. The
research results will provide an important scientific basis
for the analysis of the stability and seismic performance
of hydraulic fracturing drilling through crossing the sandy
gravel mixture layer.

5. Conclusions

This article comprehensively used digital image processing
technology and discrete element numerical simulation to
study the mesoscopic structural characteristics and the
PFC3D particle flow simulation method of the sand-
gravel mixtures taken from the Chengdu metro area in
China. According to the statistical characteristics of the
3D form and distribution of the particles, a 3D discrete
element simulation method for sandy gravel mixtures is
proposed. The discrete element method was used to ana-
lyze the particle movement law of the sand-gravel mix-
tures during the shear test process. The main conclusions
are as follows:

(1) The long axis length L, the middle axis length W,
and the short axis length t of the gravel particles in
accordance with the normal distribution and the

aspect ratio L/t and the angular coefficient AC satisfy
the lognormal distribution. The PFC3D particle flow
model can well simulate the 3D morphological dis-
tribution characteristics of gravel particles to form
uniformly distributed sand-gravel mixtures

(2) The deviatoric stress-axial strain curves obtained
from the simulated drained shear test, undrained
shear test, and undrained cyclic triaxial test are in
good agreement with the test results, which verifies
the applicability of the model

(3) From the particle contact force diagram between the
particles, it is concluded that the gravel particles in
the sand-gravel mixtures are forced particles during
the drained shear process
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The rockburst disaster in the hard rock caused by excavation and unloading of deep underground caverns threatens the safety of
engineering construction. In recent years, the microseismic monitoring technology, which can dynamically monitor the whole
process of progressive failure of rock mass in real time, has been widely used in rockburst monitoring and early warning of
underground engineering. In view of the slight rockburst in local surrounding rock during the excavation of underground
powerhouse of Huanggou Pumped Storage Power Station, a rockburst microseismic monitoring system is constructed. And
through the analysis of the temporal and spatial activity of microseisms during the monitoring period, the potential risk
areas of rockbursts are identified and delineated. The monitoring results show that the microseismic system can effectively
capture the blasting and microseismic signals during construction. The microseismic activity is closely related to the
intensity of field blasting disturbance. The potential risk areas of rockburst are the upstream side arch shoulder and the
intersection between lower drainage corridor and workshop installation room. The research results can provide technical
support for later excavation and support of underground powerhouse caverns of Huanggou Hydropower Station.

1. Introduction

Rockburst is a phenomenon of rockmass dynamic instability
such as fracture, spalling, ejection, and even throwing,
caused by sudden release of elastic strain energy stored
therein due to excavation and load removal in underground
projects in high ground stress circumstances. Rockburst
often occurs in hard and brittle rock masses, and they are
accompanied by different degrees of cracking noises [1–4].
As underground projects go deeper, rockbursts occur more
frequently. Frequent rockburst disasters during the excava-
tion of deep underground caverns directly threaten the
safety of construction personnel and equipment and delay
the construction progress, especially, in severe cases. For
example, on November 28, 2009, the drainage tunnel of
the Jinping II Hydropower Station on the Yalong River in
China’s Sichuan province suffered a strong rockburst during

construction, and its supporting system was seriously dam-
aged, resulting in seven persons killed and one person
injured. The rescue and cleaning work lasted for more than
one month, and the direct and indirect economic losses
caused by the accident were immeasurable [4, 5].

At present, the rockburst prediction methods applied in
engineering practice at home and abroadmainly includemicro-
seismic, microgravity, electromagnetic radiation, seismology,
drilling cuttings, moisture, photoelasticity, rheological method,
and rebounding [6]. Among them, the microseismic method
can dynamically monitor the whole process of progressive fail-
ure of rock mass in real time, effectively delineate the potential
risk area of rockburst in the monitoring area, and timely evalu-
ate and predict the stability of surrounding rock. Compared
with other on-site rockburst monitoring methods, the micro-
seismic method has obvious advantages and has been widely
promoted and applied in engineering practice in recent years.
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Advanced microseismic monitoring systems have been
installed in most of the deep underground projects in devel-
oped countries such as Canada, South Africa, the United
States, and Australia and have been successfully applied in
analyzing and determining the fracture distribution, damage
state, and rockburst risk prediction [7]. In 1986, the
Mentougou Coal Mine in Beijing used the 8-channel micro-
seismic monitoring system imported from Poland to moni-
tor the microseismic activity in the coal mining area,
which was the beginning of the application of the microseis-
mic monitoring system in China [8, 9]. Li et al. [10] estab-
lished a 16-channel microseismic monitoring system in the
Fankou Lead-Zinc Mine in Guangdong province and
preliminarily analyzed the microseismic activity of large
blasting in deep mining area. In recent years, Feng and other
scholars introduced the microseismic system into rockburst
monitoring and early warning of underground caverns of
such hydropower projects as Jinping, Dagangshan, and
Houziyan [11–14]. Ma and other scholars applied the micro-
seismic monitoring system to slope engineering, in order to
delineate the possible rock mass fracture zone and potential
slip plane of slope and provide a basis for slope engineering
support [15–17]. Practices have proved that the microseis-
mic monitoring technology has laid a good foundation for
the prediction and protection of rockburst disasters in deep
underground engineering.

In this paper, the microseismic monitoring system of
underground powerhouse of the Huanggou Pumped Storage
Hydropower Station is constructed, and based on the
monitoring data of two months from the beginning, the
microseismic activities induced by blasting excavation of
powerhouse caverns are analyzed.

2. General Situation of Underground
Powerhouse Area of the Huanggou
Hydropower Station

The Huanggou Pumped Storage Power Station is located in
Sandaohezi Town, Hailin, Mudanjiang, Heilongjiang prov-
ince. Its installed capacity is 4 × 300,000 kW. The main struc-
tures include an upper reservoir, a water transmission system,
an underground powerhouse system, a ground switch station,
and a lower reservoir. The excavation size of the main and
auxiliary powerhouse caverns is 163:20 × 25:00 × 53:80m
(L ×W ×H), and the top arch elevation is 178.60m. The exca-
vation size of the main transformer room is 127:10 × 21:20
× 22:40m (L ×W ×H), and the top arch elevation is
175.10m. The excavation size of the tail gate chamber is
94:90 × 11:40 × 20:30m (L ×W ×H), and the top arch eleva-
tion is 159.20m. The axial direction of the powerhouse is
N49°W, and the main transformer chamber and tailgate
chamber are arranged parallel to the powerhouse. The center
distance between the main powerhouse and main transformer
chamber is 61.30m, and that between the main transformer
chamber and tailgate chamber is 44.35m.

The area occupied by the power station is topographi-
cally a small tectonic basin in the low and medium-height
mountains and river valleys formed by tectonic erosion.

The underground powerhouse area has a hilly terrain which
has been mildly cut, with the elevation of hills between 470
and 530m and the ground surface slope between 20° and
40°. The underground powerhouse is 350~400m in burial
depth, and its surrounding rock is mainly hard and complete
alaskite. The geological structure of such surrounding rock is
not well developed, and two small faults, f33 and f34, with
steep dip angles, 3-5mm in width and modest extension,
are found therein. The main transformer chamber passes
through two steeply inclined faults, f31 and f32. The f31 fault
is 0.3~1.10m wide, and the latter is 0.05m wide. Their fill-
ings are mainly cataclastic rock and rock fragments. In this
area, there are three groups of steep-dip joints (NWW, NE,
and NEE, respectively) and a group of NEE-direction
gentle-dip joints in the rock mass. The joint spacing is
generally 0.5~2.5m, and most of them are in a closed state.
The surrounding rocks of the powerhouse are mostly type
II surrounding rocks, and their integrity is relatively
complete to complete (see Figure 1). According to the
measurement of the in situ stress and the analysis of the
regression inversion results of the stress field, the maximum
principal stress in the underground powerhouse area is
11.0~15.0MPa, which is a medium stress.

In the initial stage of excavation of the underground
powerhouse of the hydropower station, the surrounding
rocks of various locations have experienced different degrees
of slab and rockburst (see Figure 2). In order to understand
the stability of the surrounding rock in the subsequent exca-
vation process, the microseismic monitoring system is intro-
duced to monitor the underground powerhouse in real time,
so as to identify and delineate the potential instability hazard
areas that affect the stability of the surrounding rock and
provide guidance for safe construction.

3. Microseismic Monitoring System in
Underground Powerhouse Area

3.1. Principles of Microseismic Monitoring and Positioning.
When the rock mass is disturbed by external forces, micro-
cracks will occur in the rock mass, which is usually accom-
panied by elastic waves, releasing strain energy and
generating microseismic events. If a certain number of sen-
sors are arranged in the rock mass around the seismic source
to form a spatial array, when a microseismic event occurs in
the monitoring body, the elastic wave generated by it will
propagate outward through the surrounding medium and
be received by sensors installed in the hole close to the rock
wall. The sensor converts microseismic signals into electrical
signals and sends them to the signal acquisition instrument
through cables. The signal acquisition instrument converts
the electrical signals into digital signals and transmits them
to the analysis computer. By analyzing and processing
microseismic events with waveform processing software
and demonstrating them with 3D visualization software,
the time, space position, and intensity information of rock
microseismic events can be obtained, that is, the three ele-
ments of “time, space, and intensity” of rock microfracture
[18]. Figure 3 is a schematic diagram of the principle of
microseismic monitoring.
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Microseismic source positioning is a method to deter-
mine the location of the rock fracture source according to
the elastic wave propagation speed in the rock medium by
monitoring the arrival of the elastic wave generated by the
rockmass fracture. The principle of source location is shown
in Figure 4. Microseismic positioning methods can be
divided into regional positioning method and point posi-
tioning method (time difference positioning method). At
present, several commonly used positioning methods mainly
include the least square method, Bayesian positioning
method, relative positioning method (ATD), slowness
dispersion method, simplex positioning method, and Geiger
positioning method [19–22]. The Geiger positioning method
is an application of the Gauss-Newton method. It is suitable

for small-area seismic events with high positioning accuracy,
and this method requires relatively loose positioning condi-
tions for events, and there are more reasonable positioning
events. The Canadian ESG microseismic monitoring system
used in this article uses the Geiger positioning method based
on the time difference positioning principle to locate the
source event. In the sensor array arranged around the micro-
seismic source monitoring area, the relative distance
between the sensors is known. The difference in the arrival
time of the elastic wave picked up by each sensor in the array
is called the time difference. The time difference provides the
distance information between the source event and the sen-
sor array, and the location of the source event can be deter-
mined by selecting a suitable seismic wave velocity model.

Geiger positioning method is to approach the final result
through iteration from a given test point Oðx, y, z, tÞ. In each
iteration, a correction vector ΔθðΔx, Δy, Δz, ΔtÞ is calculated
based on the least square method, and the vector Δθ is added
to the result of the previous iteration (test point) to obtain a
new test point and then judge this whether the new test
point meets the requirements, if it meets the requirements.
If it meets the requirements, the coordinates of this point
will be the source position. If not, continue iteration. The
result of each iteration is generated by the following time
distance equation (1) (where x, y, z, and t are known
numbers generated by artificial setting or iteration).

xi − xð Þ2 + yi − yð Þ2 + zi − zð Þ2 = v2p ti − tð Þ2, ð1Þ

where ðx, y, zÞ are the coordinates of the test point, the initial
value of which is set manually; t is the time when the event
occurs, and its initial value is set manually; ðxi, yi, ziÞ is the
spatial position of the i-th sensor coordinates; ti is the time
of the P wave signal received by the i-th sensor; vp is the
propagation speed of the P wave in the rock mass.
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Figure 1: Planar graph of underground powerhouse area at
elevation 172.60m.

Figure 2: Rockburst at the intersection between lower drainage
corridor and tailrace branch tunnel no. 1.
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For the arrival time to,i of the P wave received by the i-th
sensor, the first-order Taylor expansion of the arrival time
calculated by the test point coordinates can be expressed as

to,i = tc,i +
∂ti
∂x

Δx + ∂ti
∂y

Δy + ∂ti
∂z

Δz + ∂ti
∂t

Δt, ð2Þ

where tc,i is the time for the P wave calculated from the test
point coordinates to reach the i-th sensor. In equation (2),

∂ti
∂x

= xi − x
vpR

,

∂ti
∂y

= yi − y
vpR

,

∂ti
∂z

= zi − z
vpR

,

∂ti
∂t

= 1,

ð3Þ

R =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi − xð Þ2 + yi − yð Þ2 + zi − zð Þ2
q

:

ð4Þ
For N sensors, N equations can be obtained and written

in the form of matrix.

AΔθ = B, ð5Þ

where

A =

∂t1
∂x

∂t1
∂y

∂t1
∂z

1

∂t2
∂x

∂t2
∂y

∂t2
∂z

1

⋮ ⋮ ⋮ ⋮
∂tn
∂x1

∂tn
∂v

∂tn
∂z

1

2
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6

6

6

6
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6
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3

7
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7

5

,

Δθ =

Δx

Δy

Δz

Δt

2

6

6

6

6

6

4

3

7

7

7

7

7

5

,

B =

to1 − tc1

to2 − tc2

⋮

ton − tcn

2

6

6

6

6

6

4

3

7

7

7

7

7

5

:

ð6Þ

The modified vector is obtained by solving equation (3)
with Gaussian water elimination method.

ATAΔθ = ATB, ð7Þ

Δθ = ATA
� �‐1

ATB: ð8Þ

After the correction vector is obtained from equation (5),
the iteration is continued with ðθ + ΔθÞ as the new test point
until the error requirement is met.

3.2. Establishment of Microseismic Monitoring System. A
high-precision microseismic monitoring system of Canada’s
ESG (Engineering Seismology Group) is adopted in the
project, which includes acceleration sensors, cables, Paladin
signal collection system, and HANS data processing system.
The underground powerhouse area in the project is formed
by excavation by 7 layers, with the thicknesses of 10m,
8m, 8.1m, 6.6m, 7.4m, 7.5m, and 6.2m from top to bot-
tom. When the microseismic system is being set up, the
excavation of the third layer has finished, the tailgate cham-
ber and busbar tunnel have reached their middle point of
excavation, and the main transformer chamber, upper/mid-
dle/lower drainage corridors, ventilation tunnel, and traffic
tunnel have all been excavated to full capacity. According
to the excavation status of the underground powerhouse
area, 18 sensors are arranged in the excavated upper/middle
drainage corridors to form a spatial array, focusing on mon-
itoring and analyzing the influence of further excavation dis-
turbance on the stability of the surrounding rock of the
powerhouse roof arch and upstream side wall. Figure 5 is a
schematic diagram of the layered excavation of the under-
ground powerhouse and the location of the sensors.

Figure 6 is a schematic diagram of the spatial arrange-
ment of sensors. Six and eight uniaxial sensors are, respec-
tively, arranged in the upper and middle drainage corridors
of the underground powerhouse system, three uniaxial
sensors are arranged in the main transformer room, one
uniaxial sensor is arranged in the traffic tunnel between the
powerhouse and the main transformer room, and the
monitoring center is placed in the traffic tunnel. The sensor
mounting hole has a diameter of 50mm and a depth of
about 4m. When being installed, the front end of the sensor
is fixed at the bottom of the hole with anchor resin. The sen-
sor is in point contact with the rock mass and can receive
elastic wave signals from all directions. After the microseis-
mic system is in position, the operation of the sensor was
verified by a manual percussion test.

3.3. Selection of Velocity Model. The effective selection of the
velocity model is very important to the positioning accuracy
of the source event and thus the positioning error. After the
installation of the system, a total of 10 manual knocking
experiments are carried out in the upper and middle drainage
corridors to decide the speed model. According to the avail-
able information, the average wave velocity in the rock mass
in the underground powerhouse area is 4700~5100ms-1. The
system wave speed adopts 17 different wave speed values
between 4700 and 5100ms-1. With reference to the principle
of event location and capture and the method of waveform
processing discussed in reference [19], ten experimental
points of manual percussion are systematically located, and
the average error of location results is obtained. The correla-
tion analysis of wave velocity and event location error is
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carried out, and the results are shown in Figure 7. Finally, the
optimal P wave velocity of rock mass in the monitoring area
is 5150ms-1, at which the minimum positioning error is
5.4m, and the positioning accuracy of the system meets the
requirements of monitoring [11].

4. Analysis of Microseismic Monitoring Results

Between September 30, 2017, and November 30, 2017, the
microseismic monitoring system has captured 123 micro-
seismic events, two occurrences per day on average, and
54 blasting events, roughly one per day on average.
Figure 8 shows the typical microseismic and blasting event
signal wave monitored by the system. The microseismic
signal has unique wave component and short duration, its
amplitude is mostly concentrated between tens and hun-
dreds of millivolts, and its frequency is mainly distributed
in the middle- and low-frequency bands below 500Hz.
The blasting wave has multiple waveforms superimposed
on each other in a window, with a long duration, large
amplitude, and high frequency.
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4.1. Temporal Distribution of Microseismic Events. By ana-
lyzing the temporal distribution of microseismic events, it
is possible to understand the temporal characteristics of
the rock microcrack’s initiation, development, and aggrega-
tion and find out the relationship between rock microcracks
and construction disturbances such as underground cavern
excavation [12]. Figure 9 shows the evolution of accumu-
lated microseismic events and blasting events in the
monitoring area of the underground powerhouse from
September 30 to November 30, 2017. It can be seen from
the figure that from September 30 to October 26, the evolu-
tion curve of cumulative microseismic events with time is
gentle and the increment range is small, which indicates that
there are few microfracture events in rock mass and the
rockburst risk is low. There is no increase in cumulative
blasting events. During this period of time, the construction
was halted for some reason. The blasting operation was
completely off at the site, the rock mass was almost not
affected by the disturbance of external force, and the micro-
seismic activity was not obvious After the construction was
resumed, the cumulative microseismic events and blasting
events showed an obvious increasing trend with time, and
there was a positive correlation between the two types of

events. During this period, the microfracture events in rock
mass were relatively active, and the rockburst risk was rela-
tively high, which was obviously affected by the on-site exca-
vation and blasting. It can be seen that external forces such
as construction disturbance are the main factors inducing
microseismic events.

4.2. Spatial Distribution of Microseismic Events. By means of
the spatial distribution of microseismic events, the micro-
fracture area of rock mass can be effectively identified, and
then, the potential rockburst risk area of the underground
powerhouse area can be predicted. The concentration area
of microseismic events can be divided by analyzing the den-
sity and frequency of the spatial distribution of microseismic
events. Figure 10 shows the spatial distribution of microseis-
mic events in the monitoring area from September 30 to
November 30, 2017. In this figure, a sphere represents a
microseismic event, and its size represents energy, with a
bigger sphere standing for greater energy and different
colors representing different moment magnitudes. The
microseismic events are mainly concentrated in the arch
shoulder on the upstream side of the powerhouse with an
elevation ranging from 150m to 180m (recorded as zone
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I) and the intersection of the lower drainage corridor and the
powerhouse installation room with an elevation ranging
from 110m to 140m (recorded as zone II). Combined with
the on-site construction of underground powerhouse and
on-site survey analysis, microseismic events in these two
zones are distributed along faults f31 and f34. Microseismic
events concentrate in the above zones because of dynamic
disturbances such as mechanical vibration and blasting
vibration during the excavation of the powerhouse. However,
there is a main fault developed in the microseismic accumu-
lation area of the surrounding rock, and the stress is likely to
concentrate on the structural surface of the fault with lower
strength, which induces microcracking of the rock.

4.3. Preliminary Analysis of Microseismic Events. After pro-
cessing the microseismic data in two months and analyzing
the construction of the underground powerhouse caverns,
the concentration area of microseismic events is mainly
caused by the dynamic disturbances brought about by the
vibration of construction machineries and blasting opera-
tions. The magnitude, energy, and focal radius of microseis-
mic events in zone I are small, while those in zone II are
larger. At present, there is no large-scale rockburst in the
monitoring area, but rock mass collapses occur occasionally
in some parts of the microseismic event concentration area
(see Figure 11). Microcracks constantly occur in rock mass,
indicating the potentially dangerous places for rockburst,
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making it necessary to pay attention to microseismic activi-
ties in such places. All the microseismic events have been
accurately captured by the monitoring system, which proves
the reliability of this microseismic system in rockburst
prediction and early warning as well as the evaluation of
the stability of surrounding rocks.

The prevention of rockburst during the construction
phase mainly includes optimizing the stress of the surround-
ing rock, optimizing the physical and mechanical character-
istics of the surrounding rock, and comprehensively
strengthening the surrounding rock. The existing microseis-
mic monitoring results show that the rockburst risk in the
underground powerhouse area is mainly a time-delay rock-
burst. The engineering prevention and control of rockburst
mainly include the following. (1) During blasting, smooth
blasting should be enhanced, and the excavation section
should be smoothly treated to reduce stress concentration
and effectively improve the quality of the excavation. (2)
Cold water is often sprayed on the excavation surface or
high-pressure water injection is drilled to improve the phys-
ical and mechanical properties of the surrounding rock. (3)
Shorten the excavation footage, which generally does not
exceed 2m. After excavation, the initial anchor net shotcrete
support will be used to reduce the exposure time and area of
the rock mass. (4) Set up reasonable surrounding rock support
and reinforcement measures. For example, strengthen the
support of the surrounding rock in zone 1 and zone 2 and
increase the length of bolts.

5. Conclusion

This paper takes the underground powerhouse area of the
Huanggou Pumped Storage Hydropower Station as an

example and uses a microseismic monitoring system to
monitor and forecast rockbursts. Practices have proved that
the microseismic system can effectively capture high-
frequency blasting and low-frequency microseismic events.
The monitoring results in two months show that the
frequency of microseismic events in the underground
powerhouse area is positively correlated with the construc-
tion frequency of blasting excavation. The microseismic
events are mainly concentrated at the intersection of the
arch shoulder on the upstream side of the powerhouse as
well as at intersection between the lower drainage corridor
and the powerhouse installation room and distributed in
strips along the faults. At present, there are no large-scale
rockbursts in the monitoring area, but close attention should
be paid to the influence of construction intensity on the
stability of surrounding rocks in the microseismic concen-
tration area. Finally, targeted engineering prevention and
control measures for rockbursts are proposed. This lays a
foundation for the evaluation of the powerhouse’s stability.
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In order to study the fractal characteristics of the pomegranate biotite schist under the effect of blasting loads, a one-dimensional
SHPB impact test was carried out to test the dynamic compressive strength, damage morphology, fracture energy dissipation
density, and other parameters of the rocks under different strain rates; besides, sieve tests were conducted to count the mass
fractal characteristics of the crushed masses under different strain rates to calculate the fractal dimension of the crushed rock D.
Finally, the relationships between fractal dimension and dynamic compressive strength, crushing characteristics, and energy
dissipation characteristics were analysed. The results show that under different impact loads, the strain rate effect of the rock is
significant and the dynamic compressive strength increases with the increasing strain rate, and they show a multiplicative power
relationship. The higher the strain rate of the rock, the deeper the fragmentation and the higher the fractal dimension, and the
fractal dimension and rock crushing energy density are multiplied by a power relationship. By performing the comparative
analysis of the pomegranate biotite schist, a reasonable strain rate range of 78.75 s-1~82.51 s-1 and a reasonable crushing energy
consumption density range of 0.78 J·cm-3~0.92 J·cm-3 were determined. This research provides a great reference for the analysis
of dynamic crushing mechanism, crushing block size distribution, and crushing energy consumption of the roadway
surrounding rock.

1. Introduction

The dynamic hazard is very frequent in the deep mining
project [1, 2], andmany scholars think that the fracture pattern
is critical to studying the rock fractal in the mining, under-
ground geotechnical engineering blasting, and other fields
[3–5]. As one kind of typical rock in the deep mine roadway
envelope, with fractal theory, the fractal evolution of crushed
pomegranate biotite schist under impact loading was studied,
and the relationship between its fractal dimension and the
strain rate, dynamic compressive strength, average block size,
and crushing energy dissipation density was also analysed,
which is of great importance to blasting mining, hydraulic
fracturing [6–8], and liquid CO2 fracturing [9].

The SHPB technique has been widely used for testing the
dynamic properties of materials under the condition of high
strain rates, such as rock [10–15]. Based on the fractal theory,

Tyler developed a mass fractal model for modelling the distri-
bution of rock fracture bulkiness. Weng et al. [16] used SHPB
equipment to conduct impact experiments on sandstones
treated at different temperatures and studied their fractal
characteristics and energy dissipation characteristics, respec-
tively. Li et al. [17] analysed the relationship between the
fractal dimension of the fracture angle of coal sections and
the intact degree of coal rock under impact loading. Following
the SHPB experimental setup, Huang et al. [18] studied the
fractal fragmentation characteristics of sandstones with differ-
ent water contents and obtained the relationship between
fractal dimension and water content and energy consumption.
By subjecting cyclic loading to sandstone specimens and com-
bining fractal theory with energy consumption principles, Hu
et al. [19] studied the crushing bulk and energy dissipation.
Deng et al. [20] conducted impact loading tests on granite
and sandstone and analysed dissipation characteristics with
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fractal theory. Zhao et al. [21] used the SHPB apparatus to test
two types of rocks and analysed their relationships between
the crushing characteristics and dynamic strength with fractal
theory.

The present studies about the rock dynamics test mainly
focus on the distribution of rock fragmentation bulk and
energy dissipation; the relationships between fractal dimen-
sion and impact loading strain rate, average bulk, kinetic
parameters, and energy density are rarely studied. Therefore,
in this paper, SHPB kinetic tests and sieve tests were con-
ducted on the pomegranate biotite schist, and the fractal
dimension D was calculated using the G-G-S fractal model.

2. Test Preparation and Programme

2.1. Experimental Procedure and Principles. As shown in
Figure 1, a Φ50mm variable section Hopkinson pressure
bar (SHPB) in the Rock Mechanics Laboratory of the Kun-
ming University of Science and Technology is chosen, which
consists of a loading system, a bullet, an incident bar, a
transmission bar, a test signal collection system, and an
energy absorption device. The length of the bullet is 0.4m,
the length of the incident and the transmission bar is both
2.0m, the elastic modulus of the bar is 210GPa, the metal
bar is made of alloy steel with a density of 7.8 g/cm3, and
the longitudinal wave speed is 5190m/s. Besides, the bar is
powered by nitrogen pressurisation, and the laser velocime-
ter is used to measure the speed of the bar while applying
impact loading. In order to eliminate the end effect and tip
effect of the rock specimen, petroleum jelly is applied
between the rock specimen and the incident and transmis-
sion bars to ensure that both ends of the specimen and the
bar contact surfaces are smooth.

The SHPB test is designed based on the theory of the stress
wave propagating in an elastic compression bar [22, 23], in
which there are 2 basic assumptions, including the one-
dimensional elasticity and the uniform stress distribution.
The cross section of the elastic compression bar is a plane dur-
ing stress wave propagation, and the stress keeps constant.
Because the two-wave method will cause errors while process-
ing data, the three-wave method is usually adopted [24], by
which the strain rate _εs, strain ε, and stress of the specimen
σs can be expressed by

ε
•
s =

C0
Ls

εI tð Þ − εR tð Þ − εT tð Þ½ �,

ε =
C0
Ls

ðt0
0
εI tð Þ − εR tð Þ − εT tð Þ½ � dt,

σs =
EA
2As

εI tð Þ − εR tð Þ − εT tð Þ½ �,

ð1Þ

where As, A is the cross section area of the specimen and the
compressional bar (m2); C0 is the velocity of the elastic longitu-
dinal wave of the compressional bar (m/s); E is the elastic
modulus of the bar (GPa); Ls is the length of the specimen
(m); εI, εR, and εT are the strains of the incident wave, reflected
wave, and transmitted wave at a certain moment t; and t is the
propagation time of the stress wave in the bar (s).

In the process of the rock crushing, the incident energy
WI, reflected energy WR, and transmitted energy WT of
the compressional bar can be calculated by the following
equations.

WI tð Þ = AEC0

ðt
0
ε2I tð Þdt,

WR tð Þ = AEC0

ð
ε2R tð Þdt,

WT tð Þ = AEC0

ð
ε2T tð Þdt:

8>>>>>>>><
>>>>>>>>:

ð2Þ

After ignoring the energy loss in the propagation of the
stress wave, the energy absorbed by the rock can be obtained
as follows:

Ws =WI − WR +WTð Þ: ð3Þ

If the crushing energy of the rock is supplied by the
absorbed energy, the absorbed energy of the rock can be
regarded as the crushing energy of the rock. To further
reduce the influence of volumetric factors on the test results,
the crushing energy density ωcp is defined as follows for the
crushing energy analysis.

SHPB system
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Power system
Speed detector

Parallel light

Incident bar

High dynamic
strain indicator

Computer

Data measuring system

Damping device
Transmitted bar

N2

Striker

Pulse shaper Strain gaugeStrain gauge
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Figure 1: SHPB impact test system.
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ωcp =
Ws
V

: ð4Þ

2.2. Specimen Preparation. The rock samples were taken from
the Yuxi Mining Dahongshan Copper Mine, and they have
high integrity and uniformity. The surface of the specimen is
dark grey and has few apparent cracks. According to the
requirements of the rock mechanics test, the nonparallelism
at both ends of the specimen should be in the range of
-0.02mm~+0.02mm, and the central axis of the specimen
must be perpendicular to both ends of the specimen with an
axial deviation of -0.25°~+0.25°. In order to reduce the influ-
ence of the end effect and tip effect on the test result, the rock
specimen was processed into a cylinder with the size of 50
mm ∗ 50mm. The initial physical parameters of the speci-
mens are shown in Table 1, in which specimens of pomegran-
ate biotite schist are numbered as L-1#~L-15# as shown in
Figure 2.

Before the test, the optimal impact pressure of 0.4MPa
to 0.6MPa was determined with the test punches. For every
impact pressure, more than 3 specimens were tested to
guarantee the accuracy of the experimental results.

3. Test Analysis of the Test Results

3.1. Analysis of Fragmentation Patterns. After conducting
impact tests on rock specimens under different impact pres-
sures, seven sets of valid data were obtained, as shown in
Table 2. The peak strain is defined as the strain value corre-
sponding to the peak stress on the stress-strain curve.

Under the effect of impact loading, the crushing of
rocks is actually a process of internal microscopic crack
initiation, expansion, and accumulation, which finally leads
to macroscopic fragmentation, and its damage pattern indi-
cates the energy dissipation state and damage degree of
rocks; besides, different impact velocities will induce the
different fragmentation patterns of rocks, as shown in
Figure 3.

It can be seen that the splitting damage occurred for the low
strain rate, and the damage pattern gradually changed to edge
spalling, core damage, block fragmentation, and crushing
damage as the strain rate increased. From the perspective of
fragmentation, as the impact velocity increased, the strain rate
of the rock, the fine end of the fragmentation block, and the
degree of fragmentation all increased, but the size of the
fragmentation block decreased. This phenomenon can be
explained as that when the rock specimen is subjected to
impact loading at a low rate, the energy taken by the impact
load is little, the internal microcracks will develop in an orderly
direction, and a few cracks will develop and penetrate the rock
specimen, inducing less broken pieces; with the increase in the
impact loading rate, the energy subjected to the specimen
increases, making the cracks within the specimen fully devel-
oped, which continuously expand and penetrate to form the
apparent cracks, leading to more broken pieces, less size of
the broken pieces, and high degree of fragmentation.

3.2. Analysis of Dynamic Strength Characteristics. The test
results showed that the dynamic compressive strength of
the pomegranate biotite schist was significantly affected by
the strain rate. As shown in Figure 4, the dynamic compres-
sive strength of the rock increased from 150.20MPa to
209.06MPa as the strain rate increased from approximately
46.89 s-1 to 93.84 s-1; the relationship between them can be
fitted by a multiplicative power function σf = p_εq based on
the research by Wang and Li [25, 26]. Under different strain
rates, the significant change in dynamic compressive strength
of rocks is known as the strain rate effect, which is a character-
istic of the mechanical response of brittle materials due to
change in the one-dimensional stress state. Moreover, as the
strain rate increased, both the number of cracks within the
rock and the required external energy increased; however,
due to the extremely short duration of the impact loading,
the required energy was not reached, so external energy can
only be counteracted by increasing the stress. Therefore, the
dynamic strength of the surrounding rock of the roadway
should be taken into account to consider conditions such as
roadway excavation blasting andmechanical dynamic loading,
which will provide guidance for the optimisation of subse-
quent blasting parameters.

3.3. Study on Fractal Characteristics of Rocks

3.3.1. Calculation of Fragment Screening and Fractal Dimension.
In order to quantitatively describe the fragmentation degree of
the rock specimen, the distribution of the size of the broken
pieces after the destruction was introduced to reflect the
changing pattern of the destruction degree of the rock sample
with the strain rate. The specimens were sieved using stan-
dard sieves of 0mm~25mm, and the fragments remaining

Table 1: Average values of physical parameters of specimens.

Specimen type
Length
(mm)

Diameter
(mm)

Aspect
ratio

Quality
(g)

Density
(kg·m-3)

Modulus of elasticity
(GPa)

Poisson’s
ratio

Compressive
strength (MPa)

Pomegranate
biotite schist

49.36 48.50 1.01 266.64 2943.36 106.80 0.31 59.82

Figure 2: Pomegranate biotite schist.
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above the sieve holes were weighed and converted into the
percentage of fragments of rock (Table 3); thus, the fragmen-
tation distribution curve of pomegranate biotite schist can be
obtained and is shown in Figure 5.

According to Figure 5, after the pomegranate biotite
schist specimen was subjected to conventional uniaxial
impact loading, the percentage of fragments whose size
was larger than 25mm decreased from 66.78% to 31.28%,
and the strain rate increased from 46.89 s-1 to 93.84 s-1.
The change in the block size distribution of fragments whose
size was less than 20mm and below was relatively gentle.

Besides the particle size distribution, the fractal dimension
is also an important indicator to characterise the fractal charac-
teristics of the rock, and it increases with the degree of fragmen-
tation of the specimen. The G-G-S model is now commonly
used to describe the fractal bulkiness of fine-grained ends [27].

Y =
r
rm

� �b

, ð5Þ

where b is the corresponding regression coefficient. Based on
the relationship between mass and frequency, the fracture frag-
mentation distribution of the rock sample can be obtained:

Y =
Mr
Mt

=
r
rm

� �3−D
, ð6Þ

where Mr is the mass of rock fragments with the particle size
less than r,Mt is the total mass of rock fragments, r is the par-
ticle size of rock fragmentation, and rm is the maximum parti-
cle size. By taking the logarithm of both sides in equation (6),

lg Y = lg
Mr
Mt

� �
= 3 −Dð Þ lg r

rm

� �
: ð7Þ

In a new coordinate system of lg ½Mr/Mt� − lg r, the slope
of the line can be represented as 3 −D. The lg ½Mr/Mt� − lg x
curves describing the distribution of fragments of pomegranate
biotite schist are shown in Figure 6.

It can be seen that the slope of the particle size character-
istic curve decreased with the strain rate, indicating that the
mass of the end of the fine of the crushed pomegranate
nepheline gneiss gradually increased, and the crushing
degree became higher. The average block size and fractal
dimension of the fragmented pomegranate nepheline gneiss
are shown in Table 4, and the large correlation coefficient R
indicates that under impact loading, the distribution of block
size is consistent with the fractal pattern.

3.3.2. Fractal Dimension versus Strain Rate andMean Bulkiness.
As shown in Figure 6, the double logarithmic function showed
high linearity, indicating that the block distribution of the rock
after fragmentation has a self-similarity or fractal character.
This phenomenon can be explained as that the aggregation
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Figure 4: Dynamic compressive strength versus strain rate for
pomegranate biotite schist.

Table 2: Characteristic parameters of rock fragmentation at different strain rates.

Specimen
number

Impact pressure
(MPa)

Impact velocity
(m·s-1)

Strain rate
(s-1)

Dynamic compressive
strength (MPa)

Peak
strain

Absorbed
energy (J)

Crushing energy
density (J·cm-3)

L-5# 0.40 10.13 46.89 150.20 0.0108 51.53 0.57

L-4# 0.45 10.86 59.69 152.79 0.0096 57.09 0.63

L-3# 0.45 12.09 70.21 163.41 0.0101 66.95 0.74

L-7# 0.50 12.55 78.75 177.19 0.0112 71.21 0.78

L-8# 0.55 13.63 82.51 197.10 0.0126 81.23 0.89

L-10# 0.58 14.54 90.63 198.20 0.0115 83.31 0.92

L-14# 0.60 15.04 93.84 209.06 0.0142 89.16 0.98

10.13 (m/s) 10.86 (m/s) 12.09 (m/s) 12.55 (m/s) 13.63 (m/s) 14.54 (m/s) 15.04 (m/s)

Figure 3: Damage pattern of pomegranate biotite schist at different impact velocities.
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of small internal cracks lead to the macroscopic destruction of
the rock, and the small fracture evolves from smaller micro-
fractures. This self-similarity inevitably leads to the self-
similar characteristics of the final block distribution. There-
fore, the fractal dimension can be used to describe rock frag-
mentation quantitatively.

According to Figures 7 and 8, the fractal dimension D can
be related to the strain rate and average block size, respectively.
The average block size is defined as the block size whose
cumulative percentage is less than 50%, as expressed in

ds =
∑ridi
∑ri

, ð8Þ

where ds is the average block size of rock fragments less
than sieve diameters ri and di is the mass percentage of rock
fragments.

This parameter can quantify the distribution of bulkiness
and the variation of fragmentation of the rock under differ-
ent dynamic loads. Figures 7 and 8 show a strong correlation
between the fractal dimension and strain rate _ε and average
block size ds, in which the fractal dimension D increased
from 1.80 to 2.51 and the average block size decreased from
23.78mm to 15.60mm, indicating that the fractal block size
distribution of the pomegranate biotite schist is self-similar
and has obvious fractal characteristics.

3.3.3. Fractal Dimension and Crushing Energy Consumption
Density. Based on the research of Hong et al. [28], the rela-
tionship between the fractal dimension of the rock D and
the dissipation density of crushing energy ωcp was fitted by
a multiplicative power function in Figure 9.

As shown in Figure 9, the fractal dimension of the rock
D exponentially increased with crushing energy density ωcp

, and the higher crushing energy density indicates that more

Table 3: Table of impact test sieve sizes corresponding to weighing masses.

Sizes (mm)
0 0.3 0.5 1.0 2.5 5.0 10.0 15.0 20.0 25.0 Total massMass (g)

Strain rate (s-1)

46.89 0.24 0.22 0.42 1.74 2.34 11.78 16.07 20.66 28.94 173.32 255.73

51.28 0.59 0.34 0.56 2.45 2.47 10.43 27.55 44.20 28.80 149.44 266.83

59.69 0.70 1.22 1.29 3.38 3.78 17.89 31.26 40.41 28.09 149.44 277.46

70.21 1.11 1.67 1.50 3.66 3.98 32.92 48.00 21.64 32.92 115.63 263.03

76.37 3.24 1.89 1.63 7.74 6.96 30.45 27.41 45.08 36.04 103.34 263.78

78.75 1.45 4.55 4.54 8.73 6.56 28.06 34.85 42.58 33.54 98.55 263.41

82.51 2.32 3.78 3.82 12.38 7.86 33.18 46.56 36.71 21.70 105.23 273.54

90.63 3.54 5.68 4.65 14.35 20.04 39.42 35.21 25.08 32.34 87.35 267.66

92.28 4.78 3.02 8.65 18.34 21.09 31.87 36.21 23.21 24.56 92.50 264.23

93.84 4.44 5.39 5.31 17.90 22.13 38.52 43.52 30.28 17.97 84.41 269.87
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Figure 5: Distribution of fragmentation bulkiness of pomegranate
biotite schist at different strain rates.
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Figure 6: Curves for the distribution of fractional bulkiness of
pomegranate biotite schist.
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energy is required to crush the rock, and the more severe the
rock crushing, the more fine-grained the fragments and the
higher the fractal dimension D.

3.4. Study of Rock Crushing Effects and Energy Dissipation.
In summary, an increase in the strain rate makes the effec-
tive crushing bulk of the rock gradually migrate towards
the fine-grain end, enhancing the crushing effect. However,
an increase in the crushing effect means an increase in
crushing energy density. Therefore, a reasonable range of

the strain rate and crushing energy density is of great prac-
tical importance to enhance the crushing effect and reduce
energy consumption.

In Figure 6, the particle size characteristic curve is
characterised by the distribution of rock crushing bulk, and
the slope of the curve is defined as the bulk distribution

0.5 0.6 0.7 0.8 0.9 1.0

1.8

2.0
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2.4

2.6

Pomegranate biotite schist
Fitting curve

0.5535

R2 = 0.9485
D = 2.5598𝜔cp

D
𝜔cp (J·cm−3)

Figure 9: Fractal dimension of pomegranate biotite schist versus
crushing energy density.
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D
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Figure 8: Relation between fractal dimension and average block
size for pomegranate biotite schist.

Table 4: Crushing bulkiness statistics of pomegranate biotite schist under impact loading.

Specimen number L-5# L-4# L-3# L-7# L-8# L-10# L-14#

Average crushing size (mm) 23.78 21.76 19.65 18.61 18.16 16.48 15.60

Fractal dimension D 1.80 2.05 2.14 2.31 2.36 2.46 2.51

Correlation coefficient R 0.92 0.91 0.86 0.91 0.85 0.87 0.77
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2.2

2.4

2.6

Pomegranate biotite schist
Linear fitting curve

D

D = 1.127 + 0.0148 𝜀
R2 = 0.9898

40 50 60 70 80 90 100
.
𝜀 (s−1)

.

Figure 7: Fractal dimension versus strain rate for pomegranate
biotite schist.
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coefficient C. Figures 10 and 11, respectively, show the rela-
tionship between the fractal dimension D and the strain rate
and the relationship between the bulk distribution coeffi-
cient C and crushing energy consumption density.

It can be seen from Figure 10 that the slope of the curve
changed fast and the decreasing rate started to increase when
_ε was close to 59.69 s-1; after _ε exceeds 82.51 s-1, the decreas-
ing rate of the curve decreased. Therefore, in order to
achieve a better crushing effect, the _ε should be controlled
in the range of 59.69 s-1~82.51 s-1, and the corresponding
range of the fractal dimension curve was 70.21 s-1~90.63 s-1.
Similarly, in Figure 11, the dissipation density of crushing
energy of two curves can be determined to be in the range of
0.74 J·cm-3~0.92 J·cm-3 and 0.78 J·cm-3~0.98 J·cm-3, respectively.

According to the relationship between the strain rate and
crushing energy density in Table 2, it can be indicated that
the reasonable strain rate range should be 78.75 s-1~82.51 s-1
to achieve rock crushing and the reasonable crushing energy
density range should be 0.78 J·cm-3~0.92 J·cm-3 (the dashed
line range in Figures 10 and 11).

4. Conclusion

In this paper, the typical tunnel envelope rock, pomegranate bio-
tite schist, was selected to carry out SHPB rock dynamicmechan-
ical tests, and rock fragmentation characteristics under different
strain rates, strength indexes, and energy parameters were
obtained to establish the relationship between fractal dimension
and these parameters. This research provides a reference for fur-
ther study of the dynamic mechanical properties of pomegranate
biotite schist in deep mining and provides guidance for the opti-
misation design of blasting parameters for underground mine
tunnelling. The main conclusions can be drawn as follows.

(1) The fragmentation distribution of pomegranate bio-
tite schist is significantly affected by the strain rate
under the effect of impact loading. As the strain rate

increases, the degree of fragmentation decreases; the
fine ends of the fragments increase with the frag-
mentation degree. Besides, the dynamic compressive
strength increases with the strain rate, showing a
power relationship

(2) The fractal dimension D can quantify the fracture
characteristics of the rock, it increases as the strain
rate increases, and when the strain rate ranges from
46.89 s-1 to 93.84 s-1, the fractal dimension D of
pomegranate biotite schist is 1.80~2.51

(3) The fractal dimension D can quantify the fractal
energy dissipation characteristics of a rock, and it
increases with the fractal energy density ωcp in a
multiplicative power relationship

(4) The reasonable strain rate range to achieve good crush-
ing effectiveness and reduce crushing energy consump-
tion for pomegranate biotite schist is 78.75 s-1~82.51 s-
1, and the reasonable crushing energy consumption
density range should be 0.78 J·cm-3~0.92 J·cm-3
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In order to optimize the arrangement of cutting holes in tunnel blast in Dahongshan Copper Mine, theoretical analysis and
numerical simulation were combined to preliminarily determine the diameter of the hollow hole and the distance between the
charge hole and the hollow hole during cut blast, which was verified through the field blast test. The research results show that
with the increase of the hole diameter, the peak compressive stress of rock surrounding the empty hole gradually decreases,
and the peak tensile stress gradually increases, which is consistent with the calculation results; when the hole diameter is
10 cm, the two first blast holes are arranged horizontally and 30 cm from the empty hole, two second blast holes are arranged
vertically and 40 cm away from the empty hole, and the four third blast holes are arranged at a horizontal distance of 45 cm
and a vertical distance of 45 cm from the empty hole; the contour area in numerical simulation is the maximum. The
difference in contour area, contour width, and contour and contour height between the measured value and the simulation
result is 5.3%, 3.3%, and 3.4%, respectively, indicating that the combination of theoretical calculation and numerical simulation
is suitable for prediction of cavity section after blast in tunnel excavation.

1. Introduction

Cutting blast is a widely used technology for tunnel excava-
tion, which creates a new free surface and more favorable
blast conditions for other blast holes. Compared to other
alternatives, for example, pulse fracturing [1] and hydraulic
fracturing [2], cutting blast is more suitable for hard rocks
and has low cost. During tunneling, there is only one free
surface, and the surrounding rocks show great blast contain-
ment, inducing challenging blast conditions. By arranging
large diameter holes in the cutting area, the stress concentra-
tion effect of the hollow holes, the free surface effect, and the
unloading pressure effect can be used to improve the blast
effect [3]. During the cutting blast, the hollow hole not only
provides the initial compensation space for the rock swelling

of the groove cavity but also changes the stress distribution
in the rock near the hollow hole and the blast effect of the
adjacent slot hole. This phenomenon is called the empty
hole effect of cutting blast. Because the hole effect plays an
important role in promoting rock breaking, throwing, and
cavity formation, it has been focused on by many scholars [4].

Mohanty [5] first proposed to set up empty holes
between the blast holes to control the propagation direction
of blast crack. Cho et al. [6] used a combination of numerical
simulation and experiment to study the directional fracture
effect of empty holes. Lai [7] established the calculation
model of cutting blast effect on the basis of theoretical anal-
ysis. Under certain conditions, the quantitative relationship
between the cutting efficiency and the hole diameter, the
depth of the cut hole, and the hole distance between the
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cut hole and the empty hole is obtained. Wu et al. [8] used
ANSYS to simulate the distribution and variation trend of
dynamic stress around blasting holes under different ground
stress conditions. Tian et al. [9] based on the action mecha-
nism of empty hole directional blasting, the influence of
charge hole spacing on crack propagation is studied,
deduced the calculation formula of charge hole spacing,
and carried out numerical simulate of tunnel blasting exca-
vation process. Li et al. [10] use ANSYS/LS-DYNA to simu-
late the process of rock fragmentation of double blast holes
blasting with one empty hole at the center position. The rock
fragmentation effect by blasting, the propagation of cracks
between adjacent blast holes, and the pressure state of the
element near the empty hole are analyzed. Zheng [11] used
ANSYS simulation software to realize the visualization of
the cavity formation and pressure propagation of cut blast
and concluded that the blast effect is related to the distance
between the charging hole to the empty hole. Zong et al.
[12] used the cavity formation mechanism to explain the
principle of adding holes in the deep hole vertical cutting.
Zhu et al. [13] used numerical simulation methods to con-
duct comparative analysis of the single-hole cutting schemes
under different diameter holes and found that the hole has
the effect of reflecting stress waves and accumulating explo-
sion energy, and its effect becomes more obvious as the
increase of the hole diameter. Yue et al. [14] used the caus-
tics test system to study the directional fracture failure under
different hole shapes, and it was concluded that the
diamond-shaped hole has the best effect on the directional
propagation of the crack. By establishing the basic mechan-
ical model of the straight hole cutting, Zhang Qi [15] quan-
titatively analyzed the influence of hole diameter on cutting
effect of straight hole by numerical calculation; Li et al. [16]
used explicit dynamic analysis software to simulate the crack
penetration between the cut hole and empty holes with dif-
ferent diameters. The results show that as the hole diameter
increased, the rock breaking extended failure area and com-
pression failure area became more obvious; through numer-
ical calculation, Wang et al. [17] found that the empty hole
has the advantages of increasing the peak value of the stress
wave and prolonging the action time. The stress wave in the
rock mass around the empty hole was 2.2 times that of the
traditional straight-hole cutting, which made the rock frag-
mentation more uniform and reduced the block rate. At
the same time, the phenomenon of stress superposition
and reflection of tensile explosion stress wave at the empty
hole and the guiding role of the empty hole are intuitively
displayed.

However, in terms of the cutting blast under the hollow
hole arrangement, there is little research about the arrange-
ment of the cutting holes. In this paper, the distance range
was obtained through theoretical calculation, and the calcu-
lation result was simulated with LS-DYNA simulation soft-
ware. Besides, different distances between the cutting holes
and the hollow holes of the segmented detonation were sim-
ulated. Thus, the rock crushing range was determined to
obtain the arrangement of the cutting hole and the distance
between the empty holes until the hole network parameters
of the cut holes are finally determined and used as a basis

for field tests. The test results show that the combination
of theoretical calculations and numerical simulations can
be used to predict the contour section after the blast of the
cutting hole in tunnel excavation.

2. Theoretical Calculation of Vertical Cutting

2.1. Calculation of the Radius of the Rock Crushing Zone and
the Fracture Zone under the Coupled Charge Condition.
According to the roadway excavation requirements of
Dahongshan Copper Mine of Yuxi Mining, the middle sec-
tion of 330m~400m was taken as a research subject, which
is located in the third rock section of the Lower Proterozoic
Manganghe Formation. This section is mainly composed of
marble, and the overall rock quality is medium. The integrity
of the rock mass is medium, and the surrounding rock of the
chamber is stable during mining or roadway excavation. The
geological type is the layered and quasilayered deposits dom-
inated by hard and semihard rock groups and medium engi-
neering geological conditions. There are locally wave-shaped
undulating monoclinal structures and four groups of faults.
The specific mechanical parameters [18, 19] are shown in
Table 1:

The explosive used in blast is No. 1 rock emulsion explo-
sive, and the parameters are shown in Table 2 below.

The radius of the rock crushing zone and the fracture
zone of the coupled charge conditions are, respectively [20],

Rc =
ρ0D

2
0AB

4
ffiffiffi
2

p
σcd

� �1/α

r,

A =
2ρmCp

ρmCp + ρ0D0
,

B = 1 + λð Þ2 + 1 + λð Þ − 2μd 1 − μdð Þ 1 − λð Þ2� �1/2,
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8>>>>>>>>>>>>><
>>>>>>>>>>>>>:
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where Rc is the radius of the crushing zone (m), ρe is the
rock density (kg/m3), Cp is the velocity of the longitudinal
wave in the rock, ρ0 is the explosive density, D0 is the deto-
nation velocity of explosive, σcd is the uniaxial dynamic
compressive strength of the rock (MPa), σcd = σc _ε

1/3, σc is
the uniaxial static compressive strength of rock, and _ε is
the strain loading rate (s-1), which is between 100 and
105 s-1 in engineering blast. In the compression ring, the
loading rate is higher, which can be taken as _ε = 102 ~ 104
s−1; outside the compression ring, the loading rate is further
reduced and can be taken as _ε = 100 ~ 103 s−1; λ is the lateral
stress coefficient, λ = μd/ð1 − μdÞ; Rt is the radius of the crack
zone (m); α is the attenuation index of shock wave propaga-
tion; μd is the dynamic Poisson’s ratio of the rock,; r is the
blast hole radius; μ is the static Poisson’s ratio of the rock;
σtd is the dynamic tensile strength of the rock, due to the
dynamic tensile strength of the rock changes little with load-
ing strain rate. Within the range of strain loading rate of
rock engineering blast, σtd = σt ; σt is the uniaxial static
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tensile strength of the rock, and β is the stress attenuation
index, which is rewritten as β to distinguish from the crush-
ing zone, β = 2 − μd/ð1 − μdÞ.

Thus, the radius of the crushing zone Rc and the radius
of the crack zone Rt are determined to be 5.73 cm and
28.50 cm, respectively.

2.2. Diameter of Empty Hole. The surface of the empty hole
is equivalent to the free surface, which has a directional effect
on the broken rock. When the diameter of the empty hole
is equal to or smaller than the diameter of the charge hole,
the wave surface formed by the reflected stress wave is
more convex than the incident wave surface, the degree of
divergence is higher, so that the explosion energy is quickly
attenuated, and the free surface of the empty hole has less
effect. In order to improve the free effect of the empty holes
and make full use of explosive energy to break the rocks,
during the linear cutting, the diameter of the empty hole
should be increased as much as possible or setting multiple
small diameter holes. As the same time, the empty hole is
also arranged to the location where stress is concentrated,
and cracks are most likely to occur, because the empty hole
provides expansion space for broken rocks. Cutting blast
not only breaks the rock in the cavity but also pushes the
broken rock out of the cavity so as to provide a new free
surface for the rear blast hole [21]. Considering the con-
struction efficiency, a single large diameter hole was
selected and arranged in the middle of the cutting area.

According to the actual engineering situation, during
rock drilling, the pore-forming velocity often decreases
with the increase of the diameter of the empty hole. But
in a certain range, the pore-forming velocity of blast holes
does not need to decrease significantly with the increase of
the hole diameter. The charge hole diameter in Dahong-
shan Copper Mine is 50mm. When the diameter of the
empty hole is larger than the aperture of the slot and
the formula (2) is satisfied, not only the rock between
the hole and the slot can be broken but also a crushing
funnel can be formed [22]:

D
d
≥ 1 + sin δ/2ð Þ/ 1 − sin δ/2ð Þ = 1:7, ð2Þ

where D is the diameter of the empty hole, d is the diam-
eter of the charge hole, and δ is the rock blast fracture
angle. When vertical cutting is used, δ > 30° is required.

Through theoretical analysis and calculation, the diam-
eter of the hollow hole should be greater than the diame-
ter of the charge hole, and their ratio needs to be greater
than 1.7, that is, D ≥ 8:5 cm. In order to form sufficient
compensation space, a large diameter empty hole must
be selected while cutting free surface and parallel to the
blast hole.

2.3. Determination of Hole Distance. The layout of the blast-
ing hole is shown in Figure 1. In the middle, there is an
empty hole; the first blast hole is I-1 and I-2; the second blast
hole is II -1 and II -2; the third blast hole is III-1, III-2, III-3,
and III-4.

2.3.1. The Distance between the First Blast Hole and the
Empty Hole. The distance between the first blast hole and
the empty hole is mainly determined by the explosion
energy, the volume of the blast hole, the explosion action
index, and the blast hole deflection [23].

(1) The Influence of the Crushing Radius. Because the rock
mass blasted by the first blast hole should be located in the
fissure zone of the first blast hole, the center distance L1

Table 1: Statistics of physical and mechanical parameters of marble in Dahongshan Copper Mine.

Rock
type

Compressive
strength/MPa

Tensile
strength/MPa

Shear strength
Elastic

modulus/GPa
Poisson’s
ratio

Density/
kg·m-3

Longitudinal wave
speed/m·s-1Internal

cohesion/MPa
Internal

friction angle/°

Marble 69.31 8.34 3.662 47.35 73.83 0.268 2908 3341

Table 2: Basic parameters of explosives.

Cartridge
density/
g·cm-3

Detonation
transmission
distance/cm

Detonation
velocity/
m·s-1

Function
force/ml

Ferocity/
mm

0.95~1.30 ≥4 ≥4500 ≥320 ≥16.0

W1

B2

W
2

I-1

II-1
III-1

I-2

II-2

III-2

III-3 III-4

L 2

Lx

L
3

L y

L1

B
1

B 3

W
3

Figure 1: Schematic diagram of the layout position of the vertical
cut of the empty hole.
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between the first blast hole and the empty hole should be less
than the radius of the fissure zone, that is:

L1 ≤ Rt +D/2, ð3Þ

where L1 is the distance between the first blast hole and the
hollow hole, and the diameter of the hollow hole is 10 cm
according to the simulation result and L1 ≤ 33:50 cm.

(2) The Influence of the Expansion Margin. The distance
between the first blast hole and the empty hole should be
greater than the radius of the crushing ring and smaller than
the radius of the crack ring. When the hole spacing is less
than the radius of the crushing, the groove may be
“squeezed” due to excessive rock crushing or adjacent dam-
age, which leads to the occurrence of rejection. When the
blast hole spacing is greater than the radius of the fissure
zone, it may cause insufficient rock fragmentation and fail
to form a complete blast cavity. The volume of the empty
hole should be close to the volume increment induced by
the swelling of the rock under the impact of the first blast
hole; therefore, this distance can be obtained:

L1 ≤
π

2 R + rð Þ
2 hr2 + R2� �

K − 1
+ R2 + r2

" #
, ð4Þ

where R is the radius of the hole, r is the radius of the charge
hole, h is the charge coefficient, and K is the breaking expan-
sion coefficient of the rock, which was taken as K = 1:5 in
this paper. The diameter of the charge hole is 5 cm, and
the solution is L1 ≤ 31:68 cm.

(3) The Influence of the Type of Crushing. When the crushed
rock is completely thrown out, the distance between the first
blast hole and the center of the hollow hole is

L1 =
2π
ε

R2 + r2

R + r

� �
+ R + r, ð5Þ

where ε is the coefficient relating to the rock type, lithology,
and structure, and it is 2 in this research; after calculation,
L1 = 21:28 cm.

(4) The Influence of the Blast Hole Deflection. In order to pre-
vent the penetration between the blast holes, formula (6)
needs to be satisfied:

L1 >
D + d
2

+ 2H sin a, ð6Þ

where H is the depth of the blast hole, and a is the deflection
angle of the blast hole.

In Dahongshan Copper Mine, the rock drilling rig is a
Kaishan brand KJ311 full hydraulic tunneling drill ring.
The blast hole deflection angle can be controlled within 1°;
so, it was calculated that L1 > 18:67 cm.

After comprehensively analyzing the influencing factors
above, the distance range between the first blast hole and
the empty hole is determined to be in the range 18:67 cm
< L1 < 31:68 cm.

2.3.2. Distance from Blast Hole to the Empty Hole. The opti-
mal resistance line and the free surface width of the charge
can be determined according to the following empirical for-
mula (7) [24]:

W = d
1:95effiffiffiffiffi

ρe
p + 2:3 − 0:0027B

� �
0:1B + 2:16ð Þ, ð7Þ

where e is the correction coefficient of explosion force, which
is 0.89 in this project, B is the width of the free surface, and
W is the optimal resistance line of the segmented blast hole.

The hole layout diagram is shown in Figure 1. The dis-
tance between the first shot hole and the empty hole is L1
= 18:67 cm ~ 31:68 cm, the free surface width is B2 = L1 +
D/2 + d/2, B2 = 26:17 cm ~ 39:18 cm, the optimal resistance
line of the second shot hole is W2 by formula (7), W2 =
31:92 cm ~ 38:48 cm, and then the distance between the sec-
ond shot hole and the empty hole is L2 =W2 +D/2, L2 =
36:92 cm ~ 43:48 cm. The free surface width of the third shot
hole is B3 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L21 + L22

p
+D/2 + d/2, B3 = 48:87 cm ~ 61:29 cm.

The optimal resistance line of the third shot hole is W3
obtained by formula (7), W3 = 42:77 cm ~ 47:53 cm, and
then the distance between the third shot hole and the empty
hole is L3 =W3 + L1 ⋅ L2/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L21 + L22

p
, L3 = 59:43 cm ~ 73:13

cm. The optimal resistance line of each charge hole is related
to the width of the free surface, namely, the distance between
the blast hole and the empty hole.

3. Numerical Simulation of Cut Hole
Layout Parameters

3.1. Geometric Model. The ANSYS/LSDYNA was used to
establish a two-dimensional finite element model with the
size of 400 cm × 400 cm, in which the edge is defined as a
nonreflective boundary, the blast hole diameter is 5 cm, the
charge method is coupled charge, the charge diameter is
5 cm, and the holes with large diameter are located in the
center of the model. The blast hole layout is shown in
Figure 1.

Experimental scheme is as follows:

(1) After calculating the diameter of the hole, referring
to the commonly used drill bits in the mine, the hor-
izontal distance between the charging hole and the
hole was set to 20 cm. The diameter of large holes
used in China is 7.5 cm~ 10 cm [17]; so, D was
selected as 7 cm, 7.5 cm, 8 cm, 9 cm, 10 cm, and

Table 3: Explosive materials and state equation parameters.

ρ/(g/cm3) D0/(m/s) A/GPa B/GPa R1 R2 ω

1.3 4500 214.4 0.182 4.2 0.9 0.15
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12.5 cm, respectively, and the two charge holes I-1
and I-2 detonate at the same time

(2) After the scheme (1), the hole diameter was deter-
mined to be 10 cm, the blast hole and the empty hole
were arranged horizontally, the distance between the
first blast hole and the empty hole L1 was set as
20 cm, 25 cm, and 30 cm, respectively, and two blast
holes I-1 and I-2 were set to detonate at the same
time

(3) After determining the distance between the first blast
hole and the empty hole, through the empirical for-
mula, different hole spacings for the second blast
hole were, respectively, set as 35 cm, 40 cm, and
45 cm for simulation, and the second blast hole was
arranged along the longitudinal direction. The two
first blast holes I-1 and I-2 were detonated at the
same time. After the failure of the rock-free unit,
the two second blast holes II-1 and II-2 were deto-
nated again

(4) While calculating the distance 59:43 cm ≤ L3 ≤
73:13 cm between the third shot hole and the empty
hole through the empirical formula, the blast holes
were arranged symmetrically around the empty hole,
and their horizontal and vertical distances were
42:02 cm ≤ Lx ≤ 51:71 cm and 42:02 cm ≤ Ly ≤ 51:71
cm, respectively. In order to verify the accuracy of
this parameter, set the horizontal distances Lx and
vertical distances Ly spacing of the third blast hole
was set to be 40 cm, 45 cm, 50 cm, and four third
blast holes III-1, III-2, III-3, and III-4 detonated
simultaneously after the first and second blast holes
that were detonated, and the rock-free unit contin-
ued to fail

3.2. Material Model and Parameters. The explosive used in
the field is the No. 1 rock emulsion explosive [16], the model
∗MAT HIGH EXPLOSIVE BURN is selected, and the state
equation is defined by the keyword ∗EOS JWL, which is
used to describe the volume, pressure, and energy character-
istics of the explosion. The equation parameters of explosive
material and state used in this article are shown in Table 3.
Many constitutive models have been proposed to describe

the effect of brittle materials under blast impact. According
to the existing data of Dahongshan Copper Mine, various
parameters of the marble material model can be obtained,
as shown in Table 4 [25]. Using the ∗MAT ADD
EROSION to define the tensile strength of the rock, when
the effective stress of the element reaches the tensile
strength, it will automatically disappear; thus, the dynami-
cally displaying the broken process of the cut hole and the
hollow hole can be realized [26, 27].

The rock fragmentation area is judged based on the fail-
ure of the rock element or the unfailed rock element that is
separated from the surrounding rock mass, and the rock in
the area is considered to be completely broken. If there is a
slender area with a width of 1 unit, it is judged to be a crack,
and the rock in this area is not included in the statistics.

3.3. Selection of Empty Hole Diameter. After the explosion of
the charge hole, the shock wave decays into a stress wave
propagating in the rock, and when it reaches the wall of
the hole, it will be reflected. The stress of the rock near the
hole is larger than that of the condition without a hole.
Because this is a hollow hole, the stress is concentrated,
and the maximum tensile stress is generated at the connec-
tion line between the blast hole and the hollow hole. When
this stress is greater than the dynamic tensile strength of
the rock, radial cracks will appear at the hollow hole; as
the structure is continuously charged, the initial maximum
tensile stress around the blast hole can be expressed as fol-
lows [28–38]:

P = TCp =
2ρ0Cp

ρ0Cp + ρ0D
×
ρeD

2

γ + 1
, ð8Þ

σθθ max = 3λ + 1ð ÞP r1
L1 − r2

� �α

, ð9Þ

where σθθmax is the maximum peak value of tensile stress at
the hole wall after blast (MPa), r1 is the radius of the blast
hole (m), and r2 is the radius of the hole (m).

Under conditions of different hole diameters, the maxi-
mum tensile stress at the hole wall can be calculated, as
shown in Table 5. According to Scheme 1, while simulating
different hole diameters, the pressure history curves are
shown in Figure 2, and the maximum tensile stress at the

Table 4: Marble HJC constitutive model parameters.

ρ0/kg·m
-3 f c/MPa A B C Smax G T D1 D2

2908 69.31 0.52 1.17 0.016 3 4 22.27 8.34 0.036 1

Pcrush/MPa μcrush Plock/GPa μplock K1 K2 K3 EFmin N FS

23.65 0.000 76 0.159 0.012 13 23 60 0.01 0.79 0.085

Table 5: Peak tensile stress of the hole wall with different hole diameters.

Empty hole diameter/cm 7 7.5 8 9 10 12.5

Simulated peak tensile stress/MPa 176 189 191 199 219 235

Calculate peak tensile stress/MPa 219 227 234 247 263 307
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hole wall can be obtained. The calculation results and simu-
lation results are plotted in Figure 3, and it can be seen that
the calculation and simulation results are basically consistent
with each other; they both increase with the increase of the
hole diameter.

It can be seen from Figure 2 that with the hole diameter
increases from 7 cm to 12.5 cm, the distance between the
hole wall and the first blast hole gradually decreases; so,
the time of reaching the peak compressive stress of the rock
surrounding the hole wall decreases from 99.6μs to 89.9μs,
and the peak compressive stress is reduced from 96.7MPa
to 85.7MPa, indicating that when the shock wave is far away
from the center of the blast hole, the shock wave continues
to attenuate, and the stress value continues to drop. At the

same time, the time of reaching the peak tensile stress
decreases from 130μs to 110μs, and the peak tensile stress
increases from 176MPa to 235MPa, indicating when the
compression wave propagates to the cavity, it will be
reflected to form a tensile wave and has the same effect as
the initial stress wave propagated to the free surface. It can
also be known that the tensile stress of the rock around the
wall of the cavity increases with the increase of the diameter
of the cavity, and the larger the diameter of the cavity, the
easier it is for the surrounding rock to be damaged by ten-
sion, which is helpful to the formation of the cavity. Consid-
ering the existing rock drilling equipment and rock drilling
cost of Dahongshan Copper Mine, the diameter of the hole
is selected as 10 cm.

Time (E-03)
min = A (0.00013, –1.76e+08)
max = A (9.96e-05, 9.67e+07)

0

0

0.20.1

0.05

–0.05

–0.1

–0.15

–0.2
0.3 0.4 0.5

LS-DYNA user input

A

A
A

A A

Element no.
A 848861

Pr
es

su
re

 (E
+9

)

(a) D = 7 cm

Time (E-03)
min = A (0.00013, –1.89e+08)
max = A (0.00011, 8.98e+07)

0

0

0.20.1

0.05

–0.05

–0.1

–0.15

–0.2
0.3 0.4 0.5

LS-DYNA user input

A
A

A
A A

Element no.
A 850240

Pr
es

su
re

 (E
+9

)

(b) D = 7:5 cm

Time (E-03)
min = A (0.00013, –1.91e+08)
max = A (9.96e-05, 8.22e+07)

0

0

0.20.1

0.05

–0.05

–0.1

–0.15

–0.2
0.3 0.4 0.5

LS-DYNA user input

A

A A

A A

Element no.
A 850240

Pr
es

su
re

 (E
+9

)

(c) D = 8 cm

Time (E-03)
min = A (0.00013, –1.99e+08)
max = A (9.96e-05, 7.83e+07)

0

0

0.20.1

0.05

–0.05

–0.1

–0.15

–0.2
0.3 0.4 0.5

LS-DYNA user input

A

A A
A

A

Element no.
A 849880

Pr
es

su
re

 (E
+9

)

(d) D = 9 cm

Time (E-03)
min = A (0.000119, –2.19e+08)
max = A (9.96e-05, 8.14e+07)

0

0

0.20.1

0.05

–0.05
–0.1

–0.15
–0.2

–0.25
0.3 0.4 0.5

LS-DYNA user input
A

A
A

A A

Element no.
A 849580

Pr
es

su
re

 (E
+9

)

(e) D = 10 cm

Element no.
A 848200

0
0.05

–0.05
–0.1

–0.15
–0.2

–0.25

Time (E-03)
min = A (0.00011, –2.35e+08)
max = A (8.99e-05, 8.57e+07)

0 0.20.1 0.3 0.4 0.5

LS-DYNA user input
A

A

A

A A

Pr
es

su
re

 (E
+9

)

(f) D = 12:5 cm

Figure 2: Pressure time history curve of hole wall under different hole diameters.
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3.4. The Distance between the Empty Hole and the First Blast
Hole. According to Scheme 2, after simulating different dis-
tances between the first blast hole and the empty hole, the
damage range of the rock is shown in Table 6.

It can be seen that for the model of 20 cm hole spacing,
after the blast, the width of the rock fragmentation zone is
70.21 cm, and its cross-sectional area is 1651.7 cm2; when
the hole spacing is 25 cm, the width and the cross-sectional
area of the rock fragmentation zone is 76.61 cm and
2182.9 cm2, respectively; for the 30 cm hole spacing, the rock
fragmentation area is the largest, and the corresponding
width and area is 83.1 cm and 2320.5 cm2.

3.5. Spacing between the Empty Hole and the Second Blast
Hole. The simulation is carried out according to Scheme 3,
during which after the two first blast holes detonate for
25ms, and the second blast hole detonates. The damage
range of the rock is shown in Table 7. The pore wall pressure
time history curve at the hole wall is shown in Figure 4.

It can be seen that before detonation, as the hole distance
increases, the peak compressive stress of the blast hole wall is
221MPa, 140MPa, and 136MPa, respectively, indicating
that the smaller the distance between the second blast hole
and the empty hole the greater the impact of the stress wave
caused by the first blast hole. Besides, after the first blast hole
is detonated, a large number of rock units around the second
blast hole are destroyed, which is consistent with the actual
situation. In the actual project, the explosives and detonators
of the second hole may be “squeezed,” which will affect the
blast effect. When the spacing increases from 35 cm to
40 cm, the peak stress of the wall of the second blast hole
is reduced by 36.6%, but when the spacing increases from
40 cm to 45 cm, the peak pressure is only reduced by 2.8%,
indicating when the spacing is increased to a certain extent,
the decreased amplitude of the pressure of the hole wall will

be reduced. When the distance between the second blast
hole and the empty hole is 40 cm, the formed rock fragmen-
tation zone is 88.7 cm in wide and 118.1 cm in high, and the
cross-sectional area of the rock fragmentation zone is
6728 cm2; the cross-sectional area of the rock crushing area
formed is the largest. Therefore, the distance between the
second blast hole and the empty hole is 40 cm.

3.6. Spacing between the Empty Hole and the Third Blast
Hole. According to experimental Scheme 4, after the two
first blast holes detonate, the second blast hole detonates
for 25ms and when the third blast hole detonates and lasts
25ms. The rock damage range is shown in Table 8. The pore
wall pressure time history curve at the hole wall is shown in
Figure 5.

After the first and second blast holes are detonated, with
the increase of the hole spacing, the peak compressive stress
of rock units around the third blast hole reaches 190MPa,
70.5MPa, and 49.3MPa, respectively. When the horizontal
and vertical distance between the third blast hole and the
empty hole changes from 40 cm to 45 cm, the peak compres-
sive stress of the rock around the third blast hole drops by
62.8%, and the rock is broken. At the same time, the cross-
sectional area of the rock fragmentation zone is increased
by 16.8%. When the horizontal and vertical distance changes
from 45 cm to 50 cm, the peak compressive stress of the rock
drops by 30.1% after detonation, and the fissures around the
holes are more fully developed; however, due to the larger
blast hole spacing, the reflected tensile wave is weak, making
the third segment of the blast hole unable to completely pen-
etrate after the detonation, and the formation of the rock
fragmentation area is not good. Therefore, the horizontal
distance between the third blast hole and the empty hole is
45 cm, and the vertical distance is 45 cm.

4. Field Verification Test

4.1. Verification of Blast Hole Layout. The test site is in the
middle section 285 of Dahongshan Copper Mine, level
370m. According to the existing data, the primary rock is
marble, and the rock mechanic parameters are close to those
used in the numerical simulation. In the test, the charge hole
diameter is 5 cm, the hollow hole diameter is 10 cm, and the
blast hole depth is 320 cm. The section size of the blast test is
350 cm in wide and 330 cm in high. The cut area is located in
the middle of the section, and the position is shown in
Figure 1. The explosive used is the No. 1 rock emulsion
explosive. According to the actual situation of the site, the
charge coefficient is 0.8, and the coupled charge form is
adopted. Moreover, the hollow cutting scheme requires three
sets of detonators to be delayed at equal intervals of 25ms.
The sequence of initiation is as follows: the first blast holes
I-1 and I-2 use two section detonators to detonate; the sec-
ond blast holes II-1 and II-2 use four section detonators to
detonate; the third blast holes III-1, III-2, III-3, and III-4
use six-section detonators to detonate. All the 25ms equidis-
tant delayed detonators are uniformly detonated by a mag-
netoelectric detonator.
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Figure 3: Comparison of maximum tensile stress between
theoretical calculation and numerical simulation.
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4.2. Effect and Analysis of Cavity Formation by Blast. After
blast, the cavity is formed, as shown in Figure 6. The width
and height of the cross-section of the cavity are measured
and statistically calculated, as shown in Figure 7; In
Figure 8, the area of the cavity is calculated and compared
with the simulation results, and the statistics data are shown
in Table 9.

The cross-sectional area of the cavity in the field test of
the large-diameter hole vertical cutting scheme is 5.3%
smaller than that of the simulation results, the width of the
cavity in the field test is 3.3% larger than that of the simula-
tion results, and the height of the cavity in the field test is
3.4% smaller than that of the simulation results. It can be
seen that the difference between the cavity data obtained

Table 6: Rock failure range under the distance between the first blast hole and the empty hole.

L1/cm 20 25 30

Simulation result

Fractured area outline

Width Width Width

Width/cm 70.21 76.61 83.10

Area/cm2 1651.7 2182.9 2320.5

Table 7: Rock failure range at the distance between the second blast hole and the empty hole.

L2/cm 35 40 45

Simulation result

Fractured area outline

Width

H
ei

gh
t

Width

H
ei

gh
t

Width

H
ei

gh
t

Width/cm 87.9 88.7 85.9

Height/cm 107.4 118.1 127.1

Area/cm2 6194 6728 6009
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Table 8: Rock failure range at the distance between the third blast hole and the empty hole.

Lx and Ly/cm Lx = Ly = 40 Lx = Ly = 45 Lx = Ly = 50

Simulation result

Fractured area outline

Width

H
ei

gh
t

Width

H
ei

gh
t

Width

H
ei

gh
t

Width/cm 108 117 125

Height/cm 106 116 129

Area/cm2 11380 13282 12965
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Cross-section of blast cavity on field
Numerical simulation cross-section

Figure 8: Effect comparison.

Table 9: Blast effect statistic table.

Cutting
method

Slot cavity
width/cm

Slot cavity
height/cm

Slot cavity cross-
sectional area/cm2

Test hollow
cut

121 112 12500

Simulated
hollow cut

117 116 13200
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from the field test and the numerical simulation results is
within 6%.

5. Discussion

In this paper, through combining theoretical calculation and
numerical simulation, taking the rock fracture area as the
evaluation basis, the diameter of the empty hole and the
position of the cutting hole are gradually determined, and
the reliability of the hole distribution parameters is verified
by the field test. However, in this method, the rock is
assumed to be completely homogeneous, without consider-
ing the influence of joints, cracks, and groundwater in the
rock on the blasting effect. At the same time, only the marble
lithology is selected to study, and the actual working condi-
tion is a composite rock mass dominated by marble; so,
there must be some errors in the numerical calculation
results. In addition, this study only analyzes the contour sec-
tion after blasting by two-dimensional model and cannot
obtain the influence of the hole depth on the cyclic footage
in the cutting blasting. After the field test, only the section
size of the cutting cavity is measured, and the cutting blast-
ing effect is verified.

6. Conclusion

In this paper, through theoretical calculation and ANSYS/
LS-DYNA numerical simulation method, the influence of
cutting hole arrangement on the size of cavity contour sur-
face after blasting is studied, and the following conclusions
are obtained:

(1) The maximum tensile stress will be generated at the
wall of the empty hole closest to the center of the
charge hole, and the tensile stress of the rock unit
at the empty hole wall increases with the increase
of the diameter of the empty hole diameter. Accord-
ing to the drilling cost and the actual mine equip-
ment, the empty hole diameter is finally selected as
10 cm

(2) Taking the empty hole with a diameter of 10 cm as
the center, two holes 30 cm away from the empty
hole are arranged horizontally symmetrically as the
first blast, two holes 40 cm away from the empty hole
are arranged vertically symmetrically as the second
blast, and four holes are arranged squarely as the
third blast. The contour area of the cavity after blast-
ing is the largest

(3) The field test shows the errors of the section area,
width, and height and numerical simulation results
of the cavity are within 6%, indicating that the com-
bination of theoretical calculation and numerical
simulation can be used to predict the contour section
area after blast of cutting holes in roadway excava-
tion. This numerical simulation method can be
further expanded from two-dimensional to three-
dimensional to study the cavity formation effect
under different cutting modes and selectively carry

out field test verification, so as to find a numerical
method to predict the cavity formation effect of
underground roadway cutting blasting
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When considering the friction and bonding force between the back of the retaining wall and the horizontal fill behind the wall, the
principal stress of the soil element near the vertical back of the retaining wall is no longer vertical and horizontal but deflects to a
certain extent. When the surface of the backfill becomes inclined, the principal stress of the soil behind the wall deflects in a more
complicated way. In this paper, the cohesion of the soil element in the fill with an inclined surface is assumed, and the formulas for
calculating the active and passive earth pressures of the retaining wall with inclined cohesive backfill are derived by rotating the
principal stress of the soil element behind the wall. The proposed method is compared with the existing algorithm, and the
influences of the inclination and the cohesion of the fill are analyzed. The results show that the proposed method is more
universal. Both the active and passive earth pressures increase rapidly with the increase of the inclination of the fill. The active
earth pressure and its horizontal component decrease with the increase of the cohesion of the fill, while the passive earth
pressure and its horizontal component increase with the increase of the cohesion of the fill.

1. Introduction

The calculation of earth pressure is the precondition of
designing a retaining wall, and the calculation results
directly affect the rationality of design. Rankine’s earth pres-
sure theory and Coulomb’s earth pressure theory are classi-
cal algorithms for calculating earth pressure, but there are
some deviations between their assumptions and practical
engineering. According to the actual engineering situation,
researchers adopt different methods and ways to revise, sup-
plement, or expand the classical earth pressure theories.

Based on Coulomb’s earth pressure theory, Wang estab-
lished a calculation method for earth pressure of cohesion-
less backfill retaining wall under uniform overloading by
using the horizontal plate element method and through the
force balance analysis on the soil element [1]. Later, many
researchers established the calculation formula for active

earth pressure of a rigid retaining wall without cohesive
backfill based on the assumption of a plane slip surface
and considering the arching effect in the backfill of the wall
with an improved horizontal plate element method [2–4]. In
addition, some researchers adopted the pseudodynamic
method and the horizontal plate element method to analyze
the soil wedge behind the wall and established the seismic
earth pressure calculation method for the rigid retaining wall
with cohesionless backfill [5, 6]. Besides, Pain et al. [7] estab-
lished a calculation method for calculating the passive earth
pressure by using a pseudostatic method and considering the
arching effect in the fill behind the wall and the friction of
the wall-soil interface. In the study of seismic earth pressure,
some researchers established the calculation formula of seis-
mic earth pressure for cohesionless backfill considering the
amplification effect of soil mass [8–10]. Based on the redis-
tribution principle, Maskar and Madhekar [11] established
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the calculation equation of seismic active earth pressure
strength of cohesionless soil considering the earthquake
action.

In practical engineering, the fill behind the wall is mostly
cohesive soil, so some researchers have studied the calcula-
tion method of the earth pressure of cohesive fill. For exam-
ple, Mazindrani and Ganjali [12] established active and
passive earth pressure coefficient tables by analyzing the
stress circle of inclined cohesive fill and gave an application
example. In addition, Gnanapragasam [13] established the
calculation formula of active earth pressure distribution of
the retaining wall with cohesive fill by analyzing the stress
of inclined cohesive fill. Based on the assumption of the
plane sliding surface, Shukla et al. [14] established the calcu-
lation method of seismic earth pressure of retaining wall
with cohesive fill through the force analysis of soil behind
the wall. However, these methods ignored the interaction
between the retaining wall and the cohesive backfill. Later,
Shukla [15] gave the expression of active earth pressure
under static and seismic loads, taking into account the inter-
action of the wall-soil bonding force, but did not consider
the effect of the wall-soil friction. Besides, Peng and Zhu
[16] took into account the effect of friction and bonding
force on the wall-soil interface, analyzed the soil behind
the wall by using the horizontal strip method, and derived
the calculation formula of the active earth pressure distribu-
tion of the cohesive soil according to the mutual equality
theorem of shear stress. Irdmoosa and Shahir [17, 18] estab-
lished the calculation method of earth pressure for the
retaining wall with cohesive backfill based on the assump-
tion of principal stress rotation, taking into account the
action of soil arch in the backfill and the interaction of fric-
tion and bonding force at the wall-soil interface. But these
methods can only be used to calculate the earth pressure of
the retaining wall with horizontal fill. Based on the limit
equilibrium theory, some researchers analyzed the force of
soil behind the wall and deduced the calculation method of
earth pressure of inclined cohesive filling by considering
the interaction of friction and bonding force at the wall-
soil interface [19–21], and Vahedifard et al. [22] established
the calculation method of active earth pressure of inclined
cohesive soil under the condition of unsaturated steady flow
based on the effective stress analysis of limit equilibrium. It
should be noted that the above researchers assumed that
the angle between the earth pressure acting on the wall back
and the normal of the wall back is the angle of wall-soil
friction. The results showed that the interaction between
the retaining wall and the backfill behind the wall is not
fully considered when the direction of earth pressure is
limited [23].

The existence of the friction and bonding force between
the back of the retaining wall and the backfill makes the
principal stress in the soil near the vertical back of the retain-
ing wall no longer in the vertical and horizontal directions,
but in a certain degree of deflection. When the surface of
the backfill becomes inclined, the deflection of principal
stress is more complicated. In view of the deflection of the
principal stress of the soil behind the wall, Lancellota [24]
established the calculation method of active and passive

earth pressure of retaining wall with the horizontal surface
of the cohesionless fill behind the wall based on the plastic
lower bound theorem and considering the effect of the
wall-soil friction by adopting the principal stress rotation
method. Later, some researchers further considered the
influence of inclined fill and adopted the principal stress
rotation method to establish the calculation formula of seis-
mic earth pressure of the retaining wall with cohesionless fill
[25, 26]. Wang et al. [27] adopted the principal stress rota-
tion method to derive the calculation method of active and
passive earth pressures of the retaining wall with vertical
back and horizontal surface of cohesive fill. However, the
results of applying the principal stress rotation method to
the inclined surface of cohesive fill have not been reported.

In this paper, the retaining wall of semi-infinite cohesive
fill with an inclined surface is studied, and the effects of wall-
soil friction and wall-soil bonding force are considered.
Based on the principal stress rotation method, the calcula-
tion formulas of active and passive earth pressure of the
retaining wall with inclined cohesive fill are derived, and
the effects of the surface inclination of the fill and the cohe-
sion of the fill on the earth pressure are analyzed.

2. Calculation of Passive Earth Pressure

For the infinite soil with an inclined surface, the vertical self-
weight stress of the soil is the same at any same depth below
the inclined surface of the fill. The angle between the
inclined surface and the horizontal plane of the backfill is
set as β ðβ < φÞ, and the soil strip with unit width is taken
for research (Figure 1); then, the earth pressure strength on
the inclined plane bc is obtained [28]:

σ = γz cos β: ð1Þ

The normal and tangential strengths on the bc plane are
as follows:

σzz = γz cos2β,
τzz = γz cos β sin β:

ð2Þ

For the soil element on the back of the retaining wall,
based on the bonding force and friction of the wall-soil
interface, its shear strength can be obtained [28]:

τ = cw + σxx tan δ, ð3Þ

where cw is the bonding force of the wall-soil interface, σxx is
the normal stress of inclined backfill element, and δ is the
angle of the wall-soil friction.

For the passive retaining wall, the soil behind the wall
will be in two different stress states due to the influence of
the friction and bonding force at the wall-soil interface and
the inclined filling behind the wall, as shown in Figure 2.
The soil element in region b far from the wall is affected
by the gravity stress of the inclined fill, and the direction of
the principal stress deflects relative to the vertical and hori-
zontal directions. The principal stress of the soil element in
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region a behind the wall deflects to a certain extent due to
the friction and bonding force of the wall-soil interface. This
results in a jump in the direction and magnitude of the prin-
cipal stress at the interface between the two stress states of
regions a and b. The variation of the stress magnitude and
direction on the interface is analyzed, and the method of
stress rotation is adopted.

The stress circles of soil in regions a and b behind the
passive retaining wall are drawn in Figure 3. In order to
facilitate analysis, the τ axis of the stress circle diagram of
clay is shifted l (l = c cot φ) to the left, which obtains a new
coordinate system with the coordinate origin of (0, 0), as

shown in Figure 3, where s′’ = s + l, σxx′ = σxx + l. The
abscissa of the center of stress circle 2 of the soil behind
the wall is s2′. The rotation of the principal stress direction
is assumed to be a finite value θ, and stress circle 1 of the soil
on the back of the wall is obtained, and the abscissa of the
center of stress circle 1 is s1′. The following relationship
between the abscissa of the two stress centers is as follows:

s1′
s2′

= e2θ tan φ: ð4Þ

Terzaghi [28] studied the cohesive fill with an inclined
surface and neglected the effect of cohesion on the soil ele-
ment in the process of stress analysis of the soil element of
inclined fill. In order to take into account the effect of the
cohesion, the inclination of the fill behind the wall is β,

and it is assumed that the cohesion between soil elements
is as follows:

cm = c ⋅
tan β

tan φ
: ð5Þ

According to stress circle 2 after the deflection of the
principal stress rotation caused by the filling with an inclined
surface (Figure 3), the following geometric relations can be
obtained:

O′H2 = s2′ cos β,

H2M =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r22 − R2H2

2
q

= s2′
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

q
,

O′M =O′H2 −H2M:

ð6Þ

The principal stress of the soil element of the cohesive fill
due to an inclined surface is as follows:

OM = γz cos β,
σzz′ = γz cos2β + c cot φ:

ð7Þ

The following equation can be obtained through geo-
metric analysis:

O′M = σzz′
cos β = s2′ cos β −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

q� �
: ð8Þ

According to stress circle 1 (Figure 3) after deflection of
the principal stress direction caused by friction and bonding
force between the wall and the backfill, the following geo-
metric relations can be obtained:

O′C1 =O′H1 = s1′ cos δ,

C1T =H1A =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 −H1R

2
1

q
= s1′

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

q
,

O′T =O′C1 + C1T = s1′ cos δ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

q� �
,

σxx′ =O′T cos δ:

ð9Þ

The following equation can be obtained through geo-
metric analysis:

σxx′ = s1′ cos δ cos δ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

q� �
, ð10Þ

where δ is the friction angle between the wall back and the
fill.

β

β

w = γz·1
a

d

w bc = 1/cosβ

c
b

σ=γzcosβ
σ

σzz=γzcos2β

Figure 1: The stress vector on the plane parallel to the inclined
surface.

β

Exx

H

Ep
b

ω

F

a

Figure 2: Retaining wall under passive limit state.

3Geofluids



The formula is further deformed to

σxx′ = s1′
s2′

cos δ cos δ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p ⋅
γz cos2β + c cot φ
� �

cos β

=
cos δ cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e2θ tan φ ⋅ γz cos2β + c cot φ
� �

:

ð11Þ

The horizontal component of the passive earth pressure
strength is as follows:

σxx = σxx′ − l =
cos δ cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e2θp tan φ

⋅ γz cos2β + c cot φ
� �

− c cot φ = Kp1xγz

+ Kp2xc cot φ − c cot φ,

ð12Þ

where

Kp1x =
cos δ cos β cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p e2θp tan φ,

Kp2x =
cos δ cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e2θp tan φ: ð13Þ

The vertical component of the passive earth pressure
strength is as follows:

τ =O′T sin δ = s1′
s2′

sin δ cos δ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � ⋅ γz cos2β + c cot φ
� �

=
sin δ cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e2θp tan φ ⋅ γz cos2β + c cot φ
� �

= Kp1yγz + Kp2yc cot φ,

ð14Þ

where

Kp1y =
sin δ cos β cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p e2θp tan φ,

Kp2y =
sin δ cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e2θp tan φ:

ð15Þ

The passive earth pressure strength is as follows:

σp =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
xx + τ2

q
: ð16Þ

The vertical component of passive earth pressure is as
follows:

F =
ðH
0
τdz = 1

2 γH
2Kp1y + Kp2ycH cot φ: ð17Þ

The horizontal component of passive earth pressure is as
follows:

Exx =
ðH
0
σxxdz =

1
2 γH

2Kp1x + Kp2xcH cot φ − cH cot φ:

ð18Þ

The passive earth pressure is as follows:

Ep =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
xx + F2

q
: ð19Þ

The included angle between the action direction of pas-
sive earth pressure and the normal of wall back is as follows:

ωp = arctan F
Exx

: ð20Þ

From circle 1 in Figure 3, the following equations are
obtained:
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Figure 3: The passive earth pressure stress circle.
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H1R1 =O′R1 sin δ = r1
sin φ

sin δ,

sin 2α1 − δð Þ = sin δ

sin φ
:

ð21Þ

From circle 2 in Figure 3, the following equations are
obtained:

H2R2 =O′R2 sin β = r2
sin φ

sin β,

sin 2α2 − βð Þ = sin β

sin φ
:

ð22Þ

It can be seen from Figure 3 that

2θp = 2 α1 + α2ð Þ = arcsin sin δ

sin φ

� �
+ arcsin sin β

sin φ

� �
+ δ + β,

ð23Þ

where α1 is the deflection angle of the principal stress of the
cohesive soil element caused by the friction and bonding
force between the retaining wall and the backfill and α2 is
the deflection angle of principal stress of the cohesive soil
element caused by the inclined surface of the cohesive back-
fill behind the wall.

According to Figure 3, the relationship between the
bonding force of the wall-soil interface (cw), the friction
angle of the wall-soil interface (δ), the cohesion of the fill
(c), and the internal friction angle of the fill (φ) are as
follows:

cw = c ⋅
tan δ

tan φ
: ð24Þ

If the fill behind the wall is cohesionless soil (c = 0), then
Equation (12) degenerates into the following equation:

σxx = Kpγz, ð25Þ

where

Kp =
cos δ cos β cos δ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p e2θp tan φ: ð26Þ

It is completely consistent with Lancellota’s passive earth
pressure formula for the retaining wall with inclined cohe-
sionless fill [29].

If the back of the wall is smooth (δ = 0) and the backfill
level (β = 0), then θp = 0, cw = 0, and Equation (19) degener-
ates into the following equation:

Ep = 1/2γH2Kp + 2cH ffiffiffiffiffiffi
Kp

p ,
where

Kp =
1 + sin φ

1 − sin φ
= tan2 45∘ + φ

2
� �

: ð27Þ

This means that for the retaining wall with horizontal
backfill, the calculation formula of passive earth pressure in
this paper is the same as the formula of Rankine passive
earth pressure if the friction and bonding force of the wall-
soil interface are not considered.

3. Calculation of Active Earth Pressure

For the retaining wall in an active state (Figure 4), the stress
state of the soil behind the wall also has a jump. Taking the
soil element at the back of the wall and behind the wall for
analysis, the molar stress circles of the soil at the back of
the active retaining wall and behind the wall are shown in
Figure 5. The τ axis is shifted l ðl = c cot φÞ to the left by
the same method, where the stress circle 1 is the stress circle
of the soil element behind the wall, and the abscissa of the
center of the stress circle is s1′, while the direction of principal
stress is deflected due to the inclination of the fill. Stress
circle 2 is the stress circle of the soil on the back of the wall,
and the abscissa of the center of the stress circle is s ′2, while
the direction of principal stress is deflected due to the
friction and bonding force of the wall-soil interface.

Similarly, there is the following relationship between the
abscissas of the two stress centers:

s1′
s2′
= e2θ tan φ: ð28Þ

When the inclination of the filling surface behind the
wall is β, the cohesion between soil elements is assumed to
be as follows:

cm = c ⋅
tan β

tan φ
: ð29Þ

Stress circle 1 (Figure 5) after the deflection of the prin-
cipal stress is caused by the filling with an inclined surface;
the following geometric relations can be obtained:

O′M =O′H1 +H1M,
O′H1 = s1′ cos β,

H1M =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 −H1R

2
1

q
= s1′

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

q
:

ð30Þ

The principal stress of soil element of the cohesive fill
due to inclined surface is as follows:

OM = γz cos β,
σzz′ = γz cos2β + c cot φ:

ð31Þ

The following equation can be obtained through geo-
metric analysis

O′M = σzz′
cos β = s1′ cos β +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

q� �
: ð32Þ

5Geofluids



According to stress circle 2 (Figure 5) after deflection of
the principal stress direction caused by friction and bonding
force between the wall and the fill, the following geometric
relations can be obtained:

O′H2 = s2′ cos δ,

H2A =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r22 −H2R2

2
q

= s2′
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

q
,

O′A =O′H2 −H2A = s2′ cos δ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

q� �
,

σxx′ =O′A cos δ:
ð33Þ

The following equation can be obtained through geo-
metric analysis:

σxx′ = s2′ cos δ cos δ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

q� �
: ð34Þ

The formula is further deformed to

σxx′ = s2′
s1′

cos δ cos δ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p ⋅
γz cos2β + c cot φ
� �

cos β

=
cos δ cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e−2θ tan φ ⋅ γz cos2β + c cot φ
� �

:

ð35Þ

The horizontal component of the active earth pressure
strength is as follows:

σxx = σxx′ − l =
cos δ cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e−2θa tan φ

⋅ γz cos2β + c cot φ
� �

− c cot φ = Ka1xγz

+ Ka2xc cot φ − c cot φ,
ð36Þ

where

Ka1x =
cos δ cos β cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p e−2θa tan φ,

Ka1x =
cos δ cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e−2θa tan φ:

ð37Þ

The vertical component of the active earth pressure
strength is as follows:

τ =O′A sin δ = s2′
s1′

sin δ cos δ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p

⋅
γz cos2β + c cot φ
� �

cos β

=
sin δ cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e−2θa tan φ

⋅ γz cos2β + c cot φ
� �

= Ka1yγz + Ka2yc cot φ,

ð38Þ

where

Ka1y =
sin δ cos β cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �
cos β +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p e−2θa tan φ,

Ka2y =
sin δ cos δ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2δ

p� �

cos β cos β +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2φ − sin2β

p� � e−2θa tan φ:

ð39Þ

The strength of the active earth pressure is as follows:

σa =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2xx + τ2

q
: ð40Þ

The depth of the tension crack on the surface of cohesive
fill is as follows:

z0 =
c cot φ − Ka2xc cot φ

Ka1xγ
,

h =H − z0:

ð41Þ

The soil within the depth of the cracked soil layer is
equivalent to the uniformly distributed load

q = γz0: ð42Þ

The vertical component of the active earth pressure is as
follows:

ω

β

E a F

H
b

a

Exx

Figure 4: Retaining wall under active limit state.
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F =
ðh
0
τdz = Ka1y

1
2 γh

2 + qh
	 


+ Ka2ych cot φ: ð43Þ

The horizontal component of the active earth pressure is
as follows:

Exx =
ðh
0
σxxdz = Ka1x

1
2 γh

2 + qh
	 


+ Ka2xch cot φ − ch cot φ:

ð44Þ

The active earth pressure is as follows:

Ea =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
xx + F2

q
: ð45Þ

The included angle between the action direction of pas-
sive earth pressure and the normal of the wall back is as fol-
lows:

ωa = arctan F
Exx

: ð46Þ

From circle 1 in Figure 5, the following is obtained:

H1R1 =O′R1 sin β = r1
sin φ

sin β ; ð47Þ

therefore,

sin 2α1 + βð Þ = sin β

sin φ
: ð48Þ

From circle 2 in Figure 5, the following is obtained:

H2R2 =O′R2 sin δ = r2
sin φ

sin δ,

sin 2α2 + δð Þ = sin δ

sin φ
:

ð49Þ

It can be seen from Figure 5 that

2θa = 2 α2 − α1ð Þ = arcsin sin δ

sin φ

� �
− arcsin sin β

sin φ

� �
− δ + β,

ð50Þ

where α1 is the deflection angle of principal stress of the
cohesive soil element caused by the inclined surface of the
cohesive backfill behind the wall and α2 is the deflection
angle of the principal stress of the cohesive soil element
caused by the friction and bonding force between the retain-
ing wall and the backfill.

According to Figure 5, the bonding force of the wall-soil
interface can be expressed as

cw = c ⋅
tan δ

tan φ
: ð51Þ

If the back of the wall is smooth (δ = 0) and the backfill
level (β = 0), then θa = 0, cw = 0, and Equation (45) degener-
ates into the following equation:

Ea =
1
2 γH

2Ka − 2cH
ffiffiffiffiffiffi
Ka

p
+ 2c2

γ
, ð52Þ

where

Ka =
1 − sin φ

1 + sin φ
= tan2 45∘ − φ

2
� �

: ð53Þ

This means that for the retaining wall with horizontal
backfill, the calculation formula of the active earth pressure
in this paper is equal to the formula of Rankine active earth
pressure without considering the effect of friction and bond-
ing force of the wall-soil interface.

4. Comparative Analysis Based on Examples

Example 1. The height of a retaining wall is 8m, the back of
the wall is vertical, the filling behind the wall is horizontal,
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Figure 5: The active earth pressure stress circle.
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and there is no overload on the surface of the filling behind
the wall. The parameters of filling material are γ = 18:6
kN/m3, c = 0 kPa, φ = 20°, δ = 10°. The calculation results
are shown in Figures 6 and 7.
It can be seen from Figures 6 and 7 that the horizontal com-
ponents of active and passive earth pressures obtained by the
proposed method are between the calculation results of Ran-
kine’s theory and Coulomb’s theory, which are similar to the
calculation results of Coulomb’s theory considering wall-soil
friction. Both the proposed method in this paper and Cou-
lomb’s theory consider the effect of wall-soil friction, but
these methods are different; thus, the calculation results are
different, but the calculation results are in a reasonable range
as a whole.

Example 2. The height of a retaining wall is 10m, the wall
back is vertical, and the gravity of filling is 18.6 kN/m3, φ
= 25°, the inclination of the backfill material β = 0°, take c
= 0, 2, 5, 8, 10, 15, 18, 20, 25 kPa, the angle of wall-soil fric-
tion δ = 0:5φ.

Tables 1 and 2 show the earth pressure and its horizontal
and vertical components obtained by the proposed method
and Rankine’s theory. The proposed method in this paper
considers the friction and bonding force of the wall-soil
interface, so there is also a vertical component along the
back of the wall besides the horizontal force acting vertically
on the back of the wall. The calculation method of Rankine’s
theory does not fully consider the interaction between the
wall and backfill, and the calculated result is only a horizon-
tal force, which is inconsistent with the actual force of the
wall.

For the active earth pressure (Table 1), the results
obtained by the proposed method are less than that obtained
by Rankine’s theory, and the results obtained by both
methods decrease with the increase of the cohesion of the

fill. When the cohesion of the fill is small, the horizontal
component of the active earth pressure decreases with the
increase of the cohesion of the fill, but the reduction speed
is relatively slow. The value of the vertical component caused
by the friction of the wall-soil interface changes little, while
the bonding force of the wall-soil interface increases with
the increase of the cohesion of the fill. The vertical compo-
nent caused by the bonding force of the wall-soil interface
increases obviously; the vertical component of active earth
pressure increases as a whole. When the cohesion of the fill
is large, the reduction rate of the horizontal component of
the active earth pressure is accelerated, and the reduction
of the vertical component caused by the friction of the
wall-soil interface is also increased, while the bonding force
of the wall-soil interface increases with the increase of the
cohesion of the fill. The vertical component caused by the
bonding force of the wall-soil interface is increasing, but
the reduction of the vertical component caused by the fric-
tion of the wall-soil interface is more significant, while the
vertical component of the active earth pressure decreases
continuously as a whole. The proportion of the vertical com-
ponent of the active earth pressure increases with the
increase of the cohesion of the fill.

For the passive earth pressure (Table 2), the results
obtained by the proposed method are greater than that
obtained by Rankine’s theory, and the results obtained by
both methods increase with the increase of the cohesion of
the fill. With the increase of cohesion of fill, the horizontal
component of passive earth pressure increases, and the ver-
tical component of earth pressure caused by wall soil inter-
face friction also increases. The bonding force of the wall-
soil interface increases with the increase of the cohesion of
the fill, and the vertical component caused by the bonding
force of the wall-soil interface is also increasing. The hori-
zontal and vertical components of the passive earth pressure
increase with the increase of the cohesion of the fill.

The earth pressure acting on the back of the wall is no
longer horizontal because of the friction and bonding force
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Figure 7: Comparison of horizontal components of the passive
earth pressure.

–8

–6

–4

–2

0
0 10 20 30 40 50 60 70 80

σxx (kPa)

D
ep

th
 (m

)

Coulomb
Proposed
Rankine

Figure 6: Comparison of horizontal components of the active earth
pressure.
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of the wall-soil interface, and the direction of the earth
pressure is constantly changing under the influence of
wall-soil parameters. The proposed method in this paper
considers the interaction between the wall and the backfill.
The action direction of the earth pressure is given, which
is more consistent with the mechanical principle than
Rankine’s theory.

5. Influence of Fill Inclination and Cohesion on
Earth Pressure

The height of the retaining wall is 10m, the back of the wall
is vertical, and the filling weight is γ = 18:6 kN/m3, while the
internal friction angle φ = 20°, δ = 0:5φ, β = 0°, 5°, 10°, 15°,
and c = 0, 5, 10, 15, 20, 25, 30 kPa. These parameters are
taken to analyze the influence of β and c on earth pressure.
The results obtained by the proposed method in this paper
are shown in Figures 8 and 9.

Figures 8 and 9, respectively, reflect the change of the
active and passive earth pressures with c and β. It can be
seen that the active earth pressure decreases with the
increase of c, but the decreasing rate is gradually slowing
down. In addition, the active earth pressure increases with
the increase of β, and the increasing rate is gradually accel-
erated with the increase of β. The passive earth pressure
increases with the increase of c and β.

6. Conclusions

Considering the influence of the backfill with inclined sur-
face and the friction and bonding force at the wall-soil inter-
face, the principal stress rotation method is used to deal with
the principal stress deflection of the soil element behind the
wall, and the calculation formulas of active and passive earth
pressure of the retaining wall with cohesive fill are derived.
Based on the comparison of the new formula with previous
studies and parameter sensitivity analysis, the following con-
clusions are obtained:

(1) Lancellota’s passive earth pressure formula for the
retaining wall with inclined cohesionless fill and the
formulas of Rankine’s active and passive earth pres-
sure are special cases of the proposed method, and
the proposed method presented in this paper is more
universal

(2) The earth pressure on the back of the wall obtained
by the proposed method in this paper includes hori-
zontal and vertical components, while Rankine’s the-
ory does not fully consider the interaction between
the wall and the backfill, and the result is only the
horizontal force. The horizontal components of
active and passive earth pressure obtained by the
proposed method in this paper are between the cal-
culated results of Rankine’s theory and Coulomb’s

Table 1: The horizontal and vertical components of the active earth pressure (kPa).

c (kPa)
Proposed method Rankine’s theory

Horizontal component Vertical component Resultant force Horizontal component Vertical component Resultant force

0 337.25 74.77 345.44 377.45 0 377.45

2 310.47 77.95 320.10 352.40 0 352.40

5 272.37 81.75 284.37 316.43 0 316.43

8 236.77 84.36 251.34 282.40 0 282.40

10 214.41 85.44 230.81 260.79 0 260.79

15 163.38 85.86 184.57 210.52 0 210.52

18 136.09 84.53 160.21 182.94 0 182.94

20 119.28 82.99 145.31 165.63 0 165.63

25 82.10 76.84 112.45 126.12 0 126.12

Table 2: The horizontal and vertical components of the passive earth pressure (kPa).

c (kPa)
Proposed method Rankine’s theory

Horizontal component Vertical component Resultant force Horizontal component Vertical component Resultant force

0 2996.01 664.20 3068.75 2291.44 0 2291.44

2 3091.29 694.83 3168.42 2354.23 0 2354.23

5 3234.21 740.78 3317.96 2448.41 0 2448.41

8 3377.13 786.73 3467.56 2542.59 0 2542.59

10 3472.41 817.36 3567.31 2605.38 0 2605.38

15 3710.62 893.94 3816.78 2762.34 0 2762.34

18 3853.54 939.89 3966.50 2856.53 0 2856.53

20 3948.82 970.52 4066.33 2919.31 0 2919.31

25 4187.02 1047.10 4315.96 3076.28 0 3076.28
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theory, which are similar to the results of Coulomb’s
theory considering wall-soil friction

(3) The active earth pressure and its horizontal compo-
nent decrease with the increase of the cohesion of the
fill, while the passive earth pressure and its horizontal
component increase with the increase of the cohesion
of the fill. Both the active and passive earth pressures
increase with the increase of the inclination of the fill,
and the increasing speed is gradually accelerated

Appendix

In order to study the geometric relationship between the stress
centers of regions a and b, the deviation diagram of stress cir-
cle centers is drawn (Figure 10). There is a common point X in
the two stress circles, and the direction of X acting on the ele-

ments corresponding to the stress circles at center A and cen-
ter B is inconsistent, and there is a deviation angle dθ. In order
to make them consistent, the latter is rotated dθ, and the cor-
responding rotation angle on the stress circle is 2dθ.
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For the triangle ABX, the sine theorem is applied:

BX
cos φ = ds′

sin 2dθ : ðA:1Þ

When ds′⟶ 0, the two circles tend to coincide, the
common point X ⟶ T , and there is sin θ ≌ θ, BX ≌ AX.
The above formula becomes

s′ sin φ

cos φ = ds′
2dθ : ðA:2Þ

The formula is further deformed to

ds′
s′

= 2dθ tan φ: ðA:3Þ

Integrating Equation (A.3) according to Figure 3, the
following can be obtained:

s1′
s2′

= e2θ tan φ: ðA:4Þ

Equation (4) is proved.

Notations

cw: Bonding force of wall-soil interface (kPa)
c: Cohesion of the fill (kPa)
φ: Internal friction angle of the fill (°)
δ: Angle of wall-soil friction (°)
β: Inclination of the fill (°)
σ: Earth pressure strength (kPa)
σxx: Normal component of earth pressure strength (kPa)
cm: Cohesion between soil elements of inclined fill (kPa)
σzz : Normal stress of inclined fill element (kPa)
τzz : Shear stress of inclined fill element (kPa)
Ea: Active earth pressure (kN/m)
Ep: Passive earth pressure (kN/m)
τ: Vertical component of passive earth pressure strength

(kPa)
γ: Unit weight of the backfill material (kN/m3)
H: Depth of the backfill (m)
z: Depth of calculation (m)
z0: Thickness of upper zone (m)
θ: Rotation angle of principal stress direction (°)
θa: Rotation angle of principal stress under active state (°)
θp: Rotation angle of principal stress under passive state (°)
ωa: Angle between the action direction of active earth

pressure and the normal of wall back (°)
ωp: Angle between the action direction of passive earth

pressure and the normal of wall back (°).
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The seepage performance of a rock mass mainly depends on the rock fractures developed in it. Numerical calculation method is a
common method to study the permeability properties of fractures. Seepage in rock fractures is affected by various factors such as
fracture aperture, roughness, and filling, among which aperture and roughness are the two most widely influenced factors. The
Navier-Stokes (NS) equation can be solved directly for the seepage flow in rock fractures with good accuracy, but there are
problems of large computational volume and slow solution speed. In this paper, the fracture aperture space data is substituted
into the local cubic law as an aperture function to form a numerical calculation method for seepage in rough rock fractures,
namely, the aperture function method (AFM). Comparing with the physical seepage experiments of rock fractures, the
calculation results of AFM will produce a small amount of error under the low Reynolds number condition, but it can greatly
improve the calculation efficiency. The high efficiency of calculation makes it possible to apply AFM to the calculation of large-
scale 3D rough fracture network models. The pressure drop of fluid in the fracture has viscous pressure drop (VPD) and local
pressure drop (LPD). VPD can be calculated using the AFM. After analyzing the results of solving the NS equation for fracture
seepage, it is concluded that the LPD includes the pressure drop caused by area crowding in the recirculation zone (RZ),
kinetic energy loss in the RZ, kinetic energy loss in the vortices, and other reasons.

1. Introduction

Rock fractures are widely distributed in subsurface rock
masses, and for fluid transport, the permeability of rock frac-
tures is significantly greater than that of the rock matrix [1].
The hydraulic properties of rock fractures play an important
role in assessing the performance of subsurface engineering,
such as geothermal energy development, enhanced recovery,
nuclear waste disposal, and groundwater pollution control
[2–6]. Fluid flow in rock fractures can be calculated using
the Navier-Stokes (NS) equation. The NS equation is used
to solve the fracture flow with high accuracy, but the fracture
aperture dimension is much smaller compared to the dimen-
sion in the extension direction, which makes the modeling
difficult and the calculation workload is large. Zhou et al.

[7] used the NS equation to solve a real rock fracture
seepage model with a size of 150mm × 120mm, and the
number of model elements exceeded 106 to ensure the com-
putational accuracy.

Due to the complexity of the NS equation solution, a
concise fracture seepage equation, the cubic law, can be
derived by neglecting the nonlinear terms in fluid flow.
The same conclusion was obtained for the seepage experi-
ments using two smooth flat plates [8]. The natural rock
fracture surface is rough, which restricts the flow of fluid
in the fracture, and using the cubic law to calculate the frac-
ture flow would overestimate the permeability of the fracture
[9, 10]. Through theoretical derivation and experimental
research, some scholars proposed that under the condition
of low Reynolds number (Re < <1), the effect of inertial flow
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of fluid can be neglected, and the local cubic law (Reynolds
equation) can be used to calculate the fracture seepage flow,
and its calculation results do not deviate much [11–14].
Zimmerman and Bodvarsson [12] found by single fracture
seepage experiment that when Re is in the range of 1~ 10,
there is a weak inertia effect zone within the fluid in the frac-
ture, and the fracture seepage flow gradually deviates from
the linear relationship with the hydraulic gradient but
becomes a nonlinear relationship. By correcting the geomet-
ric mean aperture, arithmetic mean aperture, surface rough-
ness factor, and curvature factor, the local cubic law can still
be used to evaluate the fluid flow in the fracture [11, 14, 15].
Zhu et al. [16] concluded by theoretical derivation and
experimental study that the cubic law still has good applica-
bility in the laminar flow range (Re ≤ 2300) when the flow of
the fracture is long enough.

Javadi et al. [17] and Liu et al. [18] found that there is a
deviation between the calculated results of linear and non-
linear flow in the fracture, but the difference is not too big
at low Reynolds number conditions. Javadi et al. [17] consid-
ered that there are two types of pressure drop during fluid
flow in the fracture: one is viscous pressure drop (VPD)
due to fluid viscosity; the other is the local pressure drop
(LPD) due to the sudden change of aperture. For laminar
flow in a smooth flat plate, the VPD can be calculated using
the cubic law. For rough fractures, corrections for fracture
wall roughness and fracture curvature are required.

In this paper, the aperture function method (AFM)
based on the local cubic law is introduced, which utilizes
the fracture aperture function as the parameter of the
numerical model, where one fracture wall surface is used
as the geometric model, and the rough fracture seepage is
calculated based on the local cubic law. The results of the
AFM calculations are compared with the physical experi-
ments and the results of the numerical model of rough frac-
ture seepage based on the solution of the NS equation.
Multiple pressure boundary conditions are applied to the
inlet of the fracture models, and the rough fracture seepage
flow is solved based on the NS equation, and the formation
of the recirculation zone (RZ) in the fracture flow and the
reasons for the influence on the seepage flow are analyzed
in detail. The rotational motion of fluid flow is called vortex,
and the presence of vortices has a significant effect on the
motion of the fluid due to the vortices. This paper presents
the mathematical definition and identification of vortices
in fluids and identifies the vortices and their distribution in
rough fracture flows. A comparative analysis of vortices in
fracture flow and RZ is carried out, and the effect of vortices
on fracture seepage flow is studied.

2. Methodology

2.1. Aperture Function Method (AFM)

2.1.1. Aperture Interpolation Method. Rough rock fracture
surface morphology is complex and can be obtained by
using high precision laser scanning technology [19–21],
and the obtained data can well reflect the real fracture sur-
face morphology. For the obtained fracture surface data, let

the fracture surface undulation height be z and use x
and y to represent the fracture plane coordinates; then,
the fracture surface geometry can be represented by the
function z = gðx, yÞ in the Cartesian coordinate system.
The 3D scanned fracture surface is processed to form a list
of values that can be expressed by the function z = gðx, yÞ.
For subsequent calculations, the x-direction is set to move in
the shear direction. The upper fracture surface function is
gUðx, yÞ, and the lower fracture surface function is gLðx, yÞ.
To calculate the aperture between the two fracture walls,
the following equation can be used [22–24].

e x, yð Þ =
gU x + us, yð Þ − gL x, yð Þ + uv gU x + us, yð Þ > gL x, yð Þð Þ
0 gU x + us, yð Þ ≤ gL x, yð Þð Þ

(
,

ð1Þ

where eðx, yÞ is the upper and lower fracture wall aperture
functions, us is the shear direction displacement, and uv is
the normal displacement.

When eðx, yÞ does not correspond exactly to the spatial
coordinates ðx, yÞ of gUðx, yÞ (or gLðx, yÞ), it is necessary
to use the interpolation method to find the aperture value
at the desired spatial location. In Figure 1(a), the gi,j point

on the geometric slit surface corresponds to the ei,j′ point in
the aperture, but there is no aperture value at this point, so
the interpolation method is used to obtain the aperture value
at the ei,j′ point.

The fracture aperture is a function of the spatial coor-
dinates ðx, yÞ, so each of the four points can be expressed
as ðx1, y1, eðx1, y1ÞÞ, ðx1, y2, eðx2, y1ÞÞ, ðx2, y1, eðx2, y1ÞÞ,
and ðx2, y2, eðx2, y2ÞÞ (Figure 1(b)). If we want to get the
aperture value eðx, yÞ at a certain position in the middle of
the four points, we can use linear interpolation to estimate it:

First, interpolate x to find eðx, y1Þ and eðx, y2Þ:

e x, y1ð Þ = e x1, y1ð Þ ⋅ x2 − x
x2 − x1

+ e x2, y1ð Þ ⋅ x − x1
x2 − x1

,

e x, y2ð Þ = e x1, y2ð Þ ⋅ x2 − x
x2 − x1

+ e x2, y2ð Þ ⋅ x − x1
x2 − x1

:

ð2Þ

Then, use the same idea to find eðx, yÞ:

e x, yð Þ = e x1, y1ð Þ ⋅ y2 − y
y2 − y1

+ e x, y2ð Þ ⋅ y − y1
y2 − y1

: ð3Þ

The above equation gives the value of the aperture at any
position within the spatial distribution of the aperture. Each
point gi,j ðx, yÞ on the fracture wall grid can also be found
corresponding to the desired aperture value.

When discretizing the fracture numerical model, each
fracture wall grid point corresponds to a tiny geometric grid
cell. Each grid cell can find the corresponding fracture aper-
ture data, and within this cell, the aperture value is a given
value; then, the geometric grid cell and the aperture value
can form a tiny virtual flat flow model. For each tiny virtual
flat plate model, the fracture flow calculation can be per-
formed using the cubic law, and the overall view is an
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application of the local cubic law. Since the fracture surface
and fracture aperture values of each cell are a list of values
that vary with space, a rough fracture model with two walls
is formed. A triangular grid Figure 2(a) or a rectangular grid
Figure 2(b) can be used when the fracture data are discrete.

2.1.2. From the NS to the Local Cubic Law Equations. The
fluid flow in the fracture of the rock is very slow, and
neglecting the effect of inertial forces, the Navier-Stokes
(NS) equation can be derived from the [12, 25, 26] equation
for the fracture flow in the laminar flow state, i.e., the Reyn-
olds equation, also called the local cubic law.

The two-dimensional space is expressed as follows:

∂
∂x

ρge3

12μ
∂h
∂x

� �
+ ∂
∂y

ρge3

12μ
∂h
∂y

� �
= 0: ð4Þ

Substituting the aperture function eðx, yÞ into Equation
(4) yields a clearer expression of the equation [27].

∂
∂x

ρge3 x, yð Þ
12μ

∂h
∂x

� �
+ ∂
∂y

ρge3 x, yð Þ
12μ

∂h
∂y

� �
= 0, ð5Þ

where h is the hydraulic head, μ is the dynamic viscosity, ρ is
the fluid density, and g is the gravitational acceleration, and
eðx, yÞ is the aperture function. Figure 2 shows the meaning
of Equation (5) graphically by dividing the rough fracture
surface into a series of connected small parallel plates.

In this paper, the calculation method of using the aper-
ture function to characterize the aperture value and solving
the rough fracture flow based on the local cubic law is
referred to as the aperture function method (AFM).

2.2. Recirculation Zone in Fracture Seepage Flow. Lee et al.
[25], Zhou et al. [28], and Zhou et al. [7] found through
physical and numerical experiments that in the steady lami-
nar flow state, the fluid in the fracture will generate a recir-
culation zone (RZ) when flowing through the abrupt
change of aperture. The fluid in the RZ also consumes part
of the flow energy, and because the fluid in the RZ occurs
back on its own, it does not produce effective flow at the out-

let of the fracture. The size of the RZ is nonlinearly related to
the fluid flow rate and the fracture roughness procedure, and
its magnitude cannot be calculated using a simple equation.
In addition, Lee et al. [29] found experimentally that under
specific conditions, fluid can also produce slip phenomenon
at the fracture wall, which also affects the overall seepage
flow rate of the fracture.

In order to further verify whether a fluid RZ is generated
in the fracture model in this paper and to analyze whether
the RZ effect is a linear or nonlinear problem, with other
geometric and aperture conditions unchanged, a variety of
pressure boundary conditions are set, and two methods,
NS solution and AFM solution, are used to calculate and
compare, respectively, (Table 1). The JRC1 fracture model
inlets were applied with pressures ranging from 10Pa to
6000Pa (−dh/dl = 0:01 ~ 5:1) for a total of 52 submodels.
JRC3 fracture model inlets were applied with pressures rang-
ing from 10Pa to 890 Pa (−dh/dl = 0:01 ~ 0:76) for a total of
36 submodels. JRC6 fracture model inlets were applied
25Pa~650Pa pressure (−dh/dl = 0:02 ~ 0:55), respectively,
for a total of 26 sub-models. JRC9 fracture model inlets were
applied with 10Pa~1000Pa pressure (-dh/dl=0.01~0.85),
respectively, for a total of 34 submodels. The outlet pressure
of all fracture models is 0 Pa. The fluid density in the model
is 998.2 kg/m3, and the dynamic viscosity coefficient is
0.0010093Pa.s. The calculation software was carried out
using COMSOL Multiphysics finite element method.

2.3. Identification of Vortices in Seepage Flow. The phenom-
enon of vortices is prevalent in the fluid flow process. Intui-
tively, vortices represent the rotational motion of the fluid;
that is, where there is fluid rotation, there are vortices, and
conversely, where there are vortices, there is fluid rotation
[30]. In order to give a quantitative mathematical definition
of vortex, a parameterΩ is introduced, representing the ratio
of the size of the rotating part of the vortex to the size of the
total vortex, calculated as [31]

Ω = Bk k2F
Ak k2F + Bk k2F + ε

, ð6Þ
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Figure 1: Schematic diagram of fracture aperture interpolation method: (a) schematic diagram of the relationship between the grid points of
the fracture wall and the grid points of the aperture; (b) solve the value of the aperture at a certain position (eðx, yÞ).
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where k kF represents the Frobenius parametrization of the
matrix, A is the symmetric part of the fluid velocity gradient
tensor, and B is the antisymmetric tensor (vorticity).

According to its physical meaning, it is obvious that Ω
takes values in the range 0 ≤Ω ≤ 1, which can be interpreted
as the concentration of vorticity, and more specifically, Ω

represents the rigidity of fluid motion, and when Ω = 1,
it represents the fluid doing rigid body rotation. When
Ω > 0:5 represents that the antisymmetric tensor B domi-
nates over the symmetric tensor A. Therefore, Ω slightly
larger than 0.5 can be used as the criterion for vortex identi-
fication. Liu et al. [31] proposes to use Ω = 0:52 to determine
the boundary of vortex.

3. Results

3.1. Analysis of AFM Calculation Results. In order to verify
the rationality of the AFM, this paper compares the physical
experimental results of rough fracture fluid flow completed
by Zhu et al. [16, 32]. The typical definition of rock fracture
roughness curve (JRC) in rock mechanics was adopted for
the experiment, and the 1st, 3rd, 6th, and 9th of these curves
were selected and combined with a smooth flat plate to form
four fracture models with different roughness, each with a
fracture length of 100mm and a minimum aperture value
of 0.51mm. The four models were numbered as JRC1,
JRC3, JRC6, and JRC9, respectively. Multiple experiments
were conducted for each artificial fracture sample, and the
pressure gradient and flow rate were averaged.

Based on the AFM, the numerical model of the four frac-
tures was completed and calculated using the finite element
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Figure 2: Discretizing the rock fracture to the volumetric elements: (a) triangular discrete grid; (b) quadrilateral discrete grid.

Table 1: Basic information of JRC1, JRC3, JRC6, and JRC9 numerical models.

Solution
Number of
elements

Element number
ratio

Mesh size/m
Hydraulic gradients

(-dh/dl)
Number of
submodels

JRC1
NS 901791

8.76
3:97 × 10−8 ~ 1:33 × 10−5

0.01~5.1
52

AFM 102930 3:36 × 10−5 ~ 3:11 × 10−4 34

JRC3
NS 743377

4.9
3:58 × 10−7 ~ 3:1 × 10−5

0.01~0.76
36

AFM 151790 1:82 × 10−5 ~ 2:78 × 10−4 36

JRC6
NS 265772

3.41
9:83 × 10−7 ~ 8:52 × 10−5

0.02~0.55
26

AFM 77884 2:54 × 10−5 ~ 3:9 × 10−4 26

JRC9
NS 178900

3.3
1:80 × 10−7 ~ 6:04 × 10−5

0.01~0.85
34

AFM 54202 7:44 × 10−5 ~ 6:88 × 10−4 34

4 Geofluids



numerical calculation software COMSOL Multiphysics. For
better display, all the 4 fracture curves are stretched along
the direction perpendicular to the hydraulic gradient in the
numerical model to form 4 fracture space surfaces.

Figure 3 shows the numerical model, the aperture spatial
distribution, and the fracture seepage field. It can be
observed from the figure that the seepage capacity of the
fracture is very obviously affected by the minimum aperture.
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Figure 3: (a, d, g, j) 4 fracture curves (stretched properly for display). (b, e, h, k) Spatial distribution of fracture aperture. (c, f, i, l) Each
numerical model fracture surface velocity distribution.
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The error values in Table 2 are calculated as

ε = qs − qc
qs

× 100%, ð8Þ

where ε represents the flow error, qs represents the experi-
mentally measured flow rate per unit width of the fracture,
and qc represents qp calculated according to the average
aperture and the cube law or qn calculated using the AFM.

Table 2 shows the comparison of different calculation
methods with experimental results. It can be seen that the
results calculated by the average aperture and the overall
cubic law deviate very much from the experimental mea-
sured results. When the fracture roughness increases, the
error of the overall cubic law calculation results is even
larger. The results calculated by the numerical model using
the AFM are in good agreement.

3.2. Comparison of the Results of AFM and NS Method. The
results of the flow calculated by the AFM are compared with
the results of the NS equation solution. We plotted the flow
rate variation curves with hydraulic gradient derived from
the two calculation methods and plotted the error curves
of the two calculation methods (Figure 4).

The error curve shows that the AFM calculation result
overestimates the permeability of the fracture, causing its
calculated flow rate to be large, which is consistent with
the results of Yeo et al. [9] and Bauget and Fourar’s study
[10]. The errors of NS and AFM calculations are small at
low hydraulic gradient and become larger as the hydraulic
gradient gradually increases, which is consistent with the
results of Oron and Berkowitz [11] and Zimmerman et al.
[13]. The increase of fracture roughness also increases the
flow error (the overall error of JRC9 model is the largest).
The flow error variation also shows a nonlinear variation
pattern, rather than a simple linear increase.

3.3. Recirculation Zone Analysis

3.3.1. Evolution of the Recirculation Zone. The comparison
of the flow results in Table 2 shows that the results calculated
by the AFM under the low hydraulic gradient conditions are

in good agreement, but there is still a certain degree of error.
The theory of fracture seepage calculation used in the AFM
is the local cubic law, which makes a linear relationship
between flow and pressure drop (corresponding to the
hydraulic gradient) because it ignores the effect of fluid
inertia forces. In contrast, Javadi et al. [17] considers the
pressure drop during the flow of fluid in a fracture as VPD
and LPD. VPD is due to fluid viscosity and can be calculated
using the cubic law.

LPD is the pressure drop (or energy loss) that occurs
when the fluid flows through a part of the fracture where
the aperture changes abruptly. When using the local cubic
law-based AFM for seepage calculations, the full LPD cannot
be calculated, which is the main reason for the deviation of
the AFM calculation results. Zhu et al. [16] and Liu et al.
[18] also found the phenomenon of LPD in their studies.
The RZ in the fracture flow is one of the important reasons
for the LPD. When using the NS solution method for
fracture seepage calculations, the extent of the RZ can be deter-
mined in the fracture model using streamlines. In this paper,
we take JRC3 and JRC6 models as examples to discuss the
evolution of RZ and the influence of RZs on fracture seepage.

Figures 5(a) and 6(a) are discrete mesh of the JRC3 and
JRC6 partial models, respectively. Figures 5(b) and 6(b) is a
schematic outline of the two models. Figures 5(c)–5(h) and
6(c)–6(h) show the streamlines in the fracture under the typ-
ical hydraulic gradient conditions of JRC3 and JRC6, respec-
tively, which can visualize whether there is a recirculation
zone or not. Under the low hydraulic gradient (JRC3, −dh/
dl = 0:13; JRC6, −dh/dl = 0:02) conditions, the fluid flow
velocity in the fracture seepage field is slow, and the inertial
force of the fluid has little influence, and no obvious RZ for-
mation is observed (Figures 5(c) and 6(c)). With the increase
of the applied hydraulic gradient, the influence of fluid iner-
tial force gradually increases, and small RZs appear in the
region of large changes in the fracture wall (Figures 5(f)
and 6(f)), and the range of RZs is small and has little influ-
ence on the mainstream zone. The further increase of
hydraulic gradient, the influence of fluid inertia force is fur-
ther revealed, not only to expand the range of RZ but also
the emergence of a number of RZs of different sizes, result-
ing in the narrowing of the mainstream zone, bending

Table 2: Comparative analysis of experiment results according to average aperture width and aperture interpolation function.

Specimen no. Ps/Pa qs/ 10−3 m2/s
� �

ep (mm) qp (m
2/s) ε qp

� �
/% qn/ 10−3 m2/s

� �
en (mm) ε qnð Þ/%

JRC1
486.50 0.165 0.91 0.268 62 0.185 0.773 12

98.20 0.035 0.91 0.054 55 0.037 0.773 7

JRC3
147.50 0.097 1.35 0.265 174 0.106 0.956 9

98.20 0.034 1.35 0.088 160 0.035 0.956 4

JRC6
290.20 0.187 3.30 7.623 3977 0.217 0.967 16

149.00 0.106 3.30 3.914 3593 0.112 0.968 5

JRC9
49.80 0.120 4.37 3.038 2432 0.139 1.499 15

29.90 0.081 4.37 1.824 2146 0.083 1.499 2

The subscript s represents the actual measurement result of the physical experiment; the subscript p represents the calculation result according to the average
aperture and the cube law; the subscript n represents the calculation results of AFM. εðqpÞ and εðqnÞ represent the error calculated by the flow rate.
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(Figures 5(g), 5(h), and 6(f)–6(h)). The RZ not only appears
on the side of the rough fracture wall but also produces
obvious RZ on the side of the smooth wall, which reflects
the strong influence of fluid inertia force. Figures 5(i), 5(j),
6(i), and 6(j) are local streamlines enlargement diagrams;
the arrows on the streamline show that the fluid in the RZ
is obviously refluxed and does not enter the main flow zone.
The fluid in the RZ consumes part of the energy of the frac-
ture flow and generates LPD, but it cannot generate effective
flow at the fracture outlet.

Figures 7 and 8 shows the variation of the fluid velocity
profile with hydraulic gradients on a cut line in the JRC3
and JRC6 fractures. When the hydraulic gradient is small,
the velocity distribution on the intercept line has a parabolic
shape; when the hydraulic gradient continues to increase,
the velocity profile has a bimodal shape due to the creation
of the RZ, reflecting the formation of the RZ.

The most classical mathematical description of nonlin-
ear flow of a fluid in a fracture is Forchheimer’s law [13, 33]

−∇p = μ

k
v + ρβv2, ð9Þ

where ∇p is the hydraulic gradient ∇p = ρg ðdh/dlÞ, v is the
average flow velocity of the fluid under hydraulic gradient
conditions v = q/eh, and k is the intrinsic permeability of
the fracture k = eh

2/12. β½m−1� is the inertial resistance coef-
ficient of the fluid, eh is the equivalent hydraulic aperture of
the fracture, μ is the viscosity coefficient of the fluid, and ρ is
the fluid density. It should be noted that k is the permeability
when the hydraulic gradient (−dh/dl) is tiny and the effect of
fluid inertial forces can be neglected. When the hydraulic
gradient increases, eh changes when there is the creation of
a RZ. The kðehÞ and the coefficient β can be obtained from
the applied hydraulic gradient and the flow fitting (Equation
(9)). The fitted equations of the Forchheimer equation for
the JRC3 and JRC6 models are labeled in Figure 9, respec-

tively, and the fitted curves are perfect, reflecting the phe-
nomenon that the nonlinear flow in the fracture becomes
progressively more pronounced with the increase of the
hydraulic gradient.

Reynolds number is a quantified parameter to compare
the proportional relationship between inertial and viscous
forces in the fluid, and for the fluid passing through the frac-
ture, the Reynolds number is calculated as [13]:

Re = ρvD
μ

= ρQ
μw

, ð10Þ

where v is the average flow velocity of the fluid in the frac-
ture, μ is the viscous coefficient of the fluid, ρ is the fluid
density, and D is the characteristic length in the flow system;
here, the average aperture of the fracture is taken. Q is the
fracture flow rate, and w is the width of the fracutre sample
perpendicular to the direction of the hydraulic gradient.

We calculated the Reynolds number for each hydraulic
gradient condition in the JRC3 and JRC6 fracture NS seep-
age model, respectively, and the variation of the Reynolds
number is represented as a curve (blue solid line in
Figure 9). The obtained Reynolds number can only indicate
the trend of increasing fluid inertia force with the hydraulic
gradient, but it does not tell the kind of conditions in which
significant nonlinear flow occurs.

In order to quantify the nonlinear flow, Javadi et al. [34]
and Zhou et al. [33] proposed to use the critical Reynolds
number (Rec) to make a judgment. Rec indicates the begin-
ning of the transition from fluid flow to non-Darcy flow
and can be defined as the Reynolds number when the per-
centage of nonlinear pressure drop (βρv2) to total pressure
drop (μv/k + βρv2) reaches the critical point α. Rec can be
obtained from the following equation.

Rec =
αeh

1 − αð Þβk , ð11Þ

where α = 5% and eh, β, and k are obtained from the
Forchheimer’s law fitting equations for the two models
JRC3 and JRC6. Using Equation (11), we obtained that
Rec = 109:27 (Figure 9(a)) for JRC3, corresponding to a
hydraulic gradient −dh/dl = 0:30 (Table 3) and Rec = 74:03
(Figure 9(b)) for JRC6, corresponding to a hydraulic gradient
−dh/dl = 0:16 (Table 3). Referring to the meaning of the crit-
ical Reynolds number, it can be considered that the hydraulic
gradient corresponding to the critical Reynolds number,
theoretically the fluid inertia force for the overall pressure
drop is equal to 5%; combined with the Equation (10) to
calculate the variation of Reynolds number, the smaller the
hydraulic gradient, the smaller the Reynolds number, the
impact of the inertia force is also smaller.

The critical Reynolds number (Rec) indicates the critical
point between linear and nonlinear flow in fracture flow.
The formation of the RZ is again an important factor for
the effect of nonlinearity in rough fracture flow. Therefore,
when the Reynolds number of fracture flow is less than the
critical Reynolds number (Rec), it is not easy to form the
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RZ or only a small RZ is formed, and the linear flow is dom-
inant at this time. And when greater than the critical Reyn-
olds number (Rec), the formation of obvious RZ, and with
the increase of hydraulic gradient and increase, the nonlin-
ear flow in the fracture flow is more significant.

3.3.2. The Effect of Recirculation Zone. In order to further
study the influence of RZ on fracture seepage, we analyze
the area occupied by the RZ and the kinetic energy of fluid
in the RZ, respectively. The extent of the RZ is difficult to
be directly defined, but there must be a velocity vector in
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Figure 5: (a) Discrete mesh (partial). (b) JRC3 model. (c–h) The streamline with different hydraulic gradients (-dh/dl). (i, j) The streamlines
in the local area are enlarged, and the recirculation zone and main flow zone are marked.
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the RZ that is opposite to the main seepage direction. The
main seepage direction of all models in this paper is the x
-direction, i.e., the range of velocity u < 0 in the x-direction
is part of the RZ. According to the interrelationship between
the velocity vector and the flow line in Figure 10, it is found
that the range of u < 0 can be approximated to half of the
area of the RZ. The area of u < 0 under a certain hydraulic
gradient is calculated and taken as two times its size as the
area of the RZ, although there is a certain deviation from
the real RZ area, but it can reflect the RZ area change law.

The fluid in the RZ for circular flow, its internal fluid
kinetic energy is calculated using a similar method. Calculate
the kinetic energy of the fluid with velocity u < 0 in the x
-direction and then multiply it by 2 as the total kinetic
energy of the fluid in the RZ. Then, analyze the law of kinetic
energy change in the RZ. The kinetic energy of the fluid is
calculated as follows:

EΩ =
ð
Ω

ρΔVU2

2 dV , ð12Þ

where E is kinetic energy, Ω is the area of RZs, ρ is fluid den-
sity, U is fluid flow velocity (scalar), and ΔV is element
volume.

The main purpose of this paper is to analyze the propor-
tion of the RZ area to the total fracture area and the change
of the proportion of the kinetic energy of the RZs to the total
kinetic energy of the fluid. The influence of the RZs is ana-
lyzed according to the proportional change curve. The calcu-
lated results of solving the NS equation for four models,
including JRC1, JRC3, JRC6, and JRC9, are counted to show
the area of the RZs, the ratio of kinetic energy to total area,
and total kinetic energy under each hydraulic gradient, and
the change curves are plotted.

The JRC3 model is used as an example for illustration
(Figure 11(a)). The hydraulic gradient of JRC3 fracture
model ranges from 0.009 to 2.55, and the ratio of the RZ area
to the total area is 0.06% to 12.02%. With the increase of the
hydraulic gradient, the percentage change of the RZs area is
very obvious. The proportion of the kinetic energy of the RZ
area to the total kinetic energy is 0.0002%~ 0.21%. The
kinetic energy percentage is much lower compared to the
area, and under the condition of small hydraulic gradient,
the effect of kinetic energy in the RZs can even be ignored.
The remaining three models JRC1, JRC6, and JRC9 have
similar characteristics (Figures 11(b)–11(d)).

Therefore, it can be considered that the main effect of the
RZs on the rough fracture seepage is that the fluid occurs
back in the RZ by itself and does not produce an effective
flow at the fracture outlet. The fluid flow in the RZs is slow,
and the loss of kinetic energy of the fluid in the fracture is
not significant. However, the RZs squeeze the seepage chan-
nel of the fracture, resulting in the reduction of the actual
seepage capacity of the fracture. The area occupied by the
RZ increases with the hydraulic gradient and shows a non-
linear variation.

In addition, the area of RZs and the proportion of kinetic
energy do not increase infinitely with the increase of
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hydraulic gradient, but gradually reach a peak, and then sta-
bilize or slightly decrease. And the rougher the fracture is,
the easier it is to reach the peak. In terms of the peak area
share of the RZ, the four models JRC1, JRC3, JRC6, and
JRC9 reach the peak at the hydraulic gradient of 5.1, 1.68,
0.76 (presumed), and 0.57, respectively.

3.4. Analysis of the Effect of Vortices. The RZ is circled
according to the shape of the streamline, and its shape is
influenced by the number of streamlines and the calculation
method of the flow line. The RZ is intuitively seen as a back-
flow or rotation of the fluid, which is similar to the physical
concept of a vortex. However, the vortex determined accord-
ing to a strict mathematical definition differs significantly

from the RZ (Figure 12). Vortices are generated near the
fracture wall, inside the RZ, at the transition between the
reflux and main flow zones, or even within the main flow
zone. That is, when there is a velocity difference within the
fluid, vortices may be generated. Figure 12 shows that the
range of vortices also includes part of the mainstream zone;
that is, there is also local fluid rotation within the main-
stream zone. This part of the vortex is different from the
RZ; it will lose part of the fluid energy but at the same time
can produce effective flow.

To further analyze the effect of vortices on the seepage in
the fracture, the value of the vortex parameter Ω in the fluid
within the fracture is calculated using Equation (6), and the
kinetic energy of the fluid in the range Ω ≥ 0:52 is calculated
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Figure 9: (a) JRC3 model. (b) JRC6 model. Solid lines refer to the fitting curves using the Forchheimer equation, while the dashed lines refer
to that using Darcy’s law.

Table 3: Main calculation results of JRC3 and JRC6 numerical models.

Solution
Calculation
duration/s

Calculate duration
ratio

ε qnð Þ/% Critical Reynolds
number Rec

Hydraulic gradients corresponding to
Rec/(-dh/dl)

JRC1
NS 169415

8916.58 -0.26~ 14.34 143.06 0.39

AFM 19 — —

JRC3
NS 176712

6311.14 0.15~ 29.12 109.27 0.3

AFM 28 — —

JRC6
NS 58665

7333.13 0.73~ 32.47 74.03 0.16

AFM 8 — —

JRC9
NS 14772

1641.33 -1.78~ 36.21 39.6 0.0845

AFM 9 — —

Recirculation zone boundary

x

Recirculation zone

Figure 10: The magenta line represents the streamline; the blue arrow represents the velocity vector in the x-direction of the model; the gray
shaded part represents the area where the velocity in the x-direction is less than 0.
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using Equation (12), along with its percentage of the total
kinetic energy. Then, the variation of total kinetic energy,
intravortex kinetic energy, and the proportion of intravor-
tex kinetic energy of the fluid is shown as curves using
the hydraulic gradient as the horizontal coordinate.
Figure 13 shows the curves for the four fracture models.
It can be seen that (a) the intravortex kinetic energy
increases nonlinearly with the hydraulic gradient. (b) The
variation of intravortex kinetic energy ratio is much more
complicated. When the fluid Reynolds number is smaller
than the critical Reynolds number (Rec), the intravortex
kinetic energy ratio shows a decreasing trend. (c) The pro-
portion of kinetic energy in the vortex first decreases, then
rises, and then the curve changes to a smooth, indicating
that the kinetic energy in the vortex is not completely lost
energy, and the fluid in the vortex both rotational motion,
but also with the mainstream of the flat motion. (d) Com-
pared with the proportion of kinetic energy in the RZ, the
proportion of kinetic energy in the vortex is significantly
larger. In the JRC1 model, for example, the highest is
22.16%, and the lowest is 14.85%, so it is obvious that the
proportion of kinetic energy in the vortex is much larger
and has a greater impact.

4. Discussion

For the rough fracture seepage model, it is obvious that solv-
ing the NS equation directly can reflect the nonlinear flow
state in the fracture more accurately; for example, the fit of
Forchheimer equation is very high, and the corresponding
calculation results are more accurate. However, its disadvan-
tage is also very obvious; that is, the computational effort is
very large. In comparison, the computational efficiency of
AFM is much higher than the former.

Comparing the four models, the number of discrete ele-
ments of the model is much larger than that of AFM when
solving the NS equation directly (Table 1). This is because
AFM only needs to discrete one fracture wall surface. The
former has 8.76 times, 4.90 times, 3.41 times, and 3.3 times
more than the latter (Table 1).

Numerical calculations were performed using the same
computer (CPU: Intel(R) Xeon(R) CPU E5-1620 v3, RAM:
16G); the difference in computational efficiency between the
two is huge. The JRC1, JRC3, JRC6, and JRC9 models took
169415 s, 176712 s, 58665 s, and 14772 s, respectively, to solve
the NS equations (Table 3), while the computation time using
AFM was 19 s, 28 s, 8 s, and 9 s, respectively (Table 3).
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Figure 13: (a) JRC1 model; (b) JRC3 model; (a) JRC6 model; (b) JRC9 model. The solid blue squares represent the total kinetic energy in the
fracture flow; the solid red circles represent the kinetic energy inside the vortex; the solid light blue hollow squares represent the percentage
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The huge computational efficiency advantage of AFM can
complete more model computation work in a short time.
Because the calculation time-consuming of a single rough
fracture model is very short, the seepage calculation of a com-
plex three-dimensional spatial rough fracture network (e.g., a
fracture network composed of thousands of rough fractures)
can be completed using only an ordinary computer, which is
one of our future works. In addition, the geometric model of
AFM requires only one fracture wall surface, and themodeling
process of numerical model is simpler, while the aperture data
can be produced more quickly with the help of third-party
software or programming.

From this point of view, the huge numerical calculation
efficiency of AFM can offset the impact of its calculation
error, and the error is not significant at low Reynolds num-
ber conditions. This will help researchers to carry out
seepage calculations and research work on large scale rock
fracture networks.

5. Conclusions

From the above analysis and description, we can get several
conclusions as follows.

(1) Under the low Reynolds number condition, the
numerical calculation work of seepage flow in rough
fractures can be done by using the AFM, but the cal-
culation results will produce some small errors

(2) Due to the abrupt change of the fracture wall to pro-
duce recirculation zone (RZ), the main effect of RZ is
that it crowds the main flow range, making the effec-
tive seepage channel of the fracture narrower. The
area of the RZs is related to the hydraulic gradient
and varies nonlinearly. In addition, the fluid motion
inside the RZ is slow, and the loss of kinetic energy
of the fluid is not large, accounting for a small pro-
portion of the overall kinetic energy

(3) In addition to the RZ in the rough fracture, vortices
are formed, i.e., local fluid rotation. Vortex and RZ
area are very different, the fluid in the vortex loss
of kinetic energy, but can produce effective flow,
and its changes are more complex

(4) Using the local cubic law to solve the rough fracture
seepage flow, the main source of error in the calcula-
tion results is the LPD. The LPD in fracture seepage
includes the area crowding in the RZ, kinetic energy
loss in the RZ, kinetic energy loss in the vortex, and
pressure drop caused by other reasons

(5) The main advantage of AFM is the efficiency of its
numerical calculation. Based on this advantage,
AFM can quickly complete the numerical calculation
of a huge number of 3D rough fracture networks

Strictly speaking, the fracture model in this paper is a
single-wall rough fracture model, which has some shortcom-
ings of its own; for example, the nonuniformity and anisot-
ropy of the fracture are not sufficiently reflected. This is

mainly due to the need to be consistent with the fracture
physical model for comparative analysis. These will be
improved gradually in our subsequent studies.
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In order to effectively reduce the disturbance of the precrack blasting vibration on slope rock mass, except paying attention to the
damping effect of the precrack, it is also necessary to optimize the blasting parameters and initiation mode of the precrack itself.
Based on the blasting theory and empirical formula, the parameters of presplitting blasting such as the hole diameter, hole spacing,
charge decoupling coefficient, and line charge density were determined, and field tests of conventional pre-splitting blasting
and presplitting blasting with precise delay and hole-by-hole initiation were carried out on the west slope of Buzhaoba.
Regression analysis was carried out on the vibration monitoring data, and the blasting vibration attenuation regularity of
slope particles was obtained. By comparing the monitored vibration velocity of the two presplitting blasting tests and the
forecast results of theoretical calculation, the average reduction rate of the conventional same row blasting vibration is
26.40%, while that of the hole-by-hole blasting vibration can reach 41.45% with a half hole rate of 80.7% and an
irregularity of about 130mm. Results show that the effect of precise delay initiation between preholes based on the digital
electronic detonator is better than that of the simultaneous initiation of preholes. Therefore, it is suggested that the hole-
by-hole presplitting blasting technology should be applied in the excavation of boundary slope and the treatment of high
and steep slope.

1. Introduction

Buzhaoba open-pit coal mine, which belongs to the Xiao-
longtan Mining Bureau in Kaiyuan City of Yunnan Prov-
ince, is the main operating mine crater. With the increase
of mining depth, the tension cracks which formed on its
western side are increasing in number and length [1]. The
problem of the high-steep slope is becoming more and more
serious, as the slope deformation is gradually accelerated.
These hazards may cause damage of equipment, or even
lives if no proper precautions are taken [2].

The upper portion in the west slope of the Buzhaoba is
made up of a thin layer of argillaceous limestone with hard
mudstone rocks and weak rock mass, with clear bedding
and small fold, and there are 4~ 6 jointed cracks per cubic

meter. The rocks are weak or moderately weathered rock
mass, and the integrity of the rock mass is poor. Besides,
many structural planes in rock mass are soft interlayers.
Considering the combined effects of blasting, weathering,
unloading, and water scouring, a lot of difficulties are
brought in the maintenance of the permanent stability of
the slope. In order to reduce negative effects induced by
blasting operation in the final high wall and prevent land-
slide due to slope instability in the future, presplitting blast-
ing technology is the first choice when conducting blasting
operation on the Buzhaoba area [3–5]. On one hand, pre-
splitting blasting can prevent the spread of explosion stress
wave to the reserved rock mass by way of forming cracks
with a certain width and depth between the main area and
the reserved zone, so as to reduce or even cut off the blasting
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vibration damage to the reserve rock mass [6]; on the other
hand, the integrity of the reserve rock mass can be main-
tained because the cracks extending from the main area to
the reserved zone is also cut off [7].

A lot of studies have been carried out on the precrack
blasting. For example, Yang et al. [8] applied vertical and
horizontal uniaxial pressures and blasting loads on gyp-
sum by numerical simulation and studied the damage dis-
tribution characteristics of blasted specimens by using
fractal theory, digital image method, and acoustic detec-
tion method. In addition, Raina [9] used historical data
to establish the precracking response surface analysis
model of explosion damage index and semimold coeffi-
cient. The above failure criteria are compared by the
angles of blast hole relative to the main joint orientation,
joint spacing, blast hole spacing, drill deviation, linear
charge concentration, and compressive strength. Besides,
Wang et al. [10] verified the synergistic antireflection tech-
nology of hydraulic fracturing and deep hole presplitting
blasting in low permeability coal seam by field engineering
test. Moreover, Yang et al. [11] obtained the deformation
characteristics and failure mechanism of DHPB through
numerical simulation and model test of specimens under
horizontal compressive stress, compressive vertical stress,
and noncompressive stress, as well as morphological anal-
ysis of presplitting cracks after presplitting blasting. What
is more, Cheng et al. [12] put forward the pressure relief
technology of advanced deep hole nonthrough directional
presplitting blasting. The influence of nonpenetrating
crack length on presplitting effect is studied by numerical
simulation. Different from the above researches, Yuan
et al. [13] studied the bearing characteristics and stress
distribution characteristics of residual coal pillar by theo-
retical analysis and numerical simulation, analyzed the
influence mechanism of presplitting blasting on residual
coal pillar, revealed the disaster reduction mechanism of
presplitting blasting on shallow buried residual coal pillar,
and determined reasonable blasting parameters. Further-
more, Chen et al. [14] put forward the deep hole presplit-
ting blasting, weakening THR to alleviate the strong
pressure. LS-DYNA was used to establish the deep hole
presplitting blasting model, and the crack evolution law
and the attenuation characteristics of peak particle velocity
of rock under the synergistic effect of blasting stress wave
and detonation gas were analyzed to verify the rationality
of blasting parameters. Besides, Shin et al. [15] studied
the phenomenon that the blasting damage zone developed
on the rock slope surface can be affected by the joint char-
acteristics rather than the explosive force when the rock
slope is presplitting excavated. However, more and more
attention has been paid to the blasting seismic intensity
produced by presplitting blasting itself [16–29].

It can be seen that parameter selection of the presplitting
blasting and the initiation mode of presplit holes have great
influence on the damage of surrounding rock. In view of the
stability control requirements of west slope cutting and load
reduction in the open-pit mine, it is urgent to optimize the
conventional presplitting blasting control scheme to further
reduce the harmful effect of vibration.

2. Selection of Presplitting Blasting Parameters

2.1. Blasting Diameter. Normally, the smaller the diameter of
the presplit hole, the higher percentage of half hole and the
easier controlling the roughness of slope surface, and also
the less the damage ranges of surrounding rock mass. But
at the same time, the drilling and charging will be more dif-
ficult to implement, and the decoupling charging becomes
more difficult to control [30]. Combined with the existing
construction machinery and equipment of Buzhaoba, hole
diameter d = 100mm is selected in this test [31].

2.2. Decoupling Coefficient of Charging. (1) According to the
theory of explosive detonation, the initial average pressure p0
of the exploding gas in hole can be determined by the follow-
ing equation [32]

p0 =
1
8 ρ0V

2, ð1Þ

where ρ0 is the density of explosive in kg/m3, and V is
the explosive detonation velocity in m/s.

(2) The calculation method of decoupling coefficient is
discussed theoretically by Zong et al. [33], and the following
formula is used

σr0 = pa = Kd
−8/3Kl

−4/3pk
p0
pk

� �4/9
: ð2Þ

In this formula, σr0 represents the absolute value of the
initial peak stress on the hole wall in MPa, pa is the quasi-
static pressure when blasting gas filled the holes, Kd is the
radial decoupling coefficient, Kl is the axial decoupling coef-
ficient, and pk is the critical pressure, which is usually taken
as 200MPa.

In order to avoid the failure due to compression which
might happen in the wall rock, it is required to ensure the
peak value of the initial radial stress acting on the rock of
hole wall lower than the compressive strength of the rock.
According to the above formula, the following formula is
obtained for calculating the axial decoupling coefficient:

Kl <
1
K2

d

pk
Sc

� �3/4 p0
pk

� �1/3
, ð3Þ

where Sc stands for the compressive strength of rock in
MPa.

The above requirements must be satisfied when the axial
charge decoupling coefficient of presplitting blasting deter-
mined. At the time of application, the axial decoupling coef-
ficient is determined according to the formula (3). Kl is
slightly greater than the required value to ensure that there
is enough gas pressure in the blasting holes to form a long
burst fracture.

The physical and mechanical rock indices are listed in
Table 1. Considering these indices, theoretical research and
engineering application results published by Zong et al.
[33] and Wang et al. [34], it is found that the value of the
decoupling coefficient is between 3.0 and 3.6. In this project,
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the presplit hole diameter is set 100mm, and the cartridge
diameter is set 32mm, thus, the decoupling coefficient Kd
is determined as 3.1.

2.3. Hole Spacing. (1) Since presplit hole spacing largely
determines the blasting quality of the slope surface, the
choose of the hole spacing should guarantee the explosive
detonation formation of presplit cracks, while reserved rock
mass is not damaged [35]. Only when the hole spacing is less
than the length of the critical flaw can the cracks form
between the blast holes [36], and the way forming such a
crack can be approximated as

E = Rc + Ra, ð4Þ

where E is the hole spacing in mm; Rc and Ra are the length
of cracks produced by the explosion stress wave and the
blasting gas under the action of static pressure, respectively,
which are calculated by:

Rc = rb
βpr
St

� �1/a
, ð5Þ

Ra = rb
pa
St

� �1/2
, ð6Þ

where St is the tensile strength of rock in MPa, rb is the hole
radius in mm, α is the stress wave attenuation index of rock
in the equation α = 2 ± μ/ð1 − μÞ, β is the proportionality
coefficient of tangential and radial stresses in the equation
β = μ/ð1 − μÞ, μ is the rock’s Poisson ratio, which takes “+”
in shock wave action area and “-” in stress wave action area.
As one of the main purpose for decoupling charging of the
presplitting blasting is to eliminate shock wave action in
rock, “-” is taken. pr is the initial pressure produced on the
hole wall of borehole when blasting gas expansion influence
the hole wall, whose value is determined by Wang et al. [37]

pr =
nρ0D

2K−6
d

8Kl
= np0K

−6
d

Kl
: ð7Þ

The following formula can be obtained:

E = rb
nβp0K

−6
d

StKl

� �1/a
+ rb

pa
St

� �1/2
, ð8Þ

where n is the multiple pressure when blasting gas expansion
affects the hole wall and is generally set to 8.

(2) In order to avoid compression damage around the
hole wall, the sectional charging structure is adopted to
reduce the charge, but the reasonable hole spacing should

be selected to ensure the penetration of cracks between
holes. The presplit hole spacing can be calculated by the fol-
lowing empirical formula [33]

a = db 21De
−1:4 + 47De

−2:4� �
, ð9Þ

where a is the presplit hole spacing in mm, db is the hole
diameter in mm, and its value is 100mm, De is the decou-
pling coefficient, with the value of 3.1. Therefore, a = 7:4db
and the presplit hole spacing is taken as 0.8m.

2.4. Linear Charge Density. Linear charge density is the ratio
of charge quantity in a hole to charge length. It determines
whether the cracks can run through between two adjacent
holes, and the damage degree of rock on the hole wall. The
empirical formula for calculating linear charge density can
be referred to the following formula:

(1) Calculation formula by Changjiang Academy of Sci-
ences:

ql = 0:034 σcj
� �0:63a0:67: ð10Þ

(2) Calculation formula by Gezhouba Engineering
Bureau:

ql = 0:367 σcj
� �0:5d0:36: ð11Þ

(3) Calculation formula by Wuhan Institute of Water
Resources and Hydropower:

ql = 0:127 σcj

� �0:5a0:84 d
2

� �0:24
, ð12Þ

where ql is the linear charge density, and the unit is kg/m, σcj
is the uniaxial compressive strength of rock, which takes as
30.12MPa, a is the presplit hole spacing, which takes as
0.8m, and d is the hole diameter, which takes as 0.1m. Thus,
the linear charge density is about 250~800 g/m.

2.5. Blast Hole Stemming. In presplitting blasting, the quality
of hole stemming has a great influence on the energy utiliza-
tion of explosive, the hole wall pressure, and the action dura-
tion, especially that completely depends on the blasting
quasistatic pressure to destroy the rock mass. Therefore, it
is necessary to ensure that the unloading time of the full last-
ing of the packing is greater than that of the gas pressure in
the full lasting of the charge, so as to maximize the specific
impulse transmitted to the rock.

Long stemming lasting can prolong the action time of
the explosive gas, but it will cause no cracks or poor quality
of cracks in the packing section. If the stemming is too

Table 1: Rock physical and mechanical indexes.

Rock
mass

Elasticity
modulus (GPa)

Poisson
ratio (μ)

Cohesion
(MPa)

Internal friction
angle (°)

Natural bulk density
(kN.m-3)

Tensile strength
(MPa)

Compressive
strength (MPa)

Limestone 12.6 0.20 3.49 40.5 22.4 3.44 30.12
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dense, it is easy to produce blasting funnel due to the lifting
effect of the explosive gas. Therefore, the following empirical
formula is used to determine the stemming length:

l2 = 8 ~ 20ð Þd, ð13Þ

where l2 is stemming length, and the unit is m; d is the hole
diameter, and the unit is mm. Therefore, according to the
engineering experience, the stemming length is 1.0m, and
it can be compacted gently.

3. Field Tests of Presplitting Blasting

3.1. Selection of Explosives. The explosive used in the pre-
splitting blasting should meet the basic performance indices
of low detonation velocity, low brisance, low density, and
good detonation transmission performance. According to
the decoupling coefficient and the existing explosive in the
mine, the 2# rock emulsion explosive with diameter of
32mm is selected.

3.2. Selection of Detonator. The industrial electronic detona-
tor uses electronic delay components to achieve delay func-
tion, and it can set and modify the delay time in the
application site. It contains identity information and initia-
tion password to control initiation. It can test its own integ-
rity and conduct two-way communication. The detonator
has high reliability, high stability, and strong anti-
interference performance. The delay range is 0~ 10000ms,
and the minimum time interval is 1ms. The detonator and
digital electronic detonator are shown in Figure 1 as below.
In this test, the digital electronic detonator with 15m wire
is adopted, and the delay accuracy is 1ms.

3.3. Charge Structure of Blast Hole. When charging of the
presplit holes, the following principles should be complied
with: strengthen the charge at the bottom, keep normal
charge in the middle, and weaken the charge at the top.

The length ratio of the three sites can be taken as the expe-
rience distribution of 2 : 5 : 3. The empirical value of the
added charge amount at the bottom of the hole can be
selected by referring to Table 2.

Combined with the previous production experience of
the mine, the lithology of the presplitting blasting produced
in the nearest mine is the same as that in this test. The 2#
rock emulsion explosive is used, and the average linear
charge density of the whole hole is ql = 450 g/m. The
designed drilling depth in this project is L = 9m, and the
stemming length is 1.0m. According to the actual conditions
of the down-the-hole drill in the mine, vertical holes are
made. The length of bottom stiffening charge section L1 =
0:2 L = 1:6m, ql1 = 4:0ql = 1800 g/m; the length of middle
normal charge section L2 = 0:5 L = 4:0m, ql2 = ql = 450 g/m;
the length of top weaken charge section L3 = 0:3 L = 2:4m,
ql3 = ð1/3Þ, ql = 150 g/m. Therefore, the explosive quantity
of a single blast hole is 5.0 kg. The charge structure of blast
hole is shown in Figure 2, and the drilling and charging
are shown in Figures 3 and 4, respectively.

3.4. Delay Time. Optimal delay time can not only induce the
seismic waves which produced by the adjacent holes inter-
fered with each other to reduce the blasting vibration effect,
at the same time, it can also add new free faces for the post-
detonation blast hole and increase the rock collision and

(a) Digital electronic detonator with 15m wire (b) A380 data collector detonator

Figure 1: Digital electronic detonator and priming equipment.

Table 2: Charge increase of reinforced charge section at the bottom
of hole in presplitting blasting.

Depth of the
hole L/m

<3 3~ 5 5~ 10 10~ 15 15~ 20

L1/m 0.2~ 0.5 0.5~ 1.0 1.0~ 1.5 1.5~ 2.0 2.0~ 2.5
ql1 / ql 1.0~ 2.0 2.0~ 3.0 3.0~ 4.0 4.0~ 5.0 5.0~ 6.0
Note: L1 is the length of bottom stiffening charge section in meters; ql1 is the
linear charge density of the reinforcement section of the presplit hole, and
the unit is g/m; ql is the linear charge density of the normal section of the
presplit hole, and the unit is g/m.
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crushing to improve the rock blasting effect. Considering the
stress wave and explosive gas energy [38], and correcting the
semiempirical formula from previous study, a theoretical
model of millisecond blasting delay time is obtained as fol-
lows:

Δt = t1 + t2 + t3 =
2W
Cp

+ 2A
Vt

+ b
V
, ð14Þ

Cp =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E 1 − vð Þ
ρ 1 + vð Þ 1 − 2vð Þ

2

s
, ð15Þ

Vt =
πr2C0
0:76Z , ð16Þ

V = πr2aC0
2bγZ

Z
C0t −H

� �γ−a/γ
: ð17Þ

When r = α, the limit speed of crack propagation is as
follows:

Vm = πr2C0
0:76Z , ð18Þ

whereΔt is the delay time, t1 is the time of elastic stress wave
propagation to free face and return, t2 is crack formation
time under explosion stress wave, t3 is crack formation time
under explosion gas pressure,W is line of least resistance, CP
is elastic longitudinal wave velocity, A is failure radius of
explosion stress wave, Vt is crack propagation velocity
affected by explosion stress wave, b is crack propagation
width affected by explosive gas pressure, V is crack propaga-
tion velocity under explosive gas pressure, it takes 0:25Vm, E
is the elastic modulus, ν is the Poisson ratio, ρ is the density,
α is the fracture length under explosive gas pressure, C0 is
the swelling pressure, which is usually taken as 1.5~ 2.0 Pa,
r is the blast hole radius, set as 50mm, on the hole-by-hole
detonated application, a takes 1.55, γ is the adiabatic expo-
nent and it takes 1.4, Lb is the length of hole set as 9m, Z
= 0:27Lb = 2:43m, H = 0:83Lb = 7:6m. Therefore, in this
test, the detonated delay time of presplit hole is taken as
12ms.

3.5. Initiation Network. Only a row of 30 presplit holes was
drilled and the hole spacing was 0.8m, with the delay time
between holes set to 12ms. The presplitting blasting param-
eters of this test are shown in Table 3.

4. Blasting Effect and Analysis

4.1. Quality Evaluation of Presplitting Blasting. Half hole rate
and plainness degree of slope are the main control items of

40
0

16
0

10
0

24
0

90
0

32mm 2# rock
emulsion explosive

Bamboo chip

Primacord

Figure 2: The charge structure of blast hole (unit: cm).

Figure 3: Down-the-hole drilling.

Figure 4: Air interval charging.

Table 3: Presplitting blasting parameters.

Bench
height
(m)

Hole
depth
(m)

Linear charge
density (g·m-1)

Single hole
charge (kg)

Delay
time
(ms)

Tilt
angle
(°)

9 9 450 5.0 12 90
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presplitting blasting quality acceptance index [39]. The
acceptance quality standard of half cast factor is shown in
Table 4, and the plainness degree of slope should be less than
±150mm.

In this test, the total drilled borehole length is 277.9m,
and the total length of reminded half hole on slope is
224.3m, while the half cast factor of the presplitting blasting
is 80.7%, with the degree of flatness of 130mm. Therefore,
the comprehensive evaluation of this presplitting blasting
quality is good. The local flatness of the slope surface after
the blasting is shown in Figure 5.

4.2. Blasting Vibration Test. During the construction pro-
cess, in order to grasp the vibration situation of the reserved
slope, TC-4850 blasting vibration tester is used for vibration
monitoring (as seen in Figure 6), which is produced by
Chengdu Zhongke Measurement and Control Co. Ltd.

Due to the high-steep slope, the vibration velocity might
demonstrate amplification effect along the elevation, which
must be taken into account. According to the domestic and
foreign research results, the following experience formula
(19) based on the blasting vibration propagation and attenu-
ation rule is adopted [40–43].

v = K

ffiffiffiffi
Q3

p
D

� �α ffiffiffiffi
Q3

p
H

� �β

, ð19Þ

where Q is the maximum detonation dose per delay in kg
corresponding to the peak vibration velocity; D is the hori-
zontal distance in m between the explosion center and the
measuring point; H is the altitude difference in m between
the explosion center and the measuring point; K is a coeffi-
cient related to the geological conditions, blasting method,
and other external causes; α is seismic wave attenuation
coefficient related to the geological conditions; and β is ele-
vation effect coefficient.

With 30 groups of blasting vibration data during 10
times construction in the final highwall of Buzhaoba west
slope, binary regression analysis and calculation gives γ =
0:86, K = 189:31, α = 1:84, and β = 0:51. Putting these data
into the particle vibration velocity formula of west slope,
the following formula can be achieved:

v = 189:31
ffiffiffiffi
Q3

p
D

� �1:84 ffiffiffiffi
Q3

p
H

� �0:51
: ð20Þ

4.3. Damping Effect. The vibration test is divided into two
groups. The first group is the simultaneous detonated of
presplit holes [44], and the second group is presplit holes
detonated hole-by-hole [45]. Through blasting vibration
monitoring, the damping effect of the two groups is
evaluated.

4.3.1. Presplit Holes Simultaneous Detonated. Due to space
limit, only five different groups of the maximum detonation
dose per time are chosen to be used for analysis of presplit-
ting blasting vibration reduction ratio, and the result is listed
in Table 5. Here, Q is the maximum single dose of each

blasting, Pn is the number of measured points, D is the hor-
izontal distance between the explosion center and the mea-
suring point, H is the altitude difference between the
explosion center and the measuring point, vm is the mea-
sured velocity, vt is the theoretical velocity, N is the vibration
reduction rate, and Nav is the average damping rate.

In this site, the position is mainly located in the 1200m
level, and the measure points are, respectively, set in
1200m, 1210m, and 1220m level, as shown in Figure 7.

From Table 5, it is shown that with the increase of the
maximum single dose, the damping effect of the presplitting
blasting is more and more significant when meeting design
requirements, and the vibration reduction rate can even
reach up to 40.14% with the average damping rate of 26.40%.

4.3.2. Presplit Holes Detonated Hole-by-Hole. From Table 6,
it can be seen that the vibration reduction rate can even
reach up to 55.38%, and the average damping rate is

Table 4: Acceptance of presplitting blasting standard according to
half cast factor.

Lithologic
characters

Hard rock
(I~ II)

Medium-hard
rock (III)

Weak rock
(IV~V)

Half cast factor
(η)

η ≥ 80 η ≥ 60 η ≥ 30

Note: η =∑l0/∑L0, l0 is the total length of reminded half hole on slope, and
L0 is the total length of drilled borehole on the slope.

Figure 5: The slope surface smooth effect.

Figure 6: TC-4850 blasting vibration tester.
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Table 5: Comparative analysis of blasting vibration by presplit holes simultaneous detonated.

Q (kg) Pn D (m) H (m) vm (cm/s) vt (cm/s) N (%) Nav (%)

510

1# 70.0 1.5 2.97 4.42 32.79%

31.42%2# 85.0 11.5 1.53 2.16 29.33%

3# 110.0 21.5 0.64 0.94 32.16%

455

1# 82.0 1.5 2.64 3.54 25.52%

25.70%2# 100.0 11.5 1.30 1.47 11.44%

3# 123.0 21.5 0.44 0.74 40.14%

443

1# 80.0 1.0 2.75 3.47 20.78%

23.30%2# 94.0 11.0 1.29 1.75 26.08%

3# 110.0 21.0 0.65 0.84 23.05%

410

1# 83.0 1.2 2.75 3.79 27.39%

27.43%2# 110.0 11.2 0.91 1.14 19.84%

3# 135.0 21.2 0.44 0.68 35.05%

345

1# 85.0 0.5 2.96 3.64 18.78%

24.16%2# 115.0 10.5 0.87 1.18 26.38%

3# 140.0 20.5 0.43 0.59 27.32%

Elevation (m)

1200

1220

1240

1260

1280

1300

3#

2#

1#
25m 30m 85m

Blasting zone

Figure 7: The schematic diagram of monitoring points arrangement.

Table 6: Comparative analysis of blasting vibration by presplit holes detonated hole-by-hole.

Q (kg) Pn D (m) H (m) vm (cm/s) vt (cm/s) N (%) Nav (%)

446

1# 70.0 1.0 1.78 3.98 55.25%

47.36%2# 90.0 11.0 1.04 1.75 40.72%

3# 120.0 21.0 0.39 0.72 46.10%

395

1# 75.0 0.5 1.74 3.57 51.30%

44.21%2# 100.0 10.5 0.90 1.31 31.50%

3# 120.0 20.5 0.33 0.66 49.84%

355

1# 90.0 1.0 1.65 2.35 29.77%

32.79%2# 110.0 11.0 0.88 1.01 13.22%

3# 120.0 21.0 0.27 0.61 55.38%
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41.45%. When the presplit hole is detonated one by one, the
vibration caused by the presplit hole blasting is reduced.
Compared with the simultaneous detonated of presplit
holes, the blasting vibration is reduced by 15.05%.

5. Conclusions

Based on the field test of high and steep slope mining in
open-pit mine, this paper analyzed the difference between
the traditional presplitting blasting and precracking hole-
by-hole initiation blasting technology, and the following
results are obtained:

(1) The calculation method for determining presplitting
blasting parameters is summarized, and the parame-
ters of presplitting blasting in the studied experiment
site are determined as follows: hole diameter is
100mm; cartridge diameter is 32mm (decoupling
coefficient Kd = 3:125); hole spacing is 0.8m; charge
density is 450 g/m; filling length is 1.0m; and delay
time between hole-by-hole is 12ms

(2) The precise time-delay hole-by-hole initiation tech-
nology based on digital electronic detonator meets
the requirements of presplitting blasting. The half-
hole ratio of this test is 80.7%, and the irregularity
is about 130mm

(3) The comparison between the field measured vibra-
tion velocity value and the theoretical value under
the two kinds of pre-splitting blasting schemes in
the west slope shows that the average vibration
reduction rate of the simultaneous presplitting blast-
ing is 26.40%, and the vibration reduction rate of
single-hole presplitting blasting can reach 41.45%.
The vibration reduction effect is significant, and the
wall smoothness can meet the requirements of rele-
vant specifications

In total, it is shown that the precise delay blasting tech-
nology based on digital electronic detonator has a higher
vibration reduction rate, which meets the requirements of
slope wall smoothness, and has a very important significance
for improving the excavation quality of open-pit to bound-
ary slope and maintaining the long-term stability of slope.
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Hydraulic fracturing is a key technology in the development of unconventional oil and gas reservoirs. With the continuous
industrialization and large-scale development of shale gas production in China, the workload of hydraulic fracturing is also
increasing rapidly, and the induced seismic events are also increasing gradually, resulting in different degrees of damage to
the surrounding ancillary buildings. In order to study the impact of hydraulic fracturing on ancillary buildings, the finite
element software ABAQUS was used to establish a three-dimensional model of middle and high-rise isolated structures to
simulate the earthquake triggered by hydraulic fracturing. Then, considering the SSI (soil-structure interaction) effect of
soil-based structure, the nonlinear dynamic response of the structure under the action of ground motion was analyzed.
Through the adoption of different types of soil and the foundation depth, the influence of various parameters is discussed.
The study found that in the case of not considering SSI, basal shear force, and displacement between floors of the seismic-
isolation structure significantly greater than considering SSI, using hard soil layer, base shear displacement is greater than
the soft soil layer and interlayer, shows that due to the effect of hydraulic fracturing, making fluid diffusion in soil, the
seismic energy dissipation effect. It is also found that the period, base shear, peak displacement, and interlayer
displacement of deep foundation pit are increased compared with shallow foundation pit considering SSI effect.

1. Introduction

Hydraulic fracturing is a technology to improve productivity
by increasing the number and degree of fractures in the fluid
channel between the formation and the well. The principle is
to inject fluid to low permeability rock under high-pressure
state, usually water, so that rock ruptures or stimulates the
existing fault or crack slip. In addition to fluid, the proppant
is also injected, for example, sandstone sand, stone ceramics,
to maintain the newly formed crack open, and finally
releases oil and gas. The purpose of hydraulic fracturing is
to make fractures without fractures, change small fractures
into large ones, from less fractures to more fractures, and
connect multiple fractures into mesh fractures. The cracks

of new or existing cracks get reactivated and will induce a
large number of microseismic activity in the process of frac-
turing. And small disturbances affecting fault stability can
activate the slip of nearby faults and induce higher intensity
of natural seismic activity when these microseismic activities
occur within tectonic areas such as plate boundaries or dis-
tributed deformation zones. The principle of hydraulic frac-
turing and seismic relationship is shown in Figure 1.

In recent years, with the wide application of horizontal
well multistage fracturing technology in shale gas develop-
ment, the increase in pore fluid pressure caused by hydraulic
fracturing causes reactivation of existing tomography or
cracks and induces higher strength earthquake activity has
also increased significantly [1, 2]. Since 2008, Sichuan Basin
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in Southwest China has exploited shale gas. Two shale gas
highly enriched areas, Changning and Fuling, have been
found on the eastern edge of the southern edge of the basin.
On the basis of these two blocks, demonstration area con-
struction and expansion of mining scope have been carried
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Figure 1: Schematic diagram of the relationship between hydraulic fracturing principle and seismic.

Figure 2: The three-dimensional numerical model of midstory
isolated structure.

Table 1: Parameters of different foundation soil.

Number
Young’s
modulus
(Pa)

Poisson’s
ratio

Cohesive
forces
(Pa)

Friction
angle (°)

Density
(kg/m3)

1 4.8E7 0.4 22552 13.5 1835

2 2.73E8 0.35 15345 22.2 2040

Table 2: Boundary viscous element.

Damping
ratio

Density
(kg/m3)

Young’s
modulus (Pa)

Poisson’s
ratio

α = 0:076
1E-009 0.0674 0.3

β = 0:053
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Figure 3: Seismic response spectrum diagram.

Table 3: The first six order modal periods of the structure with
different soil properties.

Mode
Considering SSI

effect (hard soil) (s)
Considering SSI

effect (soft soil) (s)
Regardless of

the SSI effect (s)

1 1.643 1.704 1.302

2 1.524 1.649 1.101

3 1.355 1.564 0.713

4 1.311 1.422 0.609

5 1.265 1.349 0.611

6 1.182 1.286 0.588

2 Geofluids



out. At the same time, the seismic frequency in this area has
also increased sharply [3–5]. For example [6–9], the Junlian
earthquake with magnitude 4.9, Xingwen Earthquake with
magnitude 5.7, Weiyuan earthquake with magnitude 5.4
occurring in Sichuan Basin, and Red Dee earthquake with
magnitude 4.2 occurring in Western Canada Basin have
been proved to have a time and space correlation with the
fracturing operation in the nearby horizontal well. Based
on the above, it is particularly important to take necessary
seismic isolation measures for industrial ancillary buildings.
Since hydraulic fracturing causes vibration in the depth of
the formation to cause seismic, the energy of the earthquake
is transmitted to the building through the soil, so the seismic
structure system considering the soil-structural interaction is
more in line with the actual situation. ATC-40 [10]estab-

lished a soil spring model and defined the damping model
to consider the SSI effect. Bi et al. [11] studied the compre-
hensive effects of spatial variation of ground motion, local
site amplification, and SSI on bridge response and estimated
the required separation distance that modular expansion
joints must provide to avoid seismic impact. The minimum
total clearance between two adjacent decks or between deck
and adjacent abutment to prevent seismic shock was esti-
mated by using the standard random vibration method to
estimate the peak structural response. Numerical results
show that SSI had significant influence on structural
response and cannot be ignored. In [12], considering soil-
structure interaction, pushover method, natural frequency,
vertex limit displacement, and plastic hinge expansion were
used to analyze the frame structure of a 6-story office
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Figure 4: Comparison of base shear with different soil properties under the effect of ground motion.
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building under the assumption of rigid foundation. The
results show that considering soil-structure interaction, the
natural vibration period of RC frame structure became lon-
ger, and more hinges appeared at the bottom of column with
the increase of vertex displacement. In [13, 14], a simple
three-dimensional model was presented for the linear inter-
action analysis of fully coupled soil-pile-structure system
under harmonic shear seismic waves. By comparing the
amplification of coupling system with the amplitude ampli-
fication of free site surface response to bedrock vibration, it
was proved that the dynamic interaction of coupling system
cannot be neglected in the dynamic analysis and design of
stacking structure. This was the basis for detailed numerical
analysis and experimental study of soil-pile-structure
dynamic interaction. Grange et al. [15] proposed a numeri-
cal strategy to simulate a three-hole viaduct made of pre-
stressed concrete, showing the influence of soil-structure
interaction (SSI). The research results show that SSI was a
complex phenomenon and caused the structure of the dis-
placement and internal force, and it was difficult to predict
the displacement and internal force and linear method. At
the same time, the influence of near-fault vertical ground
motion on building seismic response had also become an
important consideration [16]. Liu et al. [17] used isolators
with quasizero stiffness and vertical dampers to control ver-
tical earthquakes near faults. The results show that increas-
ing the vertical period and damping ratio could make the
vertical isolated structure perform well in reducing the sway-
ing response of the structure.

The above research focuses on the seismic and isolation
system of the damage effect of hydraulic fracturing on
underground rock strata and the structural seismic effect,

while the research on the soil structure seismic effect caused
by hydraulic fracturing is very limited. Therefore, a seismic
isolation structure model considering the SSI effect is estab-
lished in this paper to reveal the seismic response of the iso-
lated structure in the case of earthquakes caused by
hydraulic fracturing.

2. The Finite Element Model

2.1. Project Overview. An 8-story seismic isolation frame
structure model is established. The site fortification intensity
is 8 degrees, the site category is second class, and the design
earthquake group is second group. In the frame structure
system, the seismic isolation layer is on top of the second
story. The column concrete strength model is C40, the beam
concrete strength model is C30, the longitudinal reinforce-
ment model is HRB400 with a design value of tensile
strength and compressive strength is 360N/mm2, and the
stirrup model is HRB335 with a design value of
270N/mm2 for tensile and compressive strength. The raft
foundation was adopted, the upper structure damping ratio
is 0.05, the soil damping ratio of the foundation is 0.1 [18],
and Rayleigh damping is adopted. Because even the shear
waves are assumed to propagate vertically in the soil, kine-
matic interactions will occur in structures with embedded
foundations, and this paper used two different soil layers of
the raft foundation to simulate the seismic response of the
structure encountering the earthquake. Figure 2 shows the
three-dimensional finite element model of the structure.
Table 1 shows the parameters of soil below the foundation,
number 1 represents the soft soil layer, and number 2 repre-
sents the hard soil layer. Considering the unconfined
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Figure 5: Comparison of story displacement with different soil properties under the effect of ground motion.
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condition of soil, Young’s modulus was adopted. Table 2
lists the cohesive boundary parameters.

During the simulation, the beams and columns of the
model adopt beam units, the floor slab adopts shell units,
the foundation adopts solid units, they are bound by the
tie, and coacting nodes adopt a coupling connection. The
simulated soil is filled in a rectangle about 16 times the
square plan, 400m in length, 300m in width, and 30m in
depth. The viscoelastic boundary was used to absorb the

seismic wave at the boundary of the soil [19]. Seismic waves
are applied at the bottom of the bedrock to produce seismic
effects on the structure and soil. Nonlinear springs were used
to simulate seismic isolation bearings [20].

2.2. Ground Motion Data Sets. The maximum fortification
acceleration of the site is 0.2 g, and the impact coefficient
of fortification is 0.45. The acoustic emission recorder could
collect the acoustic emission parameters in the process of
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Figure 6: Stress of soil with different soil properties under ground motion.
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reservoir rock fracture. By simplifying the waveform of
parameters such as energy, amplitude, duration, and rise
time, it could simulate the amplitude, frequency, phase,
and other parameters of seismic wave generated by different
lithology, summarize the characteristics of fracture signal,
and establish the template of seismic signal generated by dif-

ferent types of rock sample fracture. For example, Zhou et al.
[21] measured the full-field deformation data of granite
samples under different loading amplitudes, obtained the
threshold value of rock breakage under ultrasonic vibration,
and reproduced the process of crack initiation and propaga-
tion through numerical simulation. In the process of
hydraulic fracturing, the small fracture of soil and rock will
gradually become larger fracture [22]. Compared with the
natural seismic wave, the vibration wave generated by
hydraulic fracturing would migrate to the low-frequency
part with the aggregation of microfracture and the expan-
sion of crack, and the larger the crack, the lower the fre-
quency. Therefore, the frequency of source signal decreased
exponentially with the increase of radius [23]. In this study,
according to the hydraulic fracturing sites monitored by
acoustic emission recorder, three relatively stable vibration
energy waves were selected to simulate the energy release
of seismic waves, which were denoted as seismic waves i,
seismic wave ii, and seismic wave iii, respectively. At the
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Figure 7: Strain of soil with different soil properties under the effect of ground motion.

Table 4: The first six order modal periods of the structure with
different soil properties with different foundation buried depths.

Mode
Shallow-buried
foundation (s)

Deep-buried
foundation (s)

Regardless of the
SSI effect (s)

1 3.631 3.503 3.225

2 3.013 2.822 2.737

3 2.571 2.419 2.333

4 2.402 2.404 2.171

5 1.833 1.835 1.524

6 1.721 1.721 1.325
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same time, soil liquefaction had been recognized as one of
the factors causing natural disasters and engineering damage
in earthquake disasters [24–27], so the seepage effect of rock
bottom fluid on hydraulic fracturing fractures was also con-
sidered. Figure 3 shows the response spectra of the three
seismic waves.

3. Seismic Response of the Isolated Structure

3.1. Seismic Response of the Isolated Structure with Different
Soils. The modal periods of the isolated structure when the
basement adopted different properties of soil are shown in
Table 3.

It can be seen from Table 3 that for the soft soil base-
ment, the natural period of the isolated building was greater

than that of the hard soil basement. The period of the overall
system was the smallest without considering the SSI effect.
When considering the SSI effect, the harder the soil is, and
the larger the shear wave speed of the soil is. By setting dif-
ferent soil shear wave speeds, the soil with different hard
degrees was simulated, and the corresponding different
periods were obtained. It was found that the effect of softness
on the period value became more and more obvious, indicat-
ing that the soil has the effect of seismic isolation. The elas-
toplastic time history analysis of the structure under three
kinds of rare earthquakes was carried out, and the corre-
sponding base shear force of the structure with different
properties of soil is shown in Figure 4.

It can be seen that without considering the SSI effect,
the base shear force was significantly greater than that
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Figure 8: Comparison of base shear with the different buried depth of foundation under the effect of ground motion.
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considering SSI, and when the base was made of hard soil,
the shear force was greater than that of soft soil. The story
displacement under the condition of three kinds of seismic
waves is shown in Figure 5.

As shown in Figure 5, under conditions of three kinds of
seismic waves, the seismic response analysis of the midstory
isolated structure considering the SSI effect was conducted;
the results showed that the displacement of the layer 3
increased dramatically under different ground motion
effects, which is because the isolation layer in the structural

model is located at the third story, and the seismic isolation
bearing used to simulate the seismic isolation layer deformed
greatly. Without considering the SSI effect, the story dis-
placement was obviously greater than considering the SSI,
indicating that the isolation structure considering the SSI
effect has a better shock absorption effect. However, under
the seismic wave, the different softness of the foundation soil
made the filtering effect of the midstory isolated structure
considering the SSI effect obviously different. When hard
soil was used as the base, the interlayer displacement of the
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(c) Seismic wave iii

Figure 9: Comparison of story displacement with the different buried depth of foundation under the effect of ground motion.

S, mises
multiple selection points
(avg: 75%)
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(a) Shallow-buried foundation
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(b) Deep-buried foundation

Figure 10: Stress of soil with the different buried depth of foundation under the effect of ground motion.
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structure was larger than that of soft soil, which indicates
that the filtering effect of soft soil is obviously better than
that of hard soil. Under the effect of ground motion, the
stress and strain of soils with different properties are shown
in Figures 6 and 7.

As shown in Figures 6 and 7, when soils with different
properties were used as the basement, the stress and strain
of the soil were different. As the stiffness of the soil
increased, the stress and strain of the soil layer in the base-
ment became greater.

3.2. Seismic Response of the Isolated Structure with Different
Foundation Burial Depths. Considering the SSI effect, the
modal period of the isolated structure with different founda-
tion buried depths is shown in Table 4, in which the buried
depth of the top surface of the shallow buried foundation is
50 cm, and that of the deep buried foundation is 150 cm.

According to Table 4, considering the SSI effect, the
period of the first two order modes of the deep-buried foun-
dation was smaller than that of the shallow-buried founda-
tion, and the period value of the higher-order structure
was similar. The seismic responses of foundations with dif-
ferent buried depths under three seismic waves are shown
in Figure 8.

Figures 6 and 7 show that without considering the SSI
effect, the seismic response was significantly greater than
that considering the SSI effect, and the base shear value of
the structure with the shallow buried foundation was lower
than that of the deeply buried foundation, this is because
that the deep-buried foundation provided more constraints
around the foundation on the structure, strengthening the
constraint effect on the structure, reducing the rotation of
the foundation and increasing the acceleration transmitted.
Under three seismic waves, displacement responses of struc-
tures with different foundation burial depths are shown in
Figure 9.

Figures 8 and 9 show that without considering SSI, the
structural displacement response was significantly larger

than that considering SSI, and for the deeply buried founda-
tion, the displacement of each layer of the structure was
larger than that shallow buried foundation. For the different
buried depths of the foundation, the stress of the structure
and stress and strain of soil under the effect of ground
motion are shown in Figures 10 and 11.

As Figures 10 and 11 show, under the action of raft foun-
dation, there was little difference in stress between the struc-
ture of deeply buried and shallow buried foundations, while
compared with the shallow buried foundation, the soil stress
and strain of deep-buried foundation were greater, and the
action range was wider, which means that the stress field
and strain field were different for different foundation.

4. Conclusion

In this paper, the vibration generated by hydraulic fracturing
is used to simulate the earthquake, the isolation structure
model considering SSI effect is established, the nonlinear
response and seismic response law of the lower isolation
structure are studied and analyzed, and the following con-
clusions are drawn:

(1) The fluid in the hydraulic fracturing effect spread to
the soil, and make the role of soft soil has absorption
dissipation of earthquake energy

(2) Considering the SSI effect, when hard soil was used
as the basement, the structural base shear force and
story displacements were larger than that of soft soil

(3) Under different seismic waves, the seismic response
considering the SSI effect is smaller than that with-
out considering the SSI

(4) Considering the SSI effect, for the deeply buried
foundation, the structural base shear force and story
displacements were larger than the shallow buried
foundation

E, max, principal
multiple selection points
(avg: 75%)

28.822
20.000
19.167

17.503
16.667
15.833
14.167
13.333
12.503
10.667

8.333
0.000

18.333

(a) Shallow-buried foundation

E, max, principal
multiple selection points
(avg: 75%)

28.822
20.000
19.162

17.501
16.623
15.716
14.167
13.333
12.503
10.667

8.333
0.000
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(b) Deep-buried foundation

Figure 11: Strain of soil with different buried depth of foundation under ground motion.
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An artificial sandstone core model of large well group of positive rhythmic heterogeneous reservoir was designed and made for the
simulation of ASP flooding experiment in the moderate heterogeneous reservoir. The well layout of one injection and one
production was employed for the core model, to simulate the influence of polymer preslugs with different viscosity on ASP
flooding effect. The experimental results show that the injectability of the polymer preslug and the effect of relieving the
conflict of remaining oil production in each layer are related to the viscosity of the system. In the heterogeneous core model
with the coefficient of variation of 0.65, under the constraint of the same amount of polymer agent, the ASP flooding effect of
the 0.075 PV, 60mPa·s polymer preslug was better than that of the 0.093 PV, 40mPa·s and 0.064 PV, 80mPa·s polymer
preslugs. The change in the viscosity of the polymer preslug did not enable the ASP system to effectively exploit the low-
permeability layer though. As the viscosity increased, the pressure difference between injection and production increased; the
remaining oil could be exploited effectively at the bottom of the high-permeability layer and the medium-permeability layer as
well as the injection end of the medium-permeability layer. If the viscosity is too small, the high-permeability area cannot be
effectively blocked by the injected chemical agent, and if the viscosity is too large, the injected chemical agent cannot produce
good elastic displacement relationship, which will lead to ineffective chemical agent flow. Therefore, the polymer preslug
viscosity of the ASP flooding system should be moderate, and cores with different heterogeneity should have a reasonable
viscosity matching range.

1. Introduction

As a major oilfield in China, Daqing Oilfield has entered the
stage of tertiary oil recovery with high water cut after 62 years
of exploitation [1–3]. The development of conventional
homogeneous high-permeability reservoirs using alkali/sur-
factant/polymer (hereinafter referred to as ASP) ternary
compound chemical flooding system can enhance oil recov-
ery by more than 20% for water flooding [4–6]. In recent
years, due to the increasing cost of chemical agents and the
application of ASP flooding in heterogeneous reservoirs, the

injection mode of multislug chemical agent combination or
the multislug alternate injection of chemical agents of differ-
ent viscosity systems is adopted in the field test area to save
costs [7, 8].

In low-permeability reservoirs with fractured develop-
ment, Algharaib et al. [9] reduced the loss of alkali agents
and the loss of surfactant adsorption in the ASP system by
the injection of polymer preslugs and also proved that the
polymer preslug can adjust the displacement profile, so that
the ASP system can further enter areas that are not affected
in the water flooding stage. For highly saline reservoirs, a
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large number of preflush slugs are required prior to chemical
flooding to reduce the loss of chemical agents by highly
saline water in the reservoir. Therefore, the use of various
types of slugs before main agent injection can provide pro-
tection of chemical main agent [10–12]. Khan et al. carried
out the alternate injection scheme of high-viscosity slug
and low-viscosity slug [13]. The study shows that the alter-
nate multislug injection enhanced oil recovery by more than
2% over single-slug injection and reduced polymer con-
sumption by about 15%. That is, multislug injection is con-
ducive to enhancing oil recovery and saving the use of
chemical agents. For areas with severely developed reservoir
heterogeneity (medium heterogeneity: 0.5-0.7, strong het-
erogeneity: >0.7), the cost input of chemical flooding is more
risky [14–16]. Therefore, polymer protection slugs are added
before and after ASP main and secondary slugs, to ensure
that the ASP slugs enter the remaining oil-rich area and
avoid the dominant channel after water flooding [17, 18].
Hou et al. defined the critical displacement viscosity ratio
(ratio of displacement fluid viscosity to crude oil viscosity)
through a large number of laboratory experiments and stud-
ied the viscosity matching between heterogeneous reservoir
and ASP system [19]. Shedid optimized the concentration
and length of each ASP slug in low-permeability carbonate
reservoirs and demonstrated the effectiveness of ASP flood-
ing system in low-permeability carbonate reservoirs [20].
The results show that the higher the degree of reservoir het-
erogeneity, the higher the viscosity ratio of the optimal dis-
placement fluid to reservoir fluid required for profile
adjustment [21–23]. When the viscosity ratio of polymer
system to underground crude oil reaches 3.0 or more, the
polymer system has a stronger ability to expand the swept
volume and improve the oil displacement efficiency [24–26].

In this paper, by taking the polymer preslug in the ASP
multislug flooding system as the main research objective,
the effect of preslugs with different polymer concentrations
on chemical flooding recovery was mainly considered under
the same agent cost (that is, the same amount of polymer).
In this paper, the effect of polymer preslugs with different
viscosity on the recovery factor of ASP flooding was investi-
gated, with a particular focus on multislug ASP flooding in a
three-layer heterogeneous large-scale well group made of
artificial sandstone cores of different permeabilities. The
optimal polymer preslug injection viscosity of the hetero-
geneous reservoir rich in remaining oil in Daqing Oilfield
was investigated and demonstrated. At the same time, this
paper discusses in detail the preparation of the artificial
sandstone core model of large well group and the parts,
component proportion, and manufacturing technology
needed in the preparation process, which improves the
quality of core processing and makes the core preparation
process and details more scientific. With the development
of oil fields, several projects have proposed the method of
fracturing to tap more potential after ASP flooding [27,
28]. The simulation of the artificial sandstone core dis-
placement experiment has gradually changed from the
simple displacement method to the study of displacement
method considering complex stress conditions and fracture
conditions [29–31].

2. Preparation of the Artificial Sandstone Core
Model of Large Well Group

The artificial sandstone core model of large well group was a
cemented curing model, which was mainly composed of
quartz sand and epoxy resin mixed in proportion and solid-
ified after compaction by hydraulic press. The finished
model is shown in Figure 1. The vertical heterogeneity of
each layer in the core model was mainly controlled by the
particle size of quartz sand and the amount of epoxy resin.
The permeability variation range of cores with the same
composition can be controlled within 20~50mD only by
the size and duration of compaction pressure.

The purpose of establishing reservoir physical model is
to make the oil saturation distribution in the model conform
to the real underground situation, which is complicated and
affected by many factors. In general, the physical model
should be as close to the actual oilfield as possible in geomet-
ric conditions, physical conditions, boundary conditions,
and initial conditions. Some of these conditions, such as
model length, production pressure difference, and oil-water
viscosity ratio, can be directly controlled and selected. How-
ever, it is relatively difficult to control the gas permeability of
the artificial sandstone core model, and the core permeabil-
ity should be consistent with the field permeability in the
physical experiment. The main factors affecting the perme-
ability of artificial cores are the particle size of sand, the
intergranular porosity, and the amount of cementing agent.
Therefore, before the physical experiment, a large number
of artificial sandstone core models should be made for per-
meability testing so as to find the appropriate sand diameter
ratio, compaction pressure and time, and the dosage of
cementing agent. The results of a large number of artificial
sandstone core production show that under the same com-
paction pressure and sand dosage, increasing the particle
size of sands and reducing the dosage of cementing agent
can keep the porosity unchanged and improve the gas per-
meability of the core. The artificial sandstone core model
(shown in Figure 1) used the same porosity as the oilfield
prototype, the same polymer solution, alkali, surfactant,
and the same crude oil and remained geometrically similar
in size. Model parameters for physical simulation calcu-
lated based on oilfield prototype parameters are shown
in Table 1.

3. Artificial Sandstone Core Making Method

The artificial sandstone core model of large well group was
500mm long, 500mm wide, and 45mm high. The vertical
three layers had heterogeneous arrangement, with the
high-permeability layer at the lower layer of the model, the
medium-permeability layer at the middle layer, and the
low-permeability layer at the upper layer. Electrode moni-
toring points, aluminum pressure monitoring points, and
injection/production holes were arranged on the upper sur-
face of the core, to monitor the change in internal resistivity
of the core (the resistance values in cores are different with
different water cut), the change in internal pressure of the
core, and the saturation during the core flooding
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experiment, respectively, as shown in Figure 2. A variety of
injection and production methods can be simulated by the
layout of injection and production holes. The well pattern
in this paper was the diagonal layout, simulating the devel-

opment mode of one injection and one production well.
The vertical coefficient of variation of the model was 0.65,
and the gas permeability and making process of each layer
are shown in Table 2.

Production
hole 

Injection
hole 

Injection/productio
 hole

Pressure
monitoring

hole

Resistivity
monitoring

electrode

Figure 1: Artificial sandstone core model of large well group and main accessories.

Table 1: Comparison of prototype and model parameters.

Similarity criteria Attribute similarity Purpose
Physical model

values
Field
values

kz
qIμw

ρogh
� �

m

= kz
qIμw

ρogh
� �

n

Ratio of gravity to
driving force

Determine the amount of model injection 0.3mL/min 30m3/d

xD = xm
xn

Geometric similarity Determine the model size 70.7 cm 50m

zD = zm
zn

Geometric similarity Determine the model thickness 42 cm 30m

kzΔP
qIμw

� �
m

= kzΔP
qIμw

� �
n

Dynamic similarity
Determine the injection-production pressure

difference of the model
0.2MPa 15MPa

Φm =Φn Consistent porosity Determine the model porosity 22% 22%

μm = μn
Consistent crude oil

viscosity
Determine the crude oil viscosity 10mPa·s 10mPa·s

km = kn
Consistent gas log

permeability
Determine the model average permeability 500mD 500mD

Subscript m: model; subscript n: oilfield prototype; z: reservoir thickness, m; h: reservoir depth, m; ρo: oil-phase density, kg/m
3; k: gas permeability, mD; μw:

water-phase viscosity, mPa·s; ql : the volume of water injected into the reservoir by the injection well per unit time, m3/s; xD: the similarity ratio of
characteristic length; xm: the model length, m; xn: the field prototype length, m; Φ: porosity, %; ΔP: pressure difference between production and injection,
MPa; %; μ: oil-phase viscosity, mD; g: acceleration of gravity, m/s2.

Injection/
production

holes 

Low
permeability 

layer

Water cut
detection 
electrode 

Medium
permeabilit 

layer 

Outer
epoxy 
resin 

High
permeability

layer

Figure 2: Side structure of the artificial sandstone core model of large well group.
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4. Design and Making of Pressing Plate Mold
and Related Accessories

The pressing plate mold is a key technology to make the core
physical model of well group with electrode and pressure
holes. The pressing plate is mainly to distribute the down-
ward pressure of the hydraulic press and acts directly on
the cemented sand body to compact the sand body. In the
previous model making process, the core is first compacted
with a flat pressing plate without any reserved holes, then
cemented, and drilled with monitoring holes of various
functions. On the improved pressing plate, the orifice loca-
tions are drilled first for the monitoring resistor, pressure
collecting hole, and production/injection fluid, and a cylin-
drical tube is inserted into the core to reserve holes before
the core is pressed and cemented. Thus, the well location,
electrode monitoring point and pressure probe hole can be
made synchronously in the process of core compaction
and cementing, so as to avoid the link of drilling and extend-
ing with drill tools after core compaction and cementing,
reduce the damage to sand body after compaction and
cementing, and keep physical properties such as porosity
and permeability in the core unchanged. Compared with
the model of postprocessed orifice, the one-step forming
core physical model can withstand greater chemical dis-
placement pressure.

The pressing plate was designed as 510mm long,
510mm wide, and 30mm thick. A total of 8 injection/pro-
duction holes were designed on the plate, each of which
allows for the collection of injected and produced fluids as
well as simulating water inflow, water retreat, and core oil
saturation processes during the initial stage of the experi-
ment. There were 41 groups of electrode monitoring points.
Each group of electrode monitoring points included 3 pairs
of 6 electrodes, with a spacing of 6mm between each pair,
which were, respectively, used to monitor the resistance
change caused by the change of water cut in the high-
permeability layer, medium-permeability layer, and low-
permeability layer. There were 9 groups of pressure moni-
toring points. Each group of pressure monitoring points
included 3 pressure holes with a diameter of 4mm and a
spacing of 15mm between each hole, which were, respec-
tively, used to monitor the pressure changes in the high-
permeability layer, medium-permeability layer, and low-
permeability layer. The details are shown in Figures 3 and 4.

Pressure probe hole mould is shown in Figure 5. It is
composed of upper and lower parts. The lower thin part is
inserted into the core to prefabricate the orifice, while the
upper thick end bears the downward pressure. The upper
bearing cylinder had a diameter of 15mm and a height of
30mm, while the lower insertion cylinder had a diameter
of 3mm, and lengths of 37.5mm, 52.5mm, and 67.5mm,
respectively. The different length of the lower thin part of
the pressure measuring point is mainly to cooperate with
the pressing plate mold, so that it can be accurately inserted
into different layers at different longitudinal depths of the
core to accurately measure the fluid pressure of each layer.

The injection/production wellbore mould consists of
upper and lower parts (as shown in Figure 6). It is mainly

used to form a cylindrical longitudinal flow channel in the
core. The upper bearing cylinder had a diameter of 45mm
and a height of 30mm. The lower thin insertion end had a
diameter of 3mm and a length of 70mm. The wellbore
mould and the pressure probe hole mould had the same
upper cylinder part of 30mm, so that the pressure end is
in the same horizontal plane once they are put in the press-
ing plate to keep the core pressing surface level.

Monitoring electrode wires were made of copper wires
coated with insulating paint, and the exposed copper wire
of the monitoring end monitored the resistance change
caused by the change of water cut inside the core. Each elec-
trode monitoring point had 3 pairs of electrodes, each of
which was used to test water cut changes in a layer. If a sin-
gle electrode is inserted directly into the core, the wire will
bend, resulting in large error in the measured data [11, 16].
Therefore, an integrated accessory for the electrode wire
was designed and processed. Thus, 6 electrodes can be
inserted simultaneously at different depths before the core
is pressed and cemented. The electrode integrated accessory
was designed as 6mm in diameter and 10mm in height. 6
semicircular grooves with a diameter of 1.5mm were uni-
formly distributed on the circumferential surface (as shown
in Figure 7(a)).

The grooves were used to place electrodes, and the elec-
trodes were fastened with rubber rings to ensure flush tops.
Then, electrodes of different lengths of 10 cm, 8.5 cm, and
7 cm can be inserted into the specified depth, with the
10 cm electrode pair for monitoring the high-permeability
layer, the 8.5 cm electrode pair for the medium-
permeability layer, and the 7 cm electrode pair for the low-
permeability layer. The assembled electrode wires are shown
in Figure 7(b).

Quartz sand and epoxy resin corresponding to different
permeability were mixed evenly and spread into the mold
successively from low-permeability to high permeability.
Then, the electrode assembly, wellbore mould, and pressure
probe hole mould were inserted (as shown in Figure 8(a)).
The flat plate was used to press the low-permeability layer,
then the medium-permeability layer, and finally, the high-
permeability layer, to ensure that the sand body is 1.5 cm
thick after each layer is compacted. After compaction, the

Injection/production reserved
hole 

Water cut detection
electrode reserved hole 

Pressure measurement
reserved hole 

Figure 3: Design drawing of pressing plate mold.
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accessories were removed to dry the core and obtain a core
model not coated with epoxy resin (as shown in Figure 8(b)).

5. Experiment Scheme

The flooding scheme in this experiment: water flooding
(water cut at the outlet stable at 98%) + polymer preslug
(fixed polymer dosage) + 0.3 PV ASP main slug + 0.2 PV
ASP secondary slug + 0.2 PV subsequent polymer slug +
0.2 PV subsequent water flooding. With the purpose to save

the chemical flooding costs in moderately heterogeneous
reservoirs, oil recovery factors were investigated under poly-
mer preslugs with different viscosities, subsequent displace-
ment scheme being the same. A particular viscosity of the
polymer preslug is implemented by changing the concentra-
tion of the polymer preslug while ensuring that the total
amount of polymer used in the polymer preslug stage is
the same. The viscosity of the polymer preslug was set at
40mPa·s, 60mPa·s, and 80mPa·s according to the maxi-
mum operating conditions of the field injection pump sys-
tem. The injection amount of each slug in the three
experiment schemes was designed by maintaining the same
amount of polymer in the polymer preslug in all schemes
(as shown in Table 3).

The polymer preslug has a great influence on the func-
tion of ASP system. Its main function is to adjust the inner
plane and longitudinal direction of the core using the visco-
elasticity of polymer, reduce the heterogeneity in the reser-
voir, and protect the ASP main slug [32]. This helps the
ASP main slug enter the oil enrichment area not affected
by water flooding and reduce the adsorption loss of expen-
sive chemical agents. The ASP main and secondary slugs
can reduce the water cut of the produced fluid and increase
the oil production. The concentration of chemical agents in
the ASP secondary slug was lower than that in the ASP main
slug [33]. At the oilfield site, it is believed that the affected
area after the injection of the main slug is close to the
adsorption saturation state, and the secondary slug supple-
ments the main slug. The injection stage of ASP slug is the
same as the field operation of the oilfield. The alkali, surfac-
tant, and polymer were mixed in proportion and injected
into the core. The injected chemical agent has high viscosity
and can form ultralow interfacial tension with crude oil,
which can extend swept volume, enhance oil displacement
efficiency, and improve oil washing ratio [34]. In the ASP
system, the polymer is to increase the viscosity of the system
and control the fluidity, the surfactant is to reduce the oil-
water interfacial tension and improve the oil washing ratio,
and the alkali is to react with the acidic components of crude
oil to produce surfactants in situ [35]. The subsequent poly-
mer slug is to prevent the breakthrough of injected water in
the subsequent water flooding stage from affecting the oil
displacement efficiency of ASP slug and also protect the
ASP slug [1, 2]. The subsequent water flooding is to main-
tain the displacement pressure and reduce the agent use
and cost [3, 5, 7] [2].

There is no clear standard and regulation for oil dis-
placement experiment of large plate artificial core. The
experiment refers to the Chinese small natural cylindrical
core test standard GB/T 28912-2012 Test method for two-
phase relative permeability in rock, and the advance velocity
of the displacement front is recommended as the criterion to
investigate the recovery efficiency, pressure, and other
parameters. According to the daily injection volume of injec-
tion wells, the spacing between production wells and pro-
duction wells, and the output of production wells, the
calculated thrust velocity of the mainline of the water flood-
ing front is 1m/d. The purpose of the experiment is to select
the optimal viscosity of polymer preslug by comparison.

Figure 4: Picture of pressing plate mold.

Figure 5: Schematic diagram of pressure probe hole mould.

Figure 6: Wellbore mould.
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Therefore, the experiment mainly focuses on the changing
trend of injection pressure and recovery degree and does
not carry out error comparison analysis with field or other
artificial cores. The experimental data in this paper are arith-
metic average values of parallel experiments.

The specific steps are implemented as below: (1) the core
physical model of large well group is vacuumed and satu-
rated with simulated water; (2) the core physical model is
saturated with oil with oil saturation of over 65%; (3) water
flooding is carried out with simulated water at a rate of
0.3mL/min until the water cut at the outlet stabilizes at more

(a) (b)

Figure 7: (a) Design drawing of electrode accessory; (b) electrode space diagram.

(a) (b)

Figure 8: (a) Assembly of accessories; (b) the artificial sandstone core model not coated with epoxy resin.

Table 3: Experiment scheme for viscosity optimization of polymer preslug.

Name of chemical slug
Slug size

PV
Polymer concentration

mg/L
System viscosity

mPa·s
Alkali concentration

wt%
Surfactant concentration

wt%

Polymer preslug

1 0.093 1900 40 —— ——

2 0.075 2360 60 —— ——

3 0.064 2775 80 —— ——

ASP main slug 0.3 2450 30 1.2 0.3

ASP secondary slug 0.2 2300 30 1.0 0.1

Subsequent polymer slug 0.2 1635 30 —— ——

Table 4: Simulated water ion salinity.

No. Agents Mass concentration g/L

1 NaCl 3.977

2 CaCl2 0.028

3 MgCl2·6H2O 0.046

4 Na2SO4 0.093

5 NaHCO3 2.634

Total salinity 6.778
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than 98%. It is injected into the polymer preslug, ASP main
slug, ASP secondary slug, and polymer postslug; (4) subse-
quent water flooding is carried out until the water cut at
the outlet stabilizes at more than 98%; (5) electrodes and
pressure monitoring devices are used to monitor the pres-
sure of each layer and the distribution of remaining oil.

6. Determination of Experimental Oil, Water,
Chemical Agent, and Rock
Electricity Relationship

The oil used in the experiments was D4-1-22 wellhead crude
oil from Daqing Oilfield, and the viscosity of crude oil was
10mPa·s at 45°C. According to the ion salinity provided in
the oilfield site, the simulated water was used for the prepa-
ration of saturated water, water flooding, polymer preslug,
ASP main slug, ASP secondary slug, postslug, and subse-
quent water flooding stage of the core model of well group.
The specific salinity is shown in Table 4.

In the chemical flooding agent used in the experiment,
the molecular weight of the polymer was 12 × 104
~16 × 104 g/mol, the surfactant was petroleum sulfonate,
and the alkali was analytical pure Na2CO3.

6.1. Determination of Polymer Viscosity-Concentration
Relationship. Determination of the viscosity-concentration
relationship of the polymer preslug, the ASP main slug, the
ASP secondary slug, and the polymer postslug is of great sig-
nificance for the precise preparation of the system viscosity
in the experiment program. Polymer preslug and polymer
postslug have the same composition and are collectively
referred to as polymer slug in the test.

The polymer slug, ASP main slug, and ASP secondary
slug with different concentrations of 500mg/L~3000mg/L
were prepared from the polymer mother liquid with simu-
lated water. The viscosity of different concentrations was
determined at 45°C, and the corresponding concentration
relationship curves of viscosity systems of 40mPa·s,
60mPa·s, and 80mPa·s were finally determined. The deter-
mined results are shown in Figure 9.

6.2. Establishment of the Relationship between Oil Saturation
and Resistivity of Rock. There are two phases of oil and water
in the pore medium of the core model. Anion and cation can
be ionized from the salt substance in the water phase, ions
will move directionally under the action of the electric field
and generate current, and the current intensity is related to
the content of ions in the water phase. It is assumed that
other physical properties remain unchanged in the core
model and that resistivity is only a function of the amount
of oil and water in the pores; a standard curve of resistance
values and oil saturation (water cut) can be established.
The theoretical method of the relationship between Archie
saturation and lithology was applied to calibrate the satura-
tion. Since other components in the core are nonconductive,
oil saturation in the core can be directly reflected by different
resistance values:

I = Rt

Ro
, ð1Þ

where Rt is the resistivity of rock containing oil, Ωm; Ro is
the resistivity of rock completely containing water, Ωm.
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Figure 9: Concentration-viscosity curve of polymer.

Figure 10: Microelectrode core model of different permeability.
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The microelectrode core model with a width of 15mm, a
height of 15mm, and a length of 100mm, as shown in
Figure 10, was used to carry out the physical simulation
experiment of water flooding. The microelectrode core
model was used to determine the resistance values of cores
with different permeability under different oil saturation,
and then, the standard curve of the relationship between
oil saturation and resistivity of rock was established (as
shown in Figure 11). In the flooding experiment of the core
model, the resistance values at different test points were

monitored by a resistance recording system, and the oil sat-
uration value of each test point can be calculated reversely
according to the standard curve. Thus, the distribution of
oil saturation of the whole heterogeneous well core model
at any time was plotted.

7. Experimental Results

Table 5 shows the recovery degree of the water flooding
stage and the total recovery degree of the final chemical
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Figure 11: Test results of resistivity and oil saturation curves of different permeability layers.

Table 5: Recovery degree of different polymer preslug viscosity.

Scheme
Preslug viscosity

mPa·s
Recovery degree by water flooding

%
Enhancement by chemical flooding

%
Total recovery degree

%

1 40 35.12 18.02 53.14

2 60 35.44 19.35 54.79

3 80 35.5 18.74 54.24
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Figure 12: Water cut trend during chemical flooding with different polymer preslug viscosity.
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flooding in the ASP preslug experimental scheme. It is con-
cluded that the 60mPa·s polymer preslug scheme had the
best displacement effect, while the worst displacement effect
was found in the 40mPa·s polymer preslug scheme. Increas-
ing the polymer preslug viscosity can effectively improve the
recovery degree during chemical flooding, which does not
mean that the higher the viscosity the better, for example,
the 80mPa·s polymer preslug scheme had a weaker oil dis-
placement effect than the 60mPa·s polymer preslug scheme.

Taking the end of water flooding as the monitoring start-
ing point, the relationship curve between the injected PV of
chemical agent and the water cut at the core outlet was plot-
ted (as shown in Figure 12). At the initial stage of chemical
flooding (0-0.31 PV), the water cut of the 60mPa·s polymer
preslug system decreased rapidly, proving that the 60mPa·s
system has more prominent advantages in profile control
by chemical flooding, which allows for earlier water injection
effect of the ASP main slug. In the middle stage of chemical
flooding (0.31-0.51 PV), the water cut recovered slowly,

which proved the full water injection effect of main and sec-
ondary slugs. Under the experimental conditions, the
improvement by chemical flooding in the 60mPa·s system
was 1.33% and 0.6% higher than the 40mPa·s and 80mPa·s
systems, respectively.

The polymer preslug chemical flooding scheme of three
viscosity systems had a stable oil production time (as shown
in Figure 13). The 60mPa·s system showed good oil recovery
effect from the initial stage of chemical flooding, indicating
that the 60mPa·s system has a good match with the reservoir
with a coefficient of variation of 0.65.

7.1. Pressure Change. Increasing the viscosity of the polymer
preslug can increase the injection-production pressure dif-
ference. However, the high viscosity of the system will result
in pressure concentration near the injection well, and the
area near the well has large pressure loss, short pressure
propagation distance, and small spreading range. Pressure
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changes during the chemical flooding are shown in
Figure 14.

High-viscosity polymer will lead to increased injection
pressure, the polymer accumulates at the injection end,
and the viscosity decreases due to severe shear, resulting in
serious displacement pressure loss, which exhibits a small
pressure sweep area in the core. According to the pressure
monitoring data, the pressure field diagram of each layer at
the end of the ASP main slug stage was plotted (as shown
in Figure 15). There was no obvious difference in the pres-
sure sweep range of displacement fluid in reservoirs with dif-
ferent permeability, and the pressure and sweep range of
each layer were close [36, 37]. However, the stress condition
in the core matrix was obviously different according to por-
oelasticity or thermo-poroelasticity theory [38, 39]. It is
planned in the next phase of the project, with additional

experimental modules to be added, it will be possible to
monitor the changes of stress in the matrix.

7.2. Remaining Oil Distribution. At the end of the ASP main
slug stage, the remaining oil distribution of each permeabil-
ity layer in the core physical model of well group is shown in
Figure 16. Increasing the viscosity of the polymer preslug is
beneficial for the ASP system to expand along the diagonal
main stream line to the sides rich in remaining oil in the
high-permeability layer, the producing degree of the
medium-permeability layer significantly increases, and sig-
nificant producing effect appears near the injection well in
the low-permeability layer. If the polymer preslug system
has very high viscosity, the profile control system will have
similar longitudinal and lateral advance effect as the low-
viscosity system, and the difference of remaining oil
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Figure 15: Pressure field distribution at the end of the ASP main slug stage under different polymer preslug viscosity; (a) pressure field
distribution in low-permeability layer; (b) pressure field distribution in medium-permeability layer; (c) pressure field distribution in
high-permeability layer.
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production between layers is quite significant after the ASP
main slug flooding.

According to the electrode test resistance, the oil satura-
tion distribution of the longitudinal profile along the diago-
nal direction of the core, namely, the direction of the main
stream line, was plotted (as shown in Figure 17). The
40mPa·s polymer preslug chemical flooding system did not
improve the displacement profile vertically. Due to the low
viscosity and small displacement differential pressure incre-
ment, the displacement fluid only improved the displace-
ment channel after water flooding in the high-permeability
layer. Due to the large injection pressure difference of
80mPa·s polymer preslug chemical flooding system, the dis-
placement fluid did not exhibit a good elastic displacement

relationship with the reservoir. In the middle area of the
injection well and the production well, the displacement
fluid did not diffuse in the upper medium-permeability layer
and low-permeability layer, but flew to the bottom of pro-
duction well along the bottom of high-permeability layer.
This also shows that the high-viscosity polymer preslug has
a better profile-control effect for wells close to each other.
With high injection pressure, the polymer will suffer severe
shear and high viscosity loss in the reservoir, and the chem-
ical flooding system cannot maintain effective viscosity.

Different from the pressure distribution field, the distri-
bution of oil saturation field is quite different in different
permeability layers, which can effectively determine the pro-
duction degree of ASP chemical flooding. The remaining oil
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Figure 16: Remaining oil distribution at the end of the ASP main slug stage under different polymer preslug viscosity; (a) remaining oil
distribution in low-permeability layer; (b) remaining oil distribution in medium-permeability layer; (c) remaining oil distribution in
high-permeability layer.
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in the high-permeability layer was more thoroughly
exploited, with oil saturation as low as 12% in the main
stream line and an average oil saturation of about 27%. At
the bottom of the medium-permeability layer, the main
stream line runs through injection and production wells,
while no obvious main producing area running through
injection and production wells was found in the low-
permeability layer. This indicates that the main increased
oil production area of the ASP system comes from the lateral
profile control in the high-permeability layer, and a small
part comes from the near-wellbore area of the injection well
and the main stream line area at the bottom of the medium-
permeability layer. The low-permeability reservoir had a
very limited producing effect, and the change in the viscosity
of the polymer preslug had an obvious effect on the profile-
control of medium- and high-permeability layers for moder-
ately developed heterogeneous reservoirs. Therefore, the
injectability of polymer preslug and the effect of alleviating
interlayer conflicts are related to the viscosity of chemical
flooding system, so the viscosity of polymer preslug shall
not be too high, and cores with different heterogeneity
should have a reasonable viscosity matching range.

8. Conclusions

In this paper, economical use of the ASP is investigated. Pre-
slug is beneficial, and the viscosity of polymer preslug shall
not be too high. Higher viscosity will lead to increased injec-
tion pressure, ineffective elastic displacement of polymer and
ASP chemical flooding systems, and fast viscosity loss of the
injected displacement fluid, resulting in the waste of chemi-
cal agents. The reasonable polymer preslug viscosity is
60mPa·s in a heterogeneous reservoir with a coefficient of
variation of 0.65.

Under the same pressure field, remaining oil distribu-
tion, recovery degree, and chemical agent dosage, the poly-
mer preslug with viscosity of 60mPa·s and slug size of
0.075 PV are more beneficial for the pressure to extend to
the nonmain stream line area on both sides and tend to
increase the sweep area of the plane. Longitudinally near
the injection well, the production conflict between medium-
and high-permeability layers can be alleviated, which effec-
tively improves the degree of production at the bottom of
the high-permeability and the medium-permeability layers,
as well as the injection end of the medium-permeability
layer.

The remaining oil in the low-permeability layer cannot
be effectively displaced by changing the viscosity of the poly-
mer preslug in the ASP chemical flooding system. The major
areas of increased oil production at the ASP flooding stage
are the high-permeability layer and the bottom of
medium-permeability layer.

The making process of core physical model of large well
group was explored and improved, the pressing mold and
accessories were designed, and the arrangement of water
cut monitoring electrode was optimized. Moreover, the pro-
cess of drilling pressure holes and injection/production holes
after core cementation was avoided, which ensures that the
physical parameters of core after cementation were not
affected by the installation of accessories. It can satisfy the
high-pressure requirements of chemical flooding experi-
ments and accurately detect water cut and pressure changes
in the core.

After ASP flooding, thick reservoirs are mostly exploited
by subsequent water flooding to maintain formation pres-
sure, but the subsequent development effect is staggeringly
inefficient. At present, both laboratory and field experiments
show that the recovery degree of low- and medium-
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Figure 17: Distribution profile of residual oil along main stream line at the end of the ASP main slug stage under different polymer preslug
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permeability reservoirs after ASP flooding is low, and it has
great potential for further tapping the remaining oil of low-
and medium-permeability reservoirs by fracturing technol-
ogy [40]. In laboratory experiments, the large size of the core
can be complete debonding or no water cut, can capture area
of low- and medium-permeability core samples for triaxial
fracturing experiment, which can be used to investigate the
enhanced oil recovery range of the ternary system after frac-
turing, and can also be compared with the triaxial fracturing
of the core sample of the low- and medium-permeability res-
ervoir after water flooding to investigate the fracturing effect
of the ternary system after flooding [41, 42].
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Buried depth is an important factor affecting the deformation and failure of gob surrounding rock. Basing on triaxial compression
unloading test and acoustic emission (AE) of limestone under three different initial confining pressures (5MPa, 10MPa, and
20MPa) and three different stress paths, we analyzed the deformation and failure characteristics and energy releasing process
of the virgin rock, the gob overburden rock, and the gob sidewall rock with different buried depths (within 1000m). The
results showed that, with the increase of buried depth, the shear fracture mainly propagated and the failure mode of the gob
sidewall rock changed from brittleness to plasticity; however, the gob overburden rock was all brittle failure. Compared with
shallow buried depths, the energy releasing triggered by confining pressure reduction in deep buried depths was more
concentrated and intense. Under the background of deep buried depths, the peak strength and residual strength of the gob
sidewall rock were the lowest, and the damage variable was the largest. We proposed that the first “acute phase” of AE can be
wielded as the precursor information of the gob sidewall rock failure and crack propagation of hydraulic fracturing. The
findings of the study are beneficial for the disaster prevention and control of deep mining in mountainous area, as well as
fracturing evaluation.

1. Introduction

With the consumption and utilization of coal resources,
deep mining gradually tends to be normalized, and the coal
mines with mining depth close to 1000m are increasing
yearly [1, 2]. Under the influence of deep in situ stress and
mining disturbance, the gob surrounding rock shows non-
linear mechanical characteristics [3], which further lead to
large-scale geohazards. In mountainous areas of Guizhou,
China, the stress redistribution of gob surrounding rock
after mining further induces deformation of overburden
rock and coal pillar failure and even the whole instability
of slope [4–6]. We investigated the mining forms and slope
structure conditions of some mines in mountainous areas
of Guizhou (Table 1), which have the following common
characteristics: (a) large buried depth span of coal seam
(160~1100m); (b) small dip angle of coal seam (8~12°); (c)
medium-thick coal seam (1.59~3.6m); (d) limestone, sand-

stone, siltstone, and other hard rocks exist in the roof; and
(e) longwall mining method adopted. Among them, the bur-
ied depth of coal seam determines the initial in situ stress
conditions of gob surrounding rock, affecting the deforma-
tion of gob overburden rock and gob sidewall rock [7].
However, the deformation and failure characteristics and
instability prediction of gob surrounding rock affected by
buried depth were rarely studied by scholars.

In shallow underground mining, the failure of gob sur-
rounding rock limited in a small area usually occurs after a
period of accelerated deformation. However, in deep mining,
the destruction of gob surrounding rock is often large scale
[8]. It is an important prerequisite to understand the deforma-
tion and failure characteristics of gob sidewall rock and over-
burden rock under the influence of mining-induced stress
redistribution. Many scholars have studied the laboratory
mechanical tests of different rocks under various stress paths
[9–11]. Furthermore, the use of AE brings more precursory
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information of rock deformation and failure and can even be
used as a reliable method to identify fracture propagation dur-
ing hydraulic fracturing [12, 13]. The process energy releasing
law based on AE characteristic parameters has been studied a
lot [14], and a series of damage constitutive relations have been
proposed [15]. Under specific geological background, the
deformation and failure characteristics of rock under different
stress paths and confining pressures have been proved to be
able to reflect the deformation properties of gob surrounding
rock [16]. Hence, it is necessary to study the deformation and
failure characteristics of gob surrounding rock based on the
stress-strain relations and energy releasing law.

The background of this study is the growing deep min-
ing operations in mountainous areas of Guizhou Province.
Basing on triaxial compression unloading experiment and
AE test, we studied the deformation and failure characteris-
tics of gob sidewall rock and overburden rock under differ-
ent buried depths. The findings of the study would be
useful for strength characteristics and failure predicting of
gob surrounding rock under different buried depths and also
provide some inspiration for the evaluation of deep hydrau-
lic fracturing.

2. Experimental Material, System,
and Procedures

2.1. Test Specimens and Apparatus. In this study, as the over-
burden and sidewall rock of the gob, the thick limestone of
Feixianguan Formation of the Lower Triassic, which is
exposed from the mining slope of Daqing Coal Mine in
Nayong County, Guizhou Province, was selected as the exper-
imental object. According to the rock test standards of the
International Society for Rock Mechanics (ISRM) [17], cylin-
drical samples with a diameter of 50mm and a length of
100mm were prepared. In order to avoid the discretization
of experimental results, all samples are prepared from the
same rock mass, the cutting direction is perpendicular to the
rock layer, and the samples do not contain the layers and
primary joints [18].

The MTS815 Flex Test GT triaxial rock mechanics test
system was used for the test (Figure 1), which can provide
normal load capacity up to 4600 kN and maximum allowable

confining pressure 140MPa. Linear variable differential trans-
former (LVDT) was used to obtain the full stress-strain curve
of the rock. The Micro-II Digital AE System was used to mon-
itor the acoustic signal of material fracture. Before the test,
four AE sensors were symmetrically fixed on the pressure
chamber (Figure 1), and the adhesive was Vaseline. In the test,
the threshold of acoustic emission amplitude was set at 40dB
to eliminate the influence of environmental noise. The elastic
wave generated by rock fracture is received by the sensors after
passing through the cold shrinkable tube on the sample
surface, hydraulic oil, and the outer wall of the pressure cham-
ber, which will weaken the intensity of the AE signal, which is
inevitable. However, this measurement method has little influ-
ence on the determination of characteristic AE signals such as
yield, macroscopic fracture, and friction sliding between
fracture surfaces [16].

2.2. Testing Scheme. Deep mining is often met with huge gob
surrounding rock stress. We collected the original stress data
at different buried depths and calculated the equivalent con-
fining pressure at different buried depths. According to the
statistical results in Table 2, in the range of buried depth less
than 1000m, excluding data noise, the confining pressure fluc-
tuates within 5~20MPa [19–21]. In this study, the confining
pressures of 5MPa, 10MPa, and 20MPa were selected to sim-
ulate the original rock stress under different buried depths.

Under the same confining pressure (that is, the same
buried depth), three different stress paths were considered
to represent the stress environment of the virgin rock

Table 1: Mining forms and slope structure conditions of some mines in mountainous areas of Guizhou.

Faer mine Lvtang mine
Yongsheng

mine
Qingshan
mine

Zuojiaying
mine

Daqing
mine

Guobao mine

Location Liupanshui city Bijie city Bijie city Duyun city Bijie city Bijie city Xingren county

Depth of coal seams (m) 300~1020 220~1000 200~1000 160~900 280~1100 400~1050 600~1000
Coal seam plunge (°) 10 10 8 10 12 12 8

Average thickness of coal seams (m) 2.8 1.99 2.65 3.6 1.7 2.35 1.59

Direct roof lithology Mudstone Siltstone Limestone Sandstone Limestone
Pelitic
siltstone

Limestone,
marlstone

Indirect roof lithology Pelitic siltstone
Packsand,
limestone

Limestone Macker Limestone Limestone Limestone

Coal mining method Longwall mining method

Tr iaxial
compression
cell

AE transducers

Preamplifier

Figure 1: MTS815 Flex Test GT triaxial rock mechanics test system
and Micro-II Digital AE System.
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(Scheme 1), gob overburden rock (Scheme 2), and gob
sidewall rock (Scheme 3) (Figure 2). In a short time after
the formation of the gob, the gob overburden hard strata
still bear the gravity of the strata below the ground surface.
Furthermore, the lateral constraints of the gob boundary
gradually disappear, leading to the development of tensile
fractures extending upward from the gob boundary,
resulting in a small confining pressure reduction of the gob
overburden rock [22]. Without the support of the coal
seam, the gravity of the rock above the extracted panel will
be completely borne by the gob sidewall rock, leading to
the rapid concentration of axial stress on the sidewall rock.
The decrease of confining pressure makes the sidewall rock
exposed to adverse stress environment.

Different stress path schemes were designed as follows
(Figure 3). In order to ensure the representativeness of results,
each experimental condition was repeated for 3 times, and AE
counting was carried out throughout the whole process.

For each experimental scheme, the confining pressure
was first increased to the preset value (5MPa, 10MPa, and
20MPa) at a constant rate of 0.5MPa/s. Considering that
the change of confining pressure of overburden rock lags
behind the sidewall rock, the unloading rate of confining
pressure of Scheme 2 was set in this paper to be less than
that of Scheme 3.

Scheme 1. Axial load is applied to sample at a constant rate
of 0.1MPa/s until the specimen fails.

Scheme 2. Increase the axial load at a rate of 0.1MPa/s to 0.8 qu
(qu is the peak compressive strength of the rock in Scheme 1).
With the axial load unchanged, the confining pressure is
reduced at a rate of 0.1MPa/s until the specimen fails.

Scheme 3. Increase the axial load at a rate of 0.1MPa/s to 0.6
qu, and then, decrease the confining pressure at a constant
rate of 0.2MPa/s and continue to increase the axial load at
a constant rate of 0.1MPa/s until the specimen fails.

In each experiment scheme, the confining pressure was
kept unchanged, and the residual strength was obtained by
continuous axial compression.

3. Results

In this part, the stress and strain characteristics and process
energy releasing of rock deformation and failure under different
experimental settings are analyzed. In the process of compres-
sion deformation of rock specimens, the initiation, expansion,
and coalescence of microcracks often result in energy releasing,
and themagnitude of which can be directly characterized by AE
counting. The damage variable defined by AE counting is used
to characterize the whole process of energy releasing. Consider-
ing that the rock still retains different degrees of residual
strength after failure under different loading conditions [14],
the damage variable D′ is defined as

D′ = 1 − σc
σd

� �
× Cd

C0
, ð1Þ

where σc is the residual strength, σd is the peak compressive
strength, Cd is the cumulative ringing count at any time, andC0
is the cumulative ringing count in the whole process.

According to the ringing count and the characteristics of
damage variables, the deformation and failure of rock under
different test conditions can be divided into three periods,
namely, A—the quiet phase, B—the transition phase, and
C—the acute phase.

3.1. The Virgin Rock. The confining pressure was kept con-
stant throughout the test process for studying the mechanical
properties of the virgin rock at different buried depths.
Figures 4 and 5 show the whole process of stress-strain
relations under three different confining pressures and the
fracture sketch after failure. It is obvious that with the increase
of confining pressure, the peak compressive strength increases
significantly, and the elastic modulus increases slightly. We
determined the primary and secondary fractures by observing
the sequence and the width of fractures, the fracture sketch
shows that the failure mode of rock changes from brittleness
to ductility, and the increase of confining pressure leads to
more secondary fractures in the failure process, which inter-
sect with the main fractures to form several groups of “shear
joints.” See in Figure 6, under the confining pressure of
5MPa, the rock deformation and failure experience “A-C-
A,” which is manifested as the energy short-term releasing,
and brittle failure occurs after the completion of the releasing
of high-level energy. Under 10MPa, the rock deformation and
failure experience “B-C-A,” and part of the energy releasing
occurs in the elastic deformation stage. The “acute phase”
starts almost at the same time as the plastic deformation,
and the residual strength appears after the end of the “acute
phase,” and then, it enters the “quiet phase.” Under 20MPa,
the rock deformation and failure experience “A-B-C-A.”
Compared with the condition of low confining pressure, the
energy releasing is less in elastic deformation stage, and the
“acute phase” starts only after the partial plastic deformation
of the rock. It can be seen that the increase of confining
pressure brings the hysteresis of energy releasing.
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Figure 2: The stress environment of gob surrounding rock (d: the
width of open-off cut; γ: unit weight of rock; H: thickness of
rock; Q: weight of gob overburden rock).
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Figure 4: Axial stress/confining pressure-strain relations of Scheme 1 under different confining pressures.
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Figure 6: AE ringing count/damage variable-time relations of Scheme 1 under different confining pressures (confining pressure setting: (a)
5MPa, (b) 10MPa, and (c) 20MPa).
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3.2. The Gob Overburden Rock. Under different confining
pressure conditions, the rock presents brittle failure, and
the axial stress drop almost appears when the confining
pressure decreases (Figure 7). Under 20MPa, the postpeak
residual deformation is larger. Under low confining pres-
sure, the deformation and failure are controlled by tensile
crack, while under high confining pressure they are con-
trolled by shear crack (Figure 8). See in Figure 9, under
5MPa, the rock deformation and failure experience “A-C-
A.” Obviously, confining pressure unloading causes a longer
“acute phase,” in which “the acute phase” mainly contains
two major energy releasing events, the first one occurs before
the unloading stage of confining pressure and the second
one in the postpeak stress adjustment stage. The energy
releasing at the second one may be caused by further dislo-
cations of the coarse joints inside the rock [16]. Under

10MPa, the rock deformation and failure experience “A-B-
C-A,” and the unloading of confining pressure, plastic defor-
mation, and the beginning of the “acute phase” appear
almost at the same time. Under 20MPa, the rock deforma-
tion and failure experience “A-B-C-A,” which is different
from the energy releasing of the virgin rock. The plastic
deformation starts almost at the same time as the “acute
phase,” and sustain time is slightly longer.

3.3. The Gob Sidewall Rock. With the increase of confining
pressure, the failure form changes from brittleness failure to
plasticity failure. However, different from the virgin rock, the
threshold value of confining pressure required by the transi-
tion from brittleness to plasticity becomes higher in this case
(Figure 10). The deformation and failure are controlled by
the “tension-shear” composite crack, and the failure tends to
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Figure 8: Sketch of fractures after failure of Scheme 2 under different confining pressures.
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integrate from fragmentation with the increase of confining
pressure (Figure 11). See in Figure 12, under 5MPa, the rock
deformation and failure experienced “A-C-A,” and the
unloading of confining pressure triggered the energy releasing
in the “acute phase.” The first postpeak stress drop event did
not release too much energy, and after the stress adjustment
in the later period, there appeared an energy release event with
the largest ring count. Under 10MPa, the rock deformation
and failure experience “A-C-B-A.” Similarly, the unloading
of confining pressure almost happens at the same time as the
energy releasing in the “acute phase.” A large amount of
energy is released near the peak compressive strength, and a
small amount of energy is released in the residual deformation
stage. Under 20MPa, rock deformation and failure experience
“A-C-B-C-A,” the unloading of confining pressure causes the
energy releasing of the first “acute phase,” and as the rock
strain softening phenomenon, a small number of AE signal
is received. After the accumulation of deformation, the second

“acute phase” occurs, the axial stress drops rapidly, and then,
the residual deformation occurs. Obviously, under low confin-
ing pressure, the advance reduction of confining pressure
makes the energy releasing in the “acute phase” more dis-
persed and the duration longer. With the increase of the initial
confining pressure (buried depth), the failure mode of the rock
changes from brittleness to plasticity and causes several “acute
phases.”

4. Discussion

Table 3 statistics the peak compressive strength, residual
strength, and damage variables of the virgin rock, the gob
overburden rock, and the gob sidewall rock under different
confining pressures (buried depths).

For peak compressive strength and residual strength: com-
pared with the virgin rock and the gob overburden rock, the
gob sidewall rock always has the lowest peak compressive
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Figure 11: Sketch of fractures after failure of Scheme 3 under different confining pressures.
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strength under different confining pressures (Figure 13). After
the stress redistribution, the probability of instability failure is
great. Cai et al. [23] and Liang et al. [16] proposed that the gob
surrounding rock with higher residual strength tends to have a
smaller yield range, and the residual strength is of great signif-
icance to underground construction and support design. By
comparing the experimental results in this paper, it is found
that the increase of confining pressure can effectively improve
the residual strength of the gob overburden rock and sidewall
rock. In addition, the residual strength of the gob overburden
rock is the minimum when the confining pressure is 5MPa,
while the residual strength of the gob sidewall rock is the min-
imum when the confining pressure is 10MPa or 20MPa.

For damage variables: with the increase of confining
pressure, the damage variables of the virgin rock, the gob
overburden rock, and the gob sidewall rock show the charac-
teristics of gradually decreasing, decreasing first and then
increasing, and gradually increasing, respectively. Under
5MPa, the damage variable of the gob overburden rock is

the largest (value is up to 0.740). Under 10MPa and
20MPa, the damage variable of the gob sidewall rock is the
largest (value is 0.545 and 0.552, respectively).

According to the above analysis of peak compressive
strength, residual strength, and damage variables, it is shown
that with the increase of confining pressure (buried depth),
the gob sidewall rock is the most vulnerable to damage and
the degree of damage is the largest. Therefore, the gob side-
wall rock is the key point of disaster prevention during deep
mining in mountainous area. Furthermore, horizontal wells
are more stable than vertical ones during deep hydraulic
fracturing. As can be seen from Figure 12, with the increase
of confining pressure, the failure mode of the gob sidewall
rock changes from brittleness to plasticity. Under high con-
fining pressure (20MPa), rock failure occurs after two “acute
phases.” Therefore, the “acute phase” of AE for the first time
can be used as the precursor information of the failure of the
gob sidewall rock under high confining pressure. The pre-
cursor information of surrounding rock failure under high

Table 3: The mechanics and damage characteristic values of each scheme.

Specimen number Confining stress (MPa) Peak strength (MPa) Residual strength (MPa) Damage variable

Scheme 1

A1 5 74.63 21.11 0.712

A6 10 123.29 70.55 0.419

B4 20 196.38 137.66 0.298

Scheme 2

B1 5 60.10 15.64 0.740

B7 10 110.46 56.08 0.492

C6 20 143.01 66.63 0.534

Scheme 3

A7 5 56.54 29.55 0.477

C1 10 87.59 39.46 0.545

C5 20 123.92 55.24 0.552
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pressure determined by the “acute phase” of AE can also be
used to predict the formation of fracture network during
hydraulic fracturing.

It should be noted that, under the background of mining
in mountainous areas, the change of stress environment of
the gob overlying rock is extremely complex in a long time
after mining (Figure 14). In order to quantify the deformation
and failure properties of the gob surrounding rock more accu-
rately, the authors will consider the influence of complex stress
paths on the gob overburden rock in the further study.

5. Conclusion

Three different initial confining pressures were set, and tri-
axial compression unloading tests were carried out on lime-
stone under different stress paths. The deformation and
failure characteristics of the virgin rock, the gob overburden
rock, and the gob sidewall rock under different confining
pressures (buried depths) were studied. Meanwhile, the
damage variables were obtained through the whole-process
AE monitoring. Based on the analysis of the experimental
results, the failure precursors of the gob sidewall rock in
deep mining (within 1000m) are proposed.

The main conclusions are as follows:

(1) The gob sidewall rock has higher confining pressure
threshold of brittle-plastic transformation than the
virgin rock, while the gob overburden rock has brittle
failure at different confining pressures (buried depths).

(2) Under 10MPa and 20MPa, the unloading of confin-
ing pressure triggers the immediate energy releasing
of the gob overburden rock and sidewall rock. How-
ever, under 5MPa, the unloading of the confining
pressure causes the energy releasing of the gob over-
burden rock and sidewall rock to be more dispersed,
and part of the energy can only be released in the
postpeak stress adjustment stage. In addition, the
increase of confining pressure (buried depths) will
cause a lag in the energy releasing of the virgin rock.

(3) With the increase of confining pressure (buried
depth), the part with the greatest damage degree
changes from the gob overburden rock to the side-
wall rock, and the peak compressive strength and
residual strength of the sidewall rock are the lowest
under the background of deep mining.

(4) Under the background of deep mining in mountain-
ous areas, the gob sidewall rock mainly appears plas-
tic failure, and the “acute phase” of AE for the first
time can be used as the precursor information for
the failure of the gob sidewall rock and crack propa-
gation of hydraulic fracturing.
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The Park-Paulino-Roesler (PPR) cohesive zone model (CZM) for coal was established for analyzing mixed-mode I/II fractures
using semicircular specimens under punch-through shear (PTS) and three-point bending (SCB) tests. In these methods, the
main parameters of the fracture were obtained through SCB tests and PTS tests. And according to the experimental results, the
coal specimens show obvious characteristics of ductile fracture under mode I and II loading. Moreover, hydraulic and
supercritical carbon dioxide (ScCO2) fracture tests were conducted, and accordingly, it was found that the crack initiation
pressure of coal specimens for hydraulic fracturing is 17.76MPa, about 1.59 times that driven by ScCO2. And the crack
initiation time of coal with ScCO2 fracturing is 123.73 s, which is 1.58 times that for hydraulic fracturing. A macrocrack
eventually formed in the coal specimen due to the hydraulic drive, which penetrated through the entire specimen. Yet, there
was no crack penetrating the whole fracture specimen and several widely distributed secondary cracks in the fractured coal
specimens by ScCO2. Furthermore, zero-thickness pore pressure cohesive elements were utilized to investigate multicrack
propagation in coals undergoing hydraulic and ScCO2 fracturing. The constitutive relationships of the established PPR CZM
were introduced into the cohesive elements. The obtained results are consistent with the hydraulic and ScCO2 fracturing
experiment results for the coal specimens. This indicates that the established PPR CZMs can accurately represent the crack
propagation behavior in coals for hydraulic and ScCO2 fracturing.

1. Introduction

As an essential type of clean energy, the exploitation of
coalbed methane (CBM) is of significant importance to
increase the supply of clean energy, thereby decreasing
concerns about greenhouse gases and realizing safe coal
mining [1, 2]. Studies show that the low permeability of
coal seams is one of the main challenges for the efficient
exploitation of CBM. Generally, coal permeability in Chinese
mines is less than 1mD [3], which is much lower than that in
the United States, Australia, and other countries. In this
regard, hydraulic fracturing is a widely adopted technology
to improve the CBM permeability and, therefore, production
by injecting a large volume of water-based fluid to create and
extend fracture networks [4, 5]. Hence, in the process of

hydraulic fracturing, the crack propagation behavior in coals
will have a direct influence on the effect of CBM exploitation.
However, there are some drawbacks to the hydraulic fractur-
ing technology; for example, it will cause a lot of waste and
pollution of water resources, and the fracturing fluid will
cause “water sensitive” and “water lock” influence on coalbed
methane reservoir [6]. In order to resolve these shortcom-
ings, numerous nonaqueous fracturing technologies have
been proposed [7, 8], among which the supercritical carbon
dioxide (ScCO2) fracturing technology has attracted much
attention [9]. ScCO2 refers to a special state of CO2 when
its temperature and pressure exceed 31.1°C and 7.38MPa,
respectively, which has unique physical and chemical charac-
teristics, including low viscosity, high diffusion coefficient,
and high density [10]. Some researchers have conducted
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experiments on rocks with ScCO2 fracturing, and the
results show that ScCO2 fracturing can produce more
widely distributed and complex fracture networks in rocks
than hydraulic fracturing, which can significantly increase
reservoir permeability [11–13]. In addition, ScCO2 also
has a good displacement effect on methane adsorbed in
the coal seam, which will be beneficial to improve the yield
of coalbed methane [14]. Therefore, ScCO2 fracturing tech-
nology can promote the efficient exploitation of coalbed
methane, and the most important thing is the research on
the crack propagation law of coal driven by ScCO2.

Since the groundbreaking work of Irwin [15] and Grif-
fith [16], linear elastic fracture mechanics (LEFM) was
established, becoming a highly effective theory framework
for analyzing crack propagation in brittle solid materials.
Bieniawski [17, 18] systematically introduced the LEFM
into the research of crack propagation behavior in rocks,
and since then, rock fracture mechanics has been widely
used in rock materials. Generally, the fracture toughness
(Kc) is applied as an indicator, reflecting the crack propaga-
tion in natural materials [19–21]. Nevertheless, LEFM is
mostly limited to investigating crack propagation in brittle
rocks. Yet, some soft rocks, such as coal, exhibit generally
ductile failure behaviors, represented by an obvious strain-
softening stage after the peak stress when the crack initiates
[22, 23]. It is because of the fracture process zone (FPZ)
[24] of these soft rocks, i.e., the particular region in front of
the crack tip, where a series of nonlinear softening behaviors
including microcrack initiation, and plastic strain and min-
eral crystal friction occurrence, are sizable. It is also nonnegli-
gible relative to the size of the rock specimen and the size of
the crack. In comparison to brittle rocks, abundant primary
pores and microfissures exist in the coal body [25], causing
the ductile fracture characteristics of coals to be more prom-
inent. Thus, the theory of LEFM does not apply to the study
of the fracture behavior of coals.

The CZM inspired by the studies of Barenblatt [26],
Dugdale [27], and Hillerborg et al. [28] has been used with
success to represent the crack propagation behavior in non-
linear FPZ of ductile materials. In this theory, the FPZ is
simplified hypothetically to a discrete line or plane corre-
sponding to either a two-dimensional or three-dimensional
case, respectively, in which the hypothetical cohesive stress
causes the virtual crack to close (see Figure 1). The constitu-
tive relation of CZM is represented by the relationship
between the cohesive stress and relative displacement across
this line or plane. The above constitutive relation is usually
nonlinear and depends on the form of stress and the evolu-
tion characteristics of damage variables. When the material
in this region is completely damaged, the cohesive stress
will be lost, which means that a new macrocrack surface
is generated. The energy consumed in this damaging pro-
cess is the fracture energy of the material. Accordingly, it
is concluded that the cohesive crack model can effectively
characterize the ductile fracture behavior of coal.

Based on CZM, the numerical crack propagation model
for hydraulic fracturing in a rock is established by the finite
element method [29], extended finite element method [30],
etc. However, the constitutive relationship of the softening

curve has a huge impact on fracture behaviors [31, 32],
and the linear or bilinear constitutive relationships of CZMs
have been adopted in previous numerical models. Hence, it
is necessary to establish the CZM of coals to provide an
accurate numerical model to predict crack propagation.
Mixed-mode I/II crack propagation is prone to occurrence
in coals under engineering conditions, especially in super-
critical carbon dioxide fracturing [33]. Reviewing the litera-
ture indicates that since the LEFM method does not reflect
ductile fractures, it is the most widely used scheme to inves-
tigate the crack propagation in coal [34, 35]. On the other
hand, cohesive interactions between fractured surfaces are
the main failure mechanisms in the mixed-mode I/II CZM.
It should be indicated that these interactions can be
expressed through stress-strain equations in fractured sur-
faces. Nonpotential-based models [36–38] were established
to characterize the ductile fracture behavior of materials.
Considering symmetric systems in cohesive interactions,
these models can be simply developed.

Nevertheless, the main drawback of the nonpotential-
based model is that one model cannot explain all possible
separations in ductile materials. Furthermore, asymmetric
tangential stiffness of material increases the computational
expenses. An effective solution for this problem is to apply
potential-based models to utilize the initial derivative of
the fracture potential energy function [39]. This scheme is
based on the cohesive stress over the fractured surfaces,
while the second derivative reflects the constitutive associa-
tion. Based on potential-based models, Park et al. [40] pro-
posed the Park-Paulino-Roesler (PPR) model to simulate
the cohesive fracture [41, 42]. In this model, fracture energy
(including modes I and II) and different initial slopes and
cohesive strengths are considered. Meanwhile, corrective
variables are defined to cover a wide range of failures in
different ductile materials. This model resolves the disadvan-
tages of traditional potential-based models.

In this work, we performed semicircular specimens
under PTS and SCB tests to calculate the fracture parameters

In-situ stress

Fracture process zone
Virtual crack tipTrue crack tip

Fluid pressure action Cohesive stress σ

Figure 1: Schematic of CZM.
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and establish a model of PPR for describing the mixed-mode
I/II crack propagation in coals. Then, the established model
is applied to perform the crack propagation simulation in
hydraulic fracturing and ScCO2 fracturing in coals. Hydrau-
lic fracturing and ScCO2 fracturing experiments were then
performed for the coals. Finally, comparisons between the
test results of hydraulic fracturing and ScCO2 fracturing in
coals and the obtained results were utilized to evaluate the
performance of the proposed model.

2. Experimental Methods and Process

2.1. Semicircular Specimen under SCB Test. The coal sample
in this study is long-flame coal, which is taken from the
Huojitu well of Daliuta Coal Mine in Shaanxi Province
and buried at a depth of 97 meters. In this experiment,
the semicircular specimen under the SCB experiment was
used to study the mode I crack propagation behavior of
coal samples and to measure the fracture parameters. As
shown in Figure 2, coal samples were prepared into
semidisk-like specimens, and an artificial crack was prefabri-
cated along the symmetric center starting from the center of
the bottom edge of the specimen, and vertical loads were
applied on the top of the arc to cause mode I fracture of the
specimen. The diameter (2R) and thickness (B) of the coal
rock SCB specimen were set as 70mm and 25mm, respec-
tively. The ratio (α/R) of the preset crack length to the spec-
imen radius was set as 0.35, and the ratio (S/R) of the base
supporting roller span to the specimen diameter was 0.5.
The loading mode is displacement control, and the loading
speed is 0.02mm/min. In addition, the crack tip opening
displacement (CTOD) of the specimen was measured by
the fiber grating (FBG) technique (with an accuracy of 0.5
microstrains) throughout the experiment. In this study, three
groups of effective SCB tests were conducted on the coal
specimens. In this regard, Figure 3 illustrates the load-
CTOD curve of coal SCB specimens during the whole exper-
iment, and according to the various characteristics of the
experimental curve, the experimental process is generally
divided into four steps, including the compaction, elastic
deformation, peak load stage, and postpeak damage stages.
When crack initiation occurs in coal specimens, the accumu-
lated energy is not released instantaneously, and there is a
nonlinear damage process in the postpeak loading stage.
The CTOD of the three coal SCB specimens increased by
0.1192mm, 0.1153mm, and 0.0895mm, respectively, with
an average value of 0.108mm, from the beginning of the
specimen subjected to the force to the formation of a new
crack surface, that is, from the intact specimen to the fracture
of the specimen.

2.2. PTS Test. This method was first proposed by Backers
et al. [43] to investigate the fracture of materials in mode
II loading conditions. The PTS test was used here to simulate
mode II fracture experiments in coal, as it is easy to process,
and the experimental results are reliable. As shown in
Figure 4, the specimen was a circular cylinder with a diame-
ter D and had circular notches with a diameter ID drilled
into the upper and lower end faces along the central axis

of the cylinder. Circular cylinders with diameter D and
height L were prepared. Moreover, two circular notches
were prepared with depths a and b near the upper end
and lower end of the specimen, respectively. The width
of notches was set to t, and the effective shear length
was IP = L‐a‐b. The experiment was performed using a
loading cylinder to apply a vertical shear force (P). It is
found that as the applied shear stress increases, the crack
propagates along the notches parallel to the axis of the cylin-
der, as well as mode II fracture characteristics which were
then able to be acquired from the experimental results. The
diameter D and height L of the specimens was set to
50mm, and the coals were cut into the PTS specimens using
diamond wire cutting under the CNC machine tools. This
can limit the micromechanical damage to the coal specimens
and improves machining accuracy. In addition, notches with
a diameter of ID = 35mm were prefabricated along the same
central axis utilizing a 0.5-millimeter-thick diamond bit with
the CNC machine tools. Parameters a and b of these notches
were set to 10mm and 30mm, respectively. Moreover, the
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Figure 2: Coal SCB specimen [20].
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length of IP was set to 10mm. Over the experiment, the
specimen of coal PTS was located in advance on the bot-
tom support, which possesses cylindrical grooves with a
diameter of 35mm and a depth of 15mm. A shear load
was employed to the specimen of coal using a loading cyl-
inder with a diameter of 35mm. Finally, the test was in
the mode of displacement control with a constant rate of
0.02mm/min to ensure stable crack propagation. Three
experiments were executed each for the coal. The stress-
strain curves were recorded. Figure 5 shows the experimental
curve of coal shear load and tangential displacement, which
represents the typical coal type II fracture characteristics. In
the initial stage, the shear load has a linear correlation with
the shear displacement. When the critical value was obtained
for the shear displacement, mode II cracks begin to occur in
the FPZ of the coal sample and local damage occurs. Within
the postpeak stage, the shear load progressively reduces with
the enhancement of shear displacement, and the coal sample
presents the characteristics of ductile fracture. The average
maximum tangential displacement of the PTS coal specimen
is 0.055mm, and the nonlinear damage softening stage
appears in the postpeak stage of the shear process of the
PTS coal specimen. In addition, by calculating the ratio of
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Figure 4: Layout of PTS specimen [43].
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the peak shear load to the effective shear area, the shear
strength (τt) of coal can be obtained directly. The calculation
formula is as follows:

τt =
Pscr

IP ⋅ ID ⋅ π
, ð1Þ

where Pscr is the peak shear load. According to the above
formula, the shear strength of the coal sample is 2.36MPa.

3. PPR CZM for Coals

In the PPR model, the normal and tangential cohesive inter-
actions (Tn, T t) are functions of the normal or tangential
separation (Δn, Δt), respectively. It should be indicated that
Tn approaches zero when Δt reaches the tangential conju-
gate final crack opening displacement (�δt ) or Δn reaches
the maximum normal crack opening width (δn). This repre-
sents complete normal failure. Similarly, when Δt reaches its
maximum displacement of tangential crack opening (δt) or
Δn attains the normal conjugate final crack opening width
(�δn ), full tangential failure takes place. The expressions are
as follows:

Tn δn, Δtð Þ = 0 Tn Δn, �δt
� �

= 0, ð2Þ

T t
�δn, Δt
� �

= 0T t Δn, δtð Þ = 0: ð3Þ
When Δn ðΔtÞ reaches the critical opening width δnc ðδtcÞ,

the value of Tn ðT tÞ is the maximum normal cohesive
strength (σmax). This is shown as follows:

∂Tn
∂Δn

����
Δn=δnc

= 0Tn δnc, 0ð Þ = σmax, ð4Þ

∂T t
∂Δt

����
Δt=δtc

= 0T t 0, δtcð Þ = τmax: ð5Þ

The mode I and mode II fracture energy (Φn,Φt) can be
calculated by the area underneath the cohesive interactions,
as follows:

Φn =
ðδn
0
Tn Δn, 0ð ÞdΔn Φt =

ðδt
0
Tn 0, Δtð ÞdΔt: ð6Þ

In this study, the mode I and II fracture energies of coal
samples were calculated, respectively, by the unit integral
area under the load-relative opening displacement curves in
Figures 3 and 5 of the above two kinds of tests. The specific
shape of the softening response, i.e., the constitutive relation-
ship of the softening process, remarkably affects the crack
propagation. Therefore, nondimensional shape parameter
indices (α, β) are introduced into the PPR model. When the
shape parameter indices are equal to 2, the gradient of the
softening process represents a nearly linear relationship. If
the shape criteria are lower than 2, the cohesive interactions
have concave softening trends. Conversely, if the shape indi-

ces are higher than 2, the gradient of the softening procedure
demonstrates a convex shape.

Considering the foregoing macroscopic fracture criteria
and boundary conditions, the potential energy function
can then be mathematically expressed in the form below:

Ψ Δn, Δtð Þ =min ϕn, ϕtð Þ
+ Γn 1 − Δn

δn

� �α m
α

+ Δn
δn

� �m

+ ϕn − ϕth i
� �

× Γt 1 − Δtj j
δt

� �β n
β
+ Δtj j

δt

� �n

+ ϕt − ϕnh i
" #

:

ð7Þ

The cohesive interactions Tn and T t are obtained by tak-
ing the first derivative of the PPR model along with the nor-
mal vector and tangential vector, respectively, as follows:

Tn Δn, Δtð Þ = Γn
δn

m 1 − Δn
δn

� �α m
α

+ Δn
δn

� �m−1
"

− α 1 − Δn
δn

� �α−1 m
α

+ Δn
δn

� �m
#

× Γt 1 − Δtj j
δt

� �β n
β
+ Δtj j

δt

� �n

+ ϕt − ϕnh i
" #

,

ð8Þ

T t Δn, Δtð Þ = Γt
δt

n 1 − Δn
δn

� �β n
β
+ Δtj j

δt

� �n−1
"

− β 1 − Δtj j
δt

� �β−1 n
β
+ Δtj j

δt

� �n
#

× Γn 1 − Δn
δn

� �α m
α

+ Δn
δn

� �m

+ ϕn − ϕth i
� �

Δt
Δtj j ,

ð9Þ
where <· > is the Macaulay bracket function, whose cal-

culation is as follows:

xh i =
0 x < 0ð Þ,
x x ≥ 0ð Þ,

(
ð10Þ

where m and n are the nondimensional exponents, which
are determined by the shape parameter indices (α, β) and
the boundary conditions of the critical separations (Equa-
tions (4) and (5)). m and n are determined by

m = α α − 1ð Þλ2n
1 − αλ2n
� � ,

n = β β − 1ð Þλ2t
1 − βλ2t
� � ,

ð11Þ
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where λn and λt are the initial slope indicators, i.e., the ratio
of the critical crack opening displacement to the maximum
crack separation displacement, as determined by

λn =
δnc
δn

,

λt =
δtc
δt

,
ð12Þ

where Γn and Γt are considered energy constants, which are
functions of mode I and II fracture energy (Φn,Φt). When
Φn is different from Φt, the formulas of the energy constants
are as follows:

Γn = −ϕnð Þ ϕn−ϕth i/ ϕn−ϕtð Þ α

m

	 
m
,

Γt = −ϕtð Þ ϕt−ϕnh i/ ϕt−ϕnð Þ β

n

� �n

:

ð13Þ

When the values between Φn and Φt are equal, the sim-
plification of energy constants to the following expression is
possible:

Γn = −ϕn
α

m

	 
m
,

Γt =
β

n

� �n

:

ð14Þ

The unknown parameters of the PPR model needed to
establish the PPR CZMs for the coals can be calculated based
upon data acquired from the SCB tests and PTS tests. The
maximum normal and tangential crack opening width can
be determined by considering the boundary conditions of
the cohesive strength (4) and (5) and fracture energy (6).
The equations are as follows:

δn =
Φn
σmax

αλn 1 − λnð Þα−1 α

m
+ 1

	 
 α

m
λn + 1

	 
m−1
, ð15Þ

δt =
Φt
τmax

βλt 1 − λtð Þβ−1 β

n
+ 1

� �
β

n
λt + 1

� �n−1
, ð16Þ

where the parameters of δn, δt,Φn,Φt, σmax, and τmax have
already been determined. The initial slope indicators λn
and λt can be calculated by Equation (12). The calculation
results of the different coals are listed in Table 1. Finally,
substituting Equation (11) into Equations (15) and (16),
the nondimensional shape parameter indices (α, β) could
be ascertained by solving the above equations. The values

of α ðβÞ for the three different coals are shown in Table 1
as well.

Based on the experimental results, Φn is different from
Φt for the coals; hence, the energy constants Γn andΓt were
calculated using Equation (12). The results are listed in
Table 1. In addition, in order to determine the cohesive
interaction region, the last displacements of conjugate crack
opening �δt and �δn can be calculated by Equations (14) and
(15). The cohesive interaction region of mode I is (0.108,
0.009), and the cohesive interaction region of mode II is
(0.108, 0.055). When the normal or tangential separation
displacement (Δn, Δt) exceeded the region, the cohesive
stresses of mode I and mode II were set to zero.

4. Crack Propagation Experiment of Coals for
Hydraulic and ScCO2 Fracturing

4.1. Experimental Preparation and Process. In this section,
trimmed samples with a diameter of 50mm and a length
of 100mm were used in the experiment. Figure 6 illustrates
the configuration of samples, indicating that there is a cen-
tral borehole in the upper surface of the specimen. Then, a
3mm steel pipe was inserted into the borehole to inject the
fluid to simulate the fracturing well. The schematic diagram
of the hydraulic and ScCO2 fracturing experimental device is
shown in Figure 7. In order to perform the fracturing tests,

Table 1: Fracture criteria of the PPR CZMs for the coal.

λn λt Φn (J/m2) Φt (J/m
2) Γn Γt �δt (mm) �δn (mm) α β

0.386 0.317 22.16 51.62 3.678 -186.677 0.009 0.108 4.15 3.26
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Figure 6: Configuration of the prepared specimens.
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the prepared specimens were placed in a pressurized kettle.
In order to prevent damage to the specimens, the pressure
increment rate was set to 1MPamin−1. Meanwhile, σa and
σc were set to 10MPa and 8MPa, respectively. In addition,
the temperature of the triaxial pressure kettle was set at
40°C and maintained for 3 hours prior to the fracturing test
to ensure that the coal sample was fully heated, and the
injection flow of the fracturing fluid was set to 20mLmin−1.
When ScCO2 fracturing is performed, the steel injection pipe
was heated to 40°C in advance so that the temperature of
carbon dioxide is above its critical temperature (31.1°C).
Sample breakdown was identified to have occurred once
the fracturing fluid pressure reduces suddenly and simulta-
neously; the confining pressure increases abruptly.

4.2. Hydraulic and ScCO2 Fracturing Experimental Results.
Two samples were run for each experimental condition.
Figure 8 shows the four fluid pressure-time curves of coal
specimens by the two kinds of fluid fracturing. The frac-
turing process of all coal specimens can be divided into
three stages. The first stage consists of fluid pressure rising.
Fracturing fluid is continuously injected into the fracture
specimen by a high-pressure pump to resist the strength of

the specimen under confining pressure. At the beginning of
this stage, the growth rate of the fluid pressure in each coal
specimen is very low, especially for ScCO2 fracturing, because
it takes time to fill the anhydrite section of the coal specimen
after the fracturing fluid injection. In addition, fracturing
fluid injection into the coal body immerses and infiltrates
the specimen. In this early stage, the slow increase in fluid
pressure becomes significant for ScCO2 fracturing; this is
attributed to the relatively developed fracture structure in
the center hole of the coal body, and the infiltration effect
of ScCO2 is noticeable than water. The second stage consists
of crack initiations. When the injected fluid pressure reaches
a specific critical value, the critical condition for the crack
propagation of the coal specimen is reached, and the coal
specimen ruptures. The critical pressure is called the crack
initiation pressure of fracturing, and the critical fracturing
time it takes to reach the crack initiation pressure is called
the crack initiation time. The two kinds of fluid fracturing
results of the coal specimens are shown in Table 2. The aver-
age crack initiation pressure of coal specimens for hydraulic
fracturing is 17.76MPa, about 1.59 times that driven by
ScCO2 fracturing. The third stage is the pressure drop stage;
when fracturing occurs in the coal sample, the water pressure
accordingly decreases. For hydraulic fracturing in coals, the
fluid pressure obviously decreases after fracturing. And there
is a significant fluctuation in the fluid pressure after ScCO2
fracturing. This is because the crack in the coal sample does
not completely penetrate the sample. Due to the surrounding
rock and axial pressure, the crack closes once again in the
coals, and the continuously injected ScCO2 will drive crack
propagation in the specimen repeatedly until the specimen
is completely broken.

Figure 9 shows the final crack propagation morphology
in the cylindrical coal specimens. The coal specimen even-
tually formed a macrocrack under the hydraulic drive,
which penetrated through the whole cylindrical specimen.
Yet, there was no crack penetrating the whole fracture
specimen and several widely distributed secondary cracks
in the fractured coal specimens by ScCO2. This is because
water has greater viscosity and density, which is easy to pro-
duce tensile failure in coal specimens, and eventually forms a
single penetrating crack. On the other hand, because of the
large diffusion coefficient and strong permeability of ScCO2,
the influence range in the coal is large, so it is easy to form a
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Figure 7: Schematic diagram of the hydraulic fracturing experimental device.
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wide range of tensile and shear mixed-mode cracks in the
coal specimens.

5. Numerical Simulation of Fracturing in Coals
Based on the PPR Model

5.1. Governing Equations. Hydraulic and ScCO2 fracturing
of coal is a complex, multifield coupling process. Compared
with the multiphysical coupling problems in rock mechanic
engineering, this crack propagation process in a solid is
coupled with fracturing, causing it to be more challenging
to model and calculate. The physical model of the fracturing
process in coals is shown in Figure 10. Ω represents the
entire range of the hydraulic fracturing models, and the frac-
ture width w is located in the center of the model. The two
sides of the fracture consist of coal materials. The coal is a
porous medium, containing the solid skeleton and pores.

In the fracture, Q represents the flow rate of the injected
fracturing fluid. Some of the fluid will be filtered along the
upper and lower crack surfaces and permeate into the coal
through the pores. The pressure generated by the injected
fracturing fluid in the fracture is defined as Pf . When the
fluid pressure reaches a critical value, the crack in the coal
body will expand.

The coal fracturing numerical simulation was performed
through the pore pressure cohesive element. Figure 11 shows
the pore pressure cohesive element with the fluid pressure
node. When the cohesive element is affected by the external
force, the upper node (1, 2) and the lower node (3, 4) in the
element are relatively displaced, which damages the cohesive
element. Once the critical condition is reached, the cohesive
element is destroyed, fracturing the material. During this
process, the normal cohesion of the element also changes
with the change in normal opening displacement. Also, the
tangential cohesion of the element changes with the change
of the tangential displacement. The relationship between
the two cohesive forces and the displacement of the element
nodes is the constitutive relationship of the cohesive crack.
As shown in Figure 11, the pore pressure cohesive element
consists of adding a group of pore pressure injection nodes
(5, 6) in the center of the original cohesive element. The
injected fluid pressure is already included in the cell calcula-
tion model through this pressure node, and the injected fluid
pressure causes the relative displacement on the lower and
upper surfaces of the cohesive element, resulting in continu-
ous damage to the cohesive element until it is destroyed.
This represents crack growth in the fracturing model. In this
multifield coupled numerical model, there are four govern-
ing equations, including the deformation equation of porous
media in coal, the pore seepage equation of porous media in
coal, the fracture flow equation in coal, and the constitutive
equation of a cohesive crack in coal.

(1) In this model, if the pores in the coal body are filled
with a single liquid (water or ScCO2), the deforma-
tion of the coal body includes deformation of the

Table 2: Hydraulic and ScCO2 fracturing test results of the coal specimens.

Sample number Fracturing fluid σa (MPa) σc (MPa)
Initiation pressure (MPa) Initiation time t (s)

Test value Average value Test value Average value

Water#1 Water 10 8 18.15
17.76

71.21
78.24

Water#2 Water 10 8 17.36 85.26

ScCO2#1 ScCO2 10 8 11.23
11.15

101.28
123.73

ScCO2#2 ScCO2 10 8 11.66 146.18

Figure 9: Crack propagation paths for the coal samples fractured
by (1) water and (2) ScCO2.
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Figure 10: Physical model of fluid fracturing in coals.
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solid skeleton and deformation of the liquid in the
pores. According to the momentum conservation
equation, the following formula can be obtained:

∇σ + ρb = 0, ð17Þ

where σ is the total stress tensor of the porous media, b is the
physical force of the porous medium, and ρ is the density of
the coal. The coal density has the following formula:

ρ = 1 − nð Þρs + nρf , ð18Þ

where n is the porosity of the coal, ρs is the solid skeleton
density of coal, and ρf is the fluid density in the coal pore.
According to the Biot porous elasticity theory [44] and the
Terzaghi theory [45], the effective stress in coal can be calcu-
lated as follows:

σij′ = σij + αpwδij, ð19Þ

where δij is the Kronecker-delta symbol, pw is the pore pres-
sure in the coal, and α is the Biot coefficient. The Biot coef-
ficient is defined as follows:

α = 1 − Kb

KS
, ð20Þ

where Kb is the total volume modulus of the porous coal
media and KS is the modulus of the solid skeleton in the
coal. For the incompressible solid material, Ks =∞, α = 1.
If the Biot coefficient (α) is equal to 0, the porous media
material will degenerate into a dense linear elastic solid
material.

Based on the hypothesis of small deformation, the for-
mula is as follows:

εij =
1
2 ui,j + uj,i
� �

, ð21Þ

where εi,j is the strain tensor, ui is the displacement vector,
and ui,j and uj,i are the partial derivatives of displacement.
The constitutive relation between the stress and strain of
coal can be expressed as follows:

σij =Dijklεkl , ð22Þ

where Dijkl is the elastic tensor of coal.

(2) Pore seepage in the coal body should satisfy the
following mass conservation equation:

1
Q
pw + α∇ _u+∇ _ww = 0, ð23Þ

where 1/Q is the compressibility coefficient of the fluid, pw is
the pore pressure of coal, and _ww is the velocity vector of

Darcy flow. The compressibility coefficient 1/Q can be calcu-
lated as follows:

1
Q

= α − n
Ks

+ n
Kw

, ð24Þ

where n is the porosity of coal and Kw is the modulus of the
fluid. In Equation (16), the flow rate and fluid pressure gra-
dient in porous media satisfy Darcy’s law, and the expression
is as follows:

_ww = kw −∇pw + ρw b − €uð Þð Þ, ð25Þ

where ρw is the density of the fracturing fluid and kw is the
permeability coefficient of the fracturing fluid, which can
be calculated as

kw = k
μw

, ð26Þ

where μw is the viscosity of the fracturing fluid and k is the
permeation matrix.

The effect of the inertia term of the fracturing fluid and
the roughness of the crack surface are not considered. The
fracturing fluid in the fracture itself can be divided into the
tangential flow and normal flow. According to the mass con-
servation theorem, the fluid in the fracture should satisfy the
following equation:

1
Wf

_pf + αf _w + ∂q
∂s

+ qt + qbð Þ =Q tð Þδ x, yð Þ, ð27Þ

where 1/Wf is the compressibility of the fluid in the fracture,
pf is the fluid pressure of the fracturing fluid in the fracture,
w is the crack opening, s is the coordinate of the tangential
direction along the fracture surface, qt is the flow rate of
the fracturing fluid filtered from the upper surface of the
fracture into the porous media, qb is the flow rate of the frac-
turing fluid infiltrating from the lower surface of the fracture
into the porous media, QðtÞ is the flow rate of the source
term of the fluid, and δðx, yÞ is the Dirac-delta function. If
the fracturing fluid is incompressible, the first fluid compres-
sion term in the above equation can be ignored.

The tangential flow and pressure gradient of the fracture
fluid in the fracture satisfy the cubic seepage model [46, 47].
They can be related by the following expression:

q = −
w3

12μf

∂pf
∂s

, ð28Þ

where μf is the viscosity of the fracture fluid. Some of the
fracturing fluid in the fracture infiltrates into the coal body
through the fractures. In this numerical model, the fluid flow
rate is related to the gradient between the pore pressure in
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the coal and the pressure of the fracturing fluid in the frac-
ture, calculated as follows:

qt = kt pf − pt
	 


, ð29Þ

qb = kb pf − pb
	 


, ð30Þ

where pt and pb are the pore pressures on the upper and
lower surfaces of the crack, respectively, and kt and kb are
the fluid filtration coefficients on the upper and lower sur-
faces of the crack, respectively. The equation of the tangen-
tial fluid flow in the fracture and the equation of normal
fluid flow are taken into the mass conservation equation
and expressed as follows:

_w−∇ ⋅
w3

12μw
∇pf

� �
+ c1 pf + pt

	 

+ cb pf − pb

	 

=Q tð Þδ x, yð Þ:

ð31Þ

(3)The constitutive relationship of the cohesive element
in the numerical simulation of hydraulic fracturing is
derived from the mixed-mode I/II PPR potential energy
function. In Section 3, the fracture parameter values in the
PPR CZMs of the coal were determined through the SCB
tests and the PTS tests. The constitutive equations of
mixed-mode I/II for a cohesive crack of the different coals
were established. The normal and tangential cohesions were
obtained by taking the first derivative of the normal dis-
placement and tangential displacement, respectively, by the
PPR potential function, and the stiffness matrix of the cohe-
sive element is as follows:

D Δn, Δtð Þ =
Dnn Dnt

Dtn Dtt

" #
=

∂2Ψ
∂Δn

2
∂2Ψ

∂Δn∂Δt

∂2Ψ
∂Δt∂Δn

∂2Ψ
∂Δt

2

2
66664

3
77775
:

ð32Þ

The stiffness components of the PPR cohesive constitu-
tive equation are as follows:

Dnn =
Γn
δn

2 m2 −m
� �

1 − Δn
δn

� �α m
α

+ Δn
δn

� �m−2
"

+ α2 − α
� �

1 − Δn
δn

� �α−2 m
α

+ Δn
δn

� �m

−2αm 1 − Δn
δn

� �α−1 m
α

+ Δn
δn

� �m‐1
#

� Γt 1 − Δt
δt

� �β n
β
+ Δt

δt

� �n

+ ϕt − ϕnh i
" #

,

ð33Þ

Dtt =
Γt
δt

2 n2 − n
� �

1 − Δt
δt

� �β n
β
+ Δt

δt

� �n−2
"

+ β2 − β
� �

1 − Δt
δt

� �β−2 n
β
+ Δt

δt

� �n

−2βn 1 − Δt
δt

� �β−1 n
β
+ Δt

δt

� �n‐1
#

� Γn 1 − Δn
δn

� �α m
α

+ Δn
δn

� �m

+ ϕn − ϕth i
� �

,

ð34Þ

Dnt =
ΓnΓt
δnδt

m 1 − Δn
δn

� �α m
α

+ Δn
δn

� �m−1
"

− α 1 − Δn
δn

� �α−1 m
α

+ Δn
δn

� �m
#

− n 1 − Δt
δt

� �β n
β
+ Δt

δt

� �n−1
− β 1 − Δt

δt

� �β−1 n
β
+ Δt

δt

� �n
" #

:

ð35Þ
5.2. Numerical Models of Hydraulic Fracturing for the Coals.
In order to compare the experimental fracturing results of
the coals, the coal material parameters and boundary condi-
tions of the coals in the fracturing numerical models were set
to be the same as those in the experiments. Figure 12 shows
the boundary conditions on the coal fracturing numerical
geometric model with a size of 50mm × 50mm, as well as
the meshing conditions for a section of the model. In the
fracturing numerical model, the coal materials were charac-
terized by triangular solid elements, and the pore pressure
cohesive elements were inserted between the triangular solid
elements to simulate multiple crack propagation driven by
hydraulic or ScCO2 fracturing. To avoid the influence of
the overall stiffness of the model after a large number of
cohesive elements were inserted between the solid elements
(see Figure 12), the corresponding upper and lower nodes
in the cohesive element and their intermediate fluid pressure
nodes were defined at the same position in the local coordi-
nate system. This numerical simulation method is called the
zero-thickness element method [48]. And the fluid injection
point was set at the center of the numerical model, and the
fluid injection rate was set to 20mL/min. The involved
numerical simulation parameters are given in Table 3, and
the PPR model parameters of the three types of coals are
listed in Table 1 for the numerical simulation for the
hydraulic and ScCO2 fracturing of the coal specimens. In
addition, the contrast numerical simulation of the fracturing
in coals was also carried out in which the constitutive rela-
tionship of the pore pressure cohesive elements was repre-
sented by the common linear elastic fracture mechanics
(LEFM).

Figure 13 shows the numerical simulation results of
hydraulic and ScCO2 fracturing of the coals. The fracture
initiation pressure of the coal with water or ScCO2 is
18.45MPa and 11.75MPa, respectively. These numerical
simulation outcomes are in agreement with the experiment’s
achievements. Compared with the established PPR model,
the numerical simulation results of fracturing and ScCO2
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Figure 12: The numerical model for fracturing in coals.

Table 3: Numerical simulation parameters of the different fluid fracturing in coals.

Fracturing fluid Water ScCO2

Permeability K (m2) 0:2 × 10−15 0:6 × 10−14

Initial pore pressure P0 (MPa) 0.1 0.1

Injection velocity Q (mL/min) 20 20

Dynamic viscosity coefficient of fracturing fluid (Pa·s) 0:79 × 10−3 0:31 × 10−3

Fracturing fluid density ρ (kg/m3) 1000 770

Filtration coefficient Ct (m
3/MPa s) 1:0 × 10−6 3:5 × 10−6
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Figure 13: Fracturing pressure over time for hydraulic and ScCO2
fracturing numerical simulation of coals based on the PPR model.
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Figure 14: Fracturing pressure over time for hydraulic and ScCO2
fracturing numerical simulation of coals based on LFEM.
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in the coals are shown in Figure 14 based on the LFEM, and
there are obvious deviations between the simulation results
and the test results. Figure 15 shows the simulation results
of crack growth for hydraulic and ScCO2 fracturing in the
coal samples. The crack induced by hydraulic fracturing
expands along the direction of the maximum principal
stress, and at the same time, secondary crack propagation
occurs near the main crack. And the multiple crack propaga-
tion appears in the coal model with ScCO2 fracturing. This is
also consistent with the experimental results of crack propa-
gation in coal specimens caused by hydraulic and ScCO2
fracturing. Therefore, this demonstrates that the established
PPR CZMs can accurately describe crack propagation
behavior in varying coal types for hydraulic and ScCO2
fracturing.

6. Conclusion

In this research, the mixed-mode I/II PPR cohesive zone
model (CZM) of coals was determined using PTS and
SCB tests. The constitutive relationships of the established
PPR CZMs were introduced into the pore pressure cohesive
elements to simulate crack growth in coals caused by hydrau-
lic and ScCO2 fracturing. In addition, hydraulic and ScCO2
fracturing experiments on the coal specimens were per-
formed, and the numerical simulation outcomes were com-
pared with the corresponding experimental results. The
following conclusions can be drawn:

(1) Several key fracture parameters, including the max-
imum normal open displacement (δn), the maxi-
mum tangential open displacement (δt), mode I
fracture energy (Φn), and mode II fracture energy
(Φt), were obtained through SCB tests and PTS
tests. According to the experimental results, there
are visible nonlinear damage processes in the stage
of postpeak loading, and the coal specimens show
obvious characteristics of ductile fracture under
mode I and II loading. In addition, the mode II
fracture energy of coal type II is 51.62 J/m2, which
is considerably greater compared with fracture
energy of mode I for coal (22.16 J/m2); this shows
that the mode II crack propagation in coals will
use remarkable energy in coals

(2) In the hydraulic and ScCO2 fracturing experiments
of coals, the crack initiation pressure of coal speci-
mens for hydraulic fracturing is 17.76MPa, about
1.59 times that driven by ScCO2 fracturing. And
the crack initiation time of coal with ScCO2 fractur-
ing is 123.73 s, which is 1.58 times that for hydraulic
fracturing. A macrocrack eventually formed in the
coal specimen due to the hydraulic drive, which
penetrated through the entire specimen, whereas
there was no crack penetrating the whole fracture
specimen and several widely distributed secondary
cracks in the fractured coal specimens by ScCO2.
This is because water has greater viscosity and den-
sity, which is easy to produce tensile failure in coal
specimens, and eventually forms a single penetrat-
ing crack. On the other hand, because of the large
diffusion coefficient and strong permeability of
ScCO2, the influence range in the coal is large, so
it is easy to form a wide range of tensile and shear
mixed-mode cracks in the coal specimens

(3) The PPR CZMs of the coal were established using
PTS and SCB tests for analyzing the mixed-mode
I/II crack propagation. Zero-thickness pore pressure
cohesive elements were used to simulate multicrack
propagation in coals caused by hydraulic and ScCO2
fracturing. The constitutive relationships of the
established PPR CZM were introduced into the
cohesive elements. Overall, the numerical simulation
results are consistent with the hydraulic and ScCO2
fracturing experimental results for the coal speci-
mens. This indicates that the established PPR CZMs
can accurately represent crack propagation behavior
in coals caused by hydraulic and ScCO2 fracturing
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Due to the limitation of geological conditions and route alignment, tunnel engineering will inevitably pass through special sections
such as shallow buried section, broken rock layer, and loss and weak rock stratum. Tunnel construction in these special sections
will easily lead to tunnel collapse, landslide of portal slope, excessive deformation of supporting structure, and even deformation
and damage accidents, which are high-incidence areas of engineering safety accidents. In this paper, a 3D numerical model is
established based on a practical engineering to analyze the deformation and stress variation of surrounding rock of the tunnel
with the in-advance support technology. According to the monitoring results of the actual project, the deformation law of the
soft rock section at the tunnel entrance is mastered. The deformation of surrounding rock of the tunnel under the support
condition of changing the three main parameters, such as ring spacing, pipe diameter, and pipe length, is analyzed, and the
effect of controlling the deformation of surrounding rock with different parameters is studied. The deformation, stress
characteristics, and plastic zone distribution of surrounding rock by a single side wall guide method and ring excavation and
retaining core soil method in advance support are numerically simulated and studied.

1. Introduction

When the tunnel passes through the mountain, it will be
inclined to cross with the mountain with an asymmetrical
terrain and inclined angle, resulting in asymmetrical load
of rock mass on the tunnel. In this case, it is a biased tunnel.
The tunnel is very prone to collapse due to the uneven stress
of surrounding rock [1–3]. Therefore, in the tunnel con-
struction in these sections with poor geological conditions,
in order to ensure the smooth completion of the project,
in-advance support technologies such as shed pipe, small
duct, and the horizontal rotary jet grouting piles should be
adopted to control the deformation of surrounding rock
[4]. In order to improve the support effect, different
advanced support technologies are often used together.

(1) The construction of a tunnel opening section is the
beginning of the tunnel engineering and the key sec-
tion connecting the tunnel body. The successful

completion of the tunneling project has a great
impact on the progress and cost of the later project
and is closely related to the safety of the whole tun-
nel. It is very necessary for each mountain tunnel
to ensure that the deformation of surrounding rock
is controlled within the allowable range during con-
struction. Therefore, it is of great value to study the
deformation control of surrounding rock at the
entrance [5–7]

(2) At present, the supporting measures of the tunnel
portal section have been very comprehensive, among
which the advanced support is necessary for each
tunnel with poor geological conditions. However,
the terrain, geological conditions, surrounding rock
characteristics, and design parameters of each tunnel
portal section are different. The deformation of sur-
rounding rock under the advanced support is not
the same, and the support effect is also different.
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Therefore, the design plan of advanced support is
not universal for each tunnel. Selecting the most
suitable advanced support plan and excavation
method can improve the construction quality and
production efficiency of the tunnel engineering,
ensure the construction safety, save the construction
period, reduce the cost, and increase the production
capacity. Therefore, it is of great construction pro-
motion value to compare and select plans [8].

In this paper, based on a coal mine tunnel under con-
struction as the background, the tunnel exit portal section
buried depth is shallow, geological conditions are not
ideal, the field construction process found that the tunnel
portal section of multiple surrounding rock settlement is
too large, and deformation is large, prone to collapse and
roof fall accidents [9–12]. The buried depth of this section
is 3.5m to 16m, and the slope is 31.3%. The measured
spacing for the exit is 16.1m, and the general spacing
for the hole body is 25-35m. Compared with other posi-
tions of the tunnel, the shallow hole section of the tunnel
is more vulnerable to weathering, which will reduce the
mechanical parameters of surrounding rock and make it
difficult for the shallow hole to form arch effect, further
affecting the stability of the shallow hole. When the new
Austrian tunneling method is adopted, the shallow buried
hole section of the tunnel can effectively alleviate the com-
plicated geological conditions, rock fragmentation, and
serious weathering of the tunnel opening by adopting the
way of advance support. Therefore, the advance support
is of great significance to the reinforcement of shallow
buried tunnel openings.

2. Theoretical Analysis and Supporting
Principles of the Short-Range Coal
Seam Roadway

2.1. Supporting Theory of the Short-Range Coal Seam
Roadway

(1) The core content of the suspension theory is as fol-
lows: if there is a weak rock layer on the roof of the
roadway, the weak rock layer needs to be connected
with the stable rock layer at the bottom, and the
anchor acts as a suspension [12]. When the roof of
the roadway is a hard rock layer and a soft broken
rock layer, respectively, the effect diagram of suspen-
sion action is shown in Figure 1, respectively

(2) Composite beam theory

The theory is analyzed in view of multiple layers of the
roadway roof. At this time, the application of bolt support
can, on the one hand, increase the friction between layers
and effectively prevent the occurrence of sliding and separa-
tion in each layer. On the other hand, the shear strength of
the rock layer is increased, and the thin layers are fixed to
each other, equivalent to a thick coal seam. The theoretical
effect diagram is shown in Figure 2.

(3) Combination arch theory

In this theory, in order to prevent the continuous expan-
sion of the crushing area of surrounding rock, a prestressed
bolt is installed to achieve the supporting effect. A pressure
stress zone with conical distribution will be formed from
both ends of the supporting bolt to the center of the bolt.
Moreover, when the bolt spacing is small, a uniform com-
posite compression arch will be formed to increase the
strength of surrounding rock, which is commonly used in
circular or arch tunnels.

2.2. Support Optimization of Surrounding Rock of the Near
Coal Seam Mining Roadway. Taking the coal mine as an
example, the main coal seams are no. 4 and no. 5 coal.
Among them, the average thickness of no. 4 coal seam is
4.2m, most of which can be mined; the average thickness
of no. 5 coal seam is 4.5m, all of which can be mined. The
average interval between the two coal seams is 6.0m, which
belongs to the typical close distance coal seam. The down-
ward mining method is adopted; that is, the no. 4 coal seam
is first mined, the roadway section is 4:2 × 4:7m, and the
20m protective coal pillar is reserved, and then, the no. 5
coal seam is mined. After the no. 4 coal seam is mined out,
the no. 5 coal working face’s transportation gateway is
arranged under the no. 4 coal goaf and 8.3m away from
the protection coal pillar of the no. 4 coal section. The road-
way section is 4:5 × 4:7m, and the combined symmetrical
support plan of “bolt (cable)+metal mesh” is adopted. Due
to the neglect of the asymmetry of the stress and deforma-
tion of the roadway side, although the no. 5 coal seam trans-
port gateway is arranged in the stress-reducing area, there
are still serious side heave and roof subsidence deformation,
the convergence rate of the two sides is as high as
40~45mm/d, the roadway side still has serious asymmetric
deformation, and the side bolt (cable) turns over in different
degrees, which seriously affects the normal mining of the no.
5 coal seam. In this section, the limit equilibrium zone
width, fracture zone width, and safe staggered distance of
upper and lower coal seams will be determined according
to the above theoretical equation, and the bolt support
design plan will be optimized. The original support plan of
the upper and lower coal seam roadway is shown in Figure 3.

Hard rock

Soft rock formation

Hard rock

Naturally balanced arch weak rock formation

Figure 1: Suspension action of bolt support.
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2.2.1. Original Supporting Plan of the Roadway in the Upper
Coal Seam

(1) Roadway Roof Support. The roof bolt adopts a Φ18 ×
2200mm left screw rigid resin bolt, with 4 bolts in each
row, and the spacing between rows is 1400 × 1000mm.
The bolt adopts two z2360 medium resin anchoring agents,
adopts a high-strength arch tray with the specification of
150 × 150 × 8mm, and is equipped with a high-strength
spherical washer. The installation angle of the bolt at both
ends near the roof is offset by 20° to the inner side of the
roadway; the roof anchor cable adopts Φ18 × 7000mm

high-strength prestressing. There are 3 anchor cables in
total, which are symmetrically arranged along the center
line of the roadway, with a spacing of 1400× 2100mm,
and three Z2360 medium resin anchoring agents are used;
the metal mesh is a square metal mesh woven with a 10#
iron wire, with a mesh size of 100 × 100mm, which shall
be cut reasonably according to the size of the roadway
roof, and the metal mesh shall be flattened and tightened
during laying.

(2) Parameters of the Sidewall Bolt. A sidewall bolt adopts a
Φ18 × 2200mm left screw rigid resin anchor rod, with 5

Bolt support for soft rock Anchor support for hard rock

Multi-layered roof composite beam

Figure 2: Composite beams with a multilayered roof.

Upper coal seam support plan
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700 20°

Lower coal seam support plan

2200 2200
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675 23°

900

875

Figure 3: Original supporting plan of the face transportation channel.
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bolts in each row, with row spacing of 900 × 900mm. The
bolt adopts two branches of the Z2360 medium resin
anchoring agent, adopts a high-strength arch tray with spec-
ification of 150 × 150 × 8mm, and is equipped with a high-
strength spherical washer. The installation angle of the
anchor rod near the top plate and bottom plate end is,
respectively, 20° to the top plate and bottom plate; the metal
mesh is woven with a 10# iron wire square metal mesh with
a mesh size of 50 × 50mm which shall be cut reasonably
according to the size of roadway side, and the metal mesh
shall be flattened and tightened during laying [12].

2.2.2. Original Supporting Plan of the Lower Coal
Seam Roadway

(1) Roadway Roof Support. The roof bolt adopts a Φ18 ×
2200mm left screw rigid resin bolt, with 4 bolts in each
row, and the spacing between rows is 1400 × 1000mm.
The bolt adopts two Z2360 medium resin anchoring agents,
adopts a high-strength arch tray with the specification of
150 × 150 × 8mm, and is equipped with a high-strength
spherical washer. The installation angle of the bolt at both
ends near the roof is offset by 23° to the inner side of the
roadway; the roof anchor cable adopts Φ18 × 5500mm
high-strength prestressing. There are 3 anchor cables in
total, which are symmetrically arranged along the center line
of the roadway, with a spacing of 1400 × 2100mm, and three
Z2360 medium resin anchoring agents are used; the metal
mesh is a square metal mesh woven with a 10# iron wire,
with a mesh size of 100 × 100mm, which shall be cut reason-
ably according to the size of the roadway roof, and the metal
mesh shall be flattened and tightened during laying [13].

(2) Parameters of the Sidewall Bolt. The sidewall bolt adopts
a Φ18 × 2200mm left screw rigid resin bolt, with 5 bolts in
each row and 875 × 875mm spacing between rows. The bolt
adopts two Z2360 medium resin anchoring agents, adopts a
high-strength arch tray with specification of 150 × 150 × 8
mm, and is equipped with a high-strength spherical washer.
The installation angle of the bolt near the end of the top
plate and bottom plate is, respectively, 23° to the direction
of the roof and bottom plate; the metal mesh is made of a
10# iron wire The mesh size of a square metal mesh is 50
× 50mm, which is cut reasonably according to the size of
the roadway side, and the metal mesh shall be flattened
and tightened during laying [14].

2.3. Optimization Calculation of Bolt Support Parameters

(1) When the bolt length supports the surrounding rock
of the roadway, the length of all anchors in the sup-
porting structure of the roadway is the same and no
less than L0 [15]. In combination with the actual
engineering situation, it is found that the support
effect of the roof of the mining roadway is realized
through the formation of “combined arch of anchor-
ing layer” by anchor rods, so the “combined arch
theory” is adopted for analysis and calculation [16].

Therefore, the roof length can be calculated by the
following equation:

Lp ≥ L1 + L2 + L3: ð1Þ

In equation (1), L1 is the exposed length of the bolt, L1
= the thickness of backing plate + the thickness of nut + ð
0:02 ~ 0:03Þm, and L1 = 0:10m; L2 is the effective length of
the bolt; and L3 is the anchorage length of the bolt and L3
= 0:3 ~ 0:4m.

Calculation of effective length L2 of the roof bolt

(i) Roof bolt for the upper seam

In combination with the geological data of the roadway,
the values of relevant parameters are determined as follows:
a = 2:30m and width Ls = 2:42m of the side fracture zone,
and the value of the Platt coefficient is 2.5, so that

a1 = 2:3 + 2:42 = 4:72, ð2Þ

L2′ =
4:72
2:5 = 1:89m: ð3Þ

(ii) Lower seam roof bolt

In combination with the geological data of the roadway,
the relevant parameters are determined as follows: half
width a = 2:30m and width Ls′= 2:93m of the fracture zone
at the side, and the value of the Platt coefficient is 2.7, so that

a1 = 2:3 + 2:93 = 5:23m, ð4Þ

L2′ =
5:23
2:7 = 1:94m: ð5Þ

The roof length of the upper coal seam is calculated as
follows: Ln ≥ 2:29 ∼ 2:39m. In combination with the actual
situation and engineering analogy, the length of the anchor
rod is 2.4m. The roof length of the lower coal seam is
obtained as follows: L0′ ≥ 2:34 ∼ 2:44m. By combining the
actual situation and engineering analogy, the bolt length is
2.4m [17].

(2) Calculation of effective length L2 of the floor anchor
rod

According to the results of mining roadway floor analy-
sis and considered according to the most unfavorable com-
bination, the effective length of roadway roof rock when it
reaches the failure depth is the effective length of the road-
way roof bolt, that is, the effective length of the roof bolt in
the upper coal seam floor L2 = 3:0m and the effective length
of the roof bolt in the lower coal seam floor L2 = 3:39m [18].

The length of the upper coal seam floor is calculated as
follows: L0 ≥ 3:40 ∼ 3:50m. In combination with the actual
situation on the site and engineering analogy, the length of
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the anchor rod is 3.4m. The roof length of the lower coal
seam is obtained as follows: L0′ ≥ 3:79 ∼ 3:89m. In combina-
tion with the actual situation and engineering analogy, the
length of the anchor rod is 3.8m [19].

(3) Calculation of effective length L2 of the sidewall bolt

(i) Upper seam sidewall bolt

The width of the coal sidewall crushing zone of the coal
seam is Ls = 2:42m; then, the effective length of the bolt L2 is

L2 ≥ Lr = 2:42m: ð6Þ

(ii) Lower seam sidewall bolt

The width of the coal sidewall crushing zone of the coal
seam is Ls = 2:93m; then, the effective length of the bolt L2 is

L2 ≥ Ls = 2:93m: ð7Þ

The roof length of the upper coal seam is calculated as
follows: L0 ≥ 2:82 ∼ 2:92m. In combination with the actual
situation and engineering analogy, the length of the anchor
rod is 2.9m. The roof length of the lower coal seam is
obtained as follows: L0′ ≥ 3:33 ∼ 3:43m. In combination with
the actual situation and engineering analogy, the bolt length
is 3.4m.

(4) For the use of bolt support in stoping the roadway, it
is generally considered to take equal bolt spacing in
construction technology to deal with; then, the bolt
spacing a can be calculated according to the follow-
ing equation:

a ≤ 0:5L0: ð8Þ

(i) Upper coal seam spacing roof bolt spacing from
equation (8):

a ≤ 0:5 × 2:4 = 1:2m: ð9Þ

In combination with the engineering practice and con-
struction experience, considering the roadway cross section
size, the row spacing between the roof and anchor is 1200
× 1200mm.

(ii) The row spacing between floor bolts is shown in
equation (8) as follows:

a ≤ 0:5 × 3:4 = 1:7m: ð10Þ

In combination with the engineering practice and con-
struction experience, considering the roadway section size,
the row spacing between bottom anchors is 830 × 830mm.

(iii) The row spacing of sidewall bolts is shown in equa-
tion (8) as follows:

a ≤ 0:5 × 2:9 = 1:45m: ð11Þ

In combination with the engineering practice and con-
struction experience, considering the roadway cross section
size, the row spacing between the sidewalls is 900 × 900
mm.

(5) The row spacing of bolts in the lower coal seam

(i) The row spacing of roof bolts is shown in equation
(8) as follows:

a ≤ 0:5 × 2:4 = 1:2m: ð12Þ

In combination with the engineering practice and con-
struction experience, considering the roadway cross section
size, the row spacing between the roof and anchor is 1200
× 1200mm.

(ii) The row spacing between the bottom bolts is shown
in equation (8) as follows:

a ≤ 0:5 × 3:8 = 1:9m: ð13Þ

In combination with the engineering practice and con-
struction experience, considering the roadway section size,
the row spacing between bottom anchors is 850 × 850mm.

(iii) The row spacing between the side bolts is shown in
equation (9) as follows:

a ≤ 0:5 × 3:4 = 1:7m: ð14Þ

In combination with the engineering practice and con-
struction experience, considering the roadway cross section
size, the row spacing between the sides is 1000 × 1000mm.

(iv) The diameter of the anchor rod is determined by the
relationship between the anchoring force and the
tensile strength of the bolt body materials:

Q ≤
πd2σ
4 : ð15Þ

Then, the calculation equation of the bolt diameter shall
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meet the following equation:

d ≥ 1:13
ffiffiffiffiffi

Q
σt

s

, ð16Þ

where d is the diameter of the anchor rod; σt is the ten-
sile strength of the bolt rod material, which is 360MPa
according to the actual measurement; and Q is the anchoring
force of the anchor rod (not less than 70 kN), taking 90 kN.

Substituting the relevant data into equation (16) shows
that

d ≥ 1:13
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

90 × 103
360 × 10′

s

= 17:9mm: ð17Þ

In order to meet the requirement of support strength,
the bolt diameter is 20mm.

3. Optimization Design of the Bolt
Support Plan

3.1. Support Plan after Optimization of the Upper Coal
Seam Roadway

3.1.1. Roadway Roof Support. The roof bolt adopts a left
screw rigid resin bolt, 4 in each row, with Φ20 × 2400mm
spacing between rows. The roof bolt adopts 2 Z2360-type
resin anchorage agents, adopts a high-strength arch tray,
with the specification of 1200 × 1200mm, and is matched
with a high-strength spherical washer. The installation angle
of the bolt near the two ends of the roof is offset by 20° to the
inside of the roadway. The roof anchor cable is made of a
high-strength prestressed steel strand, with a total of three
anchor cables arranged symmetrically along the center line
of the roadway. The spacing between the cables is Φ18 ×
7000mm. Three Z2360-type resin anchor agents are
adopted. The metal mesh is a square metal mesh woven with
a 10# iron wire, and the mesh size is 100 × 100mm. The
mesh should be cut reasonably according to the size of the
roadway roof, and the metal mesh should be paved and ten-
sioned [20].

3.1.2. Roadway Floor Bolt Support. The floor bolt adopts a
Φ20 × 3400mm left screw rigid resin bolt, 5 pieces in each
row, and the spacing between rows is 830 × 830mm. The
bolt adopts two Z2360 medium resin anchoring agent,
adopts a high-strength arch tray with specification of 150
× 150 × 8mm, and is equipped with a high-strength spheri-
cal washer; the metal mesh adopts a square metal mesh
woven with a 10# iron wire, with mesh size of 100 × 100
mm, which is cut reasonably according to the side size of
the roadway, and the metal mesh shall be laid smooth and
tightened [21].

3.1.3. Bolt Support of the Roadway Sidewall. The sidewall
bolt is a Φ20 × 2900mm left screw rigid resin bolt, 5 pieces
in each row, and the spacing between rows is 900 × 900
mm. The bolt adopts two Z2360 medium resin anchoring

agents, adopts a high-strength arched tray with the speci-
fication of 150 × 150 × 8mm, and is equipped with a
high-strength spherical washer. The installation angle of
the bolt near the end of the roof and bottom plate is,
respectively, 20° to the direction of the roof and bottom
plate; the metal mesh is a square metal mesh woven with
a 10# iron wire. The mesh size is 50 × 50mm, which
should be cut reasonably according to the size of the road-
way side, and the metal mesh should be flattened and
tightened during laying [22].

The optimized support plan of the upper coal seam
roadway is shown in Figure 4.

3.2. Support Plan after Optimization of the Lower Coal
Seam Roadway

3.2.1. Roadway Roof Support. The roof bolt adopts a Φ20
× 2400mm left screw resin bolt with 4 bolts in each row
and 1200 × 1200mm row spacing. The bolt adopts two
Z2360-type resin anchorage agents, adopts a high-strength
arch tray with 150 × 150 × 8mm specification, and is
matched with a high-strength spherical gasket. The installa-
tion angle of the bolt near the two ends of the roof is offset
by 20° to the inside of the tunnel. The roof anchor cable is
made of a high-strength prestressed steel strand, with a total
of three anchor cables arranged symmetrically along the cen-
ter line of the roadway. The spacing between the cables is
1400 × 2100. Three Z2360-type resin anchor agents are
adopted. The metal mesh is a square metal mesh woven with
an iron wire 10#, and the mesh size is 100 × 100mm. The
mesh is cut reasonably according to the size of the roadway
roof, and the metal mesh should be paved and ten-
sioned [23].

3.2.2. Roadway Floor Bolt Support. The bottom bolt adopts
a Φ20 × 3800mm left screw resin bolt with 5 bolts in each
row and 850 × 850mm spacing between rows. The bolt
adopts 2 Z2360 medium resin anchorage agents, adopts a
high-strength arch tray with 150 × 150 × 8mm specifica-
tion, and is matched with a high-strength spherical
washer. The metal mesh is a square metal mesh woven
with an iron wire 10#, and the mesh size is 100 × 100
mm. The mesh should be cut reasonably according to
the size of the roadway side, and the metal mesh should
be paved and tensioned [24].

3.2.3. Roadway Sidewall Bolt Support. The left screw rigid
resin bolt of Φ20 × 3400mm is used for the sidewall bolt,
with 5 bolts in each row and the spacing 1000 × 1000mm
between rows. The bolt adopts two Z2360 medium resin
anchoring agents, adopts a high-strength arched tray, and
is equipped with a high-strength spherical washer. The
installation angle of the bolt near the top plate and bottom
plate end is, respectively, 20° to the top plate and bottom
plate; the metal mesh adopts a square metal mesh woven
with a 10# iron wire, and the mesh is 50 × 50mm in size.
It should be cut reasonably according to the size of the side
of the roadway. When laying, the metal mesh should be flat-
tened and tightened [25].
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The optimized support plan of the lower coal seam road-
way is shown in Figure 5.

3.3. On-Site Monitoring

3.3.1. Monitoring Purpose. Due to the complex and diverse
geological conditions of coal mine projects, it is difficult
to accurately grasp the surrounding rock deformation
and support structure deformation caused by excavation
in the construction process, which brings great safety risks
to the coal mine construction [26]. Therefore, coal mine
monitoring is an essential work in coal mine construction
and an important measure to ensure construction safety.
In the process of coal mine construction, it is necessary
to strengthen the monitoring and measurement of sur-
rounding rock deformation, real-time feedback of moni-
toring information, and timely processing and analysis of
monitoring results, so as to ensure the smooth progress

of coal mine work and ensure the safety of construction
operation and on-site personnel [27].

The purpose of this engineering monitoring is shown as
follows:

(1) Timely grasp the deformation law of surrounding
rock and support structure during coal mine excava-
tion, and provide data support for field operations,
which can quickly and effectively deal with the
occurrence of abnormal surrounding rock in the
tunnel during excavation and ensure the safety of
construction [28, 29]

(2) The monitoring of the support structure can enable
the construction personnel to deeply understand
the role and effect of the support structure, so as to
determine a more reasonable and effective support
plan
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Figure 4: Support plan after optimization of the upper seam roadway.

2200 2200

5500

800 20°600 400600400 800

850600

850

650

650

700

Figure 5: Support plan after optimization of the lower coal seam roadway.
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(3) By analyzing the daily monitoring data, the field per-
sonnel can find the problems as soon as possible,
communicate with the designer, and make design
changes in time, so that the design plan is more in
line with the actual situation of the site

3.3.2. Monitoring Content and Plan

(1) Required Items of Monitoring Measurement Are Shown in
Table 1.

(2) Layout of Monitoring Points. The deformation and stress
change of surrounding rock of coal mine can be grasped in
time by arch settlement monitoring, and the stability of coal
mine can be determined effectively. Measuring point layout:
an anchor pile is set at the measuring point of the mining
wool hole. The depth of the measuring point is 30mm,
and the diameter of the drilling hole is 22mm. It is fixed
with fast setting cement or early-strength anchoring agent,
and an angle iron is fixed at the measuring pile head.

The remote measurement of the settlement of the vault
and the surrounding measurement and monitoring section
is shown in Table 2.

In addition, the reading of initial deformation value
should be completed before the next cycle of excavation.

(3) Measuring Frequency. According to the observation fre-
quency of arch settlement and peripheral convergence, it is
determined according to the deformation rate and the dis-
tance from the dug surface, as shown in Tables 3 and
Table 4, respectively.

The measurement frequency determined by the rate of
convergence and the distance from the excavation face is
in principle high frequency.

(4) Measurement Method. The arch vault subsidence mea-
surement method uses the total station plus reflector to mea-
sure the coordinates of the measurement points, and the
measured elevation difference value is the settlement
amount [30–38].

In the peripheral convergence measurement method, the
total station and reflector are used for measurement. The
coordinates of the measuring points are measured by

cross-sectional measurement at the rear of the total station,
and the distance between the measuring points is calculated
according to the coordinates. The distance difference
between the two measurements is the convergence.

3.3.3. Analysis of Monitoring Results. Three sections of the
right line opening section are selected to carry out monitor-
ing measurement and data analysis for the settlement of the
arch roof and horizontal convergence of the side wall. The
data curves of the three sections within 70 observation days
are shown in Figure 6.

As shown in Figures 6, 10 days before coal mine excava-
tion, the settlement and horizontal convergence of the sec-
tion arch roof increase rapidly. With the increase in

Table 2: Principles for selecting monitoring surfaces.

Surrounding rock level Section spacing

II According to the specific situation

III 30~50m
IV 10~30m
V 5~10m

Table 3: Measuring frequency of dome subsidence and peripheral
convergence displacement (displacement according to velocity).

Displacement speed (mm/d) Measuring frequency

≥5 2~3 times/d

1~5 1 time/d

0.5~1.0 1 time/2~3 d
0.2~0.5 1 time/3 d

<0.2 1 time/3~7 d

Table 1: Contents of required test items.

Serial
number

Work content Measuring instrument
Measurement

accuracy

1
Observation inside and outside the

cave
Field observation

2 Vault sinking measurement
Electronic level, steel hanging ruler, indium steel ruler, total

station
0.01mm

3
Peripheral displacement

measurement
Convergence meter, total station 0.01mm

4 Ground settlement measurement Electronic level, indium steel ruler, total station 0.01mm

Table 4: Measurement frequency of dome subsidence and
peripheral convergence displacement (according to the distance
from the excavation surface).

Distance between measuring section and
working surface (m)

Measuring
frequency

(0~1) B 2 times/d

(1~2) B 1 time/d

(2~5) B 1 time/2~3 d
>5 B 1 time/3~7 d
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excavation time, the settlement and horizontal convergence
of the section arch roof continue to increase, but the growth
rate gradually decreases. After about 60 days, the settlement
of the vault tends to be stable; after about 60 days, the hori-
zontal convergence of N1 and N2 tends to be stable; and
after about 50 days, the horizontal convergence of N3 tends
to be stable. With the increase in excavation depth and sec-
tion burial depth, the cumulative settlement value and hori-
zontal convergence value of the arch roof gradually decrease,
the surrounding rock stability is high, and the support struc-
ture plays a role. It can be seen that coal mine surrounding
rock deformation can be divided into three stages on the
whole:

(1) The initial surrounding rock deformation is rapid,
and the deformation rate is very high. In just 10 days,
the maximum settlement rate of the N1 section
reaches 4.7mm/d, the settlement of vault reaches
24.9mm, accounting for 65.4% of the total settle-
ment, and the horizontal convergence reaches
10.92mm, accounting for 71.4% of the total conver-
gence. The maximum settlement rate of the N2 sec-
tion reaches 5.6mm/d, the settlement amount of
vault reaches 26.43mm, accounting for 74.1% of
the total settlement amount, and the horizontal con-
vergence amount reaches 10.03mm, accounting for
67.3% of the total settlement amount. Within 15
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Figure 6: Data curve of the coal mine opening section.
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days of excavation, the maximum settlement rate of
section N3 reaches 2.7mm/d, the settlement amount
of vault reaches 15.79mm, accounting for 64.2% of
the total settlement amount, and the horizontal con-
vergence amount reaches 6.53mm, accounting for
62.0% of the total convergence amount. This is
because the surrounding rock of the entrance of the
coal mine is not stable enough, the construction
has great disturbance to it, and the supporting struc-
ture has not played an effective supporting role

(2) After 10 to 15 days of excavation, the deformation
rate of surrounding rock decreases and the amount
of deformation increases slowly. Within about 45
days, the maximum settlement rate of section N1 is
0.41mm/d, the increase in settlement is 13.2mm,
accounting for 35.0% of the total settlement, and
the increase in horizontal convergence is 5.03mm,
accounting for about 32.9%. The maximum settle-
ment rate of section N2 is 0.55mm/d, the increase
in settlement is 9.27mm, accounting for about
26.0%, and the increase in horizontal convergence
is 4.87mm, accounting for about 32.7%. The maxi-
mum settlement rate of section N3 is 0.52mm/d,
the increase in settlement is 8.81mm, accounting
for about 35.8%, and the increase in horizontal con-
vergence is 4.01mm, accounting for about 38.1%. It
can be seen that the surrounding rock is still in
deformation at this stage, but the speed is slow and
the increment is small. This is because the support-
ing structure in the cave plays its own role at this
time, and the surrounding rock stress is redistributed

(3) After the deformation relaxation period, the defor-
mation rate tends to be zero, the settlement of the
N1 arch crown reaches 38.1mm, and the horizontal
convergence amount reaches 15.3mm; the settle-
ment of section N2 vault reaches 35.7mm, and the
horizontal convergence amount reaches 14.9mm;
the settlement of section N3 vault reaches 24.6mm,
and the horizontal convergence amount reaches
10.54mm. At this stage, the deformation of the three
sections is basically unchanged, and the surrounding
rock is in a stable state on the whole

According to the above analysis, the deformation of sur-
rounding rock of coal mine changes dynamically with the
excavation time, which can be divided into three deforma-
tion stages: (1) the early rapid deformation stage, (2) the
middle slow deformation stage, and (3) the late basic stabil-
ity stage.

3.4. Comparison between Numerical Simulation Results and
Monitoring Results. In order to verify the rationality of the
numerical simulation, this paper compares the finite element
simulation results of vault settlement and horizontal conver-
gence with the field measured values. The comparison
results are shown in Table 5.

It can be seen from Table 5 that the numerical simula-
tion results of vault subsidence and horizontal convergence

of the three monitored sections are close to the field moni-
toring values, and the error is less than 15%, which indicates
that the numerical simulation results are reasonable. Due to
field construction and measurement methods, the simulated
calculated value is larger than the measured value, and the
deformation of surrounding rock is mainly generated after
excavation, so part of the deformation at the initial excava-
tion stage cannot be measured.

4. Conclusion

In order to solve the engineering problems caused by the
deformation of the upper and lower roadways in the process
of mining and driving near the mine mouth, based on the
elastic theory, this paper establishes the mechanical analysis
model of the upper coal seam roadway under the action of
the abutment pressure. By calculating the stress of any unit
rock mass in the roadway side and based on the stress diffu-
sion principle of soil mechanics theory, the surrounding
rock deformation of the roadway in the lower coal seam is
carried out. Through the establishment of the stress diffu-
sion model under the abutment pressure of the coal pillar
of the inner staggered upper coal seam roadway in the close
distance coal seam, the lower coal seam is determined to be
outside the stress influence range of the upper coal seam left
coal pillar floor, and the calculation equation of the upper
and lower roadway safety offset is given, which greatly
reduces the difficulty of roadway maintenance in the later
stage.
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Table 5: Comparison of calculated and measured values (unit:
mm).

Fault
plane

Comparison
item

Vault
settlement

Horizontal
convergence

N1

Calculated 44.16 11.45

Monitoring
value

37.72 10.05

Relative error 14.58% 12.23%

N2

Calculated 45.19 12.89

Monitoring
value

42.65 11.64

Relative error 5.62% 9.70%

N3

Calculated 46.69 13.49

Monitoring
value

40.67 13.01

Relative error 12.89% 3.56%
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This paper presents a stochastic analysis method for linear elastic fracture mechanics using the Monte Carlo simulations (MCs) and
the scaled boundary finite element method (SBFEM) based on proper orthogonal decomposition (POD) and radial basis functions
(RBF). The semianalytical solutions obtained by the SBFEM enable us to capture the stress intensity factors (SIFs) easily and
accurately. The adoption of POD and RBF significantly reduces the model order and increases computation efficiency, while
maintaining the versatility and accuracy of MCs. Numerical examples of cracks in homogeneous and bimaterial plates are provided
to demonstrate the effectiveness and reliability of the proposed method, where the crack inclination angles are set as uncertain
variables. It is also found that the larger the scale of the problem, the more advantageous the proposed method is.

1. Introduction

Fracture mechanics is central to many engineering applica-
tions, but the simulation of fractures poses great challenges
to finite element analysis. To address this problem, a number
of numerical algorithms were developed, such as meshfree
methods [1, 2], extended finite element methods [3–5], phase
field methods [6], boundary element methods [7] and peri-
dynamics methods [8]. Song andWolf proposed a new semi-
analytical numerical method, the so-called scaled boundary
finite element method (SBFEM) [9, 10], which combines
the advantages of the finite element method (FEM) and
boundary element method (BEM). For the elasticity with
simple geometries in which the entire boundary of the geom-
etry can be seen from a scaling center, only the boundary
needs to be discretized like BEM. For more complex prob-
lems, the interior domain can be divided into subdomains
straightforwardly to meet the scaling center requirement.
With SBFEM, the singularity of crack tips can be character-
ized with high accuracy, and the fracture parameters such

as stress intensity factors can be directly obtained according
to their definitions. In the past two decades, SBFEM has
developed rapidly. Song and Wolf [11, 12] studied the singu-
lar stress field at cracks in anisotropic composite materials.
The crack propagation is simulated in [13–17] based on
SBFEM. Zhang et al. [18] used SBFEM to solve the crack face
contact problem and verified the effectiveness of the method.
Tian et al. [19] employ SBFEM to calculate dynamic stress
intensity factor and T-stress based on the improved contin-
ued fraction formula. Jiang et al. [20] proposed a method of
using SBFEM to simulate strong and weak discontinuities
by incorporating enrichment methods. Because of the advan-
tages of isogeometric analysis in integrating computer-aided
design and numerical analysis [21–25], Natarajan et al. [26]
introduced isogeometric analysis to SBFEM for linear frac-
ture mechanics where the physical fields are discretized with
the spline basis functions of computer-aided design.

Uncertain problems are ubiquitous in practical engineer-
ing applications, and it is of paramount importance to eval-
uate the responses of the uncertain factors to ensure a
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reliable analysis result. Since deterministic analysis cannot
characterize random fields, stochastic analysis has been
extensively studied in recent years [27]. Stochastic analysis
techniques can be divided into three categories: Karhunen-
Loeve (KL) expanded stochastic spectrum methods [28],
perturbation methods (PM) [29, 30], and Monte Carlo sim-
ulation (MCs) [31–33]. As a direct sampling technique, MCs
is considered to be a versatile method for uncertainty quali-
fication with the merit of easy implementation [34, 35].
Chowdhury et al. employ MCs and SBFEM to investigate
the influence of crack geometric uncertainty [36, 37] by tak-
ing crack lengths and angles as uncertain variables. On the
other hand, MCs requires a large number of data samples
to achieve high accuracy, leading to a huge computational
cost. Alleviating the computational burden is critical for
improving the performance of MCs. The model order reduc-
tion method based on the combination of proper orthogonal
decomposition (POD) and radial basis functions (RBFs)
provides an effective way to accelerate MCs [38–41]. POD
can obtain the bases for the initial problems after they are
projected to reduced spaces, thereby reducing the degrees
of freedom of the governing equations. Ding et al. [42–44]
coupled POD and MCs to conduct multidimensional uncer-
tainty analysis and verified the effectiveness and efficiency of
the method. RBF is used for continuous approximation of
the system response that enables fast evaluation of the coef-
ficients of the interpolation in the reduced space [45].

This paper proposes a novel procedure for stochastic
analysis of linear fracture mechanics. With this method,
SBFEM is used for linear elastic fracture analysis and MCs
for uncertainty qualification, which is accelerated by the
combination of POD and RBF. The remainder of this paper
is structured as follows. Section 2 outlines the MCs in
stochastic analysis. Section 3 introduces POD and RBF and
how to integrate them with MCs. Section 4 outlines the
SBFEM formula in linear elasticity fracture mechanics and
the evaluation of stress intensity factors with SBFEM.
Section 5 gives numerical examples to test the reliability
and accuracy of the proposed method, followed by the
conclusions in Section 6.

2. Monte Carlo Model

Monte Carlo simulation (MCs) is considered to be the sim-
plest, more direct, and the main general-purpose tool in the
study of uncertain problems. It is an experiment-based
method to study the uncertain output caused by uncertainty
of input parameters. Normally, expectations and standard
deviations are used to describe this uncertainty. Due to the
nature of expectation and variance, it is an integral problem.
The Monte Carlo integral can be expressed as

q =
ð
Ω

g xð Þdx, ð1Þ

where gðxÞ is any integrable function and Ω ⊆ Rd is the
integration area.x is thed-dimensional random variable
in the integration area Ω, which can be expressed as
x = ½x1, x2,⋯xd�. Suppose a set of uniformly distributed

and independent random variablesfxigin interval½a, b�with
the density functionf XðxÞ. Similarly, g∗ðxÞis also a random
variable with the same distribution and independent of each
other, for anyg∗ðxÞ that hasg∗ðxÞ = g∗ðxÞ/f XðxÞ. So, the
expectation of g∗ðxÞ can be expressed as

E g ∗ xð Þ½ � =
ðb
a
g ∗ xð Þf X xð Þdx =

ðb
a
g xð Þdx = I: ð2Þ

According to the theorem of large numbers, when
n⟶∞, the mean value of the mutually independent and
identically distributed random variable sequence fxig con-
verges to the mean value of the probability distribution 1, i.e.,

Pr lim
n⟶∞

1
n
〠
n

i=1
g∗ xið Þ = I

 !
= 1: ð3Þ

We define the average value �I as follows:

�I =
1
n
〠
n

i=1
g∗ xið Þ: ð4Þ

By (3) and (4), it can be known that �I converges to prob-
ability 1 of I, while �I can provide an approximation of the
expectation of solving I.

For more general problems, supposing that the problem
domain is controlled by the single variable element αi and
that the probability density function of each individual
random variable is PðαiÞ, then their joint probability density
PðαÞ can be expressed as

P αð Þ = P α1ð ÞP α2ð Þ⋯ P αnð Þ =
Yn
i=1

P αið Þ: ð5Þ

λðαÞ stands for the structural response of random vari-
able α, and the mathematical expectation of any function f
related to λðαÞ can be represented as

E f λ αð Þð Þ½ � =
ð
Ω

f λ αð Þð Þp αð ÞdV , ð6Þ

where dV = dα1 ⋅ dα2 ⋯ dαn is an infinite small volume
element; the expectation of function f ðλðαÞÞ can be obtained
by Equation (4), i.e.,

E f λ αð Þð Þ½ � ≈ 1
M

〠
M

i=1
f λ αið Þð Þ, ð7Þ

where M is the number of sampling points; formula (7) can
know that the prediction accuracy of Monte Carlo simula-
tion depends on the number of sampling points. The more
sampling points, the higher the prediction accuracy, but as
the number of sample points increases, it will result in a
large amount of computation. In order to solve this problem,
consider using singular value decomposition (SVD) and
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radial base function (RBF) method to accelerate the stochas-
tic analysis of MCs.

3. Proper Orthogonal Decomposition and
Radial Basis Functions

It can be seen from the analysis above that direct Monte
Carlo simulations require the consideration of computa-
tional efficiency. In order to improve computational effi-
ciency, MCs has to be combined with other discrete
algorithms. The proper orthogonal decomposition (POD)
is usually used to improve computational efficiency. Follow-
ing the idea of POD, the first step is to introduce design var-
iable αi and its response λðαiÞ as a matrix, which can obtain
a solution space Λ after a series of high-fidelity calculations;
the solution space Λ can be represented as follows:

Λ = λ α1ð Þ, λ α2ð Þ,⋯, λ αmð Þ½ � =

λ11 λ12 ⋯ : λ1m

λ21 λ22 ⋯ : λ2m

⋯

λn1 λn2 ⋯ : λnm

2
666664

3
777775,

ð8Þ

where Λ ∈ Rn×m, n is the number of response functions
under any random input variable, and m is the number of
design variables; that is, the number of sample points. In
Equation (8) matrix, themandnsubscript inλn,mrepresents
thenth response of the structure under themth design vari-
able, respectively. By the singular value decomposition
method (SVD), the solution spaces Λ matrix can be decom-
posed into

Λ =UΣVT = 〠
r

j=1
ujσjvΤj , ð9Þ

where r =min ðm, nÞ; U ∈ Rn×n and V ∈ Rn×n are all orthog-
onal matrices; uij and vij are the elements in the correspond-
ing orthogonal matrices, respectively. In addition, ujand v j
are the eigenvectors of ΛΛT and ΛTΛ, respectively, which
can also be called the left and right singular eigenvectors of
matrix Λ; Σ ∈ Rn×m is a diagonal matrix in which the diago-
nal element σj is arranged in a descending order from the
largest to the smallest. By defining φj = u j and AjðαiÞ,
we obtain

λ αið Þ = 〠
r

j=1
φjAj αið Þ, ð10Þ

where φj and AjðαiÞ are the orthogonal basis and the corre-
sponding amplitude, respectively. According to Equation
(10), the system response can be simplified and expressed by
the linear combination of φj and AjðαiÞ, and the degree of
freedom of the simplified model is much smaller than that of
the initial model. In addition, we use radial basis function

(RBF) to interpole the subspace AjðαiÞ. And we can get an
approximation of the system response under any parameter.
The approximate expression is as follows:

A αð Þ ≈ ~A αð Þ = 〠
m

i=1
ηiϕi αð Þ, ð11Þ

where ϕ is the base function, φiðαÞ is taken as the Gauss kernel
function, η is the coefficient corresponding to the base func-
tion, and m is the number of design variables. The φiðαÞ
expression is as follows:

φi αð Þ = e− 1/γ2ið Þ α−αik k, ð12Þ

in which the symbol k⋅k represents the Euclidean norm and
the coefficient γi is the width parameter of the function. Let
AðαÞ ≈ ~AðαÞ; Equation (11) can be rewritten as the following
linear equations:

ϕ1 α1ð Þ ϕ2 α1ð Þ ⋯ ϕm α1ð Þ
ϕ1 α2ð Þ ϕ2 α2ð Þ ⋯ ϕm α2ð Þ
⋯ ⋯ ⋯ ⋯

ϕ1 αmð Þ ϕ1 αmð Þ ⋯ ϕm αmð Þ

2
666664

3
777775

η1

η2

⋯

ηm

2
666664

3
777775 =

A α1ð Þ
A α2ð Þ
⋯

A αmð Þ

2
666664

3
777775:

ð13Þ

According to the above linear equation system, we can get
the coefficient η, and by substituting Equation (11) into Equa-
tion (10), we obtain

λ αð Þ = 〠
r

j=1
φj
~Aj αð Þ: ð14Þ

In summary, the system response under any stochastic
variable can be approximated by solving the above linear
equation system without the need to use a full model to calcu-
late. Using this feature, we can use a small part of the sample
data to form a matrix that approximates the full-order system
response. It avoids the iteration of complex physical algo-
rithms and quickly obtains the response of variables based
on MCs.

4. The Scaled Boundary Finite Element
Method (SBFEM)

The scaled boundary finite element method (SBFEM) is a
new semianalytical numerical calculation method. When
performing numerical analysis, SBFEM is similar to FEM.
Their basic idea is to discretize the calculation area into
one or more subdomains and then follow a certain order.
Assemble the subdomains to form an overall solution equa-
tion to solve the unknown parameters. As shown in
Figure 1(a), an ordinary SBFEM arbitrary polygon unit is
described. A so-called scaling center O is chosen in a region
from which the total boundary S is visible. As shown in
Figure 1(b), in the unit containing cracks, in addition to
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satisfying the condition of being visible to all boundaries, the
scaling center must be placed at the crack tip, and the crack
surface is described by two “side faces.”

4.1. Scaled Boundary Finite Element Formulation. During
the derivation of the SBFEM equilibrium equation, the local
coordinate system ðξ, sÞ should be established at the scaling
center of the element, which is located at the crack tip O
ðx0, y0Þ. The local coordinate system for a 2-D problem is
defined in the local circumferential direction (s axis) and
radial direction (ξ axis). The radial coordinate ξ is selected
as ξ = 0 at the scaling center and ξ = 1 on the boundary.
The coordinates ξ and s are called the scaled boundary coor-
dinates. As shown in Figure 1, the coordinates of any point
about Cartesian system on the boundary of the element
can be obtained by interpolation using the local coordinates
of the element:

x sð Þ = N sð Þ½ �xh,
y sð Þ = N sð Þ½ �yh,

ð15Þ

where xh and yh are the node coordinates of the element and
½NðsÞ� is the shape function matrix, that is, ½NðsÞ� = ½N1ðsÞ
N2ðsÞ⋯NnðsÞ�.

The coordinates of any point inside the element can be
obtained by scaling the corresponding coordinates on the
boundary in the radial direction ξ. Therefore, the coordi-
nates of any point inside the element can be represented
by the local coordinate system ðξ, sÞ as

x ξ, sð Þ = x0 + ξx sð Þ = x0 + ξ N sð Þ½ �xh,
y ξ, sð Þ = y0 + ξy sð Þ = y0 + ξ N sð Þ½ �yh,

ð16Þ

where ðx0, y0Þ is the coordinate of the scaling center O. Sim-
ilarly, if the polar coordinate system ðr, θÞ is established at
the scaling center, then the polar coordinate r and θ can
be, respectively, expressed as

r ξ, sð Þ = ξr sð Þ = ξ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 sð Þ + y2 sð Þ

p
,

θ sð Þ = arctan y sð Þ
x sð Þ :

ð17Þ

In SBFEM, the displacement field of S element is
expressed in a semianalytical way. Then, in the Cartesian
coordinate system, the displacement of point ðξ, sÞ in the S
element can be expressed as

uf g = u ξ, sð Þf g = N sð Þ½ � u ξð Þf g: ð18Þ

As can be seen from Equation (18), when the displace-
ment of any point in the region is expressed, SBFEM only
adopts interpolation function in the circumferential direc-
tion and is analytical in the radial direction. This is different
from FEM which adopts interpolation function in both
directions. Therefore, SBFEM is a semianalytical numerical
method. The strain field and stress field under linear elastic
conditions can be expressed as

εf g = B1 sð Þ� �
u ξð Þf g,ξ +

1
ξ

B2 sð Þ� �
u ξð Þf g,

σ ξ, sð Þ = D½ � B1 sð Þ� �
u ξð Þf g,ξ +

1
ξ

B2 sð Þ� �
u ξð Þf g

� �
,

ð19Þ

where ½D� is the elasticity matrix and ½B1ðsÞ� and ½B2ðsÞ�
describe the strain-displacement relationship [10, 46].

At present, three different theories can be used to derive
the governing equation of SBFEM, which are, respectively,
Galerkin’s weighted residual method [46], similarity princi-
ple [47], and virtual work principle [48]. The SBFEM static
equilibrium equation is derived by using Galerkin’s weighted
residual method. The static equilibrium equation of SBFEM
in two dimensions can be expressed as

S

y

x

𝜉 =1

𝜉 = 0.5

(x0,y0)

𝜉

Scaling center

(a)

S

y

x

𝜉=1

𝜉=0.5

(x0,y0)

𝜉

Side faces

Scaling center

(b)

Figure 1: Polygon representation of SBFEM: (a) polygon S-domain; (b) polygon S-domain with cracks.
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E0� �
ξ2 u ξð Þf g,ξξ + E0� �

− E1� �
+ E1� �T� �

ξ u ξð Þf g,ξ
− E2� �

u ξð Þf g = 0,
ð20Þ

where ½E0�, ½E1�, and ½E2� are coefficient matrices. It can be
proved that ½E0� is a positive definite matrix, ½E1� is a positive
semidefinite matrix, and ½E2� is an asymmetric matrix. The
internal node forces along radial lines can be expressed
as [49]

q ξð Þf g = E0� �
ξ u ξð Þf g,ξ + E1� �T u ξð Þf g: ð21Þ

By solving the static equation of scaled boundary finite
element, the displacement field and stress field in each
subdomain are, respectively, expressed as

u ξ, sð Þf g = N sð Þ½ � V11½ �ξ− S11½ � cf g, ð22Þ

σ ξ, sð Þf g = − D½ � B1 sð Þ� �
V11½ � S11½ �ξ− S11½ �− I½ � cf g

+ D½ � B2 sð Þ� �
V11½ �ξ− S11½ �− I½ � cf g,

ð23Þ

where and ½V11� are eigenvalue matrices and eigenvector
matrices obtained by block diagonal Schur decomposition
in the process of solving equations. Meanwhile, ½S11� con-
tains all nonpositive eigenvalues, ½V11� is the correspond-
ing eigenvector, and fcg are integration constants.

4.2. Computation of Generalized Stress Intensity Factors
Using SBFEM. The definition of generalized stress intensity
factors (SIFs) is not only to eliminate the stress singularity
in the asymptotic solution of the crack tip but also to char-
acterize the strength of the stress field near the crack tip.
Therefore, generalized stress intensity factor is a very impor-
tant physical quantity, which is often used as one of the
important conditions for judging whether the crack is prop-
agating. Otherwise, even the smallest external load can make
its value tend to infinity, which is obviously not suitable for
the criteria and basis of structural design. Generally speak-
ing, the asymptotic solution is obtained from the eigenvalue
problem. The eigenvalue and eigenfunction, respectively,
correspond to the singular order and angle change of the
stress field. Whether they are real or complex numbers is
determined by the material properties and geometric charac-
teristics. Because the mathematical functions of singular real
numbers and complex numbers are different, the traditional
definitions of generalized stress intensity factor in these two
forms are independent of each other. In SBFEM, a polygon
element as shown in Figure 1 can be used to simulate the
crack, and only the boundary and crack surface need not
be discretized.

In order to explain that the stress field obtained by
SBFEM can explicitly characterize the singularity of the
crack tip, eigenvalue matrix ½S11� and eigenvalue vector
matrix ½V11� in Equation (23) are further divided into blocks
as [50]

S11½ � = diag Sn1½ �,− I½ �, S sð Þ
h i

, 0
� �

,

V11½ � = ψn1½ �, ψ Tð Þ
h i

, ψ sð Þ
h i

, ψ rð Þ
h ih i

,
ð24Þ

where the eigenvalues of ½SðsÞ� (superscript (s) for singular)
and ½Sn1� need to satisfy −1 < λð½SðsÞ�Þ < 0 and λð½Sn1�Þ < −1,
respectively. If −1 < λð½S11�Þ < 0 and ξ tends to 0, the value
of matrix function ξ−½S11�−½I� in Equation (23) tends to infinity;
then, singularity exists. Therefore, ½SðsÞ� and its corresponding
eigenvector ½ψðsÞ� can be directly used to express the stress
singularity of the crack tip [51]. Therefore, according to the
partition of eigenvalue matrix in Equation (24), Equation
(23) can be rewritten as

σ ξ, sð Þf g = ψ sð Þ
σ sð Þ

h i
ξ− S sð Þ½ �− I½ � c sð Þ

n o
+ ψ Tð Þ

σ sð Þ
h i

c Tð Þ
n o

+ o 1ð Þ,
ð25Þ

where

ψ sð Þ
σ sð Þ

h i
= D½ � − B1 sð Þ� �

ψ sð Þ
h i

S sð Þ
h i

+ B2 sð Þ� �
ψ sð Þ
h i� �

,

ψ Tð Þ
σ sð Þ

h i
= D½ � B1 sð Þ� �

ψ Tð Þ
h i

S sð Þ
h i

+ B2 sð Þ� �
ψ Tð Þ
h i� �

,

ð26Þ

where ½ψðsÞ
σ ðsÞ� is stress singular term, ½ψðTÞ

σ ðsÞ� is T stress term,
and fcðsÞg and fcðTÞg are integration constants.

For convenience in fracture analysis, the stress modes
are transformed to polar coordinates ðr, θÞ. By introducing
the polar coordinate system ðr, θÞ at the crack tip as shown
in Figure 2, the definition of the generalized stress intensity
factor is further proposed. The original scale boundary coor-
dinate ξ can be expressed as [50]

ξ =
r∧
r θð Þ =

L
r θð Þ
� �

×
r∧
L

� �
, ð27Þ

where rðθÞ is the distance from the center of the scale to the
boundary along the radial coordinate at the angle θ. The
purpose of introducing the characteristic length L is to put
forward the definition of the stress intensity factor indepen-
dent of the unit. In Equation (25), the matrix power function
of ξ is rewritten in the polar coordinates as [49]

ξ− S sð Þ½ �− I½ � =
L

r θð Þ
� �− S sð Þ½ �− I½ � r∧

L

� �− S sð Þ½ �− I½ �
: ð28Þ

By substituting Equation (28) into Equation (26),
we obtain

σ sð Þ r∧, θð Þ
n o

= ψ sð Þ
σL θð Þ

h i r∧
L

� �− S sð Þ½ �− I½ � !
c sð Þ
n o

, ð29Þ
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ψ sð Þ
σL θð Þ

h i
= ψ sð Þ

σ sð Þ
h i L

r θð Þ
� �− S sð Þ½ �− I½ �

, ð30Þ

where fσðsÞðr∧, θÞg and ½ψðsÞ
σLðθÞ� are singular stress in

polar coordinates and stress modes at the characteristic
length L, respectively. At present, there are two defini-
tions of stress intensity factor commonly used.

When materials 1 and 2 are the same homogeneous
material as shown in Figure 2, the stress intensity factor of
crack can be defined as

σ
sð Þ
θθ r, 0ð Þ

τ
sð Þ
rθ r, 0ð Þ

8<
:

9=
; =

1ffiffiffiffiffiffiffi
2πr

p
KΙ

KΙΙ

( )
, ð31Þ

whereKΙ and K II are stress intensity factors and σðsÞθθ ðr, 0Þ
and σðsÞrθ ðr, 0Þ are two stress components in the front of the
crack tip θ = 0. In two different isotropic materials, the
cracks are distributed at the interface of the two materials;
the stress intensity factor can be defined as

σ
sð Þ
θθ r∧, 0ð Þ

τ
sð Þ
rθ r∧, 0ð Þ

8<
:

9=
; = 1ffiffiffiffiffiffiffiffiffiffi

2πr∧
p

c r∧ð Þ −s r∧ð Þ
s r∧ð Þ c r∧ð Þ

" #
KΙ

KΙΙ

( )
,

ð32Þ

c r∧ð Þ = cos ε ln
r∧
L

� �� �
,

s r∧ð Þ = sin ε ln
r∧
L

� �� �
,

ð33Þ

where L is the characteristic length. In this definition, the
characteristic length L can be taken to any value, and the
amplitude of the stress intensity factor does not change with
the change of L. In general, L is the length of the crack. ε is
the oscillation coefficient of the bimaterials, whose magni-
tude is only determined by the material parameters of the
two materials. According to Equations (31) and (32),
Equation (29) can be written as

σ sð Þ r∧, θð Þ
n o

=
1ffiffiffiffiffiffiffiffi
2πL

p ψ sð Þ
σL θð Þ

h i r∧
L

� �− S sð Þ½ �− I½ � !
ψ sð Þ
σL θð Þ

h i−1
K θð Þf g,

ð34Þ

K θð Þf g =
ffiffiffiffiffiffiffiffi
2πL

p
ψ sð Þ
σL θð Þ

h i
c sð Þ
n o

, ð35Þ

where fKðθÞgis the definition of generalized stress intensity
factor. In the process of solving the stress intensity factor
and simulating the crack growth, the stress value of the
intersection points along the crack surface and the boundary
is generally used to calculate the stress intensity factor,
where θ = 0. In order to explain the relationship between
the generalized stress intensity factor and the traditional
stress intensity factor, auxiliary variables are introduced:

~S Sð Þ
θð Þ

h i
= ψ sð Þ

σL θð Þ
h i

S sð Þ
h i

+ I½ �
� �

ψ sð Þ
σL θð Þ

h i−1
: ð36Þ

Considering Equation (36), Equation (34) can be
rewritten as

σ sð Þ r∧, θð Þ
n o

=
1ffiffiffiffiffiffiffiffi
2πL

p r∧
L

� �− ~S Sð Þ
θð Þ

� �
K θð Þf g: ð37Þ

In the homogeneous material plate with cracks, the sin-

gularity order obtained by SBFEM is ½~SðSÞ� = 0:5½I�, and ½I�
is the identity matrix. By substituting singularity order into
Equation (37), take point A as an example, we obtain the
classical definition:

K I

KII

( )
=

ffiffiffiffiffiffiffi
2πr

p σ
sð Þ
θθ r, 0ð Þ

τ
sð Þ
rθ r, 0ð Þ

8<
:

9=
;: ð38Þ

Note that the characteristic length L vanishes from
the definition.

In an isotropic bimaterial plate with interface cracks, the
singular order obtained by SBFEM is

~S
Sð Þh i

=
0:5 +ε

−ε 0:5

" #
: ð39Þ

According to the matrix change, we can obtain

r∧
L

� �− ~S
Sð Þ� �

=
r∧
L

� �−0:5 I½ �−
0 +ε

−ε 0

" #
=

r∧
L

� �−0:5 c r∧ð Þ −s r∧ð Þ
s r∧ð Þ c r∧ð Þ

" #
:

ð40Þ

Substituting Equation (40) into Equation (37), take point
A as an example, we can obtain

Material 1

Material 2

x

L
0

y

𝜃

O

A

r^

Figure 2: Polygon representation of SBFEM [17].
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KΙ

KΙΙ

( )
=

ffiffiffiffiffiffiffiffiffiffi
2πr∧

p c r∧ð Þ −s r∧ð Þ
s r∧ð Þ c r∧ð Þ

" #−1
σ

sð Þ
θθ r∧, 0ð Þ

τ
sð Þ
rθ r∧, 0ð Þ

8<
:

9=
;:

ð41Þ

In an anisotropic bimaterial plate with interface cracks,
the singular order obtained by SBFEM is 0:5 ± iε [50]. Cho
et al. [52] gave the formula for calculating the generalized
stress intensity factor. However, there was an error in the
original formula, which was corrected by Song et al. [49].
The specific formula is as follows:

σ
sð Þ
θθ r∧, 0ð Þ

τ
sð Þ
rθ r∧, 0ð Þ

8<
:

9=
; =

1ffiffiffiffiffiffiffiffiffiffi
2πr∧

p
W1 W2

0 1

" #
c r∧ð Þ −s r∧ð Þ
s r∧ð Þ c r∧ð Þ

" #
K I

K II

( )
,

ð42Þ

where W1 and W2 can be determined by the material con-
stant of the anisotropic plate. Considering Equation (34),
Equation (42) can be rewritten as

σ
sð Þ
θθ r∧, 0ð Þ

τ
sð Þ
rθ r∧, 0ð Þ

8<
:

9=
; =

1ffiffiffiffiffiffiffiffi
2πL

p
W1 W2

0 1

" #
r∧
L

� � 0:5 +ε

‐ε 0:5

" #

�
W1 W2

0 1

" #−1 KI

K II

( )
:

ð43Þ

Therefore, the generalized stress intensity factor is uni-
fied with the traditional stress intensity factor, and there is
no requirement for special modification when used, and
when dealing with these three types of singular problems, a
unified expression can be used for calculation, making the
solution process more concise and clear.

5. Numerical Examples

5.1. Angled Crack in Rectangular Orthotropic Body. A homo-
geneous plate with an angled crack is considered in this sec-
tion, as shown in Figure 3(a). The homogeneous plate is
represented by rectangular orthotropic body with the same
material properties. The dimensions are chosen as b/h = 1
and a/h = 0:5. Length of crack is2a = 2; edge length is 2b =
2 h = 4. P = 1 is uniformly applied in the vertical direction.
The elastic properties of the material are as follows: E11 =
E22 = E33 = 15:4 × 106 psi, G11 = G22 =G33 = 15:7 × 106 psi,
and ν12 = ν23 = ν13 = 0:4009. Here, the structure is consid-
ered as a plane strain model. The plate is divided into
two subdomains, each of which contains a crack tip, as
shown in Figure 3(b). Each side of the subdomain is
divided into 14 high-order (linear) elements with Gauss-
Lobatto-Legendre shape functions, and the overall DOFs
is 280. Herein, take the crack angle α ∈ ½0, π/2� as the
uncertain parameter.

The numerical solution of this paper the SIFs is com-
pared with the reference solution obtained by Banks-Sills
et al. [53] usingM-integral and displacement extrapolations,
as shown in Figure 4, where they are normalized with P

ffiffiffiffiffiffi
πa

p
.

It can be seen from Figure 4 that the numerical solution
based on SBFEM has a good agreement with that of
Banks-Sills et al. [53], which verifies the correctness and
effectiveness of solving SIFs in fracture problem based on
SBFEM. Meanwhile, the relationship between SIFs and crack
angle with different order elements is also considered, as
shown in Figure 5. It can be seen that with the increase of
crack angle, the value of normalized K1 gradually decreases,
and that of K2 increases and then gradually decreases.
However, when the crack angle is the same, the values of
SIFs under different order elements are very close to almost
the same, indicating that the order element has little effect
on SIFs.

Since the mesh generation of SBFEM is more convenient
and flexible than that of the FEM, only the position of the
scaling center at the crack tip needs to be changed in this
example without needing remeshing procedure.

We randomly selected 40 samples as the total number of
input variables. In addition, we, respectively, construct sev-
eral of small-scale response matrices containing 10, 20, and
30 samples from the total number of samples to form a
low-order sample space vector. Then, perform SVD decom-
position and RBF interpolation approximate calculation on
the low-order matrix Λ formed by the three sets of small
sample data. Figure 6 shows the normalized values of SIFs,
which consist of original solution calculated using SBFEM
and approximate solution using POD and RBF.

From Figure 6, it can be seen that when the sample num-
bers of a reduced model are 20, 30, and 40, the results of the
reduced model are very close to the original solution, but
when the sample number is 10, the result fluctuates slightly.
It indicates that the combination of POD and RBF can accu-
rately predict the response results of any input variable.

In order to further illustrate the reliability and accuracy
of the algorithm. We introduce R2 to evaluate the accuracy
of the interpolation result and the formula is as follows:

R2 = 1‐∑
n
i=1 yi − y∧ið Þ2
∑n

i=1 yi − �yið Þ2 , ð44Þ

where n is the number of predictor variables when using
RBF interpolation approximation and yi is the predicted
value under the ith input variable; y∧i is the analytical solu-
tion, which is approximated by the numerical solution; �yi is
the average value of the analytical solution. The evaluation
coefficient R2 represents the relative error between the
numerical solution and the approximate solution, and its
value range is (0-1). The closer R2 is to 1, the higher the
interpolation accuracy.

Table 1 shows the comparison of the accuracy results of
normalized K1 and K2 under four different schemes. In
Table 1, the number of prediction points is 40, which means
that the original 40 samples are selected as the prediction
points. The number of prediction points is not equal to 40
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in the table, which means that some sample points are uni-
formly selected from the original 40 samples as new sample
points, while the rest of the sample points are the number of
predicted points. When the number of prediction points is
40, the accuracy evaluation coefficient R2 is 1, which indi-
cates that the approximate result of the RBF interpolation
is consistent with the given numerical solution. As the num-
ber of samples decreases, the number of prediction points

increases, and the value of the evaluation coefficient is grad-
ually decreasing, which indicates that the interpolation accu-
racy of RBF is decreasing. However, when the number of
samples is 10, the evaluation coefficient values of normalized
K1 and K2 are both above 0.987, which can indicate that
RBF can obtain high-precision numerical results by using
small sample interpolation and verifies the reliability of the
combination of POD and RBF to predict the response
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Figure 3: A rectangular plate with an angled crack [50]: (a) geometry; (b) mesh of 14th-order elements.
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Figure 4: Normalized SIFs of angled crack in a homogeneous rectangular plate: (a) normalized SIFs K1/PðπaÞ0:5 at different crack angles;
(b) normalized SIFs K2/PðπaÞ0:5 at different crack angles.

8 Geofluids



results. Although the calculation accuracy will increase as
the number of sample points increases, as the complexity
of the problem increases, the calculation cost will also
increase greatly. Therefore, it is necessary to select an appro-
priate number of sample points.

Next, we will use POD and RBF to accelerate MCs to
obtain the expectations and standard deviation of SIFs.
Adopt the above physical model and take the crack angles
α ðϵ ð0, π/2Þ as the uncertain parameter which satisfies the
Gaussian distribution (μ = 0:785,σ = 0:262). The value of
SIFs and the displacement values at 140 points are selected
to form the response vector. Using 10, 20, 30, and 40 train-
ing data, respectively, we get 40 samples for random analysis
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Figure 5: The relationship between SIF and crack angle under different element orders. (a) The normalized SIFs K1/PðπaÞ0:5 varies with the
crack angle under different element orders. (b) The normalized SIFs K2/PðπaÞ0:5 varies with the crack angle under different element orders.
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Figure 6: Curve graph of normalized SIFs and numerical solution under different training points. (a) The normalized SIFs K1/PðπaÞ0:5
varies with the crack angle under different training points. (b) The normalized SIFs K2/PðπaÞ0:5 varies with the crack angle under
different training points.

Table 1: Comparison of the accuracy results of four different
schemes.

Number
of samples

Number of
prediction
points

R2 for
normalized K1/

P πað Þ0:5

R2 for
normalized K2/

P πað Þ0:5
40 40 1 1

30 10 1 1

20 20 1 1

10 30 0.9946 0.9875
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through the reduced-order fast algorithm and RBF interpo-
lation. The dimensions of the different sample snapshot
matrix are 142 × 10, 142 × 20, 142 × 30, and 142 × 40, which
can be reduced by the SVD method in POD. Then, the full-
order 142 × 40 matrix is obtained by using RBF interpola-
tion. In addition, before the RBF interpolation, we also trun-
cated the decomposition matrix of SVD to varying degrees
according to the size of the singular value. Different schemes
are used as follows: case 1: direct Monte Carlo simulation is
used to perform full-order simulation calculations using
SBFEM; case 2: using SVD decomposition without truncat-
ing the singular value matrix after decomposition; and case
3: using SVD decomposition, the singular value matrix after
decomposition is truncated according to the smallest row
and column dimension. We compare the accuracy of statis-
tical characteristics after different operations in Figure 7.

From Figure 7, we can see that the accuracy of the
reduced-order fast algorithm increases with the increase of
training samples which indicates that the accuracy of POD
and RBF is directly related to the number of samples. Case 1
has 40 training samples, which can realize a full-level Monte
Carlo simulation. But the number of samples is small, the
deviation of cases 2, 3, and 1 are large. It is because the data
space of cases 2 and 3 are smaller than that of case 1, where
the degree of reduction of case 3 is the largest. When the num-
ber of samples is less than 20, cases 2 and 3 have the same cal-
culation effect, but the dimension of case 3 is much smaller
than that of case 2, so the prediction accuracy is higher. It indi-
cates that this method can not only reduce the dimensionality
of the data but also obtain the response results accurately and
quickly. Besides, it is particularly important to select an appro-
priate number of samples for order reduction operations.
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5.2. Interfacial Central Crack between Isotropic-Orthotropic
Materials. The rectangular bimaterial plate composed of
isotropic-orthotropic materials is considered in this section,
as shown in Figure 8(a). The height and the width of the
rectangular plate are 2H and H, respectively. The length of
the central crack is 2a. Uniform tension P is applied in the
vertical direction. The elastic properties are E11 = 100GPa,
E22 = 30GPa, G12 = 23:5212GPa, and ν12 = 0:3 for orthotro-
pic material 1 and E = 100GPa and ν = 0:3 for isotropic

material 2. Plane stress conditions are assumed. The charac-
teristic length is chosen as L = 2a.

The plate is divided into four subdomains, as shown in
Figure 8(b). The scaling center of the subdomains is indi-
cated by the marker “⊕.” The crack tips are at the scaling
center of subdomains 1 and 2. Each side of the subdomain
is divided into 10. We consider the main material angle
θð1Þ ∈ ½0, π/2� to be the only uncertain parameter. The princi-
pal material axis 1 of material 1 is rotated from the
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Figure 8: Rectangular bimaterial plate with an interfacial central crack [50]: (a) geometry; (b) mesh of 10th-order elements.
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horizontal x-axis by an angle θð1Þto simulate anisotropic
material behavior with reference to the crack. The step size
of the design variable is set as 1, so we can get 90 samples.
The two component values of SIFs and 158 nodal displace-
ments values are taken as the response vector. The approxi-
mate effect of POD combined with RBF was tested here.
Sampling points are selected according to step sizes 2, 5,
and 10, respectively, to form 160 × 45, 160 × 18, and 160 ×
9 matrices in sequence, and 160 × 90 matrix is obtained by
SVD and RBF approximate interpolation. The comparison
between interpolation result and numerical solution is
shown in Figure 9.

From Figure 9, it can be seen that the results under dif-
ferent interpolation steps are in good agreement with the
numerical solution, which indicates that the POD combined
with the RBF method has a good approximation and predic-
tion effect on the system response. Different steps corre-
spond to different amounts of data, through interpolation
computation, which can fit the full-order160 × 90matrix,
which indicates that this method has a certain potential in
accelerating computation. Table 2 shows the relative error

between the approximate value and the numerical solution
after POD order reduction and RBF interpolation under
different steps. By comparison, it is found that the finer the
interpolation steps, the closer the predicted value to the
numerical solution, but the more interpolation points are
needed. In general, the prediction accuracy is positively
correlated with the number of interpolation points.

Next, we consider that when the input variable θð1Þ obeys
the Gaussian distribution, the normalized K1 expectation
and standard deviation can be obtained after accelerating
MCs through POD and RBF reduction. The mean value of
Gaussian distribution function is μ = 45°, the standard
deviation is σ = 15°, and the other parameters remain
unchanged. The specific computation process is to stochasti-
cally select 100 sample points (satisfy the Gaussian distribu-
tion), obtain the numerical solution of K1 based on SBFEM,
and then directly use MCs to get expectations and standard
deviation as a comparison. In addition, it can be seen from
the previous example that the accuracy of the fast algorithm
is positively correlated with the number of training samples.
Therefore, in this example, we select 20, 40, 60, and 80

Table 2: Relative error table of approximate value and numerical solution under different interpolation steps.

Angle θ 1ð Þ
|RBF-exact|/exact

Normalized SIFs K1/P πað Þ0:5 Normalized SIFs K2/P πað Þ0:5
Step = 2 Step = 5 Step = 10 Step = 2 Step = 5 Step = 10

7° 0.006% 0.040% 2.753% 0.035% 0.251% 0.800%

13° 0.004% 0.025% 1.931% 0.044% 0.166% 0.492%

27° 0.002% 0.004% 0.945% 0.004% 0.005% 0.287%

37° 0.001% 0.004% 0.604% 0.024% 0.039% 0.212%

53° 0.004% 0.004% 0.360% 0.057% 0.057% 0.668%

67° 0.054% 0.066% 0.379% 0.067% 0.131% 0.555%

73° 0.129% 0.377% 1.217% 0.064% 0.101% 0.601%

87° 0.051% 0.604% 2.601% 0.071% 0.518% 3.570%
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Figure 10: Expectations and standard deviation of different degrees of reduction: (a) expectations of the normalized SIFs K1/PðπaÞ0:5 under
different sample points; (b) standard deviation of the normalized SIFs K1/PðπaÞ0:5 under different sample points.
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samples from the original samples as the training samples
and then combine POD and RBF to get the expectations
and standard deviations of these 100 sample points. It is
worth noting that in this example, we all take case 3
reduced-order operation. The expectations and standard
deviations of the full-order numerical solution and the
reduced-order are shown in Figure 10. From Figure 10, it
can be seen that the reliability of the reduced-order fast algo-
rithm improves with the increase in the number of sample
points. When the number of samples is close to 40% of the
total number of samples, the results of the order reduction
is consistent with the numerical solution. It shows that it is
necessary to select the appropriate sample points for order
reduction computation. Besides, it is also shown that the
combination of POD and RBF is effective in model reduc-
tion and accelerating MCs computation, which achieves
the goal of reducing computing cost and improving comput-
ing efficiency.

6. Conclusions

This paper presents an efficient stochastic analysis method
for linear elastic fracture problems. The MCs is used to cap-
ture the statistical characteristics of the structural responses
under the impact of uncertain variables. SBFEM is applied
for fracture analysis which is able to evaluate the stress
intensity factors directly with high accuracy. The model
order reduction method based on proper orthogonal decom-
position (POD) and radial basis function (RBF) is employed
to accelerate Monte Carlo simulation (MCs). Numerical
examples analyze the angled cracks in the orthotropic body
and the interface crack structure between orthotropic-
isotropic materials. The results show that the full-order sim-
ulation computation results based on SBFEM are in good
agreement with the results based on the POD and RBF
model order reduction method, which verifies the effective-
ness and efficiency of the proposed method. In the future,
we will incorporate cohesive crack models for simulating
fracture behaviors of quasibrittle materials that are com-
monly found in rock mechanics [54]. Additionally, the pres-
ent method can also be used for accelerating structural
optimization with large-scale design variables [55, 56].
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Hydraulic fracturing enhances hydrocarbon production from low permeability reservoirs. Laboratory tests and direct field
measurements do a decent job of predicting the response of the system but are expensive and not easily accessible, thus
increasing the need for robust deterministic and numerical solutions. The reliability of these mathematical models hinges on
the uncertainties in the input parameters because uncertainty propagates to the output solution resulting in incorrect
interpretations. Here, I build a framework for uncertainty quantification for a 1D fracture geometry using Woodford shale
data. The proposed framework uses Monte-Carlo-based statistical methods and is comprised of two parts: sensitivity analysis
and the probability density functions. Results reveal the transient nature of the sensitivity analysis, showing that Young’s
modulus controls the initial pore pressure, which after 1 hour depends on the hydraulic conductivity. Results also show that
the leak-off is most sensitive to permeability and thermal expansion coefficient of the rock and that temperature evolution
primarily depends on thermal conductivity and the overall heat capacity. Furthermore, the model shows that Young’s modulus
controls the initial fracture width, which after 1 hour of injection depends on the thermal expansion coefficient. Finally, the
probability density curve of the transient fracture width displays the range of possible fracture aperture and adequate proppant
size. The good agreement between the statistical model and field observations shows that the probability density curve can
provide a reliable insight into the optimal proppant size.

1. Introduction

Hydraulic fracturing (HF) improves the flow rate of recover-
able reserves from low permeability geological formations [1,
2]. The process induces rock failure by simply injecting fluid
into the reservoir to counteract the in situ stresses and its
tensile strength. Such newly created fractures are maintained
using proppants often mixed with the fracturing fluid. HF is
an expensive practice that requires careful design and good
numerical modelling, and a principal problem with these
mathematical models is that they are based on ideal systems
with physical simplifications, thus neglecting either fracture
initiation from wellbore, or near-tip effects, or fracture aper-
ture evolution of preexisting fractures [3]. Although these
simplifications facilitate the problem-solving process, they
introduce sources of error that reduce the degree of confi-
dence in the output solution [4]. Furthermore, uncertainty
is embedded in the initial conditions, boundary conditions,

geometry, and input parameters [4]. Some uncertainties cre-
ate a large variance of the output solution and contribute
most to the prediction of the degree of confidence while
others have smaller effects [5]. Here, I address the uncer-
tainties in shale formation properties generally calculated
in a laboratory/field setting. Shale is a sensitive material, eas-
ily disturbed by normal drilling techniques, and specimens
are difficult to sample, core, characterize, and test [6]. Fur-
thermore, well logs measure formation properties such as
Young’s modulus, Poisson’s ratio, and permeability, but well
log interpretation is a subjective practice, where the tools
have a margin of error and the measured properties are spa-
tially limited. In this study, I investigate Woodford shale, a
major source rock located in the Midwestern U.S. Its low
permeability makes it difficult to fully profit from its poten-
tial, making it a perfect case study for HF. Field observations
for Woodford shale [7] show that its natural fractures have a
vertical dip and strike West-East with an average distance
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between fractures of 1.2-1.5 (m) (Figure 1). Hydraulic frac-
turing reactivates these preexisting fractures, thus creating
multibranch fractures (Figure 2).

Quantifying the effects of spatial variability in formation
properties [8, 9] on the reliability of hydraulic fracture sim-
ulations has been studied [6, 10–13] but is restricted by sim-
plified deterministic solutions or computational timescales
of numerical solutions. The uncertainty quantification for
the simple linear elastic model given by [12] calculates the
range of possible fracture apertures using Monte-Carlo sim-
ulations where Young’s modulus and the confining stress are
random parameters, and they consequently reformulate the
governing equations as stochastic partial differential equa-
tions (SPDEs). They adopt a stochastic collocation method
to solve these SPDEs and replace the classic Monte-Carlo
methods with two different methodologies: (1) the input
parameters respect a log-normal distribution function,
where only the mean and the dispersion values are used to
calibrate the model, and (2) the input parameters fall within
96% of the log-normal distribution (a method called maxi-
mum entropy). They show that the probability distribution
function of Young’s modulus and the confining stress greatly
impact that of the fracture aperture. Furthermore, [12] were
inspired by [8] who developed the stochastic framework to
efficiently perform uncertainty quantification for fluid trans-
port in porous media in the presence of both stochastic per-
meability and multiple scales and present the solution as a
polynomial approximation. In a recent publication, [13]
address variability in discrete fracture network geometry
using the very robust multilevel Monte-Carlo methods,
rather than the stochastic methodology claiming that the
classic stochastic collocation fails to provide reliable esti-
mates of first-order moments of the output solution due to
the lack of smoothness. In another recent publication, [14]
proposes the (MLMC) methods in conjunction with a well-
assessed underlying solver to perform DFN flow simulations
using Darcy flow and prove that the method is robust
enough to tackle complex geometrical configurations, even
with very coarse meshes. [15] address the heterogeneities
in fractured reservoirs and assume that the fracture inten-
sity, orientation, and conductivity of different fracture sets
are the uncertain parameters. They confer each parameter
with a probability distribution and create an integrated his-
tory matching workflow for fractured reservoirs assuming
numerical methods for multiphase flow simulation, while
updating the fracture properties via dynamic flow responses,
such as continuous rate and pressure measurements. They
generate initial realizations using Monte-Carlo simulations
and based on observed fractures at the well locations. The
automated history matching approach results in multiple
equally probable discrete fracture network models, where
upscaled flow simulation models honour both the geological
information and the dynamic production history. Further-
more, [16] use uncertainty quantification for coupled subsur-
face flow and deformation processes. They circumvent the
slow convergence of the traditional Monte-Carlo methods
using an intrusive polynomial chaos expansion method for
Biot’s poroelasticity equations based on Galerkin projection
with uniform and log-normally distributed material parame-

ters. Results show good agreement with the Monte-Carlo
and ANOVA-based probabilistic collocation methods.

Although significant studies have been presented on
uncertainty quantification in hydraulic fracturing, they are
restricted to finite element schemes with defined mesh size
and number of random values. Furthermore, they focus on
geometric properties or are limited to elastic formation
parameters, rather than rank all formation properties
including the thermal properties, which is covered in this
paper. The purpose here is to address formation inhomoge-
neity and spatial variability in low permeability shale reser-
voirs and their impact on fracture response using a unique
but simple framework for uncertainty quantification com-
prising of sensitivity ranking and probability density curves.
Then, I test the validity of the framework on the 1D por-
othermoelastic analytical solution for pressure, temperature,
leak-off, and width given by [3], with application to Wood-
ford shale data. A series of simulations demonstrate uncer-
tainty propagation in the deterministic solution and
describe the probability density function (PDF) for the frac-
ture width to explain why some proppants have higher suc-
cess rates than others.

2. Materials and Methods

2.1. Conceptual Model. Analytical solutions for pressure,
temperature, strain, and displacement are derived in detail
by [3] following the 1D consolidation theory.

Figure 3 zooms in to a multibranch fracture and shows
how the fracture apertures are perpendicular to the

20 m

1.2–1.5 m

Figure 1: Simplified drawing of the natural fractures in Woodford
shale.

Surface

Multi-branch fractures

Wellbore

𝜎h, min

𝜎H, max

𝜎v

Figure 2: Conceptual model for hydraulic fracturing in shale
reservoir with preexisting natural fractures. Horizontal well
injection initiates multibranch fractures. I delimit the study to
one multibranch fracture highlighted with a purple dashed box.
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minimum horizontal stress σh,min and intersect a porous
medium characterized with an initial pore pressure p0 and
an original temperature T0 and subject to fracturing fluid
with pressure pf and temperature T f at its faces (Figure 3).
Figure 3 also shows that the distance between two consecu-
tive fracture apertures is 2h, but because of the mirror sym-
metry, the one-dimensional solution is constrained to the
length h. Furthermore, the pore pressure gradient induces
fluid leak-off from the fracture into the formation at each
fracture face, and impermeable, adiabatic, and frictionless
boundary conditions prevail at the axis of symmetry.

2.2. Governing Equations. The one-dimensional consolida-
tion for transversely isotropic material is described in detail
by [3], but a brief summary of the equations is presented
here for the sake of completeness. Assuming the (xy) plane
is the isotropic plane and the z axis is the axis of rotational
symmetry (Figure 4), the coupled equations for pressure,
temperature, and displacement represent the response of
the hydraulic fracture system.

First, the analytical pressure solution is derived as

p x, tð Þ = 2
h
〠
∞

m=0

1
ξ

c1e
−γ1ξ

2t + c2e
−γ2ξ

2t
� �

sin ξx + ΔP, ð1Þ

then, the temperature is given by

T x, tð Þ = 2
h
〠
∞

m=0

1
ξ

c3e
−γ1ξ

2t + c4e
−γ2ξ

2t
� �

sin ξx + ΔT , ð2Þ

finally, the displacement is given by

u x, tð Þ = S0 − α1ΔP − βs
1ΔT

M11
x − hð Þ

+ 2α1
M11h

〠
∞

m=0

1
ξ2

c1e
−γ1ξ

2t + c2e
−γ2ξ

2t
� �

cos ξx

+ 2βs
1

M11h
〠
∞

m=0

1
ξ2

c3e
−γ1ξ

2t + c4e
−γ2ξ

2t
� �

cos ξx,

ð3Þ

where h is the half distance (m), ξ is ð2m + 1Þπ/2h (m-1), S0
is the stress boundary condition that is the difference
between the fracturing fluid pressure Pf (MPa) and the min-
imum horizontal stress Sh min (MPa), M11 is the stiffness
coefficient (MPa) calculated from Young’s modulus and
Poisson’s ratio, βs

1 is a thermal parameter calculated from
the stiffness coefficients and the solid thermal expansion
coefficient (MPa°C−1) and α1 is Biot’s coefficient [1], and c1
, c2, c3, c4, γ1, and γ2 are lumped parameters defined as

c1 =
γ1γ2 g11 p0 − ΔPð Þ − g12ΔT½ � − p0 − ΔPð Þγ1

−γ1 + γ2ð Þ ;

c2 = p0 − ΔP − c1 ;

c3 =
c1 1 − γ1g11ð Þ

γ1g12
;

c4 = −ΔT − c3 ;

γ1 =
g11 + g22 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g11 + g22ð Þ2 − 4g∗

q
2g∗ ;

γ2 =
g11 + g22 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g11 + g22ð Þ2 − 4g∗

q
2g∗ ;

ð4Þ
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Figure 3: The red dashed box zooms in to two consecutive fractures and shows the fracture geometry with the initial and boundary
conditions: Pf and T f are the fluid pressure and temperature, respectively. P0 and T0 are the initial pressure and temperature,
respectively. The 1D solution is limited to h because of the symmetry.

p
0
, T

0

z h

x
σ(0, t) = S0
p(0, t) = pf

T(0, t) = Tf

Figure 4: One-dimensional consolidation setup showing the initial
and top boundary conditions, where the plane (xy) is the isotropic
plane, where the x axis has a subscript of 1, and the z axis is the axis
of rotational symmetry with a subscript of 3. The top, bottom, and
right boundaries (in bold) are assumed impermeable, adiabatic, and
frictionless.
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and g11, g12, g21, g22, and g ∗ are defined as

g11 =
μ

k1

1
M

+ α1
2

M11

� �
;

g12 =
μ

k1

α1β
s
1

M11
− βsf

� �
;

g21 =
α1β

s
1T0

λ1M11
;

g22 =
1
λ1

ρCv +
βs
1ð Þ2T0
M11

 !
;

g∗ = g22g11 − g12g21,

ð5Þ

where μ is the fluid viscosity (Pa s), k1 is the permeability
(m2), M is a poroelastic parameter in (MPa), λ1 is the ther-
mal conductivity ðJm−1s−1°C−1Þ, and ρCv is the overall ther-
mal capacity (J/ðm3°CÞ). Note that subscripts 1 and 3
represent the x direction and the z direction, respectively.

The initial and boundary conditions associated with
Equations (1)–(3) are given as follows:

p x, 0ð Þ = p0 ;
p 0, tð Þ = pf ;
T x, 0ð Þ = T0 ;
T 0, tð Þ = T f ;
∂p
∂x

����
h,tð Þ

= 0 ;

∂T
∂x

����
h,tð Þ

= 0 ;

u h, tð Þ = 0:

ð6Þ

Despite the complexity of the porothermoelastic solu-
tion, one can easily identify the contributing formation
properties. The theory of linear elasticity assumes the rock
as a dry solid material characterized by E, Young’s modulus
(GPa), and ν Poisson’s ratio [1]. However, pore fluid alters
the mechanical behaviour of the porous rock, thus introduc-
ing three additional poroelastic parameters: α Biot’s coeffi-
cient [1], M Biot’s modulus (GPa), and κ the mobility
ratio (ratio between permeability of the formation and vis-
cosity of the pore fluid: k/μ) (m2Pa−1s−1). In addition, the
one-dimensional anisotropic solution couples the poroelas-
tic solution with the effects of the thermal gradient (between
the fracturing fluid and the rock formation), thus introduc-
ing thermal parameters to the solution: the solid skeleton
linear thermal expansion coefficient αi

sð°C−1Þ in the ith

direction, the volumetric thermal expansion coefficient of
the pore fluid αf ð°C−1Þ , the thermal conductivity of the
porous medium λ1 (in the x direction) ðJ m−1s−1°C−1Þ, and
the overall thermal capacity ρCvðJ m−3°C−1Þ. Finally, the
anisotropic nature of shale has a significant impact on its

mechanical responses [3] and is included in this study.
Table 1 enumerates the formation properties contributing
to the uncertainty study for the 1D anisotropic porother-
moelastic solution.

In the following, I detail the proposed uncertainty quan-
tification (UQ) framework comprised of two parts: (1) sensi-
tivity ranking to rank the input parameters by order of
degree of influence on the output solution and (2) probabil-
ity density function of the output solution that depicts all
possible HF responses and their corresponding likelihood.

2.3. Part I: Sensitivity Analysis. To analyse the propagation
of uncertainties, one must study how the output solution
varies when the input variable takes on different values [5].
Using the popular Monte-Carlo methods, one generates a
set of realizations of the input data fd1, d2, d3,⋯g, each
characterized by a known probability distribution law, and
calculates the correspondent solution s of the model fs1, s2
, s3,⋯g, then measures its statistics [4]. The Monte-Carlo
methods have the advantage of being robust; that is, there
are no constraints on the variances of the input data and
the output. These methods are independent from the dimen-
sionality of the random values (RVs) but require the deter-
ministic solution and are characterized with a slow
convergence rate. Although there are methods to increase
the convergence rate such as variance reduction methods, a
convergence rate ofM−1/2 governs all Monte-Carlo methods,
thus requiring a large population size M [4, 5]. As a result,
these methods are impeded by high computational cost
and time.

Sensitivity analysis addresses the first part of the frame-
work, where I rank input parameters by their order of influ-
ence on the variance of the solution. One of the simplest and
most practical methods to perform sensitivity analysis is the
one at a time method (OAT). In this method, one studies
each parameter individually to minimize the chances of
computer crashes. Typically, one random input parameter
is assumed, while maintaining all others to their originally
assigned values. The sensitivity analysis is driven by this ran-
dom parameter that produces a host of possible output solu-
tions. The steps for the OAT approach are listed in the
following text for a deterministic solution, y = f ðxi=1, xi=2,
⋯:xi=mÞ with m input parameters.

(1) Consider x1 a random input parameter that fits
a defined distribution function, e.g., normal

Table 1: Formation properties used to model the uncertainty in the
hydraulic fracture responses.

Ei Young’s modulus in the ith direction

νi Poisson’s ratio

αi
s Solid skeleton linear thermal expansion

coefficient in the ith direction

κ1 Mobility ratio in the x direction

λ1 Thermal conductivity in the x direction

ρCv Overall thermal capacity
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distribution, with an assigned mean and standard
deviation, and generate Npopulation of x1. Figure 5
shows the population distribution for Young’s modu-
lus E1 (GPa) converging for Npopulation = 15,000

(2) Calculate the deterministic solution for each value of
x1

(3) Calculate the variance of the Npopulation values of out-
put solution and note it as y1

(4) Repeat procedure for each of the other input param-
eters i = ½2 : m�

(5) Calculate the sum of the output solution yi for m
values of variance. ∑m

i=0yi

(6) Calculate the coefficient of variation y1/∑m
i=1yi for

each input parameter. This coefficient represents
the degree of influence of each input parameter on
the output solution

2.4. Part II: Probability Density Curves. Proposed methods
for uncertainty quantification include the probability density
function (PDF), where its value is always positive and its
integral over the entire range of possible values equals to
one. To generate the PDF, one simultaneously introduces
the high-ranking random input variables (from the first part
of the framework) in the deterministic solution and fits the
range of output results to a probabilistic distribution type
(normal, triangular, Gumbel, lognormal, etc.). The proce-
dure for a deterministic solution y = f ðxi=1, xi=2,⋯:xi=mÞ
with m input parameters is as follows:

(1) Select the input parameters with a high sensitivity
ranking (from sensitivity analysis) as random vari-
ables and keep the formation parameters with a neg-
ligible effect to their original value
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Figure 5: Monte-Carlo population simulation for Young’s
modulus with Npopulation = 15,000 with an average of 8.21 (GPa)
and a standard deviation of 1.2 (GPa) assuming a normal
distribution.

Table 2: Woodford shale data used to test the sensitivity of the
model to the input uncertainties.

Mobility ratio κ1, m2/ Pa sð Þ 45

Solid skeleton linear thermal expansion
coefficient αs, /°C 2 × 10−5

Overall heat capacity ρCv , J/ m3°C
� 	

2.75

Thermal conductivity λ1, J/ m s°Cð Þ 1.4

Original pore pressure po, MPa 27.6

Original temperature To,
°C 90

Minimum horizontal stress σh,min, MPa 52

Stress boundary condition S0, MPa 12

Fracturing fluid pressure pf , MPa 64

Fracturing fluid temperature T f ,
°C 30

Young’s modulus E1, E3, GPa 5.6, 4.6

Poisson’s ratios ν1, ν3 0.3

Distance between vertical apertures 2h, m 1.2

Table 3: Variability of some Woodford shale formation properties
from field measurements.

Mobility ratio κ1, nD/cP 20-60

Solid skeleton linear thermal expansion
coefficient αs, /°C 0:9 − 4:8ð Þ × 10−5

Overall thermal capacity ρCv , J/ m3°C
� 	

2.57-2.94

Thermal conductivity λ1, J/ m s°Cð Þ 0.7-1.4

Young’s modulus E1, E3,GPa 6.8-9.8; 3.85-5.6

Poisson’s ratio ν1, ν3 0.1-0.15; 0.23-0.3
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Figure 6: Sensitivity ranking for pressure in the fracture at time t
= 0 + . The instantaneous pore pressure jump is 90% governed by
Young’s modulus E1.
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(2) Generate a population of n values for each of the
selected random variables and calculate the output
solution

(3) Plot the histogram of all the n output values y

(4) Fit the histogram to a distribution function and cal-
culate the PDF function

3. Results

3.1. Woodford Shale Data. I test the proposed framework on
the 1D solution with typical Woodford Shale data presented
in Table 2 [17–20]. The transversely isotropic nature of this
low permeability shale signifies that its properties depend on
the direction, where x has a subscript of 1 and z a subscript
of 3 (Figure 3), except for the linear thermal expansion coef-
ficient that is independent of the direction and is replaced
with one value αs. The model considers thermal effects
because of the significant temperature difference ðΔT = 60°

C Þ between the fracturing fluid temperature ðT f = 30°CÞ
and the formation temperature ðT0 = 90°CÞ.

However, literature review [17, 19, 20] confirms a large
variability in some of those properties, summarized in
Table 3.

3.2. Sensitivity Analysis: Application to Woodford Shale. The
saturated porous medium in Figure 4 is subjected to an
instantaneous compression due to injection, and as a result
experiences a pore pressure jump, also known as Skempton’s
effect. The pressure at the shale-fracture interface is the con-
stant injection pressure Pf , and consequently, the sensitivity
score for all parameters is zero at x = 0 (m) (Figure 6).
Figure 6 shows that the dominant control on the initial pore
pressure (Equation (1)) is the elastic Young’s modulus E1
with a sensitivity score of 90%. As pressure distribution sta-
bilizes inside the half-space, the sensitivity of the pore pres-
sure to E1 decreases and other formation properties come
into play, as shown in Figure 7. Figures 7(a)–7(c) show that
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Figure 7: Sensitivity ranking for pressure in the fracture at time (a) t = 15 (min), (b) t = 30 (min), and (c) t = 60 (min).
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as the pore pressure front diffuses inside the formation, the
sensitivity of pressure to E1 significantly decreases and the
pore pressure becomes more sensitive to the mobility ratio
κ1, the thermal conductivity λ1, and the skeleton linear ther-
mal expansion coefficient αs, respectively. The reason why
thermal properties influence the pore pressure response is
that the temperature gradient forces the fluid and rock to
contract as the cooling front penetrates further inside the
half-space.

λ1 is the second most dominant parameter, where its
influence reaches 0.09 (m) at t = 15 (min) (Figure 7(a)),
0.12 (m) at t = 30 (min) (Figure 7(b)), and 0.18 (m) at t =
60 (min) (Figure 7(c)), and αs is the third most dominant
parameter, where its influence reaches 0.06 (m) at t = 15
(min) (Figure 7(a)), 0.09 (m) at t = 30 (min) (Figure 7(b)),
and 0.12 (m) at t = 60 (min) (Figure 7(c)). The thermal con-
ductivity λ1 sensitivity curve presents a peak that coincides
with the dip in the mobility ratio sensitivity curve for x =

0:04 (m) at t = 15 (min) (Figure 7(a)), x = 0:05 (m) at t =
30 (min) (Figure 7(b)), and x = 0:06 [m] at t = 60 (min)
(Figure 7(c)), highlighting a lower pressure zone, as seen in
[3]. After 30 (min) of injection, the dip of the mobility ratio
κ1 stabilizes at 48% and the peak in the thermal conductivity
λ1 stabilizes at 38%. Figures 7(a)–7(c) also show that beyond
the pore pressure front lies a zone where pore pressure is
only sensitive to E1 and κ1, such as x > 0:1 (m) at t = 15
(min) (Figure 7(a)), x > 0:12 (m) at t = 30 (min)
(Figure 7(b)), and x > 0:18 (m at t = 60 (min) (Figure 7(c)).

I proceed to perform sensitivity ranking for the temper-
ature (Equation (2)), where contrary to the pore pressure,
temperature is independent of any formation parameter at
time t = 0 + , because the temperature front takes finite time
to diffuse inside the formation.

Figure 8(a) shows that at t = 15 (min), the cooling front
reaches 0.11 (m) and depends on the thermal conductivity
λ1 and the overall thermal capacity ρCv . Figures 8(b) and
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Figure 8: Sensitivity ranking for temperature in the fracture at time (a) t = 15 (min), (b) t = 30 (min), and (c) t = 60 (min).
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8(c) show that the sensitivity of the temperature to ρCv
increases while the influence of λ1 continues to decrease
but remains dominant, with a sensitivity score of 70% for
λ1 and for of 30% for ρCv at t = 60 (min) and for x = 0:2
(m). This is particularly interesting because while pressure
depends on thermal properties, temperature only depends
on two temperature properties, where the temperature at
the shale-fracture interface (x = 0 (m)) only depends on the
thermal conductivity λ1: Note that the Monte-Carlo simula-
tion for temperature becomes smoother as the system stabi-
lizes and reaches a steady condition.

Next, the 1D solution provides an expression for the
fluid flow based on Darcy’s law, where the leak-off velocity
is the flow at the shale-fracture interface (x = 0 (m)).

Figure 9 shows that the leak-off velocity is most sensitive
to the mobility ratio κ1 and the thermal conductivity λ1, with
a sensitivity score of 90% and 10%, respectively.

Finally, the fracture width is the displacement at the
shale-fracture interface, x = 0 (m) (Equation (3)).

Similar to the pressure (Figure 6(a)), fracture width is
initially (t = 0 + ) most sensitive to the elastic Young’s mod-
ulus E1 (Figure 10), but because thermal effects are factored
in the rock deformation process, the influence of E1
decreases with time, while the linear thermal expansion coef-
ficient αs, the mobility ratio κ1, and the thermal conductivity
λ1 start to play a larger role in the displacement solution.
Figure 10 shows that after 60 (min), the fracture width
becomes most sensitive to αs (75%), followed by κ1 (12%),
λ1 (9%), and E1 (3%).

Table 4 summarizes the formation properties with a high
sensitivity ranking. I consider the parameters with Y attri-
bute for this second part and generate the probability density
functions to quantify uncertainty in the output solution.

3.3. Probability Density Functions: Application to Woodford
Shale. Figures 11(a)–11(c) show the probability density
functions (PDFs) of the pore pressure response (considering
the simultaneous variability of the four parameters indicated
with Y in Table 4), at times t = 15 (min), t = 30 (min), and
t = 60 (min), respectively. The pore pressure variability fits
a normal distribution function, where the pressure is fixed
at 64 (MPa) at the shale-fracture interface, x = 0 (m). That
is, PDF at this boundary is 100% and is not included in the
plots.

Figure 11(a) shows that the transient pore pressure front
diffuses from the boundary and reaches a depth of x = 0:1
(m) at t = 15 (min), to stabilize at a pressure range of 30-
35 (MPa), for x > 0:1 (m), which corresponds to the pore
pressure jump felt in the porous medium at t = 0+.
Figure 11(b) shows that the pressure diffusion reaches 0.15
(m), and Figure 11(c) shows diffusion reaches 0.2 (m). Also,
it is important to talk about the standard deviation because it
indicates the amount of dispersion or variation observed in
the population [21]. The pressure PDF follows a normal dis-
tribution function and has the highest standard deviation at
t = 15 (min), which decreases with time, where the PDF
curve becomes sharper at 30 (min) and 60 (min).

Figures 12(a)–12(c) show the probability density func-
tions (PDF) of the thermal diffusion, assuming a random
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Table 4: Sensitivity analysis summary showing which input
parameters influence the solution. Y is for yes and N is for No.

Output
Parameters

αs E1 E3 ν1 ν3 λ1 ρCv κ1
Pressure Y Y N N N Y N Y

Temperature N N N N N Y Y N

Leak-off N N N N N N N Y

Fracture width Y Y N N N Y N Y
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thermal conductivity λ1 and a random overall heat capacity
ρCv , calculated at times t = 15 (min), t = 30 (min), and t =
60 (min), respectively. Like pressure, PDF of the tempera-
ture at the shale-fracture boundary is 100% (constant injec-
tion temperature of 30 (°C)) and is not included in the plots.
The thermal diffusion front fits a normal distribution func-

tion and shows that the temperature of the porous medium
decreases as a cooling front progresses deeper inside the
medium to reach a depth of about 0.13 (m) at t = 60 (min)
(Figure 12(c)). The temperature also follows a normal distri-
bution PDF, where its standard deviation, contrary to the
pore pressure, does not seem to decrease with time.
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Figure 11: Probability density functions for pressure at times (a) t = 15 (min), (b) t = 30 (min), and (c) t = 60 (min).
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Figure 13 shows the transient PDF of the leak-off veloc-
ity characterized by a normal distribution function. The
leak-off velocity is the Darcy flow at the shale-fracture inter-
face, which depends on the pore pressure gradient and is
highest in the beginning of the injection 1:5 × 10−3 (m s-1)
and slows down to 0:3 × 10−3 (m s-1) after 30 (min) of injec-
tion, as the pressure gradient nears zero.

Finally, Figure 14 shows the PDF of the transient frac-
ture width, assuming the variability of the four input param-
eters (Table 4) for time interval [0,60] (min).

The mean fracture width is 0:72 (mm) at t = 0+ and 0:84
(mm) at t = 60 (min). All possible values of fracture width fit
a normal distribution and fall within a narrow range with a
standard deviation of σ = 0:04 (mm) at t = 0+, then the
range of variation widens, and the standard deviation is σ
= 0:15 (mm) at t = 60 (min). The reason for this is that,
at early times, the fracture width evolution is an elastic prob-
lem, depending primarily on one parameter Young’s modu-
lus E1, and with time, becomes a porothermoelastic problem
that depends on both the thermal and hydraulic properties,
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Figure 12: Probability density functions for temperature at times (a) t = 15 (min), (b) t = 30 (min), and (c) t = 60 (min).
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therefore simultaneously considering random parameters
(Young’s modulus E1, linear thermal expansion coefficient
αs, the mobility ratio κ1, and the thermal conductivity λ1).

4. Discussion of Findings

When ranking the parameters by order of influence on the
solution, one must pay attention to the parameters with high
variability as this may affect the sensitivity score. In this
problem, the mobility ratio, thermal conductivity, and ther-
mal expansion coefficient are high variability parameters
(Table 3) and are also the dominating parameters for the
pressure solution (Figure 7). Although high variability
affects the sensitivity score, it does not eliminate the reliabil-
ity of the method, because its main purpose is to rank the
contributing parameters, as can be seen in Figure 8 where
ρCv does not have a large variability but is the second most
important parameter in the temperature solution. Results
also show that temperature takes longer than pressure to sta-
bilize in the system, clearly depicted in the resonance of the
sensitivity curves in Figure 8. While at 30 (min), the pressure
sensitivity ranking curves stabilize, and the temperature ones

stabilize only at 60 (min). Figure 9 shows that the sensitivity
ranking for the leak-off velocity, that is, Darcy flow at the
shale-fracture interface, depends primarily on the mobility
ratio, where its sensitivity score remains constant after 5
(min), thus indicating that the pressure gradient tends to
zero and consequently generates a slow leak-off. Figure 10
shows that the fracture width evolution depends initially
only on the elastic parameter E1 and, with time, becomes
mainly driven by thermal effects and depends primarily on
the thermal expansion coefficient αs of the rock. Figure 11
shows that the applied excess pore pressure at the shale-
fracture interface leads to an instantaneous pore pressure
jump in the medium with a variability of [30-35] (MPa),
and then, as time progresses, pressure diffuses further and
deeper into the formation. We can also note that the normal
distribution of the PDF of the pressure becomes narrower
with time, meaning that as time progresses, the effects of
the variability in formation properties decrease. Figure 12
clearly shows the temperature diffusion, where the cooling
front reaches x < 0:08 (m) after 15 (min) and x < 0:12 (m)
at 30 (min) and x < 0:175 (m) at 60 (min). Results also show
that the standard deviation of the temperature PDF is
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independent of time. Further, Darcy flow at the shale-
fracture interface (the leak-off) stabilizes after 20 (min)
(Figure 13), thus meaning that pressure at the boundary is
reaching a constant value. Finally, the PDF of the fracture
width provides its range of possible values and correspond-
ing likelihood, which in turn determines if proppants will
fit inside the created fracture. Figure 15 shows the “most
likely” fracture width for three different time steps, t = 0+, t
= 30ðminÞ, and t = 60ðminÞ: Because of the thermal gradient
at the shale-fracture interface, fracture width is continuously
widening to reach a range of 0-1.5 (mm) after 60 (min) of
injection, which means that one must wait before pumping
proppants to profit from this mechanism. [3] found that
fracture aperture can be as much as 70% larger when the
temperature gradient at the interface is 60 (°C), contrary to
when the rock and the injected fluid have the same temper-
ature, in which case the fracture width starts to decrease
shortly after pumping.

A proper combination of fracturing fluid and proppant
kind/mesh size is paramount for a successful fracture job.
The industry designs proppants to migrate far enough, thus
maintaining a sufficient length/width of the fracture, and to
keep the induced hydraulic fracture open, thus providing
good fracture conductivity. According to API standards,
two types of proppant mesh/size are primarily used in the
field: D20/40 with a diameter of 0.69 (mm) and D40/70 with a
diameter of 0.33 (mm). I test the agreement between the
width PDF and the industry preferred proppant mixture of
D100 (0:152 (mm)) (60%) and D40/70 (40%) and find that
the probability that the proppants D20/40 and D40/70 will fit
inside the fracture at t = 0+ is 63% and 100%, respectively
(Figure 16). Consequently, the mixture of 60% D100 and
40% D40/70 has a probability success rate of 100%, which is
observed in the field.

Figure 17 shows the PDF for the fracture aperture at t
= 60 (min), where the probability that the proppants
D20/40 and D40/70 will fit the fracture is 68% and 96%, respec-
tively. This explains the success rate of the 60% D100 and
40% D40/70 mixture even at larger times.

5. Conclusions

I investigate here two important parts of uncertainty quanti-
fication in hydraulic fracture responses: sensitivity analysis
and probability density functions. The study examines the
impact of the uncertainty in the formation properties on
the one-dimensional problem output solution. The analysis
indicates that a large variability in the formation properties
propagates a large uncertainty in the fracture responses,
most importantly the fracture width. The result is consistent
with field observations of successful proppant size, thus
proving that uncertainty quantification for fracture width
can be a powerful decision-making tool to seek critical prop-
pant mesh/size.

Nevertheless, the investigated problem has some limita-
tions. First, the one-dimensional solution is limited to model
the flow of a Newtonian fluid with a constant viscosity, inde-
pendent from both pressure and temperature. Further, we
assume the fracturing fluid pressure and temperature inside
the apertures to be constant throughout the stimulation
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period and only address the leak-off and heat transfer from
the fracture into the formation.

Secondly, despite the simplicity of the Monte-Carlo
methods and their robustness, they have the disadvantage
of a slow convergence rate and consequently require a large
sampling of the stochastic (or random) input parameters. To
determine the variability induced on the solution, one must
repeatedly calculate the solution with the generated popula-
tion of random input parameters. Furthermore, these
methods are limited to the local variability of the solution
because the impact of the input uncertainties is not simulta-
neously considered (one at a time) to avoid long computa-
tion times and computer crashes.

In conclusion, uncertainty quantification (UQ) is a large
field of study where some methods may be more effective
than others depending on the complexity of the problem.
The choice of the optimum statistical method is usually
achieved through trial and error and past literature review.
Other statistical methods characterized by lower computa-
tional time and population size include the spectral methods
and dimensional analysis and are worth further developing
with application to hydraulic fracturing.
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The extraction of low-permeability coalbed methane (CBM) has the dual significance of energy utilization and safe mining.
Understanding hydraulic fracturing mechanism is vital to successful development of CBM. Therefore, it is important to improve
the law of hydraulic fracture propagation in coal and rigorously study the influencing factors. In this paper, laboratory
experiments and numerical simulation methods were used to investigate the hydraulic fracture propagation law of coal in
coalbed methane reservoir with natural fractures. The results show that the maximum and minimum horizontal in situ stress
and the difference in stress significantly affect the direction of crack propagation. The elastic modulus of coal, the mechanical
properties of natural fractures, and the injection rate can affect the fracture length, fracture width, and the amount of fracturing
fluid injected. To ensure the effectiveness of hydraulic fracturing, a reservoir environment with a certain horizontal stress
difference under specific reservoir conditions can ensure the increase of fractured reservoir and the controllability of fracture
expansion direction. In order to increase the volume of fractured reservoir and fracture length, the pumping speed of fracturing
fluid should not be too high. The existence of stress shadow effect causes the hydraulic fracture to propagate along the main
fracture track, where the branch fracture cannot extend too far. Complex fractures are the main hydraulic fracture typology in
coalbed methane reservoir with natural fractures. The results can provide a benchmark for optimal design of hydraulic
fracturing in coalbed methane reservoirs.

1. Introduction

Coalbed methane (CBM) is a valuable resource, and mean-
while, it can affect the safe production of coal. China’s
CBM reserves are very large, and the amount of such
resources at the depth of 0-2000 meters has reached 3:68 ×
1012m3. However, one of the key issues restricting the devel-
opment of CBM in China is that the permeability is generally
very low. The coal reservoir fracture system is the main chan-
nel for gas flow that controls the permeability characteristics
of the coal reservoir [1]. Through hydraulic fracturing to
increase permeability, hydraulic fracture can conduct the
original natural fractures in coal to a certain extent, which
can greatly increase the production of coalbed methane.
The mutual coupling relationship between hydraulic frac-

tures and natural fractures has become a research hotspot
in recent years [2, 3].

Scholars have conducted extensive research on the rela-
tionship between natural fractures and hydraulic fractures
in shale and tight sandstone reservoirs [4–7]. The fine
description of natural fractures in coalbed methane reser-
voirs and the quantitative analysis of fractures are particu-
larly important for describing the growth of hydraulic
fractures in coal. At present, microseismic and geoelectric
methods are widely used in industrial field to monitor the
fracture propagation. These methods enable monitoring the
range of stress and fluid propagation. The monitoring results
are much longer than the real effective support fracture sec-
tion and cannot distinguish the specific fracture shape. In
addition, the experimental method is an effective way to
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study the problem, but the size of the laboratory test blocks is
very small. In addition, the hydraulic fracture in the experi-
ment starts and expands inside the closed test block, where
we cannot directly observe the fracture initiation and propa-
gation process. The monitoring methods of the hydraulic
fracturing experiment in a laboratory include computer
tomography and acoustic emission monitoring, However,
these technologies do not allow visual observation of the
dynamic propagation process of the fractures [8–10].

With the development of numerical simulation technol-
ogy, many scholars have adopted the method to study the
change in morphology and expansion of hydraulic fractures
in different reservoirs. The numerical simulation methods
include finite element method (FEM) [11–13], two-
dimensional particle flow code (PFC) [14–17], continuous-
discontinuous coupling method [18–20], and discrete element
method (DEM) [21–23], which can visualize and quantify the
fracture morphology and fracturing process. Among these
methods, the finite element method is the most widely used
one. The cohesive unit method model based on the ABAQUS
platform is the most commonly used model for analyzing
hydraulic fracturing of reservoirs.

However, the cohesive element method based on the
ABAQUS platform cannot simulate the random propagation
of hydraulic fractures in fractured reservoirs. Therefore, a
new method of random propagation of hydraulic fracture
based on a zero thickness cohesive element embedded in
finite element mesh is established by using a grid node split-
ting method. This has been carried out based on the charac-
teristics of natural fracture growth in coalbed methane
reservoir and the topological data structure of element nodes.

This method identifies the random expansion process of
hydraulic fractures through secondary development, which
canmake up for the insufficiency of the built-in cohesion unit
of the ABAQUS platform to effectively simulate the random
propagation of hydraulic fractures. Numerical examples are
used to study the influence of horizontal stress difference
and natural fractures in the reservoir on the propagation pro-
cess of hydraulic fractures, which can accurately describe the
random propagation behavior of complex hydraulic fractures
and provide references for numerical simulation of fractured
reservoirs.

In this paper, the effects of stress and fluid injection rate
on the hydraulic fracture propagation in the similar material
block with fractures were experimentally studied. Also, a

global cohesive zone model was established to simulate the
interaction between hydraulic fractures and natural fractures,
and the effects of four factors on hydraulic fracture propaga-
tion were discussed. Furthermore, a comprehensive discus-
sion on the properties and causes and control factors of
hydraulic fractures in the coal containing natural fractures
was carried out.

2. Experiments

2.1. Specimen Preparation. Coal strata often contain fractures
of different scales that are usually produced by geological tec-
tonic movement. Under the same tectonic background, the
development law of surface rock joints can predict the direc-
tion and density of coal reservoir fractures. Coal mining often
causes fracture development, where these fractures extend
from the surface to the deep part of the stratum
(Figure 1(b)). As shown in Figure 1(a), a statistical analysis
of the fracture development of gas reservoirs in the Qinshui
Basin is concentrated in two directions; the dominant joint
development direction is in 40°~80° and 320°~350° [24].

In order to simulate the fracture growth morphology of
hydraulic fractures in the coal reservoir of interest, contain-
ing natural fractures. The material of cement : gypsum
: coal dust : water = 3 : 1 : 1 : 3 was mixed together by
experimental measurements, and the mechanical parameters
(Table 1) were similar to those of coal seam #15 in Qinshui
Basin after it was solidified and maintained for one month.
As shown in Figure 2(a), the mentioned proportion of the
materials was mixed evenly. First, pour it to half the height
of the 100mm × 100mm × 100mm cubic mold. A thin card-
board of 25mm in length and width (as shown in
Figure 2(b)) was inserted into the middle of the test block
on the bottom surface. After the material in the mold lost flu-
idity, fill the mold slowly and vibrate evenly to eliminate the
weak contact surface of twice pouring slurry. After the test
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Figure 1: Macroscopic fracture development characteristics of Qinshui Basin [24, 25]: (a) rose diagram of the macroscopic fracture spreading
orientation of the Qinshui Basin stratigraphy; (b) 1—macroscopic fracture map of coal seam #15 in Si-he coal mine; 2—macroscopic fracture
map of coal seam #15 in Cheng-zhuang coal mine.

Table 1: Mechanical parameters of similar material test blocks and
coal #15.

Elastic Modulus
(GPa)

Poisson’s
ratio

Compressive
strength (MPa)

Coal #15 1.59-4.67 0.21-0.35 9.49-13.5

Specimen 1 2.94 0.23 11.36

Specimen 2 2.41 0.27 12.75
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blocks were demolded and maintained at constant tempera-
ture and humidity for 28 days, a hole with a diameter of
8mm and a depth of 55mm was drilled at the top center of
each cube, and the wellbore were glued with high-strength
epoxy resin AB adhesive as shown in Figure 2(c) and left to
stand for 24 hours before conducting the experiment.

2.2. Experimental Setup and Method

2.2.1. Experimental Setup. Figure 3 shows a true triaxial
hydraulic fracturing experimental system. The experimental
system consists of a high-pressure water pump system, a true
three-axis servo loading system, and a monitoring and con-
trol system. The triaxial servo loading system applies the true
triaxial stress by hydraulic jacks in three directions on the

cubic test block to simulate the suit stress. A high-pressure
pumping system injects high-pressure water into the test
block. The monitoring and control system is used to accu-
rately control the pressure and flow rate of high-pressure
water.

2.2.2. Experimental Method.As shown in Table 2, the fractur-
ing parameters designed for the experiment are used to sim-
ulate the fracture propagation law in coal #15 with natural
fractures in Qinshui Basin. K = ðσH − σhÞ/σh, where K is
the in situ stress difference coefficient. The experiment simu-
lates hydraulic fracturing of vertical wells, and water was cho-
sen as the fracturing fluid, while an appropriate amount of
fluorescent agent was added to the water to observe the prop-
agation of the fracture. When triaxial stresses were applied, a

100 mm

AB adhesive

Fracturing pipe

Open-hole
section 10

0 
m

m

(a) (b)

AB adhesive

(c)

Figure 2: Production process of similar material specimen with fractures.
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Figure 3: True triaxial hydraulic fracturing physical simulation test system.

Table 2: Fracturing test parameters.

Sample numbering
Triaxial loading stress parameters

(MPa) σH − σh K Inject rate (ml·min-1)
σv σH σh

1 18 9 8 1 0.125 10

2 18 11 8 3 0.25 10

3 18 13 8 5 0.625 10

4 18 15 8 7 0.875 10

5 18 17 8 9 1.125 10

6 18 17 8 9 1.125 30
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multistep loading mode was used to avoid sample shear dam-
age caused by unbalanced loading of three-dimensional
stresses. First, the three-dimensional stress was applied at
the value of the minimum horizontal principal stress at the
same time and remains stable. Then, the vertical stress and
the maximum horizontal stress slowly increased to the value
of the maximum horizontal principal stress. Finally, the ver-
tical stress was slowly increased to the design value, and after
the triaxial stress loading was completed and kept stable for
30 minutes, the high-pressure hydraulic fracturing operation
can be carried out. The fracturing pump was controlled by a
constant displacement mode, while the computer collects
real-time information on the high-pressure pump pressure,
piston displacement, and three-way stress.

2.3. Experimental Results and Analysis

2.3.1. Injection Pressure Characteristics. Figure 4 shows the
detailed pump pressure curves for samples #2 and #4. Along
with the gradual increase of injection pressure, both samples
can reach the maximum pump pressure at the initial fracture
of the specimens, which corresponded to the opening of the

hydraulic fracture, and the subsequent rapid decrease in
injection pressure means that the fracturing fluid entered
into the hydraulically induced fractures. Subsequently, the
injection pressure fluctuated frequently, which means that
the hydraulic fractures propagated during the fracturing pro-
cess, forming more secondary fractures, and the fracturing
fluid filled these new fractures. As fluid seeped into the new
fractures, the pressure in the old fractures decreased rapidly,
which also resulted in a rapid decrease in pump pressure. In
this experiment, a constant injection rate was applied, and
the fluid buildup in the new fracture space rapidly increased
the injection pressure until the opening of the next frac-
tures. This process was repeated until the experiment was
completed, and the increase and decrease of injection
pressure fluctuation indicate the continuous creation of
fractures [26, 27].

2.3.2. Propagation Characteristics. As shown in Figure 5, the
experimental results show that fracture propagation is more
complicated for the case of small horizontal deviatoric stress
and accompanied by the generation of branch cracks. The
major fracture growth direction has a large intersection angle
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with the maximum horizontal stress (#2). When horizontal
stress difference (HSD) is small, the direction of cracks tends
to the direction of the maximum horizontal stress (#4).

In the hydraulic fracturing process, a small injection flow
rate (10ml/min) formed a more obvious major fracture.
Also, the fracture direction was controlled by the stress.
However, when the injection rate was increased to
30ml/min, the fracture plane did not extend along the max-
imum principal stress direction. It first extended perpendicu-
lar to the wellbore axis with a portion deflected and extended
toward the maximum stress direction and then through the
sample (Figure 6). This shows that the high rate of injection
can cause the sample to not expand along the direction of
maximum horizontal stress at the fracture initiation. This is
consistent with the findings in the literature [28, 29].

3. Numerical Simulation

The reservoir hydraulic fractures extend far away, and the
fracture extension morphology is often derived indirectly
by means of microseismic monitoring or geodetic electrical
methods. The small size of experimental samples for indoor
experiments also makes it difficult to accurately simulate
the real hydraulic fracture extension morphology. Numerical
simulation can clearly show the hydraulic fracture propaga-
tion under the influence of various factors such as ground
stress and natural cracks, which are an effective means to
invest in the hydraulic fracture propagation. In this paper,
ABAQUS software was used to establish a global cohesive
zone model which can simulate the hydraulic fracture
extension process in reservoirs containing conjugate frac-
tures. Taking Qinshui coalfield as the background, a two-
dimensional numerical model was established.

3.1. Coupling Equations. In this simulation, the tensile-
separation criterion with degraded cell stiffness in ABAQUS
was used to simulate the fracture initiation and propagation.
As the stress on the cohesive unit became larger, the unit stiff-
ness degraded gradually; and when the unit stiffness dropped
to 0, the cohesive unit started to fracture and expand. This
simulation used the maximum positive stress criterion that

is when the unit in either direction reaches its critical stress,
the unit begins to fracture.

max σn
σmax
n

, τs
τmax
s

, τt
τmax
t

� �
= 1, ð1Þ

where σmax
n refers to the most tensile stress that the unit can

withstand in the vertical direction and τmax
s and τmax

t refer
to the maximum shear stress that the unit can withstand in
both directions.

A dimensionless damage factor (D) is introduced, taking
a value range between 0 and 1. When D = 0, no damage
occurs to the material; when D = 1, the material is completely
damaged, and fractures form and continue to propagate; and
when 0 <D < 1, the material is undergoing damage; the fol-
lowing equations are applicable:

σn =
1‐Dð Þσn′ , σn′ ≥ 0,
σn′ , σn′ , 0,

(

σs = 1‐Dð Þσs′,
σt = 1‐Dð Þσt′,

ð2Þ

where σn′ ≥ 0 represents a cohesive unit subjected to tensile
stress and σn′ < 0 represents the cohesive unit subjected to
compressive stress. σn, σs, and σt represent the normal stress
component and the two tangential stress components of the
cell under linear elastic condition before the material is
damaged.

The fluid flow direction in the cohesive unit is divided
into a tangential flow along the cohesive unit and a normal
flow perpendicular to the cohesive unit. The tangential flow
follows the Newtonian flow formula:

q = −
d2

12μ∇P, ð3Þ

where q denotes the fracturing fluid discharge volume,
m3/min; d denotes the fracture opening width, m; μ denotes
the dynamic viscosity of fracturing fluid, mPa·s; and p is the
flow pressure, MPa.

The fluid in the fracture is mainly tangential flow, and a
small amount of fluid will pass through the normal flow of
the fracture to the formation on the upper and lower surface
of the cohesive unit. The normal seepage formula of fractur-
ing fluid in the cohesive unit is as follows:

qt = ct pi − ptð Þ,
qb = cb pi − pbð Þ,

(
ð4Þ

where qt and qb are the velocity of normal fluid flowing into
the upper and lower surfaces of the cohesive unit, m3/s; ct and
cb are the filtration coefficient of the upper and lower surfaces
of the cohesive unit, m/s1/2; pi is the fluid pressure in the
plane of cohesive unit; and pt and pb are the fluid pressure
of the upper and lower surfaces of the cohesive unit, MPa.

1
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𝜎V
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#6

Figure 6: Fracture morphology under the injection rate of
30ml/min.
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3.2. Numerical Simulation Model. Figure 7 shows the 2D res-
ervoir model, which is a square with a side length of 50
meters and two sets of natural fractures. The minimum hor-
izontal stress direction was assumed to be 30° and 150° with
respect to the two natural fracture sets in this model. The
center of the simulation model is the injection point, and
the injection hole is oriented in the same direction as that
of maximum horizontal stress. X is the direction of mini-
mum horizontal principal stress, and the Y-axis is the direc-
tion of maximum horizontal principal stress. The boundary
condition with full displacement constraints was used
around the model to limit its horizontal displacement or
deformation. Table 3 lists the parameters used in the model.

3.3. Simulation Results

3.3.1. Changes in Stress Field during Fracture Propagation. As
the hydraulic fracture opens and expands, the stress field
around the hydraulic fracture changes. The hydraulic pres-
sure in the hydraulic fracture will mainly produce induced
compressive stress on both sides of the crack, called stress
shadow effect. The process of propagation of the dominant
hydraulic fracture also forms several small branches of
hydraulic fracture, but only one branch can become the main
hydraulic fracture. The other fractures close immediately,
which is caused by the stress shadow effect. We also observed
the change of stress during hydraulic fracture generation and
expansion by simulating hydraulic fracturing with horizontal
stress difference HSD = 9MPa.

(1) Variation of the σH and Shear Stress τ. From Figure 8(a),
the effect of Hydraulic fracture expansion on σH was reflected
in a significant increase in a small area of the fracture tip
region and a smaller increase in other regions. σH decreased
slightly on both sides of hydraulic fracture. From Figure 8(b),
it can be seen that the variation of the shear stress τ is almost
0 at the fracture tip along the fracture length and in the
regions on both sides of the fracture. There were obvious
changes in shear stress on both tips of the fracture, and the
shear stress on both sides of the fracture end point increased
on one side and decreased on the other side, which made the
fracture end more susceptible to shear damage.

(2) Variation of the Minimum Horizontal Principal Stress σh.
From Figure 8(c), it can be seen that σh increased to various
degrees in the whole model area after the creation of hydrau-
lic fracture, especially on both sides perpendicular to the frac-
ture extension direction. The increase in σh increased the
breaking pressure required to form other hydraulic fractures
around the initial fracture and narrowed the width of the
generated fractures, which was not conducive to the develop-
ment of other branch fractures in the same direction.

3.3.2. Main Fracture Morphology and Controlling Factors.
Figure 9 shows the morphology of hydraulic fracture when
five stress differences HSD = 1 MPa, 3MPa, 5MPa, 7MPa,
and 9Mpa were used in the numerical simulation in this
paper. Figures 9(a) and 9(b) show that HDS is small, the
expansion of hydraulic fractures was obviously affected by

natural fractures, and the expansion path was relatively
curved. The length of hydraulic fractures on one wing was
obviously greater than that of the other wing. The length of
the fracture has obvious characteristics of asymmetric expan-
sion. Figures 9(c)–9(e) show the expansion path of the
hydraulic fracture under the condition of increasing HSD
which was straighter than that of Figures 9(a) and 9(b), and
the expansion of the hydraulic fracture was more balanced
in both wings.

The stress shadow effect of hydraulic fractures directly
affects fracture width, morphology, extension direction, and
fracture initiation pressure, which in turn affects the produc-
tion, recovery, and economic efficiency of horizontal well
fracturing design. Wang [12] pointed out that the stress
shadow effect and resistance-related fluid distribution were
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Figure 7: Simulation setup for reservoirs with two preexisting
natural fracture sets.

Table 3: Input parameters for simulating hydraulic fracture
propagates in naturally fractured reservoirs.

Parameters Value

Young’s modulus 2.6GPa

Poisson’s ratio 0.25

Formation effective permeability 2.6E-4 D

Porosity 8%

Pressure dependent leak-off coefficient 1E-14

Specific weight of injection fluid 9800

Fluid viscosity 1 cp

Tensile strength of intact coal 2MPa

Shear strength of intact coal 6MPa

Tensile strength of natural fracture 0.55MPa

Shear strength of natural fracture 1.75MPa

Fracture displacement 0.001m

Injection rate 0.01m3/s

Initial pore pressure 3.14MPa
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the main reasons why the hydraulic fractures do not form the
expected “tree-like” hydraulic fracture network. Four possi-
ble fracture morphologies in the reservoir were predicted.

As shown in Figure 9(f), the hydraulic fracture morphology
of this simulation was in good agreement with the complex
fracture morphology pointed out byWang, and the hydraulic
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Figure 9: Hydraulic fracture morphology with different stress differences.
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fracture consisted of a main fracture and a large number of
component branch fractures, with the tip of the main fracture
expanding in the opposite direction and the branch fractures
not fully developed.

Comparing the experimental results (Figure 5 (#2)) and
numerical simulation results (Figure 9(b)), when the HSD
= 3MPa, there is a more obvious angle deviation between
the fracture and σH. By comparing Figure 5 (#4) and
Figure 9(d), when HSD is 7MPa, the fracture expansion
direction tends to the direction of σH. The experimental
and simulation results verify that the in situ stress has an
obvious control effect on the horizontal principal stress. In
this simulation, when the local stress difference HSD > 5
MPa, that is, when K > 0:625, the fracture direction and σH
were relatively uniform. The results shown in Figure 9 also
demonstrate that the propagation of fractures in fractured
coal is obviously controlled by the in situ stress. Even when
a large number of natural fractures exist, the main propaga-
tion path has not completely changed. Especially when
HSD is large, the fractures tend to be single-plane fractures.
In the case of high stress difference, the control effect of frac-
ture propagation along the main stress direction is very
strong, while in the case of small stress difference, the exten-
sion direction of the main fracture is more obviously affected
by natural fractures.

3.3.3. Expansion Pattern of Hydraulic Fractures Encountering
Natural Fractures. The numerical simulation shows that
there are three forms of expansion when hydraulic fractures
encounter natural fractures: (1) stagnation of hydraulic frac-
tures after propagation along natural fractures; (2) the
hydraulic fracture extends in the natural fracture for a certain
distance, then extends out of the natural fracture and con-
tinues to expand; and (3) hydraulic fractures propagate
directly through natural fractures. Figure 9(a) shows the frac-
ture extension process when HSD = 1MPa, the hydraulic

fracture in the upper part stagnates at the fracture along the
natural fracture surface while the hydraulic fracture in the
lower part continues to extend forward; Figure 9(b) shows
the fracture extension process for the case of HSD = 3MPa.
The hydraulic fracture in the upper part first extends within
the fracture and then continues to extend forward from the
right boundary of the natural fracture. As shown in
Figure 9(c), the hydraulic fracture directly passes through
the natural fracture and expanded forward when the HSD
= 5MPa, where the shear effect of the hydraulic fracture is
obvious. The HSD determines the form of hydraulic fracture
through the natural fracture when the approach angle is
large. Similarly, Figures 9(d) and 9(e) similarly show the
shearing effect of hydraulic fractures on natural fractures
under high stress conditions. The higher shearing effect
caused friction particles at the interface to plug some of the
fractures and thereby decrease the fracture permeability. This
situation is not conducive to the development of coalbed
methane.

3.3.4. Parametric Analysis on Fracture Propagation

(1) Effect of Elasticity Modulus. To investigate the effect of
elastic modulus on hydraulic fracturing, the elastic modulus
of coal was set to 2.6, 4.6, and 6.6GPa, while the elastic mod-
uli of natural fracture were taken as 0.80GPa, and the model
with HSD = 5MPa was selected; the numerical results are
shown in Figure 10. As elastic modulus of coal increases,
the fracture fluid injection volume and maximum fracture
width of the main fracture decreased, and the length and
fracture pressure of the main fracture increased. The analysis
shows that the maximum fracture width of the main crack is
strongly correlated with the variation of the elastic modulus.
When the elastic modulus increased from 2.6GPa to 4.6GPa,
the maximum fracture width of the main fracture decreased
by about 37.0%, the fracturing fluid injection volume
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decreased by about 23.9%, the main fracture length increased
by 13.5%, and the fracture pressure increased by 34.5%. This
is because the increase of the elastic modulus of the matrix
makes the fluid carry more energy into the fracture [30].

(2) Effect of Fracture Toughness on Fracture Propagation. In
order to study the effect of tensile strength of natural frac-
tures on hydraulic fracture extension, the tensile strength
values of simulated natural fractures were set to 0.55, 0.70,
0.85, and 1MPa, and the shear strength value was set to be
5 times the tensile strength value, and the fracture strength
value of coal matrix was kept constant. Set HSD = 7MPa,
and the values of other parameters were chosen as shown
in Table 3. The calculated results (Figure 11) show that the

breaking pressure tends to increase with the increase of nat-
ural fracture tensile strength. The length and maximum
width of the primary fracture show a decreasing trend, while
the fracture volume also shows a decreasing trend. The total
volume of hydraulic fractures decreased with increasing ten-
sile strength of natural fractures, because the volume of frac-
tures within the coal matrix produced per unit energy is
smaller than that of hydraulic fractures extending within
the natural fractures [31–35].

(3) Effect of HSD on Fracture Propagation. To study the effect
of in situ stress difference on fracture extension, the HSD
were set to 1, 3, 5, 7, and 9MPa, while keeping the other
parameters constant. The results of simulation are shown in
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Figure 12. With the increase of HSD, the length of the main
fracture tends to decrease, the width of the main fracture
and the volume of fracturing fluid injection increase, and
the change in the fracture pressure was not evident. The
length of the fracture tends to decrease as the stress difference
increases, which is caused by the flatter extension of the frac-
ture when the in situ stress difference increases. When the
HSD was large, especially greater than 5MPa, the hydraulic
fracture became more flat and the complexity of the fracture
was reduced. The increase of the HSD has a great effect on
the fracture fluid injection volume and maximum fracture
width of the fracture, while other factors have little influence.
When the HSD increases from 1MPa to 9MPa, the injection
volume of fracturing fluid increases by 33.02%, the maxi-
mum fracture width increases by 34.31%, and the fracture
length of the main fracture decreases by 7.27%. This shows
that HSD controls the geometry of the fractures, and when
HSD is small, the angle between the fractures’morphological
expansion and the maximum principal stress will increase
significantly. This is because the higher HSD increases the
initial shear stress in the coal seam, especially in locations
with natural fractures, where hydraulic fractures are more
likely to expand [36–38].

(4) Effect of Injection Rate on Fracture Propagation. In order
to explore the influence of injection rate of fracturing fluid on
hydraulic fracture propagation, the injection rate was set to
0.1, 0.2, 0.3, and 0.4m3/min. Figure 13 shows the main geo-
metric parameters of hydraulic fractures in different injection
rates when the HSD was 5MPa. The other parameters are
presented in Table 3. According to the data in Table 3, the
fracture pressure of the fracture has a tendency to increase
with the increase of the fracturing fluid injection rate. The
fracture volume and length have an obvious tendency to
decrease. Meanwhile, from the fracture morphology, the
hydraulic fracture is more developed in both wings when
the pumping rate is 0.1m3/min. Also, the phenomenon that

one wing is fully expanded and the other is not exists when
the pumping rate was 0.2, 0.3, and 0.4m3/min. Therefore,
the pumping speed of hydraulic fracturing was not conducive
to the formation of complex fracture network and the high
production of CBM when the pumping speed was too large,
which is consistent with the findings by the references in
the literature [39, 40].

In order to obtain better fracturing effect in industrial
field, appropriate stress difference should be utilized during
the fracturing process to ensure a larger volume of hydraulic
fracture. The stress difference should not be too low in order
to make the hydraulic fracture extend farther, pass through
more natural fractures, and obtain more complex fractures.
The injection rate should also not to be too high in order to
ensure that the volume of the hydraulic fracture is larger
and the hydraulic fracture extends farther [41, 42].

4. Conclusions

Understanding the law of hydraulic fracture propagation in
low-permeability CBM reservoirs with natural fractures is
essential for evaluating the complexity of hydraulic fractures
and improving the efficiency of CBM development. This
study uses a combination of experiments and numerical sim-
ulations to study the expansion pattern of hydraulic fractures
in fracture-bearing coal reservoirs. The following conclusions
can be drawn:

(1) The existence of stress shadow effect makes the
hydraulic fractures expand along the main fracture
trace, and the branch fractures close quickly without
extending too far. Complex fractures are the main
fracture morphology in naturally fractured CBM res-
ervoirs. It is difficult for hydraulic fractures to form a
complex tree-like seam network in coal reservoirs.
The stress shadow effect is caused by the increase of
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the minimum principal stress in the surrounding coal
of the hydraulic fracture

(2) The horizontal stress difference and natural fractures
jointly determine the overall shape of the hydraulic
fracture network. When HSD is small, the hydraulic
fractures are more complex and the morphology of
the hydraulic fractures is significantly influenced by
the natural fractures

(3) To ensure the efficiency of hydraulic fracturing, a res-
ervoir environment with a certain horizontal stress
difference under specific reservoir conditions can
ensure the increase of fractured reservoir volume
and the controllability of fracture expansion
direction. In order to increase the fractured reservoir
volume and fracture length, the pumping rate of frac-
turing fluid should not be too large
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Because of the requirement of the mechanical properties of the damaged surrounding granite rock and the existence of the fracture
water in hydraulic fracturing engineering, the strength of granite is related to the fabric, and the roughness of the section is also
related to the liquid flow rate, a method of roughly determining the strength of the specimen by observing the failure mode of
rock is needed. Considering that the physical and mechanical properties of granite are obviously affected by the fabric, the
discrete element numerical simulation method was used to reconstruct the granite fabric based on the spatial correlation
function to simulate the splitting experiment to investigate the failure mode of the specimen. The relationship between strength,
the fractal value of cross-section, and the fabric was analyzed, which was verified through experiment. The results show that
(1) the Voronoi GBM model with spatial correlation function of the discrete element can effectively simulate the controllable
granite fabric and carry out micromechanical analysis. (2) The strength of the granite specimen and the fractal value of the
cross-section have an obvious linear relationship with the fabric; besides, there is also a certain linear relationship between
the strength of the specimen and the fractal value, which is influenced by granite fabric. (3) The predicted strength of the
specimen according to the fractal value of the section is in good agreement with the actual strength with the error rate of
30%. In a word, this method can predict the strength of the specimen through the failure section and analyze the hydraulic
fracture section and water pressure.

1. Introduction

During the hot dry rock mining, because surrounding rocks
are mainly composed of granite, the main construction
method is hydraulic fracturing; the hydraulic pressure
strength and the shape of water fracture are the most impor-
tant aspects to be focused [1–3]. For multicomponent crys-
talline rocks such as granite, the strength characteristic and
fracture distribution are related to the internal crystal fabric.
Therefore, an interactive relationship can be established to
evaluate the hydraulic fracturing effect and water fracture
development under different water pressures. Moreover, the
strength characteristics are required by hydraulic fracturing
[4–11], but it is difficult to carry out the test on-site; there-
fore, there is a certain engineering significance to establish a

model for predicting the strength of the rock through the
preliminary detection of the failure morphology of the rock
so as to delimit the range of water pressure.

Previous research found that the root cause of the macro-
failure of rock is the development and expansion of internal
microcracks. Therefore, it is more suitable to analyze the
failure mechanism of granite rock from the microperspective,
and it is found that the mineral content and distribution have
a great impact on its strength to some extent [12–16]. As
shown in Figure 1, there are three kinds of microcracks
formed in the process of failure, including intergranular
cracks between different components, intergranular cracks
between the same component, and cracks through the crys-
tal. Obviously, they are greatly related to the mineral content,
distribution pattern, and crystal interface. Some researchers
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found that the mineral content and distribution also had a
significant impact on its morphology after failure [17–21],
as shown in Figure 2.

According to the study mentioned above, it can be found
that the characteristics of granite structure have a certain
influence on the strength and failure form of the specimen.
On the one hand, it is necessary to define a parameter that
can effectively represent the shape of granite after failure. In
fact, rock failure generally presents tensile shear failure,
which is the most important failure form. Xie and Wang
[22] put forward a fractal theory to describe rock fractures,
and it can effectively quantify the damage of rock. Scholars
have done much research on rock structure and fracture
[23–26]; Chen et al. [27] described the rock surface rough-
ness using the fractal method. On the other hand, for granite
with different mineral contents and distributions, it is gener-
ally difficult to control its structure characteristic. So, the
numerical simulation method is used in the study [28–33].
Some scholars have adopted the finite element method to
construct the model, but there are some defects in reflecting
the rock failure form. The discrete element numerical model
method is used to reconstruct the mesoscopic rock structure
[34–37]. Considering the distribution of minerals and anisot-
ropy in granite, some scholars have considered homogeniza-
tion, Weibull strength distribution, digital image restoration,
and spatial correlation distribution [38–45]; it is difficult to
control the randomness of homogeneous material modelling
and Weibull function distribution modelling accurately. The
digital image reconstruction method has high accuracy in
modelling, but the workload is huge and still affected by the
original rock distribution. The construction method of the
digital function model represented by the spatial correlation
function has the advantage of a highly quantitative model.
In addition, the GBM model and structure model with
Voronoi were proposed to take the crystal distribution into
account [46–49]; they can effectively construct the crystal
structure inside granite and make the failure effect consistent
with the actual situation.

In this study, the spatial correlation function image
Voronoi GBMmodelling method is used to build the numer-
ical model of granite rock with different mineral distributions
and different component contents. Because the rock failure is
mostly tensile shear failure, and the complete section is easy

to be formed by splitting, the Brazilian splitting test is carried
out on the numerical model, and the microcracks of the sec-
tion are obtained, and then, the fractal calculation is carried
out on this section. The correlation analysis of the results is
carried out to establish a model for estimating the strength
of the specimen with the section shape of the specimen.

2. Construction of Granite Model

In this study, particle flow code element numerical simula-
tion software (PFC) is used for model construction and
research; it is necessary to calibrate the corresponding
parameter. Firstly, the vector models of different fabrics in
granite are constructed by digital image technology. Then,
the crystal structure is constructed through the Voronoi
GBM model. Finally, the actual physical tests are carried
out to match the strength.

2.1. Vectorization of Different Fabric Distributions

(1) The same parameters of a digital camera are set to
obtain the information of granite surface and adjust it

(2) The recorded image is processed in MATLAB soft-
ware. Firstly, the grey level processing is carried out
to make the image into 0-255 different grey levels.
Then, the grey value of 0-96 is used for mica, 96-
195 is used for quartz, and 196-255 is for feldspar.

(a) (b)

Figure 1: Comparison of granites with different fabrics with length and width of 30mm [16].

Pressure

Quartz

Quartz

Fracture Fracture

Mica

Pressure

Figure 2: Development of granite fractures under different fabric
conditions [19].
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Finally, the images with three textures are obtained
by median denoising

(3) After median denoising, the edge image is imported
into R2V for vectorization to form the recognized
vector boundary model

The numerical image processing and components are
shown in Figure 3.

2.2. Numerical Model of the Internal Structure of Granite.
According to many experimental results, it can be known
that different minerals in granite will form their own crystal-
lization during diagenesis; in order to ensure the accuracy of
the model, Potyondy [50] proposed the GBM equivalent
crystal model, which is used to construct the internal crystal
structure of granite. At the same time, in order to improve
the controllability of the crystal, the Voronoi polygon is used
to construct the crystal grid, whose strength is set to be 40%
of its mineral strength. The process is shown in Figure 4.

(1) Import the vector structure into Rhinoceros software
and adjust the orientation

(2) The total number of crystals generated in different
mineral areas is determined by crystal size

(3) The generated crystal structure network is imported
into PFC, and different models and parameters are
set

2.3. Parameter Calibration of Numerical Model. In the PFC
model, the parallel bond model was adopted, which can
define the bond component and transfer the force between
particles. When the ultimate strength of the bond component
is reached, it will fail, and the model changes into a linear
contact model. Then, the vector boundary of the image
of the granite specimen is imported into PFC software to
construct the model reflecting the original rock fabric
characteristics. Referring to the previous calibration of the
microparameter of granite [51–59], combined with some
physical and mechanical parameters measured in this test,
the parameters of this model were determined. After
repeated calibration, the stress curve of the numerical test
is almost consistent with the indoor test, as shown in
Figure 5. The calibration results of mesoscopic parameters
are shown in Tables 1 and 2.

3. The Numerical Simulation of Granite with
Different Fabrics

It is difficult to obtain the samples with the controllable com-
ponent distribution and mineral content in the actual test,
but the granite surface with different component distribu-
tions and mineral contents controlled by parameters can be
effectively reconstructed by using the spatial correlation coef-
ficient. Furthermore, the splitting test, which is easy to obtain
the section morphology, was carried out.

3.1. Construction of Granite Surface with Different Fabrics. In
the process of diagenesis, the components of each mineral are

Using MATLAB program
to identify

component threshold

Vectorization of
different components

was carried out

Obtaining the surface
image of

granite specimen

Figure 3: Acquisition process of the component position structure
of the test piece.

Vector model Crystal structure
division

Import
PFC model

A
rea zoom

 in

Figure 4: GBM-Voronoi crystal structure construction process.
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not random but have certain correlation characteristics; the
mineral distribution in a certain area has specific aggrega-
tion, and different minerals maintain certain differentia-
tion. Because of the different mechanical properties of
minerals, it has an important influence on the fracture
development of rock. In this paper, the spatial correlation
function is introduced to generate rock images with different
fabric characteristics by changing the correlation parameters.

(1) A two-dimensional random array A is established in
MATLAB; the values of “ai,j” in the array are evenly
distributed in (0-1). In order to calculate the aggrega-
tion superposition, the elements in matrix A are
binarized. When 0 < ai,j < 0:5, ai,j = −1; when 0:5 <
ai,j < 1, ai,j = +1

(2) In order to generate the rock image with obvious
characteristics of mineral fabric aggregation, it is nec-
essary to process the random image of array A by
introducing the spatial correlation function to trans-
form it. The spatial correlation function is shown in
formula (1), and the superposition method is shown
in formula (2). Then, array B is obtained, and rock
images with obvious mineral fabric aggregation char-
acteristics are generated. In Equation (1), parameter
L controls the degree of fabric accumulation of rocks
and minerals. Array B is the rock image at L = 6

f dð Þ = e−d/L, ð1Þ

where L is the spatial correlation length and D is the
effective distance between two element points.

bi, j = 〠
n

p=−n
〠
n

q=−n
ai + p, j + qf d p, qð Þð Þ ð2Þ

(3) The solved array B is converted into a matrix with a
numerical range of 0-255. At this time, the numerical
range of the matrix is consistent with the grey value
of the image. Different thresholds are selected for
different component contents using the grey value
component partition method. Figure 6 is the distri-
bution map of three different components after
greyscale division

3.2. Model Characteristics of Granite with Different Fabrics.
During the formation of rock crystallization, if the spatial
correlation of different components (i.e., mineral accumula-
tion) is only considered, the spatial correlation length
segment should be selected as L = 2, 4, 6, 8, 10 and mica con-
tent x = 0:1. At this time, the calculation results of different
spatial correlation lengths are shown in Figure 7. Given the
content of mica in low-strength minerals, which has an obvi-
ous influence on the mechanical properties of the specimen,
the mesostructure characterization of its spatial correlation
is considered when the content of the component is different.
Taking the space-related length L = 6 as an example, the mica
content x = 0:1, 0:15, 0:2, 0:25, and 0.3 are obtained. The
calculation results of different mineral composition contents
are shown in Figure 7.

3.3. Numerical Model Results. The images of different struc-
tures generated above were imported into the PFC to build
the corresponding numerical model. The Brazilian splitting
test method was used to load the model, and the peak
strength of the final specimen is shown in Table 3.

4. Fractal Calculation of Granite with Different
Fabric Sections

Through the processing above, the splitting strength of dif-
ferent fabric granite and the fracture distribution can be
observed and recorded. In actual engineering, the informa-
tion of the section is relatively easy to obtain, and it is a key
to conduct a deeper study of granite. In recent years, fractal
dimension has been widely used to describe rough surface
because of its quantitative advantage and accuracy in describ-
ing fracture structure. In this study, the fractal dimension is
selected to quantitatively describe the failure section.

4.1. Fractal Principle and Process. Fractal dimension is a
method that can describe the complexity of the surface. In
this experiment, a simple and classic box algorithm in a
fractal is used, in which the image is divided into 2n
(n = 1, 2, 3⋯ ) different scales and the lattice of the pixels is
counted. Equation (3) is used for calculation and fitting to
obtain the final fractal dimension D. Figure 8 shows the frac-
tal calculation results of L = 6, x = 0:1 fracture.

D = −lim lg N Lð Þ
lg L , ð3Þ

where D is the box-counting dimension, NðLÞ is the number
of grids of the fractal body covered when the grid-scale is L,
and L is the grid scale.

The fractal process is as follows:

(1) At the end of the test, the image of the fracture point
of the numerical specimen is derived

(2) The image is adjusted to 2n pixels so as to facilitate
the next fractal calculation

(3) The processed image is imported into MATLAB for
further image contour extraction and grey denoising

Table 1: Particle mesoscopic parameters.

Component parameters
Mineral

Feldspar Quartz Mica

Minimum particle size (mm) 0.15 0.15 0.15

Particle size ratio 1.60 1.60 1.60

Density (kg/m3) 2750 3100 2650

Particle modulus (GPa) 20 40 10

Normal/tangential stiffness ratio 2.5 2 4

Friction coefficient 0.75 0.80 0.25

Porosity (%) 0.954
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(4) Finally, the box dimension algorithm programmed
by MATLAB is used to divide the recognition
domain of the image and fit the final fractal result D

4.2. Fractal Calculation Test Results. After the experiment,
the image of the fracture is extracted, as shown in Figure 5,
the fracture profile of the specimen. Considering the
randomness of the model and fracture, specimens with the
different number of fractures is tested. The purpose of this
experiment is to investigate the variation of the fracture with
the composition changing and to unify the treatment of
fractures, which is done by counting the fractal results of
1000 fractures. The specific method calculates the fractal of
the total fracture image and then brings the Dc =Dinitial ×
ðN/1000Þ value, where n is the total number of counted
fractures. The stable fractal results of 1000 fractures can
be obtained, which can represent the relative complexity
of the fracture section, as shown in Table. 4.

5. Numerical Experiments and Fractal Analysis

5.1. Analysis of Numerical Test Results. In this experiment,
the samples with different mineral aggregations, i.e., spatial
correlation coefficient L = 2, 4, 6, 8, 10, were constructed;
besides, each mineral aggregation was also constructed with
different mica content, i.e., x = 10%, 15%, 20%, 25%, 30%. In
order to improve the accuracy and generality of the test, five
groups of tests were carried out for every specimen, and the

test results were averaged. According to the numerical test
results, it can be indicated that there is a certain relationship
between the distribution of different fabrics and its strength,
which is fitted by the Pearson correlation coefficient, as
shown in Formula (4).

Correl X, Yð Þ = ∑ x − �xð Þ y − �yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑ x − �xð Þ2 y − �yð Þ2
q

: ð4Þ

While considering the influence of the component
content, the correlation coefficients of strength and mica
content are set as -0.9843, -0.98295, -0.8239, -0.7052, and
-0.8049 when L = 2, 4, 6, 8, and 10, respectively. It can be seen
that there is a strong negative correlation between the
strength and mica content regardless of the component
distribution; at the same time, as the L value increases, the
correlation between strength and mica content decreases. It
is observed that as the degree of polymerization of compo-
nents increases, the homogeneity of the specimens decreases,
making the strength fluctuate. According to the linear fitting
analysis based on the strong correlation, the linear relation-
ship between the strength of five groups of specimens and
the mica content can be obtained, as shown in Figure 9(a).
It can be seen that except for L = 8, the R2 of the fitting curve
for other L values is relatively high and maintain a high value,
suggesting that there is a very strong linear relationship
between the component content and the strength of the gran-
ite samples.

While considering the effect of component distribution,
the correlation coefficients between L and strength are
-0.9365, -0.9755, -0.9093, -0.9190, and -0.9557 when the
mica content is 10%, 15%, 20%, 25%, and 30%, respectively.
The results show that there is a strong negative correlation
between the strength of the specimen and the polymerization
of its components; the strength of the specimen decreases
with the increase of the aggregation degree of the compo-
nents. At the same time, based on the strong correlation,
the linear fitting between the strength of the specimen and
its polymerization is carried out, and the results are shown
in Figure 9(b). The results show that there is an obvious
linear relationship between the strength of the specimen
and the degree of polymerization.

5.2. Fracture Fractal Analysis Results. In this experiment, the
fractal of the crack image is calculated after the stress
dropping; then, the crack is processed to show the state of
its section. In order to explore the relationship between the

Table 2: Contact micromechanical parameters.

Parameter
Mineral composition

Feldspar Quartz Mica Feldspar texture Quartz texture Mica texture

Normal/tangential stiffness ratio 1.5 1.5 2.5 1.5 1.5 2.5

Bond modulus (GPa) 45 61 20 36 48.8 16

Tensile force (MPa) 46.2 58.2 23.1 18.4 23.3 9.24

Cohesion (MPa) 83.0 90.1 45.1 33.2 36.1 18.0

Friction angle (°) 23 25 27 23 25 27

Spatial correlation
function

calculation results B
L

d

e
–

f (d) =

Threshold division
of different minerals

Binary random array A

Figure 6: Numerical realization of rock fabric image.
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complexity of the section and the internal fabric of the rock,
the same correlation algorithm is used for the correlation test.

While considering the effect of the component content,
under the condition of different polymerization degrees,
The correlation coefficients of mineral aggregation degree
and fractal dimension of fracture surface are -0.9674,
- 0.9326, - 0.8295, -0.9477, -0.9962, and -0.9346 for L = 2,
4, 6, 8, and 10, respectively. The results show that the fractal

dimension of the fracture is strongly correlated with the
mica content under conditions of different mineral poly-
merizations, and the correlation is as high as -0.9962 for
L = 8, as shown in Figure 10(a). Obviously, there is a strong
positive linear relationship between the fractal value of
cross-section and the mica content of the specimen.

While considering the effect of component distribution,
the correlation coefficients are 0.6819, 0.6452, 0.8536,
0.9621, and 0.8773 when the mica content x = 10%, 15%,
20%, 25%, and 30%, respectively. It can be seen that the
mineral polymerization has a certain correlation with the
cross-section of the specimen, as shown in Figure 10(b).
When the mica content is low, this correlation is low,
which can be explained as that when the mica content is
low, the specimen with a high degree of polymerization
presents obvious anisotropy, affecting the fractal value of
the specimen section. For a certain degree of correlation,
the fractal distribution of different components in the section
is fitted in Figure 10(b). Similarly, when the mica content is
low, the correlation between the component distribution
and the fracture section is poor, which can not be fitted by
an obvious linear relationship. However, according to the
observation, it can be seen that with the increase of mineral
aggregation, the fracture fractal also presents an increasing
trend.

5.3. Fractal Analysis of Specimen Strength and Fracture
Section. It is analyzed that there is a very obvious linear rela-
tionship between the strength of the specimen and its fabric,
as well as the fractal of the section and the fabric of the spec-
imen. So, accordingly, the correlation between the strength of
the specimen and the fractal of the section can be established,
which is 0.45574. The correlation between the two groups of
data is low, which is corresponding to the phenomenon of
poor regularity found before. In fact, the influence of compo-
nent polymerization degree and mica content on fracture
fractal should also be considered. When L = 2, 4, 6, 8, and
10, the correlation between fractal dimension and strength
is 0.9595, 0.97725, 0.4452, 0.5345, and 0.8211, and the aver-
age value is 0.7475, which is obviously higher than the simply
calculated fractal value. It can be seen that there is a high
correlation between the section fractal and the strength of
the specimen of different component contents under the con-
dition of different degrees of polymerization, as shown in

L = 2 L = 4 L = 6 L = 8 L = 10

x = 0.10 x = 0.15 x = 0.20 x = 0.25 x = 0.30

Figure 7: Image of different fabric granite specimens.

Table 3: Results of splitting strength of specimens with different
fabrics.

Components distribution Tensile strength (MPa)
Mica content L = 2 L = 4 L = 6 L = 8 L = 10
x = 0:10 17.07 15.28 13.67 12.71 11.94

x = 0:15 13.45 12.15 10.74 10.25 9.46

x = 0:20 10.39 11.28 9.73 9.78 8.39

x = 0:25 9.61 9.76 9.93 9.51 7.77

x = 0:35 9.13 8.37 8.51 8.59 6.97

Data point

Fit line y = 1.341x + 3.7713 R2
 = 0.9988

D = 1.341

–3 –2 –1 0
0

1

2

3

4

lg
N

 (L
)

Fracture record

lg (L)

Figure 8: Calculation results of fractal dimension of L = 6 specimen.
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Figure 11, but this correlation is slightly low when L = 6 and
8. It is analyzed that the strength of the two groups of speci-
mens changes greatly with the mica content, while the section
fractal changes slightly with the mica content; the reason is
that the failure position in the specimen is relatively uniform
without obvious change. This strong correlation can be
obtained by linear fitting the two groups of parameters, as
shown in Figure 11. It can be seen that there is an obvious
linear relationship between the strength of the specimen
and its section fractal when L = 2, 4, 10.

On the other hand, for mica content of x = 10%, 15%,
20%, 25%, and 30%, the correlation between the fractal of
the cross-section and the strength of the specimens is
-0.813, -0.5883, -0.5918, -0.8774, and -0.76601, and the aver-
age value is -0.7293, which is higher than the fractal value. It
is found that this correlation is low when x = 15% and 20%,
and the larger or smaller mica component content will pro-
duce relatively stable fractures. When the aggregation degree

becomes large enough, the stable state of each failure will be
destroyed to obtain a relatively stable fractal growth. The
fitting results of the relationship between fractal and strength
are shown in Figure 11; when the mica content is small, the
composition of the fracture is less affected. The linear fitting
results show that the fractal value of the cross-section has
a linear relationship with the strength of the specimen,
whose linearity is obvious at the lower or higher degree
of polymerization.

Based on the above fitting curve, it can be known that the
above formula can be used for low or high mica content and
low or high mineral aggregation distribution.

6. Test Verification

By means of numerical simulation and image calculation, the
relationship between the fractal dimension and the strength
of the specimen under the condition of different fabrics is

Table 4: Fractal results of fracture numerical test section of specimens with different fabrics.

Components distribution Section fractal dimension D
Mica content L = 2 L = 4 L = 6 L = 8 L = 10
x = 0:10 0.912315 0.992276 0.992943 1.060564 0.991415

x = 0:15 0.890919 0.894577 0.844273 0.930608 0.96675

x = 0:20 0.846622 0.838361 0.835241 0.906288 0.942929

x = 0:25 0.781603 0.819526 0.835196 0.857879 0.929199

x = 0:35 0.782504 0.803829 0.79966 0.826024 0.90456
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(a) Relationship between mica content and specimen strength
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(b) Relationship between the mineral distribution and specimen strength

Figure 9: Relationship between different mineral fabrics and specimen strength.
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obtained. Furthermore, this relationship will be verified
through the corresponding indoor test.

6.1. Indoor Splitting Test. In order to obtain a complete gran-
ite section that is the same as the numerical test above, the
Brazilian splitting tensile test method recommended by the

international standard is used to test the specimen. The test
equipment is shown in Figure 12.

(1) The surface distribution and content of the granite
slab can be observed (the content can be accurately
obtained by means of threshold division of numerical
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L = 2 y = 32.85x – 13.5 R2 = 0.9208

L = 4 y = 20.25x – 6.40 R2 = 0.9550

L = 6 y = 6.234x + 4.54 R2 = 0.1982

L = 8 y = 5.193x + 4.56 R2 = 0.2858

L = 10 y = 19.77x – 10.4 R2 = 0.6743

0.1 y = –51.59x + 63.0 R2 = 0.6611

0.15 y = –33.52x + 41.7 R2 = 0.3461

0.2 y = –23.76x + 31.3 R2 = 0.3503

0.25 y = –24.96x + 31.2 R2 = 0.7875

0.3 y = –30.73x + 34.2 R2 = 0.5868

Figure 11: Relationship between fracture fractal and specimen strength under different fabric parameters.
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Figure 10: Fractal relationship between different mineral fabrics and specimen section.
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image processing) to determine the distribution of
mineral fabric

(2) The standard specimen is obtained by cutting the
specimen into Φ 50mm × 25mm

(3) Place the test piece on the vehicle for loading. The
peak load is defined as the tensile strength

6.2. Section Fractal Calculation. The fractal dimension of the
section is calculated. The profile of the section can be
obtained by using convenient binocular stereo image tech-
nology [60]. In this experiment, to guarantee accuracy, the
Xinlin 3D laser scanner is adopted to obtain the section
morphology; by slicing the 3D model, the fractal results are
obtained from the section lines of several groups of sections.

Finally, the fractal results of the section are obtained by
taking the average value of the results.

(1) After splitting, the specimen surface was observed,
and the residual debris on the surface was removed

(2) The specimen with cross-section is scanned in three
dimensions to obtain the profile information of the
section

(3) The scanned specimen was imported into rhinoceros
for adjustment, and its surface was segmented with
equal width of 3mm. Finally, 8 section lines were
obtained

(4) The average value of 8 section lines was calculated by
fractal, as shown in Figure 13

Split vehicle
Displacement

monitoring system

Electrohydraulic loading system

Computer data
statistics system

Figure 12: Wance electrohydraulic servo press.

3D scanner

Scanning table

Granite cross-section sample

Scanning specimen results

Computer image
processing

Division and extraction of section line

Figure 13: Fractal acquisition of granite specimen section.
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6.3. Validation of Results. Four groups of tests have been car-
ried out, in which the mica content of the test piece is about
10%, and the distribution of components in different aggre-
gation areas is on the same granite slab, which can be divided
into three kinds of polymerization conditions: high, medium,
and low. The fractal values of the test section are 0.9512,
0.9521, 0.9679, and 1.0153. When x is 10%, the fitting curve
of different distributions is y = −51:59x + 63:0. The calcu-
lated strength values should be 13.92MPa, 13.88MPa,
13.07MPa, and 10.62MPa, respectively, while the actual
measured strength values are 14.53MPa, 12.67MPa,
10.91MPa, and 9.71MPa, respectively. It can be seen that
the numerical strength and the experimental strength have
great consistency, and they all decrease with the increase of
fractal value; the error ratios are -4.19%, 9.55%, 19.79%,
and 9.37%, respectively, and the overall fluctuation is within
30%. The results show that other factors such as structural
joints can lead the strength of rock samples to change, and
they are not fully taken into account. It is proved that this
method can predict the rock strength through the fractal
and fabric of the rock section on a certain scale.

7. Discussion

The test results and test verification show that there is a
certain linear relationship between the fractal value of the
granite section and its strength under certain fabric condi-
tions. According to the results, the component content and
mineral aggregation have a strong fitting linear relationship
with the strength and fractal section of the specimen. A
parameter is defined to integrate the two groups of different
parameters to make the strength and fractal section of the
specimen show a more obvious correlation by adjusting the
parameter. The corresponding formula is obtained.

8. Conclusion

Based on the requirements of hydraulic pressure strength
and fracture analysis of the fracture water zone in hydraulic
fracturing construction, considering the difference of rock
component distribution and mineral content, numerical
models of different fabrics are constructed to carry out the
splitting test, and the fractal quantitative solution of its sec-
tion is carried out.

(1) Based on the spatial correlation function and discrete
element numerical simulation, the granite specimens
with different fabrics can be reconstructed effectively
to study further the mechanical problems combined
with various monitoring methods

(2) The numerical test results show that there is an obvi-
ous linear relationship between the fabric of granite
and the strength and the fractal value of the section;
the strength of the specimen decreases with the
increase of mica content, and the unit fractal value
of the section decreases with the increase of mica
content for the same polymerization degree. For the
same mica content, the strength of specimens

decreases with the increase of different polymeriza-
tion degrees. The fractal of the fracture surface
increases with the increase of mineral aggregation

(3) The results of numerical and physical tests show that
when the specimen is distinguished to a certain
extent; the strength of the specimen shows a linear
relationship with the unit fractal value of the section
under specific conditions. The strength of the speci-
men with the section can be roughly predicted by
judging the fractal value of the section and the com-
position of the specimen, and the predicted value
fluctuates within 30%.
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Using the dense linear multihole to control the directional hydraulic fracturing is a significant technical method to realize roof
control in mining engineering. By combining the large-scale true triaxial directional hydraulic fracturing experiment with the
discrete element numerical simulation experiment, the basic law of dense linear holes controlling directional hydraulic
fracturing was studied. The results show the following: (1) Using the dense linear holes to control directional hydraulic
fracturing can effectively form directional hydraulic fractures extending along the borehole line. (2) The hydraulic fracturing
simulation program is very suitable for studying the basic law of directional hydraulic fracturing. (3) The reason why the
hydraulic fracture can be controlled and oriented is that firstly, due to the mutual compression between the dense holes, the
maximum effective tangential tensile stress appears on the connecting line of the drilling hole, where the hydraulic fracture is
easy to be initiated. Secondly, due to the effect of pore water pressure, the disturbed stress zone appears at the tip of the
hydraulic fracture, and the stress concentration zone overlaps with each other to form the stress guiding strip, which controls
the propagation and formation of directional hydraulic fractures. (4) The angle between the drilling line and the direction of the
maximum principal stress, the in situ stress, and the hole spacing has significant effects on the directional hydraulic fracturing
effect. The smaller the angle, the difference of the in situ stress, and the hole spacing, the better the directional hydraulic
fracturing effect. (5) The directional effect of synchronous hydraulic fracturing is better than that of sequential hydraulic
fracturing. (6) According to the multihole linear codirectional hydraulic fracturing experiments, five typical directional hydraulic
fracture propagation modes are summarized.

1. Introduction

Conventional hydraulic fracturing can effectively change the
internal structure of coal rock reservoirs to significantly
improve the permeability of coal rock. At the same time,
the hard roof above the coal seam is weakened to prevent
the dynamic disaster caused by the sudden collapse of the
roof. At present, this technology has been widely used in
mines [1–11]. The geometric morphology of hydraulic frac-
ture is the core of hydraulic fracturing construction design.
Many studies showed that the initiation and propagation of
hydraulic fractures are controlled by the three-dimensional
in situ stress field. When the stress field is fixed, the orienta-
tion of the maximum tangential effective tensile stress on the
borehole wall is fixed [12, 13], which makes the hydraulic

fractures usually initiate and propagate perpendicular to the
direction of the minimum principal stress [14–17]. This
provides a foundation for the mechanism and application
of hydraulic fracturing.

As the initiation and expansion of hydraulic fractures are
mainly controlled by far-field in situ stress, some limitations
are found while using conventional hydraulic fracturing
technology to solve underground related problems, such as
roof cutting and pressure release engineering to automati-
cally form the gob-side entry in the working face of an under-
ground coal mine [18], gob management, gob-side entry
retaining, and vertical fracture of hardtop coal [19]. The
required direction of hydraulic fracture propagation in these
projects is usually not consistent with that under the in situ
stress field, which means the expansion of hydraulic fractures
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in the suspended roof and coal seam needs to be accurately
controlled to guarantee the effectiveness of directional frac-
ture treatment [20, 21]. Therefore, directional hydraulic frac-
turing technology becomes the research topic.

In order to realize the directional expansion of hydraulic
fractures, it is necessary to change the stress distribution of
surrounding rock by artificial measures to make the maxi-
mum effective tensile stress appear first in the direction to
be oriented, which can guide the expansion of hydraulic frac-
tures and form the dominant fracture surface. At present,
scholars have proposed the following four methods on this
technology [19, 22, 23]:

Directional hydraulic fracturing by water jet preslotting
[24–28]: this method uses the hydraulic slotting device to
artificially prefabricate cracks on the borehole wall to change
the stress distribution of the borehole wall, making the bore-
hole crack along the preslotting direction. Relevant studies
show that preslotting has an obvious directional effect on
the initiation of hydraulic fracture. But with the increase of
the distance, the propagation of hydraulic fracture gradually
turns to the direction of the maximum principal stress,
suggesting that a large range of directional fracture cannot
be achieved, and its effective range is very limited.

Directional hydraulic fracturing method controlled by
guiding hole [29, 30]: multiple guiding boreholes are arranged
around the injection hole, which can significantly promote
the internal stress distribution of the reservoir and effectively
avoid local stress concentration. At the same time, it can also
play the role of auxiliary free surface in the process of hydrau-
lic fracture expansion. In addition, the mechanical properties
of the rock bridge between the injection hole and the guiding
hole are significantly reduced, which makes the hydraulic
fracture more easily seep and expand along the direction of
the guiding hole. The more guiding holes, the better the
directional propagation effect and the larger the propagation
range. Therefore, to achieve directional hydraulic fracture in
coal and rock strata, a large amount of engineering and cost is
required to arrange enough number of guiding holes.

Directional hydraulic fracturing guided by a guiding
groove [31–34]: as the first directional hydraulic fracturing
method, it was developed by the Polish General Institute of
mining research to weaken the hard roof of the coal mine.
The stress concentration of the annular groove leads the
borehole to crack along the slotting direction. However, due
to the limited stress concentration at the tip of the circular
groove, its effect on the initiation and propagation of hydrau-
lic fracture is limited, as well as its application.

Directional hydraulic fracturing controlled by dense linear
multihole [29, 35, 36]: plenty of parallel dense linear bore-
holes are arranged in the specified direction inside the rock
in advance. Then, water is injected into these boreholes
simultaneously. Under the action of pore water pressure,
the skeleton stress between boreholes is redistributed, and
the effective tensile stress is formed in the direction of the
drilling line [37, 38]. Thus, the hydraulic fracture can over-
come the limitation of the far-field in situ stress, and the
hydraulic fractures can be initiated and expanded along the
wellbore line to achieve the directional fracturing of rock
eventually. This method is superior, and the engineering

quantity is small with high efficiency. Compared with the
above three methods, it is easier to implement and operate,
so this method has gradually become the focus of scholars.

It is an effective method to realize directional hydraulic
fracturing by using dense linear multiholes, which has pos-
itive significance for the directional treatment of the hard
roof, directional transfer of stress, prevention of rockburst,
and improvement of gas drainage rate [39–41]. However,
research on laws of the initiation and propagation of the
directional hydraulic fractures controlled by multihole is
limited and needs to be further studied. In addition, the
mechanism of dense linear boreholes affecting the distri-
bution of the stress field in the rock mass to realize the
directional propagation of hydraulic fractures is not clear.
With the continuous progress of computer technology
and numerical simulation algorithms, the combination of
experimental research and numerical simulations provides
a feasible solution to solve these problems mentioned
[42–46]. At present, there are three popular numerical
simulation methods used to research hydraulic fracturing
[47–49]: the finite element method (FEM), extended finite
element method (XFEM), and discrete element method
(DEM). The basic idea of the FEM is to discretize the elas-
tic body into an equivalent system of small elements [50].
In this method, the crack boundary coincides with the mesh
nodes, and a mesh reconstruction method is used to simulate
the crack propagation. The hydraulic fracturing model estab-
lished by this method requires less calculation and has high
efficiency. However, the hydraulic fracture can only extend
along a preset path, and the FEM cannot simulate the
deflection of hydraulic fractures or the formation process
of a complex fracture network [51, 52]. The XFEM is
based on the FEM and introduces a shape function to rep-
resent the discontinuity of the displacement field [53–55],
so the description of the discontinuous displacement field
is completely independent of the mesh boundary. This
method can simulate fracture propagation along any path
without grid reconstruction. This is advantageous in the
analysis and calculation of fracture problems and greatly
improves the calculation efficiency. The disadvantage of
the XFEM is that the simulation of microhydraulic fracture
propagation needs further development. The main idea of
the DEM is to use an explicit algorithm to calculate the
motion of particles or blocks, that is, update the motion
and contact state of particles in each calculation [56, 57].
When the contact force exceeds its bearing limit, the material
will demonstrate shear dislocation, compression shear fail-
ure, tensile failure, and other rock fracture phenomena
[58, 59]. The channel formed between particles can be used
to simulate the fluid flow in a pipe. Because the DEM does
not have to satisfy the continuity condition, the DEM is
very suitable for simulating the initiation and propagation
of microcracks in rock. Considering that this paper mainly
focuses on the micromechanism of directional hydraulic
fracture propagation, the discrete element simulation
method is more suitable.

In this paper, the experimental test and a DEM numerical
simulation using particle flow code (PFC2D) were combined
to investigate the laws of the initiation and propagation of
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directional hydraulic fracturing controlled by the dense
linear multihole. Besides, the sensitivity analysis of the geo-
logical condition and hydraulic fracturing condition affecting
the directional effect and accuracy was carried out. The
research results can provide theoretical guidance for the
implementation of directional hydraulic fracturing in coal
mines.

2. Particle Flow Method

2.1. Parallel Bond Model. A parallel bonding model has not
only standard stiffness and tangential stiffness but also nor-
mal tensile strength and shear strength [56]. It consists of
two elements: linear model and parallel bond. The parallel
bonding model can be compared to a set of springs arranged
on rock particles (Figure 1). Under the action of external
force, there is force and displacement between particles. If
tensile and shear strength of parallel bond element exceeds
σmax or τmax, the parallel bonds break, and the bond material
and its associated forces, moments, and stiffness will be
removed from the model, and only the linear model will be
available. The parameters shown in the figure represent the
mesoparameters of the parallel bond model, where kn refers
to the normal stiffness of particle element, ks represents the
tangential stiffness of particle element, gs refers to the spacing
between particles, μ represents the friction coefficient
between particle elements, σc refers to the normal strength
of parallel bond, �Φ represents the friction angle of rock,
and �c refers to the cohesion of rock [42, 60–62].

2.2. Fluid-Solid Coupling Model. The fluid-solid coupling
model assumes that the geometric space between adjacent
particles is the seepage channel of liquid, and the fluid
form of liquid is plate flow (Figure 2). The adjacent seep-
age channels are connected to form a closed “domain.” In
the calculation process, the water pressure in the “domain”
is continuously updated and acts on the particles.

The liquid flow of the domain is computed as follows
[63]:

q = a3

12μ
p2 − p1

L
, ð1Þ

where q represents the liquid flow, μ represents the dynamic
viscosity, p2 − p1 is the pressure difference between two adja-
cent areas, L is the length of the pipe, and a refers to the
width of the connecting “pipe.”

The change of pore fluid pressure is calculated as follows:

Δp =
Kf

Vd
〠qΔt−ΔVd

� �
, ð2Þ

where Kf refers to the bulk modulus, Vd is the apparent vol-
ume of the domain, ∑q represents the total flow of the
domain from the surrounding pipes, and Δt refers to the cal-
culation time step:

Fi = pnis, ð3Þ

where ni is the external average unit vector of the connecting
line between adjacent particles, s is the distance from the
center of the corresponding particle to the contact point,
and p is the change of fluid pressure in each time step.

In addition, because of the explicit algorithm, in order to
ensure the stability of the numerical model, the pressure
change caused by water flow must be less than the distur-
bance pressure:

Δt = 2rVd

NK f ka3
, ð4Þ

where N is the number of pipes connected to a domain
and r is the average radius of particles around a domain. In
addition, in order to ensure the stability of the whole com-
puting domain, the global time step must be the minimum
of all local time steps.

3. Dense Linear Multihole Directional
Hydraulic Fracturing
Experimental Investigation

3.1. Test Block Preparation and Experimental System. In the
experiment, a 500mm × 500mm × 500mm cement mortar
block is used as the sample to replace the coal rock mass
(Figure 3). The physical and mechanical parameters of the
test block are shown in Table 1. Three linearly distributed
boreholes are prefabricated on the cube test block, named
H1, H2, and H3, respectively. The angle between the direc-
tion of the linear borehole and the direction of maximum
principal stress (σ1) is 15

°. The distance between two adjacent
boreholes is 141mm. The test block adopts a borehole packer
with an outer diameter of 18mm. There is another naked
drill hole at 100mm in length from the end of the borehole
packer. In addition, a large-scale true triaxial hydraulic frac-
turing experimental system is applied in the test (Figure 4).
The experimental system consisted of a bench frame, a load-
ing system, and a monitoring system.

3.2. Morphology of Dense Linear Multihole Directional
Hydraulic Fracture. According to the scheme shown in
Table 2, directional hydraulic fracturing controlled by the
dense linear multihole was carried out on the coal rock mass.

Piece 1
Piece 1

Piece 2

Bond breakage

Piece 2

kc𝜎c

kn ks
kn

gs

kn

gs𝜏c

𝜇 ks 𝜇

Figure 1: Parallel bond model: (a) parallel bond; (b) bond failure
[30].
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Figure 3: Manufacture of specimens [64].

Table 1: Physical and mechanical parameters of the cement mortar.

Porosity
ϕ %ð Þ

Permeability
K mDð Þ

Uniaxial compressive
strength σc MPað Þ

Modulus of elasticity
E GPað Þ

Tensile strength
σt MPað Þ

Cohesion
c MPað Þ

Angle of internal
friction φ °ð Þ

Fracture
toughness

K1c N ⋅mm3/2� �

13.79 1.13 15.85 0.92 1.65 2.5443 31.29 13.23
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After a large amount of water leakage from the loading frame,
the experiment stopped.

After the loading plate is opened, there are visible
hydraulic fractures on the upper surface and side of the test
block (Figure 5), and the directional hydraulic fractures on
the upper surface extend to the edge of the test block along
the borehole line direction, and the directional effect is
obvious.

Among them, hydraulic fracture on the leftwing of H1
initiated and expanded along the direction of maximum in
situ stress, while that of the rightwing of H1 expanded along
the direction of the borehole line and intersected with the H2
borehole. The hydraulic fracture on the leftwing of H2
extended along the direction of the borehole line, but it did
not intersect with the hydraulic fracture on the rightwing of
H1, forming a rock bridge area between them. The hydraulic
fractures on the H2 rightwing and H3 leftwing both propa-
gated along the direction of the borehole line and finally
intersected smoothly. The hydraulic fracture on the H3
rightwing propagated to the boundary of the test block along
the direction of maximum principal stress.

By observing the hydraulic fracture trajectory in each
borehole, it was found that in borehole H1-H3, the hydraulic

fractures were obviously initiated and expanded along the
direction of the borehole line, while they were initiated and
expanded basically along the direction of the maximum prin-
cipal stress outside H1-H3. The fracture trajectory occurred
with an obvious deflection at H1 and H3. On the whole, the
directional hydraulic fracture surface was approximately a
folding failure surface (Figure 6), which also suggested that
the initiation and propagation of hydraulic fracture were
affected by the far-field stress and the coupling stress between
boreholes.

After cutting the test block along the trajectory of direc-
tional hydraulic fracture, it can be found that the directional
fracture surface was formed in the H1-H3 section and a two-
layered fracture surface appeared. The fracture surface I was
formed by the expansion of hydraulic fractures on both
wings of H1, and fracture surface II was formed by the expan-
sion of hydraulic fractures on both wings of H2. The area
between the two fracture surfaces is the rock bridge area
mentioned above. The expansion range of fracture surface I
was relatively small. The intensive fluctuation of the fracture
surface I indicates that the hydraulic fracture expanded with
obvious deflection, and the orientation effectiveness was
poor. However, the second fracture zone covered the whole
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Figure 4: True triaxial hydraulic fracturing test system.

Table 2: Experimental scheme of directional hydraulic fracturing controlled by dense linear multihole.

Test name
Principal

stress (MPa)
Borehole spacing

(mm)
Arrangement angle
of boreholes (°)

The injection
rate (ml/min)

Pumping mode
σ1 σ2 σ3

1-1 (laboratory test) 7 5 3 141 15 50 Synchronous

1-2 (simulation test) 7 3 141 15 50 Synchronous
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block, and the fracture surface II showed a large expansion
range and good orientation, indicating that the directional
effect of the hydraulic fracture in the middle borehole was
stronger than that in the surrounding borehole. This is
because the stress coupling degree between the middle bore-
holes is the highest.

4. Numerical Investigation of Dense Linear
Multihole Directional Hydraulic Fracturing

4.1. Calibration of Numerical Model Parameters. To guaran-
tee the mechanical properties and failure characteristics of

DEM simulation samples consistent with the laboratory test
results, a numerical model with a length of 100mm and a
width of 50mm was established to calibrate the mechanical
parameters (Figure 7). The microparameters were adjusted
repeatedly until the stress-strain curve and the final fracture
mode of the simulated specimen were consistent with the
laboratory test. Table 3 shows the microscopic parameters
of the simulated sample. The calibration results show that
the selection of mesoparameters is reasonable.

The rock parameters obtained above were used for
numerical modeling. As Figure 8 shows, the size of the square
model is 500mm in length and 500mm in width, which con-
tains approximately 14683 particles. The fluid injection point
is located in the center of the borehole. The angle between the
drilling line and the direction of the maximum principal
stress is also 15°. The confining pressure of the test block
was loaded by applying a stress constraint on the boundary
(wall) of the model.

4.2. Morphology of Directional Hydraulic Fracture. Accord-
ing to the scheme shown in Table 2, the simulation results
are shown in Figure 9. The hydraulic fractures in the three
boreholes are initiated and propagated along the direction
of the drilling line. The hydraulic fracture of the H1 leftwing
extended to the edge of the test block along the maximum
main stress direction, while the hydraulic fracture of the H1
rightwing extended a short distance along the maximum
main stress direction and then turned to the borehole line
with obvious turning points in the fracture trajectory. Finally,
they intersected with that of the H2. The hydraulic fracture of
the H2 leftwing extended to H1 along the borehole line, but it
did not intersect with the hydraulic fracture of the H1 rightw-
ing, forming a rock bridge. The hydraulic fractures of H2
rightwing and H3 leftwing both extend in the direction of
the drilling line and finally merged smoothly. Hydraulic frac-
ture of H3 rightwing extended to the edge of test block along

Directional hydraulic fracture
H1

H2
H3

H1
H2

H3

Figure 5: Propagation morphology of directional hydraulic
fracturing [64].

Layer of cracks

H1Rock bridge

H2

H3

Two cracks do not intersect

I

II

Layer of cracks

H1 failure plane

Directional hydraulic failure plane

H2 failure plane

𝜎1

Figure 6: The integrated morphology of the failure plane [64].

0.000 0.005 0.010 0.015 0.020
0.00

2.00

4.00

6.00

8.00

St
re

ss
 (M

Pa
) 10.00

12.00

14.00

16.00

Strain

Indoor test
Simulation test

Figure 7: Laboratory test and numerical simulation of the stress-
strain curve and final fracture mode of the intact specimen [30].

6 Geofluids



the direction of maximum principal stress. The shape of
directional hydraulic fracture in the numerical simulation
was very consistent with that of the laboratory test, which
fully verifies the rationality of the particle flow numerical
simulation test.

5. The Mechanism of Directional Hydraulic
Fracturing Controlled by Dense
Linear Multihole

The simulation results were furtherly analyzed to explore the
directional fracture mechanism. In this section, the mecha-
nism of dense linear multihole controlling the directional
hydraulic fracturing from the fracture initiation stage and
fracture propagation stage was analyzed.

5.1. Initiation Stage of Hydraulic Fracture. According to
the theory of hydraulic fracturing, the resistance that
hydraulic fracture needs to overcome is the least when it
propagates along the direction perpendicular to the mini-
mum principal stress, which means the direction perpen-
dicular to the minimum principal stress in the far-field
stress field is the dominant propagation direction. When
the water injection hole is excavated, due to the constraint
of the far-field stress field, the borehole wall will occur
compression deformation, resulting in the stress concentra-
tion effect around the wellbore. If multiple boreholes are
arranged on the same straight line, due to the mutual com-
pression between multiple boreholes, the stress concentra-
tion between boreholes affected by the superposition of
boreholes will be significantly higher than that of single bore-
holes, and the tangential tensile stress field perpendicular to
the centerline of boreholes is generated. With the injection
of high-pressure water, the pore water pressure gradient is
formed on the hole wall, which creates a new additional stress
field around the borehole, and the additional stress field will
be superimposed on the surrounding rock stress formed after
excavation.

It is assumed that the stress in the original reservoir
rock mass is uniformly distributed. In this study, the com-
plex three-dimensional stress problem is simplified as a
two-dimensional stress model. The additional stress can be
calculated by the thick-walled cylinder formula. The stress
of surrounding rock mass can be calculated as follows [65]:

σr =
a2 b2 − r2
� �

r2 b2 − a2
� � p = a2

r2
p,

σθ = −
a2 b2 + r2
� �

r2 b2 − a2
� � p = −

a2

r2
p,

8>>>>><
>>>>>:

ð5Þ

where p represents the water pressure, a is the radius of the
borehole, and b refers to the outer diameter.

According to equation (5), it can be found that in the
process of hydraulic fracturing, the tangential tensile stress
perpendicular to the borehole line will concentrate in the
rock mass, and its stress intensity fluctuates periodically
with the change of distance (Figure 10). The closer the
borehole hole is, the higher the stress intensity is, and the ten-
sile stress is the largest at the intersection of the borehole cen-
ter line and the borehole wall. Therefore, with the continuous
accumulation of water pressure in the hole, the water pres-
sure in the direction of the borehole line will first overcome
the tensile strength of the rock and cause a fracture; thus,
the hydraulic fracture begins to germinate. That explains
why the hydraulic fracture is most likely to initiate along
the borehole line, when the directional hydraulic fracturing
controlled by dense linear multihole is used.

5.2. Propagation Stage of Hydraulic Fracture. By extracting
the maximum principal stress distribution data, the dynamic
evolution of the stress field in the test block can be obtained
and shown in Figure 11.

After the borehole wall cracked, the high-pressure water
entered into the hydraulic fracture and penetrated the
boundary area of the fracture tip, forming the pore pressure
gradient. At this time, the stress was disturbed by the hydrau-
lic fracturing, and the stress disturbance field appeared
around the hydraulic fracture, where the tensile disturbance
stress concentrated in the tip of the hydraulic fracture, and
the compressive stress was distributed on both sides of the
hydraulic fracture. The stress disturbance field superimposed
the original stress field of surrounding rock, forming a new
stress distribution field in the boundary area of the fracture
tip and leading to the deflection of the direction of the max-
imum principal stress along the propagation path in front of
the hydraulic fracture. However, because the size and scope
of the tensile disturbance stress generated by the fracture
tip were limited, the stress disturbance fields around different

Table 3: Micromechanical parameters of simulated samples [30].

Particle parameters Parallel bonding parameters
GPað Þ kn/ks μ Rmax/Rmax ρ g ⋅ cm‐3� �

�Ec (GPa) �kn/�ks �σc (MPa) �c (MPa) �λ

1.51 1 0.1 1.66 2.65 1.51 1 5.4 12.7 1

15°

H3
H2

H1 H1
H2

H3

Borehole line

𝜎
1

Figure 8: Test block for laboratory test and numerical simulation.
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hydraulic fracture tips did not superimpose with each other,
making the far-field in situ stress still dominate the key factor
of hydraulic fracture propagation direction.

With the continuous injection of high-pressure water, the
length of hydraulic fracture increased, and the size and range
of disturbed tensile stress at the tip of hydraulic fracture grad-
ually increased. At this time, the influence of the far in situ
stress field on hydraulic fracture propagation was weakened.
The superposition and fusion of different tensile stress
disturbance fields resulted in the formation of a new maxi-
mum principal stress concentration strip between adjacent
boreholes, which is named “guided fracturing control zone
between boreholes.” The maximum principal stress strip

showed an “ ” shape and connected the tips of adjacent

hydraulic fractures, which promoted the hydraulic fractures
in the guided fracturing control area to expand along the
borehole line (Figure 12). In addition, multiple maximum
principal stress concentration strips developed along the
borehole line and paralleled to each other.

With the further increase of hydraulic fracture length, the
range and internal stress of the maximum principal stress

concentration zone between boreholes also increased. It can
be seen that the shape of the stress strip also changed from

“ ” to “ ” to “ ”. In the process of morphological

change, the propagation direction of hydraulic fracture also
changed continuously. In the expansion process, the hydrau-
lic fracture in each borehole not only deflected as a whole and
tended to expand along the borehole line but also locally
deflected around the borehole axis, which made these
hydraulic fractures intersected and fused to form a direc-
tional fracture surface along the borehole axis and realize
the directional fracture of rock reservoir. In addition, after
the adjacent hydraulic fractures merge with each other, the
maximum principal stress strip gradually decreased and
disappeared.

6. Analysis of Influencing Factors of the
Multihole Linear Directional Hydraulic
Fracture Propagation

When directional hydraulic fracturing controlled by dense
linear multihole is carried out in the coal mine [66–72], the
in situ stress conditions, borehole arrangement angle, bore-
hole spacing, and borehole pumping mode will significantly
affect the shape and orientation accuracy of the directional
hydraulic fracture, so this section will carry out sensitivity
analysis for the above factors.

6.1. Discussion: Angle between the Line of the Borehole and
the Direction of Maximum Principal Stress. According to
the scheme shown in Table 4, four groups of arrangement
angles of boreholes θ are set, and the angles are 15, 45, 60,
and 75, respectively. The final test results are shown in
Figure 13. When the value of θ was 15°, except for hydraulic
fracture of the H3 rightwing extended along the direction
of maximum main stress, the hydraulic fractures of other
holes all extended along the direction of the borehole line.
The hydraulic fractures of the H2 leftwing and the H1
rightwing expanded and gradually fused, and the hydraulic
fracture of the H2 rightwing was connected with the H3.
In addition, the hydraulic fracture of the H3 leftwing
turned obviously, forming a rock bridge with the hydraulic

H1
H2

H3

Directional hydraulic fracture

(a)

H1
H2

H3

Directional hydraulic fracture

(b)

Figure 9: Comparison of laboratory test and simulation test: (a) laboratory test directional hydraulic fracture [30, 64]; (b) simulated test
directional hydraulic fracture.

𝜎q
𝜎 𝜃

𝜎 𝜃

𝜎 𝜃

𝜎 𝜃
𝜎 𝜃

𝜎 𝜃

𝜎q

𝜎q

𝜎q

q3

q2

q1

𝜎3

𝜎1

𝜎3

𝜎1

Figure 10: Distribution of tangential stress of multihole linear
codirectional hydraulic fracturing.
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fracture of H2 rightwing and resulting in a directional
hydraulic fracture crossing each borehole without obvious
bifurcation phenomenon.

When the value of θ was 45°, the hydraulic fractures of
each borehole initiate along the direction of the maximum
principal stress σ1 and extend for a short distance. With dif-
ferent hydraulic fractures approaching each other, the prop-
agation direction changed, and the hydraulic fractures
expanded along the borehole line. Finally, the hydraulic frac-
tures intersected with adjacent injection holes. In addition, it
should be noted that the hydraulic fractures on both sides of
different boreholes did not fuse. Thus, multiple rock bridge
areas were formed, and the fracture morphology was more
tortuous and rough, forming a “ladder”-shaped directional
hydraulic fracture connecting each borehole with obvious
stratification.

When the value of θ was 60°, the hydraulic fractures of
the three boreholes initiated and expanded along the direc-

tion of σ1. Under the influence of coupling stress between
holes, the propagation direction of hydraulic fractures in
each borehole gradually approached the borehole line from
the direction of the maximum principal stress with a small
deflection angle. Although the hydraulic fractures tended to
connect with each other, the directional hydraulic fractures
were not formed in the end.

When the value of θ was 75°, the hydraulic fractures of
the three boreholes initiated and propagated along the direc-
tion of the maximum principal stress σ1 without deflection.

The three main hydraulic fractures are parallel to each
other, and the propagation behavior of hydraulic fractures is
basically determined by the in situ stress field. In addition,
there is an obvious stress shadow effect. Multiple fractures
compete with each other, and the fracture propagation trajec-
tories repel each other. The lateral hydraulic fracture will
deflect to the outside due to the action of the medial hydraulic
fracture. The medial hydraulic fracture is squeezed under the
influence of the induced stress field of the outer hydraulic frac-
ture, and the width and length of the fracture become nar-
rower, which seriously affects the effect of hydraulic fracturing.

By comparing the directional hydraulic fracture mor-
phology under different arrangement angles of boreholes
θ, it can be found that with the increase of the angle, the
directional effect and accuracy gradually weaken. When
the angle increased to a certain extent, the directional effect
disappeared, and the directional hydraulic fracture was not
formed. When the directional hydraulic fractures were 30°

and 45°, it was found that the orientation accuracy of direc-
tional hydraulic reduced within a certain range. However,
the angle between the formed directional fractures and
the direction of maximum principal stress significantly
increased, and the effect range of the directional hydraulic
fractures in the reservoir was also significantly improved.
In addition, if the arrangement angle of boreholes θ is too
large, it is difficult to form directional hydraulic fractures,
and there will be an obvious stress shadow effect, which
seriously affects the effect of conventional hydraulic
fracturing.

S1 S2 S3

S4 S5 S6

(a) The dynamic expansion process of the directional hydraulic fracture

S1 S2 S3

S4 S5 S6

–5000000 5000000 Pa–2500000 25000000

(b) The dynamic evolution of stress field in the test block

Figure 11: Hydraulic fracture propagation stage.

Guided fracturing control zone between boreholes

H2

H1

H3

Figure 12: The shape and distribution of the guided fracturing
control zone between boreholes.
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Table 4: Experimental scheme of directional hydraulic fracturing.

Test name
Principal

stress (MPa)
Borehole spacing

(mm)
Arrangement angle
of boreholes (°)

The injection
rate (ml/min)

Pumping mode
σ1 σ2 σ3

2-1 7 3 120 15 50 Synchronous

2-2 7 3 120 45 50 Synchronous

2-3 7 3 120 60 50 Synchronous

2-4 7 3 120 75 50 Synchronous

S1
𝜃 = 15°

S2
𝜃 = 15°

S3
𝜃 = 15°

S4
𝜃 = 15°

S1
𝜃 = 45°

S2
𝜃 = 45°

S3
𝜃 = 45°

S4
𝜃 = 45°

S1
𝜃 = 60°

S2
𝜃 = 60°

S3
𝜃 = 60°

S4
𝜃 = 60°

S1
𝜃 = 75°

S2
𝜃 = 75°

S3
𝜃 = 75°

S4
𝜃 = 75°

S1
𝜃 = 15°

S2
𝜃 = 15°

S3
𝜃 = 15°

S4
𝜃 = 15°

S1
𝜃 = 45°

S2
𝜃 = 45°

S3
𝜃 = 45°

S4
𝜃 = 45°

S1
𝜃 = 60°

S2
𝜃 = 60°

S3
𝜃 = 60°

S4
𝜃 = 60°

S1
𝜃 = 75°

S2
𝜃 = 75°

S3
𝜃 = 75°

S4
𝜃 = 75°

Figure 13: Initiation and propagation process of directional hydraulic fractures at different angles between the direction of borehole line and
maximum principle stress σ1.
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Table 5: Experimental scheme of directional hydraulic fracturing.

Test name
Principal

stress (MPa)
Borehole spacing

(mm)
Arrangement angle
of boreholes (°)

The injection
rate (ml/min)

Pumping mode
σ1 σ2 σ3

3-1 7 1 141 15 50 Synchronous

3-2 7 3 141 15 50 Synchronous

3-3 7 5 141 15 50 Synchronous

S1
Δ𝜎 = 6 MPa

S2
Δ𝜎 = 6 MPa

S3 
Δ𝜎 = 6 MPa

S4 
Δ𝜎 = 6 MPa

S1
Δ𝜎 = 4 MPa

S2
Δ𝜎 = 4 MPa

S3 
Δ𝜎 = 4 MPa

S4 
Δ𝜎 = 4 MPa

S1
Δ𝜎 = 2 MPa

S2
Δ𝜎 = 2 MPa

S3 
Δ𝜎 = 2 MPa

S4 
Δ𝜎 = 2 MPa

S1
Δ𝜎 = 6 MPa

S2
Δ𝜎 = 6 MPa

S3 
Δ𝜎 = 6 MPa

S4 
Δ𝜎 = 6 MPa

S1
Δ𝜎 = 4 MPa

S2
Δ𝜎 = 4 MPa

S3 
Δ𝜎 = 4 MPa

S4 
Δ𝜎 = 4 MPa

S1
Δ𝜎 = 2 MPa

S2
Δ𝜎 = 2 MPa

S3 
Δ𝜎 = 2 MPa

S4 
Δ𝜎 = 2 MPa

Figure 14: Initiation and propagation process of directional hydraulic fractures at different principle stress differences.
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6.2. Discussion: The Principal Stress Difference. According to
the scheme shown in Table 5, three different horizontal in
situ stress differences 2, 4, and 6MPa were set, and the test
results are shown in Figure 14.

When the value of Δσ was 2MPa, the hydraulic frac-
tures of the three boreholes initiated and expanded along
the direction of the borehole line, and the hydraulic frac-
tures of the adjacent boreholes finally fused each other to
form a linear directional hydraulic fracture coplanar with
all the injection holes. The directional hydraulic fracture
surface was smooth and flat with obvious directivity and
high orientation accuracy.

When the value of Δσ was 4MPa, the hydraulic fractures
on both sides of H3 extended to the edge of the test block
along the direction of the maximum principal stress, and
the hydraulic fractures on both sides of H1 and H2 extended
along the direction of the borehole line and finally
approached the adjacent boreholes to form directional
hydraulic fractures. The directional hydraulic fractures of
each hole did not fuse, and the formed rock bridge area
showed an obvious stratification phenomenon.

When the value of Δσ was 6MPa, the hydraulic fractures
of each borehole basically initiated and expanded along the
direction of the maximum principal stress. In the expansion
process, the hydraulic fractures slightly deflected and paral-
leled to each other, and no directional hydraulic fractures
were formed, indicating the poor directional effect.

In conclusion, the principal stress difference has a sig-
nificant effect on directional hydraulic fracturing. With the
increase of principal stress difference, the effect and accu-
racy of orientation become worse. The hydraulic fracture
propagation direction of each borehole gradually deviates
from the borehole line, and the angle between the maximum
principal stress and the hydraulic fracture propagation direc-
tion gradually decreases. Hydraulic fractures are more diffi-
cult to fuse and easy to form rock bridge area. When the
stress difference is greater than a certain extent, the direc-
tional effect is completely invalid. The hydraulic fractures
are parallel to each other, which cannot achieve the goal of
directional fracturing.

6.3. Discussion: Borehole Spacing. According to the scheme
shown in Table 6, three groups of different borehole spacing
Dwere set, and the borehole spacing is 105, 141, and 176mm.
The final test results are shown in Figure 15.

When the value of D was 105mm, the hydraulic fractures
in the directional fracturing section (H1-H3) obviously initi-
ated and expanded along the borehole line direction and
finally intersected with each other and approached adjacent

injection holes to form a directional hydraulic fracture. For
the range outside the directional fracturing section (H1-
H3), the hydraulic fractures extended to the edge of the test
block along the direction of the maximum principal stress.
The directional fracture surface was coplanar with all injec-
tion holes. It was smooth and flat with obvious directivity
and without other bifurcation and stratification.

When the value of D was 141mm, the hydraulic fractures
of the H1 leftwing and the H3 rightwing extended to the edge
of the test block along the direction of maximum principal
stress σ1 and then extended along the direction of the bore-
hole line with an obvious turning point in the fracture trajec-
tory. The hydraulic fractures of H2 finally extended to two
adjacent holes along the borehole line and did not intersect
with the adjacent hydraulic fractures, forming a rock bridge
in the oblique direction of σ1. Besides, there is delamination
in directional hydraulic fracture.

When the value of D was 176mm, the hydraulic fractures
of the three boreholes all initiated and expanded along the
direction of the maximum principal stress. After expanding
for a certain distance, the direction of expansion deflected.
However, due to the long distance between the boreholes,
the coupling stress between the boreholes was weak and the
degree of deflection was small, and finally, there was no direc-
tional fracture formed.

With the increase of hole spacing, the directional fracture
zone became more difficult to be formed by overlapping the
stress disturbance zones at the tip of hydraulic fractures.
The coupling stress between holes was smaller, making it
more difficult for hydraulic fractures of different boreholes
to intersect. The stratification phenomenon and the number
of rock bridges formed in the process of hydraulic fracture
intersection significantly increased, and the directional effect
and accuracy were reduced.

6.4. Discussion: Borehole Pumping Mode. During the
hydraulic fracturing construction in the coal mine, due
to the pipeline loss and the difference in the strength of rock
around the borehole, the initiation of hole wall cracking was
not synchronous. In order to reveal the influence of borehole
pumping mode on directional hydraulic fracturing, the test
scheme is shown in Table 7, and three different pumping
modes were constructed, including the priority of middle
hole, the priority of outer hole, and the simultaneous initia-
tion of three holes, respectively. The test results are shown
in Figure 16.

When the middle borehole cracked first, the hydraulic
fractures initiated along the borehole line and expanded
along the direction of the maximum principal stress. After

Table 6: Experimental scheme of directional hydraulic fracturing.

Test name
Principal

stress (MPa)
Borehole spacing

(mm)
Arrangement angle
of boreholes (°)

The injection
rate (ml/min)

Pumping mode
σ1 σ2 σ3

4-1 7 3 105 15 50 Synchronous

4-2 7 3 141 15 50 Synchronous

4-3 7 3 176 15 50 Synchronous
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4000 time steps, the water began to be injected into the outer
borehole. The hydraulic fractures of H1 leftwing and H3
rightwing extended to the edge of the test block along the

direction of the maximum principal stress. The hydraulic
fractures of the H1 rightwing and H3 leftwing initiated and
expanded along the borehole line. Under the effect of the

S1
D = 105 mm

S2
D = 105 mm

S3
D = 105 mm

S4
D = 105 mm

S1
D = 141 mm

S2
D = 141 mm

S3
D = 141 mm

S4
D = 141 mm

S1
D = 176 mm

S2
D = 176 mm

S3
D = 176 mm

S4
D = 176 mm

S1
D = 105 mm

S2
D = 105 mm

S3
D = 105 mm

S4
D = 105 mm

S1
D = 141 mm

S2
D = 141 mm

S3
D = 141 mm

S4
D = 141 mm

S1
D = 176 mm

S2
D = 176 mm

S3
D = 176 mm

S4
D = 176 mm

Figure 15: Initiation and propagation process of directional hydraulic fractures at different borehole spacing.
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Table 7: Experimental scheme of directional hydraulic fracturing.

Test name
Principal

stress (MPa)
Borehole spacing

(mm)
Arrangement angle
of boreholes (°)

The injection
rate (ml/min)

Pumping mode
σ1 σ2 σ3

5-1 7 5 141 15 50 Sequence (1)

5-2 7 5 141 15 50 Sequence (2)

5-3 7 5 141 15 50 Synchronous

S1
middle borehole

S2
middle borehole

S3
middle borehole

S4
middle borehole

S1
outer borehole

S2
outer borehole

S3
outer borehole

S4
outer borehole

S1
synchronous

S2
synchronous

S3
synchronous

S4
synchronous

S1
middle borehole

S2
middle borehole

S3
middle borehole

S4
middle borehole

S1
outer borehole

S2
outer borehole

S3
outer borehole

S4
outer borehole

S1
synchronous

S2
synchronous

S3
synchronous

S4
synchronous

Figure 16: Initiation and propagation process of directional hydraulic fractures at borehole pumping mode.
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hydraulic fractures of adjacent boreholes, the hydraulic frac-
tures of two H2 wings deflected and expanded along the
borehole line. Among them, hydraulic fractures of H2
rightwing and H3 leftwing were fused, and hydraulic fracture
of H2 leftwing connected with that of the H1, forming a rock
bridge between H2 leftwing and H1 rightwing and a stratified
directional hydraulic fracture.

When the outer boreholes cracked first, the hydraulic
fractures of the two holes initiated and expanded along the
direction of the maximum principal stress. After 4000 time
steps, the water began to be injected into the middle hole,
and the hydraulic fractures of two H2 wings initiated and
expanded along the borehole line, finally connecting the

adjacent boreholes. During the expansion process, the
hydraulic fractures of the three holes did not intersect, form-
ing rock bridges on the directional hydraulic fracture surface.

When the three boreholes started to crack simulta-
neously, the hydraulic fractures initiated and expanded
along the direction of the borehole line, and the directional
hydraulic fractures were formed by the fusion of the hydrau-
lic fractures in the adjacent drilling holes. These fractures
were smooth and flat in shape, with obvious directivity and
good directional effect but without an obvious turn in the
expansion.

In a word, the fracturing mode significantly affects direc-
tional hydraulic fracturing. If the sequence fracturing mode is

𝜎3

𝜎3

𝜎1 𝜎1

(a)

𝜎3

𝜎3

𝜎1 𝜎1

(b)

𝜎3

𝜎3

𝜎1 𝜎1

(c)

𝜎3

𝜎3

𝜎1 𝜎1

(d)

𝜎3

𝜎3

𝜎1 𝜎1

(e)

Figure 17: Dense linear multihole directional hydraulic fracture propagation modes.
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adopted, the coupling stress effect between the holes will be
relatively poor, making it difficult to form the directional
fracturing strip inside the test block. The formed directional
fracture surface will be prone to stratification, the directional
hydraulic fracture trajectory will become more tortuous, and
the directional effect and accuracy are not as good as syn-
chronous fracturing.

7. Dense Linear Multihole Directional
Hydraulic Fracture Propagation Modes

According to the strength of directional effect and directional
accuracy, the following five typical hydraulic fracture propa-
gation behavior modes are finally extracted:

Mode 1: hydraulic fractures of adjacent boreholes
intersect smoothly along the drilling line to form a linear
directional hydraulic fracture, the fracture morphology is
similar to “/”. In this mode, the effect and accuracy of
hydraulic fracture orientation are the best (Figure 17(a)).

Mode 2: the hydraulic fractures extend along the bore-
hole line and connect with adjacent boreholes, but the
hydraulic fractures of each borehole do not intersect, and a
rock bridge is formed between different hydraulic fractures
obliquely in direction (a). The shape of directional hydraulic
fractures is similar to “//” (Figure 17(b)).

Mode 3: the hydraulic fracture first extends along the
direction of the maximum principal stress σ1 for a certain
distance, then turns to expand along the drilling line
direction and intersect with each other, forming a ladder-
shaped directional hydraulic fracture, similar to “ ”
(Figure 17(c)).

Mode 4: the hydraulic fracture of the outer borehole
propagates along the direction of the maximum principal
stress, and the hydraulic fracture of the middle borehole
propagates along the direction of the borehole line and
communicates with the adjacent outer borehole; the shape

of directional hydraulic fractures is similar to “ ”

(Figure 17(d)).
Mode 5: the hydraulic fractures of each hole expand

along the direction of the maximum principal stress σ1. In
the process of expansion, the hydraulic fractures do not
deflect and are parallel to each other, forming “≡”-shaped
hydraulic fractures, and the orientation effect is the worst
(Figure 17(e)). All the above hydraulic fracture propagation
modes are reflected in the previous sections.

8. Conclusion

The experimental results demonstrate the following:

(1) When directional hydraulic fracturing controlled by
dense linear multihole drilling was carried out, due
to the coupled effect between boreholes, the hydraulic
fracture propagation tends to intersect and run
through and finally forms the directional failure
plane along the direction of the connecting line of
boreholes, which effectively realizes the directional
failure of rock strata

(2) The results show that the directional effect is mainly
concentrated in the internal dense boreholes. The
hydraulic fractures of the external dense boreholes
basically extend along the direction of the maximum
principal stress, so the directional effect is poor. In
addition, the numerical simulation results are in good
agreement with the laboratory test results, which fully
verifies the effectiveness and rationality of the direc-
tional hydraulic fracturing numerical simulation
model based on the two-dimensional discrete ele-
ment numerical software (PFC2D)

(3) After arranging the dense boreholes in the rock, the
maximum tangential tensile stress is generated in
the direction perpendicular to the drilling line due
to the mutual extrusion of boreholes, so the borehole
wall along the drilling line direction is most prone to
crack initiation. With the increase of the length of the
hydraulic fracture, the disturbed stress concentration
areas will overlap each other and form the maximum
principal stress band, which makes the hydraulic
fracture deflect further towards the borehole line

(4) The angle (θ) between the borehole line and the
direction of the maximum principal stress, the prin-
cipal stress difference (Δσ), and the hole spacing (D)
have significant effects on the directional hydraulic
fracturing effect. The smaller the angle, the difference
value of the in situ stress, and the hole spacing, the
better the directional hydraulic fracturing effect. In
addition, the directional effect of synchronous
hydraulic fracturing is better than that of sequential
hydraulic fracturing

(5) According to the multihole linear codirectional
hydraulic fracturing experiments, five typical direc-
tional hydraulic fracture propagation modes are sum-
marized: (1) directional hydraulic fracture completely
along the drilling line, (2) directional hydraulic frac-
tures that connect boreholes but do not intersect, (3)
propagation forming a ladder pattern of directional
hydraulic fracture, (4) directional hydraulic fracture
propagation both along the borehole line and parallel
to the direction of maximum principal stress, and (5)
parallel hydraulic fractures extending completely
along the direction of maximum principal stress

Nomenclature

Ec: Elastic modulus (GPa)
ν: Poisson’s ratio
kn: Normal stiffness of particle element (N/m)
ks: Tangential stiffness of particle element (N/m)
μ: Friction coefficient between particle elements
ρ: Particle unit density (kg/m3)
σ1: Maximum horizontal geostress (MPa)
σ3: Minimum horizontal geostress (MPa)
p: Water pressure (MPa)
c0: Cohesion of rock (MPa)
Φ: Friction angle of rock (°)
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GF : The initial fracture energy (N/m)
Gf : The dissipation energy (N/m)
Rmax: Maximum particle radius (mm)
Rmin: Minimum particle radius (mm)
�Ec: Elastic modulus of particle element (GPa)
�kn: Normal stiffness of parallel bond (N/m)
�ks: Tangential stiffness of parallel bond (N/m)
�σ: Normal strength of parallel bond (MPa)
Δσ: The principal stress difference (definition of this

paper) (MPa)
D: Borehole spacing (definition of this paper) (mm)
�τ: Shear strength of parallel bond (MPa)
q: Fluid volume rate (m3/s)
w: Pipe width (mm)
L: Length of pipe (m)
N : Number of pipelines connecting the domain
Kf : Bulk modulus of fracturing fluid (GPa)
v: Injection rate of fracturing fluid (ml/min)
A: Cross-sectional area of fluid flow (m2)
ΔP: Change of liquid pressure in river domain (MPa)
ΔVd : Volume change of domain caused by volume force

(m3)
Vd : Apparent volume of river domain (m3)
w0: Residual width of pipe (mm)
Fi: Normal contact force under current load (N)
gs: Spacing between particles (mm)
μ: Dynamic viscosity (Pa·s)
k: Macropermeability of sample (mD)
a: Radius of the borehole (m)
b: Outer diameter (m)
θ: Angle between the line of the borehole and the direc-

tion of maximum principal stress (definition of this
paper) (°).
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The stress disturbance effect will significantly affect the propagation path of hydraulic fractures in the composite rock reservoir. To
reveal the influence mechanism of stress disturbance effect on the hydraulic fracture propagation, several groups of laboratory tests
and simulation tests were carried out. The test results showed that the hydraulic fracture tip formed a disturbing stress field because
of the pore water pressure. Before the hydraulic fracture was extended to the bedding plane, the bedding plane had been damaged
under stress disturbance, and the disturbed fracture zone was formed. The propagation mode of hydraulic fracture at the bedding
plane was highly sensitive to the formation of the disturbed fracture zone. The sensitivity is mainly reflected from two aspects. (1)
Under the action of the hydraulic fracture tip disturbance stress, many microfractures are generated and penetrated into the
disturbance fracture zone on the bedding plane. This behavior is accompanied by energy dissipation causing the bedding plane
material to be significantly softened, and the energy required for hydraulic fracture propagation is reduced dramatically. (2) The
formation of the disturbed fracture zone improves the degree of fragmentation of the bedding plane, and the permeability of the
local area increases significantly, forming the dominant circulation path. The higher the development of the disturbed fracture
zone, the greater the hydraulic fracture propagation tendency along the bedding plane. According to the formation
characteristics of the bedding plane disturbed fracture zone, the author proposed a nonlinear fracture model of the bedding
plane disturbed fracture zone and established the hydraulic fracture propagation path criterion. This paper further analyzed the
influencing factors of the disturbed fracture zone’s formation conditions and found that the bedding plane’s cementation
strength was the main factor affecting the development degree of the disturbed fracture zone.

1. Introduction

The reservoir rock mass of oil, natural gas, and unconven-
tional natural gas reservoirs comprises various rock mate-
rials, discontinuous structural planes, and microfractures.
When hydraulic fracturing is applied to a composite rock
reservoir, the existence of a weak bedding plane will signif-
icantly affect the extension path of hydraulic fractures [1].
How to control the propagation of hydraulic fractures in
such reservoirs is a critical problem in a hydraulic fractur-
ing design [2–5].

In recent years, relevant scholars have carried out many
experiments on the interaction mechanism between hydrau-
lic fractures and rock bedding planes [6–9]. The research
results show that under the condition of different bedding
plane strength [10], in situ geo stress coefficient [11], the
material difference [12, 13], injection pressure, and rheologi-
cal and viscous characteristics of fracturing fluid [14–16],
hydraulic fractures will form three modes: (1) expanding
along the bedding plane, (2) expanding along the bedding
plane and crossing the bedding plane, and (3) crossing the
bedding plane. These three kinds of propagation modes can
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be observed in relevant hydraulic fracturing tests and reser-
voir microseismic monitorization [17]. With the research
deepening, some scholars carried out experiments on micro-
crack propagation mechanism and found that [18–20]; when
the fracture approached the bedding plane, the disturbing
stress field at the fracture tip would lead to the early failure
of the bedding plane and form the microfracture zone, which
was called Cooke-Garden cracking effect [21]. This early bed-
ding plane fracture zone has a significant trapping effect on
fracture propagation [22, 23]. However, at present, the
research on this effect mainly focuses on surface crack prop-
agation under a single stress state. By contrast, the research
on fracture propagation under complex stress of fluid-solid
coupling is rare, and it is helpful to reveal the mechanical
mechanism of hydraulic fracture propagation at the bedding
plane of composite rock material and is an effective means to
solve the problem of reservoir reconstruction.

At present, the mechanical mechanism of the develop-
ment of hydraulic fracture at the composite rock bedding
plane is mainly divided into the following two aspects: firstly,
based on the linear elastic mechanic’s theory, taking the two-
dimensional plane fracture as the research object and assum-
ing a constant static pressure in the hydraulic fracture ignore
the induced stress in the direction of perpendicular to the
fracture [24]. The Mohr-Coulomb failure criterion is used
to analyze the tensile failure caused by tensile stress acting
on the fracture [25], and the shear slip failure caused by the
shear stress acting on the fracture is considered through the
linear friction theory [26]. Secondly, based on the linear elas-
tic fracture mechanics, the analytical model of induced stress
distribution at the fracture tip is established to provide the
basis for judging whether the hydraulic fracture initiated or
expanded [27]. The above research provides a useful refer-
ence for revealing the hydraulic fracture propagation mode
and propagation path at the bedding plane, but there are still
some deficiencies as follows: (1) both analytical criteria are
based on the assumption that the rock bedding plane is
completely cemented and ignored the change of stress field
distribution and damage to materials caused by disturbed
stress of hydraulic fracture. (2) Relevant scholars have
revealed the morphological characteristics of actual hydraulic
fractures by drilling cores [28]. Many microfractures or sec-
ondary fractures formed at the tip of actual hydraulic frac-
tures reflect the morphological characteristics of complex
clusters of small-sized fractures, which is inconsistent with
the conventional understanding of wing hydraulic fractures.
Therefore, the traditional hydraulic fracturing theory [29]
based on elastic-plastic mechanics and linear elastic fracture
parameters can not adequately describe the hydraulic frac-
ture morphology and propagation law. At present, it is neces-
sary to establish a nonlinear fracture model as the theoretical
basis of the new hydraulic fracturing model to understand
the hydraulic fracture extension mode comprehensively.

Most of the hydraulic fracturing experiments are also
realized by direct observation of the internal hydraulic frac-
ture morphology of the text block by the naked eye and
microscope. Due to the closed confining pressure loading
environment in the hydraulic fracturing test, it is difficult to
observe the bedding fracture zone and the dynamic hydraulic

fracture propagation process under the existing technology.
Although the formation process of the fracture zone can be
monitored by associated acoustic emission equipment (AE)
[30–33], there is a significant disadvantage of determining
the dynamic propagation process of hydraulic fracture only
by the distribution range of acoustic emission events because
the damage process of bedding plane is a quasistatic process
with low energy release rate and long formation time, which
is difficult to monitor. Moreover, it is difficult to distinguish
whether the bedding fracture zone’s formation is caused by
stress induction or direct invasion of fracturing fluid. Thus,
the distribution of the stress field in the test block can not
be obtained. So, many studies in this part only focus on the
macrophenomenon but the lack of research on the mesome-
chanism of the event restricts the understanding of the
hydraulic fracture propagation mechanism and the forma-
tion mechanism of the hydraulic fracture network. There-
fore, the particle flow calculation method proposed by Dr.
Cundall based on the discrete element theory is used to tackle
this problem [34, 35], whose modelled failure process is very
consistent with the real failure of rock compared with other
methods. It can monitor the dynamic fracture propagation
process [36, 37]. It has been widely used in many geotechni-
cal engineering research fields, such as rock mechanics tests,
underground space excavation, slope engineering, and min-
ing engineering. The fluid-structure coupling model estab-
lished by PFC software can genuinely reproduce the
hydraulic fracturing process and benefit from observing the
hydraulic fracture morphology, which is an effective method
to study the interaction between hydraulic fracture and bed-
ding plane [38].

To sum up, this paper described the formation character-
istics of bedding fracture zone under stress disturbance effect
and the interaction mechanism between hydraulic fracture
and bedding microfracture zone. A nonlinear fracture model
of a disturbed fracture zone was proposed. The judgment cri-
terion of the propagation path at the hydraulic fracture bed-
ding plane considering the stress disturbance effect was
improved. The sensitivity analysis of the influencing factors
of the disturbance effect was carried out.

2. Particle Flow Method

Relevant research results have proved that the parallel bond
model can simulate the fracture initiation and propagation
of rock under different stress conditions, and it is in good
agreement with the results of laboratory tests and theoretical
analysis [35]. Besides, the channel formed between broken
rigid bodies can be used to simulate fluid flow in pipes. Based
on the fluid-solid coupling algorithm proposed by Cundall in
2000, after continuous improvement by relevant scholars, the
fluid-solid coupling problem can be better simulated and cal-
culated [39–45].

2.1. Parallel Bond Model. The particle discrete element
method is based on Newton’s second law and force-
displacement rule to determine the motion of particles and
the force on the contact surface. Its core is the contact char-
acteristics of particles, that is, the constitutive contract law.
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The constitutive contact model is described by a mesomodel
and parameters which characterize the stiffness, damping,
and friction (Figure 1). A parallel bonding model is similar
to a group of springs, which are evenly arranged on the adja-
cent area of two contact particles. It has not only standard
stiffness and tangential stiffness but also normal tensile
strength and shear strength, which can transfer the force
and moment between particles. If maximum stresses exceed
the corresponding bond strength [46], the parallel bond will
break, and the bond material and its associated forces,
moments, and stiffness will be removed from the model,
and only the linear model will be available. The failure crite-
rion is closer to the real rock failure condition [38–40].

Force displacement laws for contact force and momen-
tum in the BPM are, respectively, computed as follows [46]:

Fc = Fl + Fd + Fb, ð1Þ

Mc =Mb, ð2Þ

Mb =Mb
nni +Mb

s t j, ð3Þ

where Fl refers to the linear force and Fd denotes the hyster-
etic damping force [47], which is applied to dissipate energy
of the system for each particle in each calculation step, and Fb
represents the parallel bond force andMb stands for the par-
allel bond moment.

The parallel bond force and moment of parallel bond ele-
ment are computed as follows:

Fi = Fnni + Fst j, ð4Þ

Mi =Mnni +Mstj, ð5Þ
where Fn and Fs denote the normal and tangential bond
forces, respectively, and Mn and Ms are the torque.

According to the beam bending theory, the maximum
tensile stress σc and shear stress τc acting on the parallel bond
can be obtained from

σmax =
Fn

A
+ Msj jR

I
, ð6Þ

τmax =
Fsj j
A

, ð7Þ

where A and I are the area and moment of inertia of parallel
bonded cross section, respectively.

When tensile and shear strength of parallel bond element
exceed σmax or τmax, the parallel bonds break [47].

2.2. Fluid-Solid Coupling Model. In the program, the fluid-
solid coupling is realized by assuming the geometric space
of particle-particle contact as the parallel plate channel of
fluid flow (Figure 2(b)). The adjacent parallel plate fluid
channels in the model are connected to form a closed
“domain” model (Figure 2(a)). In the calculation process,
the water pressure in the “domain” is continuously updated
and acts on the particles. The seepage flow q between the con-
nected domains is determined by the hydraulic gap a width
of the connecting “pipe,” the water pressure p1 and p2 of
the “domain” and the dynamic viscosity μ of the fluid [48],
as shown in

q = a3

12μ
p2 − p1

L
, ð8Þ

where p2 − p1 is the pressure difference between two adjacent
areas; L is the length of the pipe and its value is the sum of the
radius of particles connected with the calculated contact; and
a it is determined by the contact force between particles.

In the calculation time step Δt, the change of pore fluid
pressure is calculated by the bulk modulus of fluid.

Δp =
K f

Vd
〠qΔt−ΔVd

� �
, ð9Þ

where Kf is bulk modulus, Vd is the apparent volume of the
domain, and ∑q is the total flow of the domain from the sur-
rounding pipes.

Fi = pnis, ð10Þ

where ni is the external average unit vector of the connecting
line between adjacent particles, s is the distance from the cen-
ter of the corresponding particle to the contact point, and p is
the change of fluid pressure in the basin in each time step.

In addition, because of the explicit algorithm, in order to
ensure the stability of the numerical model, the pressure
change caused by water flow must be less than the distur-
bance pressure:

Δt = 2rVd

NK f ka3
, ð11Þ
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kn kn
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ks
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Figure 1: Parallel bond model: (a) parallel bond and (b) bond failure (stiffness, damping, and friction).
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where N is the number of pipes connected to a domain and r
is the average radius of particles around a domain. In addi-
tion, in order to ensure the stability of the whole computing
domain, the global time step must be the minimum of all
local time steps.

3. Experimental Program and Calibration of
Numerical Model Parameters

3.1. Preparation of Test Block. It is difficult to sample, cut, and
transport the test block containing bedding planes in the coal
mine. In addition, the mechanical property of cement mortar
with fixed material ratio is steady and its discrete is low,
which meets the requirements of the experiments. In the
experiments, cement mortar test blocks were used to simu-
late hydraulic fracturing on site. No. 32.5 cement, filtered fine
sand, and freshwater with a mass ratio of 3.5 : 1 : 0.3 were
mixed with casting test blocks. The bedding planed pouring
method was used to pour the sample into the particular steel
mold of 300 × 300 × 300mm. The specific process is shown
in Figure 3. The air-dried composite rock material sample
is shown in Figure 4. The mechanical strength of the test
block was tested by sampling. The main experimental param-
eters are as follows: the compressive strength is 15.85MPa,
the average tensile strength is 1.65MPa, Poisson’s ratio is
0.18, cohesion is 2.94MPa, tensile strength is 0.28MPa at
bedding plane, cohesion is 0.30MPa at bedding plane, and
the porosity of test block is 0.14 (Table 1).

To make the mechanical properties and failure character-
istics of DEM simulation samples consistent with the indoor
test results (Figure 4), a numerical model with a length of
100mm and a width of 50mm was established to calibrate
the model parameters. The minimum particle radius Rmin is
0.64mm, and the ratio of maximum particle radius to a min-
imum particle radius is 1.66. In this model, the particle radius
is uniformly distributed in this range, and the porosity is 0.14.
The microparameters were adjusted repeatedly until the
stress-strain curve and the final fracture mode of the simu-
lated specimen were consistent with the laboratory test.

Table 2 shows the microscopic parameters of the simulated
sample. Table 3 shows the comparison of the parameters of
the laboratory test and numerical simulation. Figure 5 shows
the contrast of the stress-strain curve and the final fracture
mode of the complete specimen.

As shown in Figure 5, the simulated stress-strain curve is
in good agreement with the curve in the experimental test (it
should be noted that PFC cannot reflect the sample compac-
tion stage). The peak strength of the indoor test sample is
15.85MPa, and that of numerical simulation is 15.94MPa,
with a difference of 0.09. The results proved that the param-
eters in Table 2 were reasonable. To obtain the tensile
strength of the bedding plane of the composite rock material
test block, the shear experiments were carried out on the
sample. Figure 6 shows the failure morphology of test blocks
in the experiment. In the process of mechanical parameters
testing, multiple shear failure planes occur in the test block
without a bedding plane. No obvious weak plane exists in
the test block. The shear failure planes occur along the bed-
ding plane in test blocks with a prefabricated bedding plane.
The number of associated fractures is also small. A weaken-
ing effect of bedding planes exists in the shear experiments.
According to the Mohr-Coulomb criterion, the tensile
strength of the bedding plane can be calculated, and the value
is 1/5.8 of the matrix rock mass. The mechanical property of
simulated bedding planes is similar to this typical rock bed-
ding plane [49]. Therefore, the test blocks can be used to sim-
ulate bedding planes.

The rock parameters above were used to model compos-
ite rock mass materials, as shown in Figure 4. The modelling
size of the square model is 300mm in length and 300mm in
width, which contains about 12787 particles. The material is
divided into three areas. To distinguish the bedding planes,
the middle area’s colour is set to be black, and the two outer
areas are arranged as grey. The fluid injection point is located
in the center of the model. The distance between the two bed-
ding planes and the center of the injection point is 68mm.
The confining pressure is loaded by applying constraint
stress on the boundary (wall) of the model. In addition, the

A
B

C D

(a)

Pipe

A

B

L
w

(b)

Figure 2: Pipeline and domain in PFC2D: (a) fluid grid—solid green circle represents solid particles, middle area of particles represents
drainage basin; solid red circle represents basin center, and green line segment represents pipeline; (b) domain and pipe—W and L: the
width and length of pipelines are shown, respectively.
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fluid viscosity, fluid bulk modulus, and model permeability
used in the model are consistent with laboratory tests
(Table 4).

3.2. Hydraulic Fracture Morphology of Composite
Rock Materials

3.2.1. Test System and Scheme. As shown in Figure 7, the
500mm × 500mm × 500mm true triaxial hydraulic fractur-
ing experimental system was used for the hydraulic fracture
propagation test of composite rock. Three channels of the
four-channel electrohydraulic servo loader control the con-
fining pressure accurately, and the other channel controls
the oil-water loading converter to control the loading of
water pressure.

According to the test scheme shown in Table 5, this part
will monitor the dynamic hydraulic fracture propagation
process and study the formation process of a bedding frac-
ture zone (BFZ) in hydraulic fracturing of composite rock
mass materials.

3.2.2. Analysis of the Spatial Form of Hydraulic Fracture. The
laboratory test results are shown in Figures 8(a) and 8(b). The
hydraulic fracture was roughly parallel to the direction of the
maximum principal stress σ1. When the hydraulic fracture
extended to the left bedding plane, part of the fracturing fluid
turned to the bedding plane and expanded along the bedding
plane. The other part of the fracturing fluid continued to
spread along the direction of the maximum principal stress,
forming “≠”-shaped cross fractures on the bedding plane.
When the hydraulic fracture extended to the right bedding
plane, the hydraulic fracture directly turned and expanded
along the bedding plane, forming a “T”-shaped cross frac-
ture. Compared with the hydraulic fracture morphology of

homogeneous rock material shown in Figure 8(d), the
hydraulic fracture propagation path of composite rock mate-
rial presented a significant difference, indicating that the exis-
tence of the bedding plane is the key factor affecting the
propagation path of hydraulic fracture. Besides, compared
with Figure 8(c), it was found that the hydraulic fracture
morphology and hydraulic fracture propagation mode of
simulation results were in good agreement with the indoor
test.

A large range of watermark in the right bedding plane
indicated that the bedding plane was opened, and the fractur-
ing fluid penetrated the bedding plane after the hydraulic
fracture extended to the bedding plane while the right bed-
ding plane was not stained (Figure 9(a)). It was shown that
the dyed particles could not enter the small opening of the
hydraulic fracture during the fracturing fluid expanding
along the bedding plane. The main hydraulic fracture open-
ing was 0.54mm, the bedding plane hydraulic fracture open-
ing was 0.09mm, and the opening ratio was 6 in the indoor
test (Figure 9(c)), which was 0.50mm, 0.08mm, and
6.25mm, respectively, in the simulation test (Figure 9(d)),
showing a high consistency between the results of hydraulic
fracture opening and the indoor test, fully proving the ratio-
nality of the simulation test. Therefore, the simulation can be
applied to observe the dynamic propagation process of
hydraulic fracture and the interactive response process
between the hydraulic fracture and bedding plane in the next
section.

4. Dynamic Fracture Propagation Law of
Composite Rock Hydraulic Fracture under
the Fracturing Effect Induced by Disturbing
Stress of Hydrofracturing

This part will analyze the dynamic propagation process of
hydraulic fracture based on the verified particle flow model
in section 3.2.2 and investigate the development characteris-
tics of the bedding plane fracture zone (BFZ) as well as the
interactive law between hydraulic fracture and bedding plane
in the process of hydraulic fracturing.

The simulation results are shown in Figure 10. The
dynamic hydraulic fracture propagation process can be
divided into two stages (HF1 as an example). The first stage
(Figure 10, Steps 1, 2, and 3) is that after the hydraulic frac-
ture was initiated, the main hydraulic fracture gradually
approached the bedding plane until they intersect. It should
be noted that in this stage, the fracturing fluid did not invade
the bedding plane. The second stage (Figure 10, Steps 4, 5,
and 6) is that after the main hydraulic fracture intersected
with the bedding plane, the fracturing fluid invaded into
the bedding plane until the hydraulic fracturing was
completed.

It can be known from the first stage that hydraulic frac-
tures were initiated in the 140o and 320o directions of the
injection hole, and the continuous expansion of the micro-
cracks gradually formed the macrohydraulic fracture. When
the HF1 fracture tip was 24mm away from the I-bedding
plane, microcracks were initiated at the I-bedding plane.

I II III

VI V IV

VII VIII IX

Figure 3: The preparation process of the test block containing
bedding planes. (I) Putting down for casting. (II) Adding cement
mortar and vibrating. (III) Start air drying. (IV) After air drying.
(V) Start air drying the second bedding plane. (VI) The air drying
of the second bedding plane is finished. (VII) Install the hole
sealer. (VIII) The third layer is finished, and air drying was
started. (IX) The test block is finished [49].
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The reason is that the disturbing stress field in front of the
hydraulic fracture tip induced the tensile failure of the bed-
ding plane.

According to the model stress field shown in Figure 11, it
can be seen that the particles in the test block were in a com-
pression state (black area) under the action of confining pres-
sure. As hydraulic fracture propagated, a tensile load area was
formed at the hydraulic fracture tip, the stress disturbance
area (red zone). With the hydraulic fracture expanding, the
compressive stress field at the front end of the hydraulic frac-
ture tip shrank, and the tensile stress field gradually
increased. The range of the tensile stress field was far greater
than the permeable range of fracturing fluid. Under the influ-
ence of the disturbance stress at the hydraulic fracture tip, the
stress state around the bedding plane was always in dynamic
change, and the bedding plane broke, reflecting the fractur-

ing effect induced by disturbing stress of hydrofracturing.
Besides, in the process of hydraulic fracture propagation,
the red area at the front of the hydraulic fracture tip
expanded continuously, indicating that the disturbing tensile
stress perpendicular to the hydraulic fracture propagation
direction increased steadily. The continuously deepening of
the black area on both sides of the hydraulic fracture sug-
gested that the disturbing compressive stress on both sides
of the hydraulic fracture parallel to the propagation direction
increased continuously.

With the extension of the hydraulic fracture to the bed-
ding plane, the tensile disturbance stress on the bedding
plane furtherly increased, and the tensile failure occurred
continuously. In the damage-concentrated area, the different
scale microcracks extended and fused. The superposition of
microcracks at all levels formed the bedding plane fracture
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Figure 4: Three-dimensional diagram and simulation diagram of composite rock material test block with bedding (unit: mm).

Table 1: Physical and mechanical parameters of the cement mortar.

Porosity
ϕ (%)

Permeability
K (mD)

Uniaxial compressive
strength σc (MPa)

Modulus of
elasticity E (GPa)

Tensile
strength σt
(MPa)

Cohesion
c (MPa)

Angle of internal
friction φ (°)

Fracture toughness
K1c (N·mm3/2)

13.79 1.13 15.85 0.92 1.65 0.30 31.29 13.23

Table 2: Micromechanical parameters of simulated samples.

Particle parameters Parallel bonding parameters
Ec (GPa) kn/ks μ Rmax/Rmax ρ (g·cm-3) �Ec (GPa) �kn/�ks �σc (MPa) �c (MPa) �λ

1.51 1 0.1 1.66 2.65 1.51 1 5.4 12.7 1

Table 3: Comparison of parameters between laboratory test and numerical simulation test.

Value type Density ρ (g·cm-3) Young’s modulus E (GPa) Uniaxial compressive strength σc (MPa) Poisson’s ratio Porosity

Experimental value 2.65 0.92 15.85 0.18 0.14

Simulation value 2.65 0.90 15.94 0.18 0.14
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zone. It should be noted that the fractures in the numerical
simulation had a hierarchical feature of multiple secondary
microcracks. Therefore, a single microfracture in the simula-
tion results represented the aggregation of multiple second-
ary fractures. In the first stage, the fracture zones were all
generated by the disturbance stress, and it was called bedding
disturbance fracture zone (BFZ).

In the second stage, after HF1 extended to the I-bedding
plane, the hydraulic fracture was fused with the disturbance
fracture zone of the bedding plane. HF1 had branch frac-
tures; one branch spread along the fused fracture zone and
penetrated to the rock mass on both sides along the bedding

plane. One of the branches passed through the bedding plane
and entered into the left rock mass. At this time, the II-
bedding plane, 24.8mm away from the HF2 fracture tip, also
fractured for the first time under the stress disturbance effect.
The bedding plane’s distance to the fracture tip was almost
the same when the fracture occurred on both sides of the bed-
ding planes. After that, HF2 extended to the II-bedding
plane, and the hydraulic fracture fused with the fracture zone.
The HF2 propagation direction deflected and expanded
along the bedding plane from the maximum principal stress
direction, which further communicated the original discon-
tinuous bedding plane disturbance fracture zone. The
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Figure 5: Laboratory test and numerical simulation of the stress-strain curve and final fracture mode of the intact specimen.

(a) Test block without a bedding plane

Before shear test After shear test

Bedding 
Along the bedding plane

(b) Test block with a bedding plane

Figure 6: Morphology of test blocks after damage [49].

Table 4: Parameters in the process of hydraulic fracturing.

Fracturing parameters Particle flow model Laboratory test

μv (pa·s) Viscosity coefficient of fracturing fluid 135·10-3 135·10-3

Kf (GPa) Bulk modulus of fracturing fluid 10 10

K (mD) Permeability 65.1762 65.1762

7Geofluids



disturbance fracture zone captured the hydraulic fracture,
and the hydraulic fracture propagated along the bedding
plane; finally, the hydraulic fracturing experiment was com-
pleted. By observing the propagation path of HF1 and HF2,

it can be found that the propagation path of hydraulic frac-
tures on the bedding plane was consistent with the bedding
plane disturbance fracture zone in the first stage, showing
that the propagation path of hydraulic fractures at the
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Figure 7: True triaxial hydraulic fracturing test system: (a) schematic diagram of test system and (b) field test system diagram.

Table 5: Experimental scheme for hydraulic fracturing of composite rock materials.

Test name
Confining

pressure (MPa) In situ stress coefficient
Bedding plane cementation

strength (MPa)
The injection rate of fracturing fluid

(m-3/min)
σ1 σ2 σ3

1-1 (indoor test) 6 4.5 3 0.5 0.28 0.0005

1-2 (simulation test) 6 3 0.5 0.28 0.0005
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bedding plane was highly sensitive to the disturbance fracture
zone formed. In other words, the stress disturbance effect sig-
nificantly affected the propagation path of hydraulic
fractures.

At present, hydraulic fracturing experimental research
mainly focuses on the second stage. The effect of stress dis-
turbance on the propagation path of hydraulic fractures in
the first stage is ignored, leading to the contradiction between
theoretical results and experimental phenomena. The parti-
cle flow research method proposed in this paper can effec-
tively solve this problem. In Section 4, the fault model of
the disturbed fracture zone at the bedding plane will be
described, and the correlation between the development
characteristics of the disturbed fracture zone and the hydrau-
lic fracture extension mode can be revealed.

5. Mechanism Study on the Fracturing Effect
Induced by Disturbing
Stress of Hydrofracturing

Based on the above experimental study on the effect of stress
disturbance, this part will propose the fracture model of the
bedding disturbed fracture zone (BFZ) and the criteria for

determining hydraulic fractures’ propagation path at the
bedding plane.

5.1. Nonlinearity Fracture Model of Bedding Plane Disturbed
Fracture Zone. Before establishing the fracture model, this
part first analyzed the formation characteristics of the bed-
ding disturbance fracture zone (BFZ). Under the influence
of the stress disturbance effect, many microcracks were gen-
erated on the bedding plane, making the bedding plane rock
material’s fracture energy significantly decrease. As shown in
Figure 12(a), when the accumulated dissipated energy of
microcracks reached the fracture energy, the macrofracture
surface of unit length was produced in the bedding plane.
Based on nonlinear rock fracture mechanics, the fracture
process zone (FPZ) was formed at the tip of the rock fracture
in the process of fracture propagation [50, 51]. With the
accumulation of the number of microcracks in the fracture
process, the fracture per unit length would be generated
when the dissipated energy reached the rock’s fracture
energy. The original fracture length was further increased
[52]. The formation process and propagation behavior of
the bedding disturbed fracture zone (BFZ) were highly con-
sistent with those of the propagation fracture process zone
(FPZ). Therefore, the formation mechanism of the bedding
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Figure 8: Hydraulic fracture morphology: (a) top view of the fracturing test block; (b) front view of fracturing test block; (c) simulated
fracture diagram; (d) hydraulic fracture morphology of homogeneous rock [49].
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disturbance fractured zone (BFZ) can be explained by the
fracture process zone’s formation mechanism (FPZ).

Dugdale [53] has shown that the mechanical characteris-
tics of the fracture process zone (FPZ) can be characterized
by an equivalent fracture with cohesive force distributed
(Figure 12(a)); that is, when the maximum tensile stress on
both sides of a coherent fracture per unit length reached the
critical tensile strength σt of cohesive fracture, the coherent

fracture began to soften, and the fracture process zone devel-
oped; in the softening process, the cohesion of cohesive fracture
σtðwÞ decreased, the fracture opening displacement wðxÞ
increased until the fracture opening displacement reached the
limit opening displacement of forming real fracture
surfacewmax, then the cohesion disappeared, and the fracture
process zone was fully developed; finally, the actual fracture sur-
face per unit length was produced. Therefore, according to the

σ1

σ1>σ2

σ2

(a) (b)

(c) (d)

(e)

Figure 9: Comparison of laboratory test and simulation test: (a) laboratory test hydraulic fracture propagation plane [49]; (b) simulated test
hydraulic fracture; (c) dyeing condition of test block; (d) simulated hydraulic fracture opening; (e) fracturing fluid permeability path at the
bedding plane.
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mechanical characteristics of the fracture process zone (FPZ),
the bedding disturbed fracture zone (BFZ) can be characterized
as a cohesive fracture to establish the fracture model of the dis-
turbed bedding fracture zone (BFZ) [54, 55].

Based on the established fracture model, the initial
fracture energy GF (equation (12)) of the bedding plane
can be expressed as the total integral area under σt −w
curve in the process of unit length cohesive fracture from
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Figure 10: Dynamic propagation process of hydraulic fracture and the formation process of bedding plane fracture zone.
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softening to forming real fracture surface [50, 51]
(Figure 12(b)):

GF =
ðwmax

0
σt wð Þdw: ð12Þ

When the unit length cohesive fracture was in the soft-
ening stage and not fully opened, the integral area under
the σt −w curve was the dissipation energy Gf (equation
(13)). The dissipation energy generated from the energy
dissipation during the formation of microfractures can be
used to characterize the fracturing effect induced by dis-
turbing stress of hydrofracturing on the damage of the
bedding plane.

Gf =
ðw x1ð Þ

0
σt wð Þdw: ð13Þ

When the hydraulic fracture just extended to the bed-
ding plane, the energy required GF′ for the formation of
actual fracture surface under the action of stress distur-
bance can be expressed as follows:

GF′ =GF −Gf =
ðwmax

w x1ð Þ
σt wð Þdw, ð14Þ

where wmax is a constant. According to equation (14), the
fracture opening displacement wðxÞ and the fracture open-
ing energy GF′ are combined; it can be seen that the influ-

ence of stress disturbance on the hydraulic fracture
propagation path is mainly reflected in the following two
aspects:

(1) Energy dissipation occurred in the formation of
microcracks [56, 57]. During the hydraulic fracturing
process, the microcracks in the bedding plane accu-
mulated continuously under the influence of the
stress disturbance effect. The energy required for
fracture opening per unit length decreased, which
reduced the fracture energy of bedding rock. So, the
propagation resistance of fracturing fluid along the
bedding plane decreased, and the tendency of
hydraulic fracture propagation along the bedding
plane increased

(2) Under the impact of the fracturing effect induced by
disturbing stress of hydrofracturing, many micro-
fractures propagated and penetrated each other [1,
50] to form the bedding fracture zone. The fracture
zone formation aggravated the degree of fragmenta-
tion and the opening degree of the bedding plane,
improving the bedding plane’s local permeability
[58], and forming the dominant seepage path, which
makes the tendency of propagation along the bedding
surface significantly improved

The above conclusions reveal the mechanism that the
fracturing effect induced by disturbing stress of hydrofractur-
ing significantly affects the fracture propagation path from
the theoretical framework of nonlinear rock fracture.
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Figure 11: Internal stress distribution of test block during hydraulic fracturing (red lines: tension stress chain; black lines: compressive stress
chain; blue lines: hydraulic fractures).
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5.2. Criteria for Determining the Propagation Path of
Hydraulic Fractures at the Bedding Plane of Composite Rock
Materials. Under the condition of plane strain, for the com-
posite rock material whose bedding plane is perpendicular
to the fracture propagation direction, the driving force GP
(equation (15)) for the hydraulic fracture propagation to
continues to enter the rock mass along the original path
can be expressed as follows [59–61]:

GP = A11n λ−3/4K2
I + λ−1/4K2

II

� �
, ð15Þ

n = 1 + ρ

2

� �1/2
, ð16Þ

where KI and K II are the stress intensity factors of fracture tip
type I and type II. The sum of two-dimensional elastic
parameters can express the stress state in the material under
plane strain condition:

λ = A11
A22

,

ρ = 2A12 + A66ð Þ
2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiA12A22
p� � , ð17Þ

where Aij is the material parameter.
The stress intensity factor of the fracture tip can be

expressed as follows when the hydraulic fracture deflects to
the bedding plane:

Kt
I = c11λ

−3/8K I + c12λ
−1/8KII

Kt
II = c21λ

−1/8K I + c22λ
1/8KII

)
, ð18Þ

where cij is the parameter determined by the elastic parame-
ter ρ.

At this time, the driving force required for the hydraulic
fracture to fully deflect along the bedding plane can be
expressed as follows [59–61]:

GK = A22n λ−3+4Kt2
I + λ1+4Kt2

II
� �

, ð19Þ
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Figure 12: Fracture propagation mechanism: (a) cohesive fracture model of disturbed fracture zone at bedding plane (BFZ); (b) softening law
of cohesive fracture.
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where Kt2
I and Kt2

II are the stress intensity factors of fracture
tip type I and type II. For the composite rock material A11
= A22, the elastic parameter is 1.

Based on the energy analysis method, Taleghani’s frac-
ture path criterion [62] was improved, and a new criterion
was proposed to determine the propagation path of hydraulic
fractures, as shown in

GK

Gfrac
c

> GP

Grock
c

fracture propagation along the bedding plane,

GK

Gfrac
c

< GP

Grock
c

fracture propagation through layer,

8>>><
>>>:

ð20Þ

where GK and GP are the driving force of hydraulic fracture
propagation along with different directions, Grock

c is the
energy required for critical fracture of intact matrix rock,
and Gfrac

c is the energy required for the failure of bedding
material under the effect of hydraulic fracture stress distur-
bance. Combined with equation (20), it can be concluded
that Gfrac

c =GF′ . The above formula indicates that if there is
enough driving force for hydraulic fracture propagation, the
hydraulic fracture is most likely to propagate along the path
with the most significant energy ratio. At this time, the
energy required for hydraulic fracture propagation is the
minimum. It should be noted that Gfrac

c is a variable in the
hydraulic fracturing process due to the damage of the bed-
ding surface caused by the stress disturbance effect; its value
continuously changes. Although the matrix is also affected
by the disturbance stress at the fracture tip, the matrix
strength is much higher than the bedding plane strength, so
the stress disturbance effect of the fracture tip hardly causes
matrix material damage; Grock

c can be regarded as a constant.
According to the formation mechanism of the bedding

disturbed fracture zone (BFZ), the longer the duration of
the stress disturbance on the bedding plane is, the weaker
the formation cementation strength is, and the greater the
disturbance stress at the tip of hydraulic fracture will be,
inducing more microcracks in the disturbed fracture zone,
and the effect of stress disturbance will become stronger

and required less energy for the ultimate failure of bedding
plane. Compared with Taleghani’s fracture path criterion
[62], Gfrac

c in equation (20) proposed in this paper is a vari-
able. The new criterion takes the fracturing effect caused by
the stress disturbance at the hydraulic fracture tip into
account to deal with the bedding plane damage and supple-
ment the softening impact of bedding microfracture zone
and, at the same time, pays attention to the whole dynamic
process of hydraulic fracture propagation, and the judgment
results are more in line with the real hydraulic fracture prop-
agation situation.

According to equation (20), it can be found that the
hydraulic fracture propagates in the composite rock material
with multiple bedding planes, leading to a long time for
hydraulic fractures to extend to the far bedding plane, so
the duration of the stress disturbance effect is longer. The dis-
turbed fracture zone’s development degree in the far bedding
plane is higher than that in the near bedding plane. With the
development degree of disturbed fracture zone rising, Gfrac

c
decreases. There will be a situation that GK /Gfrac

c <GP/Grock
c

changes into GK /Gfrac
c > GP/Grock

c , indicating with the
increase of the number of bedding planes, the propagation
mode of hydraulic fracture changed from through bedding
plane to along bedding plane. By contrast, it is challenging
to realize the transformation from GK /Gfrac

c >GP/Grock
c to

GK /Gfrac
c <GP/Grock

c without changing the driving force,
which means it is difficult to change the propagation mode
of hydraulic fracture from along bedding plane to through
bedding plane. This conclusion reasonably explains why
fractures are challenging to break through multiple bedding
planes and eventually lead to limited hydraulic fracturing
scope in large-scale composite reservoirs’ fracturing opera-
tion. Also, it is the most effective way to solve the above prob-
lems. The method is to increase the hydraulic fracturing
displacement, that is, to improve the driving force to achieve
the ideal hydraulic fracturing range.

5.3. Evolution of Hydraulic Fracture Extension Mode under
the Fracturing Effect Induced by Disturbing Stress of
Hydrofracturing. Figure 13 shows the changing curve of the
internal energy ratio of rock material with stress disturbance
effect based on equation (20). The comparison curve can

G0/G G/Gfrac = 𝛼

𝛾

𝛽

𝛼

𝜉

G/Grock = 𝛽c

Mode-3

Mode-2

Mode-1

(a)

G/Gfrac = 𝛼G0/G

𝛾

𝛽

𝛼

𝜉

G/Grock = 𝛽c

Mode-1

(b)

Figure 13: Two methods for judging the interactive coalescence mode of hydraulic fracturing fracture and bedding plane: (a) the impact of
stress disturbance is considered; (b) the fracturing effect induced by disturbing stress of hydrofracturing is not considered (Taleghani’s
fracture path criterion [62]).
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more intuitively reflect the influence of stress disturbance
effect on bedding plane hydraulic fracture propagation. Sup-
pose the value of initial GK /Gfrac

c of composite rock material
sample is α; the amount of initial GP/Grock

c is β, where β > α
; the propagation mode of hydraulic fracture at the interface
is through bedding plane extension (mode 1). Without
considering the stress disturbance of hydraulic fracture
(Taleghani’s fracture path criterion), the value of GK /Gfrac

c

and GP/Grock
c will be a constant; that is, the hydraulic fracture

will always propagate through the bedding plane. But after
considering the fracturing effect, the energy ratio of the bed-

ding planeGK /Gfrac
c will continuously increase with the

increase of stress disturbance effect, as the red curve is shown.
When α was between β and γ, the hydraulic fracture
extended along and passed through the bedding plane (mode
2). When α was higher than γ, the hydraulic fracture ulti-
mately propagated along the bedding plane (mode 3); that
is, with the increase of stress disturbance effect, the hydraulic
fracture propagation mode changes from mode 1 to mode 2
and mode 3 (Figure 14).

This phenomenon has been verified in the actual con-
struction process. During the thin interbed hydraulic
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Figure 14: The influence of stress disturbance effect on the propagation path of hydraulic fracture in bedding plane: (a) mode 1 directly
penetrates the stratum (“/”); (b) mode 2 penetrates along and pass through the bedding plane (“≠”); (c) mode 3 propagates completely
along the bedding plane (“T”).

Table 6: Experimental scheme for hydraulic fracturing of composite rock materials.

Test name
Confining pressure

(MPa) In situ stress coefficient
Bedding plane cementation

strength (MPa)
The injection rate of

fracturing fluid (m-3/min)
σ1 σ2 σ3

2-1 4 3 0.25 0.28 0.0005

2-2 4 3 0.25 0.84 0.0005

2-3 6 3 0.5 0.28 0.0005

2-4 6 3 0.5 0.84 0.0005
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fracturing, it is difficult for hydraulic fractures to pass
through multiple bedding planes at a fixed injection rate. If
the injection hole is far away from the bedding plane, the
hydraulic fracture is easy to expand along the bedding plane.
In addition, the operation results show that hydraulic frac-
turing with a low injection rate is beneficial to activate the
bedding plane and other natural weak surfaces. This is
because the fracturing fluid has sufficient time to cause the
initiation, development, expansion, and fusion of microfrac-
tures. If the injection rate is too large, the hydraulic fracturing
effect may be reduced, and this conclusion is consistent with
the experimental results of Guo and other scholars [63]; that
is, by increasing the duration of the effect, the hydraulic frac-
turing effect caused by stress disturbance can be improved.
Besides, to achieve an ideal hydraulic fracturing, variable
injection rate hydraulic fracturing is usually used to make
the fracturing fluid generate a pressure pulse in the hydraulic
fracture and activate more primary fractures to improve the
effect of hydraulic fracture stress disturbance by pulse dam-
age effect.

6. Analysis of Influencing Factors of Hydraulic
Fracture Propagation Based on Stress
Disturbance Effect

Based on the above test results, this part will carry out sensi-
tivity analysis on the bedding plane disturbance fracture
zone’s formation conditions. According to the test scheme
shown in Table 6, the damage evolution law of bedding frac-

ture zone (BFZ) under different in situ stress and bedding
plane cementation strength is described.

According to the sampling scheme shown in Table 6, the
samples were divided into two groups, one group with an in
situ stress coefficient of 0.25 and the other group with an in
situ stress coefficient of 0.5 for a hydraulic fracturing test of
composite rock materials. The test results are shown in
Figure 15. In group 2-1, three major hydraulic fractures were
initiated in the directions of 20°, 205°, and 280° of the injec-
tion hole, HF1 penetrated along and passed through the I-
bedding plane, forming a “≠” cross fracture pattern. HF2
propagated completely along the II-bedding plane, forming
a “T” cross fracture pattern. In the process of HF1 and HF2
approaching the bedding plane, the disturbed fracture zone
was formed on the bedding plane. In the 2-2 group, HF1
and HF2 passed through the bedding plane, forming a “/”
cross fracture pattern. In group 2-3, there were two major
hydraulic fractures in the direction of 135° and 270° of the
injection hole. HF1 penetrated along and passed through
the I-bedding plane, forming a “≠” cross fracture pattern.
HF2 propagated completely along the II-bedding plane,
forming a “T” cross fracture pattern. The extension pattern
of hydraulic fracture was similar to group 2-1. The disturbed
fracture zone appeared on the bedding plane. In the 2-4
group, HF1 and HF2 passed through the bedding plane,
forming a “/” cross fracture pattern. The extension pattern
of hydraulic fracture was similar to group 2-2.

The results show that in situ stress significantly affects the
initiation direction and overall shape of hydraulic fractures
but has no obvious effect on the disturbed fracture zone’s
development degree. Under the same in situ stress
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0.28 Bond strength of layer

σ3
σ1
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Figure 15: Schematic diagram of hydraulic fracture propagation and bedding plane disturbance fracture zone development under different
conditions.
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conditions, the hydraulic fracture interaction mode at the
strong and weak bedding planes is obviously different. When
the bedding plane strength was 0.84MPa, the two sides of the
bedding plane appeared “/” extension mode. When the bed-
ding plane strength was 0.28MPa, the two sides of the bed-
ding plane appeared “≠” and “T” extension mode. There
existed disturbance fracture zones induced by hydraulic frac-
ture tip stress disturbance in the weak bedding plane group,
while the disturbance fracture zone is not obvious in the
strong bedding plane group, suggesting that the fracturing
effect induced by disturbing stress of hydrofracturing is
highly sensitive to the bedding plane cementation strength.
This finding is consistent with the previous experimental
results [49].

Figure 16 shows the permeability distribution in the test
block during the hydraulic fracturing process. Each group
shows that the hydraulic fracture just extends to the bed-
ding plane, but the fracturing fluid does not intrude into
the bedding plane. In the weak bedding plane group, the
bedding plane fracture zone formed the dominant flow
path, and the hydraulic fracture extended along the bed-
ding plane. There was no disturbance fracture zone in
the strong bedding plane group, and the hydraulic fracture
propagation was basically unaffected by the bedding plane,
and the original propagation direction was maintained.
The bedding plane disturbance fracture zone induced by
the stress disturbance effect significantly affected the
hydraulic fracture’s extended mode at the bedding plane.
This phenomenon is entirely consistent with the evolution
law of the extension mode at the hydraulic fracture of the
bedding plane considering the stress disturbance effect dis-
cussed in the previous section. The conclusion of this sec-
tion further verifies the correctness and scientific of the
criteria in Section 5.2.

In conclusion, based on the hydraulic fracturing test
results of composite rock materials, two optimization

schemes for hydraulic fracturing of composite rock reservoirs
can be proposed: (1) for the composite rock reservoirs with
poor continuity and low cementation strength, with the
increase of hydraulic fracture extension length, the injection
rate should be increased in real time. High hydraulic fracture
propagation speed can reduce the disturbance effect of
hydraulic fracture tip stress, reduce the damage caused by
weak surface, and avoid hydraulic fracture propagation along
with the bedding plane, resulting in a broad range of
unfractured area. (2) For the composite rock reservoirs
with strong continuity and high cementation strength, an
alternate pump injection method can be used to set a
short period of stop injection and pressure holding time
in the hydraulic fracturing cycle to make the bedding
plane fractures develop enough time and expand the vol-
ume of reservoir hydraulic fracturing.

7. Conclusion

The main conclusions are as follows:

(1) Based on the simulation test of the dynamic propaga-
tion of hydraulic fractures in composite rock mate-
rials, it is concluded that the disturbed tensile stress
field is formed in front of the hydraulic fracture tip.
With the continuous expansion of hydraulic frac-
ture, the scope of the disturbing stress field is
expanding. The formation process of the bedding
fractured zone can be divided into two stages.
The first stage is from the starting point of hydrau-
lic fracture initiation, through the extension of
hydraulic fractures to the bedding plane as the
endpoint. The stress disturbance induces the dis-
turbed fracture zone at the tip of hydraulic frac-
tures. In the second stage, when the hydraulic
fracture extends to the bedding plane, the fractur-
ing fluid enters into the bedding plane, and the
bedding plane is damaged

(2) Based on the experimental results, it is found that the
fracturing effect of stress disturbance significantly
affects the extension mode of the hydraulic fracture
of the bedding plane. Through the establishment of
the bedding plane disturbed fracture zone model, its
influence is mainly reflected from the following two
points: (1) the formation of the disturbance fracture
zone in the first stage improves the degree of frag-
mentation and permeability of the bedding plane
and forms the dominant flow path. (2) The formation
of microfractures is accompanied by energy dissipa-
tion. The resistance of hydraulic fracture propagation
along the bedding plane is greatly reduced, and the
tendency of hydraulic fracture propagation along
the bedding plane is increased

(3) A nonlinearity fracture model of the bedding dis-
turbed fracture zone is proposed, and the hydraulic
fracture path judgment criterion considering the
fracturing effect induced by disturbing stress of
hydrofracturing is given. With the improvement of

Figure 16: Distribution of permeability zone in materials under
different conditions (red area is high permeability zone, and blue
area is low permeability zone).

17Geofluids



the fracturing effect caused by stress disturbance, the
development degree of disturbed fracture zone will be
improved, the energy ratio of hydraulic fracture
propagation along the bedding plane is increased,
and hydraulic capture fracture will be enhanced con-
tinuously. The extension pattern of hydraulic frac-
tures has also changed

(4) It is found that the stress disturbance effect is highly
sensitive to the bedding plane cementation strength.
Based on the test results, two optimization schemes
for the hydraulic fracturing operation of composite
rock reservoirs are proposed

Symbols

Ec: Elastic modulus
ν: Poision’s ratio
kn: Normal stiffness of particle element
ks: Tangential stiffness of particle element
μ: Friction coefficient between particle elements
ρ: Particle unit density
σ1: Maximum horizontal geostress
σ3: Minimum horizontal geostress
p: Water pressure
c0: Cohesion of rock
Φ: Friction angle of rock
G: Energy release rate for fracture propagation
GF : The initial fracture energy
Gf : The dissipation energy

Gfrac
c : Energy release rate of bedding plane boundary fault

Grock
c : Critical fracture energy release rate of rock

Rmax: Maximum particle radius
Rmin: Minimum particle radius
�Ec: Elastic modulus of particle element
�kn: Normal stiffness of parallel bond
�ks: Tangential stiffness of parallel bond
�σ: Normal strength of parallel bond
�τ: Shear strength of parallel bond
Q: Fluid volume rate
w: Pipe width
L: Length of pipe
N : Number of pipelines connecting the domain
Kf : Bulk modulus of fracturing fluid.
v: Injection rate of fracturing fluid
A: Cross sectional area of fluid flow
ΔP: Change of liquid pressure in river domain
ΔVd : Volume change of domain caused by volume force
Vd : Apparent volume of river domain
w0: Residual width of pipe
Fi: Normal contact force under current load
k: Macropermeability of sample
gs: Spacing between particles.
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According to the relationship between the development of hydraulic fracture and the distribution of different rock and mineral
fabrics, digital image technology was used in this study based on the discrete element particle flow method. An SCGM
numerical model, which can control fabric and refine mesoscopic crystal defects, was constructed. The tensile strength test of
granite specimens with different component contents and polymerization conditions was conducted, with the monitorization of
damaged cracks. The test results showed that (1) the SCGM model could construct a model of a crystal structure containing
variable components and polymerization, to achieve numerical experiments of different parameters; (2) compared with previous
models, the SCGM model can reflect internal stress change of a specimen with the variation of the structure. At the same time,
the contained crystal structure can characterize different failure modes such as intergranular cracks of different components,
grain boundary cracks of the same component, and transgranular cracks, which were in good agreement with the actual failure
state of granite; (3) the mica content of the specimen and its strength presented a linear relationship of y = −14:723x + 12:642.
The degree of polymerization of the components and the strength of the specimens were both affected by the accumulation of
microcracks and stress concentration, which appeared to increase first and then decrease. When the specimen was broken, the
number of microcracks and the degree of polymerization of the components also increased first and then decreased. The SCGM
model can construct a numerical model of granite with arbitrary fabric and crystal structure and provide a hydraulic fracturing
analysis method.

1. Introduction

In recent years, as an important technical means in oil, gas,
and hot dry rock exploitation, hydraulic fracturing technol-
ogy has been widely used. In fact, in the construction process,
the physical and mechanical properties of the rock itself have
a great impact on the construction of hydraulic fracturing.
Xia et al. [1–4] studied the crack propagation path of samples
of heterogeneous rock with different microfractures by CT
scanning 3D imaging technology, and it was found that the
fractures of hydraulic fracturing were easy to generate along
with the natural fractures and joints to interact with each
other, forming complex network fractures. Therefore, the
study of the relationship between the distribution of rock fab-

ric and the fracture distribution can further promote under-
standing the hydraulic fracturing mechanism.

However, the failure mechanism of rock is very compli-
cated. On the one hand, naturally formed cracks and pores
within the rock have different effects on the rock’s failure
process; on the other hand, in the rock, various mineral com-
ponents and crystals have different physical and mechanical
properties [5, 6]. As shown in Figure 1, many scholars have
interpreted the micromechanical damage inside the rock
from the aspects of structure shape, size, and position of the
mineral aggregation, crystal orientation, and grain boundary
geometry to reveal rock strength characteristics and failure
laws. Rock strength is suggested to be closely related to its
microstructure [7, 8].
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The fact is that the uniqueness of the rock structure
makes it difficult to repeat the rock test accurately and con-
trol a specific variable of rock structure to study other
influencing factors. Using the numerical simulation method
to construct reusable rock samples for numerical experi-
ments has become an effective method to solve rock mechan-
ics problems.

In recent years, scholars have widely used discrete ele-
ment numerical simulation technology to simulate rock
mechanics tests because of its ability to effectively simulate
the transfer relationship of internal rock forces. However,
establishing a numerical model fitting the actual rock condi-
tions best has been the focus of current research [9–12].

Many scholars have studied the mineral content and
composition distribution of rock based on the discrete ele-
ment method [13–24], which means identifying the surface
information of the granite using digital image processing
technology and importing it into numerical software in the
form of vectorization to conduct a series of numerical exper-
iments. It is proved that this method can reproduce the posi-
tional relationship between different fabrics of natural rock
specimens to a great extent, making the numerical test results
more realistic. By calibrating parameters through macro-
scopic experiments and considering the strength and modu-
lus differences of different components, Jinzhao et al. [25]
used digital image processing technology and other methods
to construct a more consistent PFC numerical model con-
taining different fabric information. Then, the peak strength
and elastic modulus of rock were discussed. Although this
method can effectively establish a numerical model consis-
tent with the actual situation, it can only analyze a single
specimen.

There are certain differences between the rock masses in
the project and the experimental specimens, and it is not easy
to obtain a specimen fully meeting the test requirements.
Therefore, many scholars tried to fit the relationship between
rock strength and internal microstructure using one or sev-
eral functional relationships [26]. Considering the scale of
spatial correlation based on the spatial correlation model,
Tang et al. [27–30] analyzed the different continuous or
aggregated components of rock and gave numerical images
describing the aggregation form of different components of

rock to build a numerical model that can adjust the distribu-
tion of rock components through parameters.

However, the rock crystal structure and internal joints
and fissures were not fully considered in the previous model-
ling. Aiming at the mechanical properties of the crystal struc-
ture and the discontinuous surface inside the rock, Lv et al.
[31, 32] used the Voronoi method to generate a numerical
model in which the crystal structure and content can be con-
trolled to analyze the relationship between the crystal grain
size and the rock strength characteristic. This model is widely
used in the formation of crystals of rocks. Cho et al. [33–36]
proposed that the bonding state between the crystal grains in
the rock is different from the mechanical state inside the crys-
tal and introduced a massive cluster model to simulate the
internal crystal structure. It was indicated that the cluster
model could better express the mechanical relationship
formed by the massive crystal structure inside the rock, but
the particles in a clump cannot move and rotate in this
model.

In fact, although a single component exhibits relatively
uniform property, there are still differences, such as the
arrangement of crystal structures and Poisson’s ratios during
crystallization. Considering the changes inside the crystal
and the structure on the crystal boundary, Potyondy and
Zhou et al. [37, 38] established a grain-based model (equiva-
lent crystalline model) (GBM) composed of PBM and a
smooth joint model. In this model, the internal components
of the crystal are constructed by PBM, and SJM constructs
the bonding relationship between the unit cells, making it
more accurately reflect the mechanical relationship between
the crystal and structure of the rock to study the relationship
between the crystal size and rock strength characteristics. Li
et al. and Zhang et al. [39, 40] combined the digital image
technology and this numerical model to construct a particle
flow numerical model, discussed and analyzed the advan-
tages and rationality of the GBM model, and verified the
effectiveness of the numerical model constructed by the
model.

After reviewing previous research, it is easy to find that
while constructing a numerical model, the refinement and
the parameter controllability of the model were not fully con-
sidered. In this paper, a spatial correlation coefficient was
adopted to rebuild the component structure of the rock sur-
face through quantitative parameters (discretion of compo-
nent distribution, component content). Simultaneously, the
Voronoi model was used to construct the internal crystal
structure of different components in which the particle size
can be controlled. Then, the microfracture grid was imported
through the improved GBM model to simulate the real
defects, such as the naturally formed component boundary
crystal structure of microcracks in the rock. Finally, a new
modelling method of Spatially Correlated Grains Model
(SCGM), which can adjust the internal parameters and
describe the structure of the internal rock joints and fractures
more accurately, was proposed and used to construct a
numerical model to test the strength of granite specimens
with different fabric characteristics. By comparing and ana-
lyzing the tensile strength of the specimens with different
component content and distribution, the fracture

Grain boundary
microcracks Crystal boundary Intracrystalline microcrack

2000 𝜇m

Figure 1: Micrograph of granite.
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development law is further analyzed, providing a more accu-
rate numerical method for the fracture analysis of hydraulic
fracturing.

2. Construction of Numerical Model SCGM

In this study, PFC was used to conduct model construction
and calculation. First, the component distribution was con-
structed through the spatial correlation function; secondly,
the Voronoi model was used to construct the component’s
internal crystals; finally, the GBM model import method
was used to construct the microcracks of the model speci-
men. The specific method is as follows.

2.1. Construction of Component Distribution of Model
Specimens. Due to the influence of natural diagenesis pro-
cesses, component distribution and physical and mechanical
properties of rock materials are not entirely random; typi-
cally, different components and their properties show a cer-
tain degree of continuity and relevance in space. Figure 2
shows the section of natural granite; it can be seen that the
inside of the same component keeps consistent in a large
space. Tang et al. [27–30] introduced spatial correlation
functions to describe these spatial distribution properties,
which can be obtained by transforming the random field’s
spatial correlation function. With this method, image models
of different component contents and distributions can be
constructed to study heterogeneous materials and the influ-
ence of different spatial correlation coefficients on materials’
mechanical properties. The results showed that this method
was an effective method to construct the component distri-
bution of granite specimens.

In this section, the spatial correlation function was used
to construct the granite fabric. The steps are as follows.

(1) First, construct a random array, which is a matrix
with two different label numbers. In this experiment,
a 500 × 500matrix A with the element of ai,j was con-
structed, and the label numbers were 1 and -1,
respectively. Keeping A unchanged, the calculated
structure based on A in the subsequent calculations
has relative position stability

(2) Select the spatial correlation function that conforms
to the generation state of such aggregated rocks:

f dð Þ = e−d/L, ð1Þ

where d is the selected calculation distance; L represents the
spatial aggregation length, and it can indicate the degree of
aggregation between the two regions when the value of d
remains unchanged. The smaller the L, the less the random
field is affected by this function, which means that the origi-
nal random state is maintained; otherwise, the state of aggre-
gating will appear to a certain area. The rock fabric
distribution affected by different material types and genera-
tion conditions can be obtained by changing this value. In
this experiment, rock images with different spatial correla-
tion degrees of L = 4, 6, 8, and 10 were generated for different
rock aggregation conditions, as shown in Figure 3

(3) Construct component spatial array for a given degree
of aggregation. Multiply the elements in array A by
the correlation function f ðdÞ and parameter C fol-
lowing the distance relationship, and superimpose
them to obtain the array B containing spatial correla-
tion information according to the distance relation-
ship. In this case, it means that the points within d
of a certain point are superimposed in the form of
this distribution. Since the distribution characteris-
tics of discrete points in a certain area are the same,
the superposition will form a clustering effect. When
the distance between the points is too large, the calcu-
lation amount will increase, and the influence on the
aggregation point becomes small. Therefore, a rea-
sonable calculation range needs to be selected. Tang
et al. [30] analyzed the selected area of the function.
Points within the distance d = 45 were used for
calculation in this paper. Array B can be constructed
as follows:

bi, j = 〠
n

p=−n
〠
n

q=−n
cd p, qð Þ ⋅ ai + p, j + qf d p, qð Þð Þ, ð2Þ

where array C is a variable coefficient indicating the degree of
influence on an aggregation area under different distances.
The smaller the distance, the closer the value of cdðp, qÞ to 1

(4) Multicomponent distribution space construction of
model specimens. It is suggested that the greyscale
distribution of the granite surface image approxi-
mately conforms to the normal distribution, and the
array calculated in this experiment also conforms to
this characteristic. As shown in Figure 3, by adopting
the technique of dividing granite components by the
image grey threshold value and using the low-
intensity component biotite as a reference, the gener-
ated images were divided into biotite with content x
= 10%, 15%, 20%, 25%, and 30% when the corre-
sponding feldspar and quartz content was gradually
reduced. Then, the values in the matrix were divided
into the form of Equation (3), and each division
adopted the same set of matrices to make the

Feldspar

Mica

Quartz

Figure 2: Actual granite image.
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generated new matrix consistent with its image struc-
ture, which means that the position of mica, quartz,
and other minerals in the image changed little except
that their content area was expanded. Alternatively, a
part of smaller blocks newly appeared within the
threshold, as shown in Figure 3:

bi,j =
1, bi,j ∈ bmin, u bmax − bminð Þ + bmin½ �,
110, bi,j ∈ u bmax − bminð Þ + bmin, u + vð Þ bmax − bminð Þ + bmin½ �,
255, bi,j ∈ u + vð Þ bmax − bminð Þ + bmin, bmax½ �,

8
>><

>>:

ð3Þ

where bi,j represents the element value in the generated
matrix, bmax and bmin are the maximum andminimum values
in the matrix, u is the percentage of mica content, and v is the
percentage of quartz content (Table 1)

2.2. Crystal Construction of Model Specimen. In the study of
rock mesoscale, it is found that under the impact of loading,
rock failure can be categorized into three types, including
grain boundary cracks of different components, large crystal

cracks of the same composition, and transgranular cracks
[41, 42]. The main factors leading to rock failure include
the internal discontinuous surface, their distribution, and
the ultimately formed stress concentration. Therefore, it is
not enough to only discuss the composition distribution of
the rock. The grain boundary cracks of different composi-
tions and the large crystal cracks of the same composition
need to be represented separately. The Voronoi crystal gener-
ation method is widely used to simulate the generation of
crystals such as rocks, which is used to generate a crystal par-
ticle model within the composition region above so as to
adjust the average size. Combining the component bound-
aries of the image and the crystal grains within the compo-
nent, a model simultaneously considering the component

Generating random
matrix A[ai, j]

500×500

1 −1 −1 −1 1

1 1 1 1 1

−1 −1 1 −1 −1

−1 −1 1 1 −1

1 1 −1 1 1

L = 4 L = 6 L = 8

0.7 5.1 4.7 6.1 9.5

−1 3.3 5.1 6.3 7.2

−2 1.5 3 3.9 2.2

−4 −3 0.7 −1 −1

−5 −4 −1 −1 −3

The obtained array B is divided into the content according
to the required rock components

1 1 110 110 110

1 110 110 110 110

110 110 110 110 110

110 110 110 110 110

255 255 255 255 255

Schematic diagram of random point matrix

Schematic diagram of spatial
correlation algorithm results

Schematic diagram of different spatial correlations

The array is constructed from array A and variable
coefficient C B[bi, j]

By changing the L value, images with
different aggregate readings can be obtained

It is obtained by comparing granite
images L

Result numerical matrix

A
re

a z
oo

m
 in

Area zoom in

Mica = 10% Mica = 15% Mica = 20% Mica = 25% Mica = 30%

L = 10
A

re
a z

oo
m

 in

 = 4 6 8 10

Figure 3: The construction process of the component distribution of the model specimen.

Table 1: The content of different components in the generated
image.

Component Content

Mica 10% 15% 20% 25% 30%

Quartz 40% 37.5% 35% 32.5% 30%

Feldspar 50% 47.5% 45% 45.5% 40%
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structure relationship and the crystal discontinuous surface
relationship was generated. The vector structure model gen-
eration steps are as follows:

(1) Recognize the image containing spatial correlation
information, and component content was divided
and calibrated with grey values of 1, 110, and 255;
that is, the positions with an abrupt change of grey
value are segmented at the component boundary,
and the segmentation position is closed as a region
(Figure 4)

(2) Construct the unit cell structure inside the divided
components, import the vectorized boundary into
the drawing software Rhinoceros to adjust the size,
and remove the unnecessary boundary

(3) By acquiring and observing the real granite surface
images, the average radius of feldspar, quartz, and
mica crystals was determined as 1.6mm, 1.5mm,
and 0.9mm; then, uniformly distributed random
points matching area scales were generated to con-
struct the internal crystal structure of the compo-
nents according to the Voronoi polygon rule, as
shown in Figure 4

2.3. Construction of Microcracks in Model Specimens. In
order to describe the discontinuous crystals in rocks,
Potyondy proposed the SJM model, which can simulate the
sliding state with a certain amount of overlap after the
strength is lost. Li et al. and Zhang et al. [39, 40] used the
GBM model to construct a refined numerical model con-
forming to the distribution of the granite surface structure
and carried out an analysis of the mesoscopic mechanical

structure of the image components to explain the relation-
ship between the mesoscopic mechanical properties and the
macroscopic failure of rocks. Therefore, the GBM model is
used to build a granite numerical model, as shown in
Figure 5.

2.4. SCGM Model Generation Process. Based on the research
on the strength of different rock fabrics and the refined con-
struction of rock crystal structure models, the SCGM model
was constructed by combining the above three sections, as
shown in Figure 6.

The specific process is as follows:

(1) Generate granite surface images with different distri-
butions and component structures through spatial
correlation functions

(2) Divide the obtained image into vectorization (con-
nect each component block to form a closed area)

(3) Generate a Voronoi model to represent crystal parti-
cles through random points in each closed area

(4) Firstly, generate a uniform specimen in the PFC2d
software, and then, import the vectorized image to
group the different components in order by layer

(5) Import the images containing crystal grain bound-
aries into the software to group the models and
parameters in the order of layers

(6) Adjust the mesoscopic parameter

2.5. Parameter Calibration of PFC Numerical Model. In order
to match the results of the numerical test with the actual rock

Trimming redundant
boundaries

Build by random
Points voronoi polygon

Generating random
points in the region

Select a component
(Mica)area

Boundary vectorization
structure diagram

Spatial correlation
structure chart L = 6

A
rea zoom

 in

Figure 4: Generation diagram of the internal crystal structure in a certain area.
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failure better, it is necessary to calibrate parameters in the
numerical model. The calibration method in this paper is to
match the strength and the elastic modulus in the actual

physical test within a certain range [43–48]. Considering
the internal structure of the rock, the strength between rock
crystals was set to be 40% of the internal strength of rock

Crystal networkInitial particles Building crystals

Crystals
unit

Importing crystal
structure network

Parallel bond
model

Smooth-Joint
model

Figure 5: Generation diagram of new GBM model.

Mica fabric

Quartz fabric

Feldspar fabric

Feldspar components
Mica components
Quartz components

Import the obtained image with component
information into the drawing software for

vectorization

For different configurations, Voronoi polygons are
used to construct different configurational cell

structures and give different sizes in the vectorized
region.

Import the initial vector diagram with
component regions into PFC2d software for

component partitioning

Import the drawn vector diagram containing
crystal network information into PFC2d

software

Different meso-strength parameters are
assigned to feldspar, quartz, mica and

structural cracks in the order of feldspar,
mica, etc.

Adjustment of micro-parameter
model completed

Contact models with
different constructions

Contact model details

PFC2d component model diagram

Vectorized component
boundary diagram

Configuration
distribution
sketch map

Internal bond of quartz

Internal bond of feldspar

Feldspar boundaries bonding

Quartz boundaries bonding

Internal bond of mica

Mica boundaries bonding

Figure 6: Generation process of SCGM model.
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crystals referring to the study of Hu et al. [49–51]. Simulta-
neously, referring to the strength differences between differ-
ent minerals in the rock, the strength ratio of feldspar,
quartz, and mica inside the granite was set as 0.8 : 1 : 0.3. In
order to ensure high accuracy of the matched parameters,
the component distribution of the real granite specimen
was obtained through digital image processing, (Tables 2
and 3) the matching process is shown in Figure 7, and the
result is shown in Figure 8.

3. Validation of Tensile Test of SCGM
Numerical Model Specimen

The SCGM model was constructed and tested following the
above scheme, and the result data was collected. The numer-
ical simulation adopted the same scheme as the indoor test
and monitored the tensile strength of the rock using the Bra-
zilian split test. The stress distribution changes of heteroge-
neous specimens, the influence of the crystal structure on
the failure of specimens, and the influence of different struc-
tural parameters on the development of cracks after speci-
mens were broken were described, respectively.

3.1. Fabric Impact Analysis. While analyzing the initial Bra-
zilian split tensile strength, the specimen was regarded as a
homogeneous specimen, so the stress distribution on the sur-
face was in the symmetric and uniform state [52, 53], as
shown in Figure 9. However, the internal stress distribution
of the specimen is affected by many factors, such as the differ-
ent modulus of different components, the sliding, and stress
concentration of the discontinuous surface. These factors
cause the internal stress to nonlinearly change with the load-
ing position, as shown in Figure 9. It can be seen that the
internal stress of the rock was not smooth along the loading
axis but showed a certain irregular change with the composi-
tion when the rock end was subjected to the load. Larger ten-

sile stress appeared near the lower right in the x-direction
stress diagram; a certain amount of feldspar and quartz was
distributed at this position, which is corresponding to the
fabric distribution of the actual specimen; at the same time,
because their strength and modulus are higher than mica, it
will not instantly produce microdestruction and dislocation
under load. In contrast, a large amount of elastic energy
was accumulated, and deformation appeared to gradually
form tensile stress in this direction. There was a large amount
of mica component on the upper part of the test piece, which
had low strength and small tangential deformation. It is easy to
produce partial tension cracks and form partial sliding, making
it not form effective tensile stress but apparent compressive
stress. It can be clearly seen from the structural diagram that
the distribution of stress is highly correlated with the corre-
sponding relationship between the fabric in the specimen.

3.2. Crystal Structure Impact Analysis. Due to the conve-
nience of the spatial correlation function, Wenmin [54] con-
structed a numerical model with different correlation
coefficients and discussed the influence of different correla-
tion coefficients and anisotropy parameters on the strength
and failure state of the specimen. However, only the strength
parameters of different mineral components were discussed
in the numerical model, but the internal structural problems
were not analyzed in detail. There are a large number of
cracks and voids in the natural rock mass, especially the
internal crystal interface that needs to be paid attention to.
In this paper, the constructed model considered the crystal
network structure of different components; Brazil splitting
tests were performed on two different models. As shown in
Figure 10, under the same mesoscopic parameter, the
strength of the SCGM model was lower than that of the
PBM model, about 87% of the strength of the PBM model,
and the deformation was not much different. As shown in
Figure 11, the two models showed obvious differences in

Table 2: Mesoscopic parameters of particles of different components.

Mineral component
Parameters

Minimum radius
(mm)

Radius
ratio

Density
(kg/m3)

Elastic modulus
(GPa)

Stiffness
ratio

Friction
coefficient

Void ratio

Feldspar

0.15 1.66

2750 45 1.5 0.6

0.025Quartz 2650 61 1.5 0.7

Mica 3100 20 2.5 0.3

Table 3: Mesoscopic parameters of different component contact models.

Mineral component
Parameters

Volumetric modulus
(GPa)

Stiffness
ratio

Tensile limit
(MPa)

Cohesion force
(MPa)

Friction angle
(°)

Friction
coefficient

Feldspar 45 1.5 53.2 53.0 15

0.67Quartz 61 1.5 68.2 60.1 17

Mica 20 2.5 23.1 25.1 17

Feldspar structure 40 1.5 20.5 23.1 16

0.85Quartz structure 40 1.5 25.1 22.5 15

Mica structure 40 2.5 10.5 12.1 15
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the development of the damage cracks; at a certain special
location in the same composition area, damage cracks in
the SCGM model occurred obvious deflection because of a
crystal interface, which is more consistent with the actual sit-
uation. During the failure process, the development of cracks
in the SCGM model can better reflect the changes in the nat-
ural structure of the rock under force, and the model will pro-
duce grain boundary cracks of different components, large
crystal cracks of the same composition, transgranular cracks,
and more obvious secondary cracks. However, the PBM
model cannot reflect these characteristics.

3.3. Realization of Tensile Test of Arbitrary Rock Fabric. The
construction of a refined numerical model is of great signifi-
cance to the study of rock mechanics. By identifying the

structure image of the rock surface component and con-
structing the model based on this, semicircular surface struc-
ture load strength of 16 granites was analyzed and compared
with that of the structure generated by Voronoi. The real rock
structure can be obtained by modelling using the original
rock surface image, which helps the analysis of a single rock
specimen. However, this method has many limitations while
performing the horizontal comparison, such as analysis of
the same component content in different locations, analysis
of different component content in the same location, and
controlling component changes and crystal size. As shown
in Figure 12, the SCGM model can solve these problems
more effectively. The spatial correlation function image can
set the distribution and content of granite components, and
the Voronoi model can set different grain sizes. It can be seen
that the cracks tend to be more stable during the develop-
ment process as the dispersion of the component distribution
decreased; for the L = 4 specimen, the mica was more dis-
cretely arranged in the specimen; then, the cracks would
develop in multiple directions during the loading process.
As the L value increased, the composition distribution and
the low-strength structure tended to be stable. At this time,
the development direction of the cracks gradually becomes
single. As the content of mica increased, the percentage of
low-strength structures also increased, and the number of
microcracks when the specimen was damaged also increased.
Moreover, many apparent cracks break along the crack net-
work structure.

In previous studies, it has been shown that the failure of
rocks is mainly caused by the expansion and development
of internal microcracks, which eventually converge into
larger macrocracks. Therefore, the strength of the rock has
an apparent relationship with the crack state. On the one
hand, the development status of cracks is related to the distri-
bution of different components in the rock; on the other
hand, it also correlates with each component’s content. For
these two influencing factors, the SCGM model was used to
construct granite specimens with different discrete distribu-
tions and component contents, and split tests were carried
out to analyze the relationship between the different fabric
contents and the distribution of granite strength and cracks.

In this experiment, the parameters of spatial correlation
coefficient L = 4, 6, 8, and 10 (that is, the dense distribution
of different components) were selected, and different compo-
nent contents x = 10%, 15%, 20%, 25%, and 30% were con-
structed in each spatial correlation coefficient by referring
to the mica; the peak strength of each specimen was counted.
Because of the smallest particles, a certain error will occur
while constructing the model. Therefore, all models have per-
formed 10 tests under the condition of different random
seeds. The result is shown in Figures 13 and 14.

It can be seen from Figure 13 that for all distribution
states of the component, as the mica content increased, the
peak tensile strength all showed a downward trend with a rel-
atively obvious linear change. By fitting the average value of
the peak strength change and the mica content, the function
of the variation law of the peak strength under different mica
contents was obtained, y = −14:723x + 12:642, R2 = 0:9444,
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where x is the mica content and y is the peak strength. How-
ever, there were certain fluctuations during the decline; this is
because although the consistency of the recomposition distri-
bution of the test piece was maintained, a certain change in
the external morphology would produce a certain articulated
surface to make the test piece stable under a certain structure
with the increase of the mica content; moreover, although the
Voronoi structure in different component structures was
established with the same method and parameters, the initial

scattered point positions were randomly distributed, which
led to certain volatility, but the tensile strength of the speci-
men decreased as the mica content increased.

It can be seen from Figure 14 that the strength of the
specimen apparently first increased and then decreased with
the value of L, which became obvious when the mica was
10%, 20%, and 30%. The average strength of the specimens
with L = 4, 6, 8, and 10 was 9.706MPa, 10.156MPa,
9.908MPa, and 9.228MPa. Through comparative analysis,
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it is found that the main reason for this phenomenon is that
when L was small, the low-strength parts such as mica and
its joints and cracks were distributed throughout the speci-
men; with the same content, the more scattered the distribu-

tion, the longer the length of the boundary joints. At this
time, the strength of the whole specimen was weaker. On
the contrary, when a large number of components were
gathered, the length of the boundary joint decreased, and
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the specimen’s overall strength increased.When the mica con-
tent was x = 20%, and L = 4, 6, 8, and 10, the mica boundaries
were 15.34%, 12.31%, 10.45%, and 9.83%, respectively. The
boundary content obviously gradually decreased, but the
strength of the specimens first increased and then decreased,
which means that when the mica component was sufficiently
large, a certain degree of stress concentration advantage will
be formed, resulting in a decrease in its strength. Combining
the above two reasons, the peak strength of the specimen first
increased and then decreased with the value of L.

3.4. Analysis of the Relationship between Crack Development
and Fabric. The macroscopic failure and instability of rock

can be attributed to the gradual development and growth of
internal microcracks under loading and finally converged
into larger microcracks which causes the rock to fail eventu-
ally. Therefore, the analysis of internal rock fractures is help-
ful to understand the destruction mechanism furtherly.

The microfracture was monitored through the crack gen-
eration program of the PFC software. The principle is to set
the monitoring distance between particles and the strength
between particles. When the external load identification force
reached this strength, a crack will be recorded. The particle
size determines the crack size, which follows a normal

L = 4 x = 0.2 L = 6 x = 0.2 L = 8 x = 0.2 L = 10 x = 0.2

(a)

L = 8 x = 0.1 L = 8 x = 0.15 L = 8 x = 0.2 L = 8 x = 0.25 L = 8 x = 0.3

(b)

Figure 12: Brazil split test results with different structural parameters and component contents. (a) Fracture development diagram of
specimens with different spatial correlation coefficients. (b) Fracture development diagram of specimens with different component contents.
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distribution with the size between 0.15 and 0.256mm in this
test; therefore, the crack size is also within this range. During
the monitorization, the cracks of different components were
grouped and performed statistics. As shown in Figure 15,
regardless of the degree of polymerization, the number of
cracks in the specimen and mica content showed a trend of
increasing first and then decreasing with a peak state when
mica content was 20%. The reason is that on the one hand,
as the mica content increased, the number of low-strength
components increased, and the total number of cracks
increased; on the other hand, as the content increased, a large
number of low-strength mica gathered to form stress concen-
tration, leading to a rapid rupture of the specimen and mak-
ing the cracks unable to develop to a large scale for when the
number of cracks decreased.

The total number of cracks was counted as 5601, 5734,
5085, and 4797 when L = 4, 6, 8, and 10 are, respectively,
showing the trend of increasing first and then decreasing.
On the one hand, the number of cracks reflects the required
destruction energy, and it can remain stable when more
cracks have been generated, which means more energy is
absorbed; on the other hand, it means that the structural
stability of the area is high, and for many microcracks, it is
still difficult to form macroscopic damage. Therefore, the
specimen is stable with higher strength when L = 6, as shown
in Figure 14.

As shown in Figure 16, as the value of L increased, the
distribution of cracks gradually shifted from the external
crystal to the destruction of the inside crystal. The propor-
tion of cracks in the structural cracks decreased as the L
value increased. The internal strength of the crystal was
greater than the intercrystal structure strength. When there
were more cracks in the crystal, more force and energy were
required. This is also a fundamental reason for the nonlinear
relationship between the strength of the specimen and the L
value. By monitoring the cracks between the different com-
ponent structures in Figure 17, it can be found that the
cracks of the feldspar structure increased with the increase
of L, and the proportions of the structural cracks of the
quartz and mica both decreased with the increase of L.
Numerically, it can be seen that the main contribution of
the proportion of structural cracks in the whole specimen
is provided by the proportion of structural cracks in mica,
but its fluctuation is affected by the combined effects of the
three components.

4. Discussion

Experiments showed that the SCGM model was used to
construct the numerical test piece so that the structure of
the component boundary and the discontinuous surface
between the crystal particles within the component can be
generated inside the model, and the quantitative construc-
tion of the component structure of the crystal model was
realized at the same time. However, there is a problem wor-
thy of being discussed: the determination of the strength
parameters of the structure between different rock compo-
nents. At present, the method of referring to the actual fail-
ure of the specimen and the peak strength elastic modulus

is usually used, but in fact, the value of the strength
between different components of rock has always been in
a fuzzy state. Some scholars choose a certain weakening
factor α between 0 and 1 to reflect the reduction of its
strength based on experience. When the timing α and other
component parameters are double-calibrated, there may be
multiple sets of solutions; that is, the final rock strength
represented by different α and its corresponding strength
parameters are consistent. Therefore, with the help of the
SCGM model and more actual parameters, calibration and
analysis of α parameters are of great significance. It can fur-
ther advance the analysis and research of rock fracture
development.
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5. Conclusion

Considering the fracture development of different fabric
granite during hydraulic fracturing, the spatial correlation
function was used to construct a digital image of the granite
surface, which solved quantitating testing of the rock struc-
ture. Besides, a numerical model containing the internal crys-
tal structure of the rock was constructed through the Voronoi
model and the GBM import method. The newly formed
SCGM model has more evident advantages in representing
the fracture development of rock failure. Combining the
advantage of the SCGM model, the relationships between
the distribution and content of the internal components of
the granite and its tensile strength were analyzed, as well as
the cracks developed in the boundary structure and the
crystal. The results are as follows.

(1) The spatial correlation function can generate a gran-
ite surface image with a controllable structure con-
tent by adjusting the parameters. Combining this
method with the discrete element numerical model
of the internal crystal structure, a numerical model
of the granite with adjustable structural parameters
can be constructed more accurately to perform
numerical experiments

(2) Compared with the homogeneous model, internal
stress of the SCGMmodel changed with the structure

distribution, which was more consistent with the
actual rock specimen. Compared with the PBM
model, the internal crystal structure constructed by
the newmodel can better reflect the internal mechan-
ical relationship of rock. Compared with laboratory
experiments, the model with internal crystals showed
intergranular cracks of different components, grain
boundary cracks of the same composition, and trans-
granular cracks when granite fails. Compared with
actual granite image modelling, the method had
strong controllability and can construct accurate
models for different discrete situations and compo-
nent contents

(3) The Brazilian splitting numerical experiments of dif-
ferent fabrics showed that the strength of the speci-
men decreased significantly with the increase of the
mica component content and showed a linear change
y = −14:723x + 12:642; the strength of the specimen
increased with the increase of the spatial correlation
coefficient L, showing a certain trend of increasing
first and then decreasing. By monitoring the cracks
in the failure process, the total number of cracks
showed the trend of first increasing and then decreas-
ing with the increase of the internal mica content.
Moreover, it existed a clear peak when the mica con-
tent was 20%; on the crystal interface, the ratio of
cracks to the total cracks decreased with the increase
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of L, and the result was more obviously affected by
the mica component

(4) The test results show a significant correlation
between fracture development and fabric distribution
of different fabric rocks under external load, and cor-
responding technologies should be adopted for dif-
ferent fabric rocks in hydraulic fracturing
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