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Film-forming amines have been widely used in thermal power plants for maintenance after shutdown, and there are more
and more applications and researches in nuclear power secondary circuits for this purpose. However, in the direction of
stress corrosion cracking, there is not much research on the influence of film-forming amines on metal materials. This
article uses the high temperature slow strain rate test (SSRT) method to evaluate the influence of a commercial film-
forming amine on the stress corrosion cracking behavior of two conventional island materials for PWR nuclear power
plants. These two metal materials are the heat exchange tube materials of the high-pressure heater and steam generator in
the high-temperature operation area of the secondary circuit of a nuclear power plant: TP 439 stainless steel and 690 TT
alloy. The test analyzed the mechanical properties and fracture morphology. The test results show that in the test
concentration range (<5mg/kg), the film-forming amine will not affect the SCC of TP 439 stainless steel and 690 TT alloy
under the condition of slow strain rate. The behavior has a significant impact. In practical applications, the general dosage
of film-forming amine is 1-2mg/kg. This data is lower than the film-forming amine concentration used in the experiment.
Therefore, there is no need to worry about the obvious impact on the SCC behavior of TP 439 stainless steel and 690 TT
alloy.

1. Introduction

Film-forming amine (FA) is a specific chemical which can
form a hydrophobic layer on the metal surface in liquid or
vapor phase. This type of chemicals usually contains a pri-
mary, secondary, or tertiary amine structure (or a combina-
tion thereof) linked to a hydrocarbon chain, usually with
more than 10 carbon atoms, such as octadecylamine and
oleyl-1,3-propanediamine. Commercial film-forming amine
products (FAP) are simply a FA (or multiple), or a com-
pound formed by the dispersion and mixing of a FA (or mul-
tiple) and other chemicals.

Presently, in the thermal power industry, the utilization
of FAPs into implementing medium- and long-term boiler
maintenance after shutdown has become one of the main
maintenance methods [1, 2]. The operating experiences of
many thermal power plants showed that the shutdown pro-
tection of FAPs can effectively reduce the corrosion rate dur-

ing the shutdown period. The unit has the following
advantages after startup: water quality qualified time is short-
ened and start-up time is shortened.

In the nuclear power industry, there is almost no rele-
vant literature reported. Since 2011, the successful utiliza-
tion of FAP (ODACON) in Almaraz 1/2# units has
attracted the attention of researchers [3, 4]. As a new
choice of water chemistry methods to reduce corrosion
rate, research institutions that are at the forefront of
research in the nuclear power industry have started corre-
sponding research plans.

The published literatures study the physical and chem-
ical properties of FAs [4–7], dissociation constant and dis-
tribution coefficient [8, 9], reaction mechanism and
influence on metal materials [10–16], the influence on
the chemical parameters in the loop such as pH and con-
ductivity [17–20], the decomposition products [18, 21], the
influence on the heat exchange performance [22–26], and
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the influence on the online chemical instrument detection
[27]. However, there is not much research work on the
stress corrosion cracking behavior of materials at sensitive
locations in the FA environment [28].This article is con-
ducting related research work, using a commercial FA that
has been applied on the secondary circuit side of a PWR
nuclear power plant for evaluation. The test metal material
is the heat exchange tube material of the high-pressure
heater and steam generator in the high-temperature oper-
ation area of the secondary circuit of a nuclear power
plant: TP 439 stainless steel and 690 TT alloy. Different
from the information [28], the evaluation in this paper is
completed by the high temperature slow strain rate test
(SSRT) method.

2. Experimental

The materials used in present work is TP 439 stainless
steel (SS) and 690 TT alloy. The chemical compositions
of TP 439 SS and 690 TT are shown in Table 1.
Figure 1 shows the microstructure morphology of 690
TT alloy. The structure of 690 TT alloy presents a typical
equiaxed austenite type, with carbides distributed continu-
ously at the grain boundaries. Table 2 shows the compo-
nents of the 690 TT used. The slow strain rate test
(SSRT) tests for TP 439 SS and 690 TT were conducted
in simulated secondary water environment according to
the GB/T 15970.7-2000.

The size of the sample is shown in Figure 2. Prior to the
test, the samples were cleaned in ethanol using an ultrasonic
cleaner, then dried and sealed for later use. The SSRT tests
were conducted using the American CORTEST high-
temperature and high-pressure slow strain rate tensile tester.

The strain rate for TP 439 SS and 690 TT is 1 × 10−6/s and
5 × 10−7/s, respectively.

The chemical environment of each test are shown in
Table 3.

3. Results and Discussion

3.1. Analysis of Mechanical Properties. The main principle of
macroscopic evaluation of SCC sensitivity is that SCC will
cause a significant decrease in material plasticity indicators,
such as the material’s maximum breaking stress, total elonga-
tion, reduction of area, and fracture absorption energy (area
under the load-elongation curve). Comparing the same sam-
ple exposed to the test environment and exposed to the inert
environment, the farther the ratio deviates, the higher the
cracking sensitivity.

Iscc = 1 − t0 − t
t0

� �
× 100%: ð1Þ

In the formula Iscc represents the stress corrosion crack-
ing sensitivity index of the sample, t0 is the test result of the
sample in an inert medium, and t is the test result of the sam-
ple in the test environment.

Since the fracture absorption energy of the sample is
the area under the load-elongation curve, which contains
two parameters of load and elongation, it is relatively
comprehensive, so the fracture absorption energy is used
to calculate the stress corrosion sensitivity index of the
material in different environments. From the calculation
results, the stress corrosion sensitivity of TP 439 SS and
690 TT alloy is basically the same in FA and non-FA envi-
ronments. The use of FAs will not significantly affect the
SCC behavior of TP 439 SS and 690 TT alloy under slow
strain rate conditions.

The stress-strain curve of TP 439 SS in FA, non-FA, and
argon atmosphere is plotted in Figure 3. As is seen in
the figure, the stress and strain of TP 439 SS in the three
environments have all undergone elastic deformatio-
n→yield→plastic deformation→ reach tensile strength→ -
fracture process. The slow strain rate test data of the
sample is listed in Table 3. The stress-strain curves of TP
439 SS in the two environments are basically the same
and lower in compared with that in the inert gas argon,
so the TP 439 SS has the susceptibility to stress corrosion
cracking.

The stress-strain curves of 690 TT alloy in FA, non-FA,
and argon atmosphere are plotted in Figure 4. As is seen in
Figure 3, it is obvious that the stress corrosion sensitivity of
690 TT alloy is basically equal in the FA and non-FA envi-
ronments. Alloy 690 TT also has the susceptibility to stress
corrosion cracking.

Table 1: The chemical compositions of TP 439 SS and 690 TT alloy (wt%).

Element Ni Cr Fe C Si Mn P S N Al Ti Cu

690 TT 59.83 30.39 9.88 0.023 0.07 0.22 0.006 0.002 0.02 / / /

TP 439 0.247 17.84 81.06 0.014 0.179 0.262 0.025 0.0015 0.020 0.028 0.278 0.079

10 𝜇m Mag = 500 X WD = 14.3 mm EHT =10.00 kV Signal A = SE2

Figure 1: The SEM microstructure of 690 TT alloy. FA: a
commercial FA product; emulsion, 1% content.
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3.2. Fracture Morphology Analysis

3.2.1. Analysis of the Fracture Surface of TP 439 Stainless
Steel. Figures 5–7 show the morphology of the TP 439 SS in
FA, non-FA, and argon, respectively. The fracture shows
obvious necking, and it present a large number of dimples
with holes, which do not make much difference. It shows that
the use of FAs will not significantly affect the SCC behavior of
TP 439 stainless steel, and the fracture is a ductile fracture,
which is consistent with the results of its fracture mechanics
performance curve.

3.2.2. Fracture Morphology Analysis of 690 TT Alloy.
Figures 8–10 are the fracture morphologies of 690 TT alloy
in FA, non-FA, and argon atmosphere, respectively. The
fracture morphology of 690 TT alloy in the two environ-
ments is similar to that of the inert medium, and there
is no obvious difference. Microscopically, to a certain

Table 2: The mechanical properties obtained from the SSRT test.

Material Environment
Temperature

T/°C
Maximum tensile
strength σb/MPa

Elongation
rate A/%

Rate of reduction in
area Z/%

Absorption area
before fracture

Sensitivity
index ISCC

∗

TP 439 FA 260 388 21.9 48.6 91 6%

TP 439 Non-FA 260 388 11.4 53.6 89 8%

TP 439 Argon 260 412 27.1 89.1 97 /

690 TT FA 284 570 45.4 70.6 245 9%

690 TT Non-FA 284 568 39.0 68.8 242 11%

690 TT Argon 284 661 45.4 53.8 272 /
∗The stress corrosion sensitivity index is calculated based on the fracture absorption energy.

42.92

27.22

14.70

7.35 15.88 13.52

4.77
4.85 DIA.
2 places

4.50 R.TYP.

2.95
3.05

1.96
2.06

.025 A

-A-

Figure 2: SSRT test specimen size (mm).

Table 3: The SSRT test parameters.

Material Environment

TP 439 SS

FA
260°C, DO < 10 μg/kg, 3.5mg/kg

NH3 pH 9.7, FA 5mg/kg

FA-free
260°C, DO< 10μg/kg,
3.5mg/kg NH3 pH 9.7

Argon Inert gas environment

690 TT

FA
284°C, DO< 10μg/kg,

3.0mg/kg NH3 pH9.52, FA 5mg/kg

FA-free
284°C, DO< 10μg/kg,
3.0mg/kg NH3 pH 9.52

Argon Inert gas environment
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Figure 3: The stress-strain curves of TP 439 SS in different
environments.
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Figure 4: The stress-strain curves of 690 TT alloy in different
environments.
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200 𝜇m EHT = 20.00 kV
WD = 16.2 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:07:52Mag = 40 X

(a) Overview

2 𝜇m EHT = 20.00 kV
WD = 5.3 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 15:37:35Mag = 2.00 K X

(b) Central area

10 𝜇m EHT = 20.00 kV
WD = 5.3 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 15:44:17Mag = 1.00 K X

(c) Marginal zone

2 𝜇m EHT = 20.00 kV
WD = 5.3 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 15:43:25Mag = 2.00 K X

(d) Marginal zone

Figure 5: The fracture morphologies for TP 439 SS after SSRT test solution with FA.

200 𝜇m EHT = 20.00 kV
WD = 16.2 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:05:31Mag = 40 X

(a) Overview

10 𝜇m EHT = 20.00 kV
WD = 5.5 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 15:20:05Mag = 1.00 K X

(b) Central area

10 𝜇m EHT = 20.00 kV
WD = 5.5 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 15:14:55Mag = 1.00 K X

(c) Marginal zone

2 𝜇m EHT = 20.00 kV
WD = 5.5 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 15:05:06Mag = 2.00 K X

(d) Marginal zone

Figure 6: The fracture morphologies for TP 439 SS after SSRT test solution without FA.
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extent, the fracture surface shows a mixed morphology of
intergranular cracking and dimples. The reason for the
intergranular cracking of 690 TT alloy is the TT treatment
in the manufacturing process, which makes the 690 TT
alloy grain boundary distribute a layer of continuous car-
bide M23C6, as shown in Figure 7, so it will show a certain
degree of intergranularity under tensile stress. The crack-
ing characteristics are not the appearance of intergranular
stress corrosion cracking, which can be proved by the frac-
ture in the argon atmosphere. Therefore, combined with
the stress-strain curve of Figure 3, the 690 TT alloy does
not exhibit stress corrosion characteristics in FA and
non-FA environments.

4. Discussion

The test selected a commercial FA, as well as the heat
exchange tube materials of the high-pressure heater and
steam generator in the high-temperature operation area
of a nuclear power plant: TP 439 stainless steel and 690
TT alloy. And the high-temperature slow strain rate test

(SSRT) method was used to evaluate the effect of the
FA on the stress corrosion cracking behavior of two
metal materials. The test analyzes both mechanical prop-
erties and fracture morphology. The test results show that
the fracture absorption energy of the sample is basically
the same in FA and non-FA environments, so the FA
used in the test will not significantly affect the SCC
behavior of TP 439 stainless steel and 690 TT alloy under
slow strain rate conditions within the test concentration
range.

According to the existing practical application in the sec-
ondary circuit of nuclear power, the general dosage of FA is
1-2mg/kg. This data is lower than the FA concentration used
in the experiment. That is to say, from the practical applica-
tion point of view, when the application concentration of FA
is lower than 5mg/kg, the test FA will not significantly affect
the SCC behavior of TP 439 stainless steel and 690 TT alloy
under slow strain rate conditions. Perhaps, this FA will have
an impact on the SCC behavior of TP 439 stainless steel and
690 TT alloy, so the value of 5mg/kg has not reached the
threshold for this effect. This requires further research.

SEM HV: 30.00 kV
SEM MAG: 80 x

WD: 16.90 mm
Del: SE 500 𝜇m

VEGAM TESCAN

Digital microscopy imaging

(a) Overview

SEM HV: 30.00 kV
SEM MAG: 1.00 kx

WD: 10.51 mm
Del: SE 50 𝜇m

VEGAM TESCAN

Digital microscopy imaging

(b) Central area

SEM HV: 30.00 kV
SEM MAG: 1.00 kx

WD: 10.53 mm
Del: SE 50 𝜇m

VEGAM TESCAN

Digital microscopy imaging

(c) Marginal zone

SEM HV: 30.00 kV
SEM MAG: 1.00 kx

WD: 10.42 mm
Del: SE 50 𝜇m

VEGAM TESCAN

Digital microscopy imaging

(d) Marginal zone

Figure 7: The fracture morphologies for TP 439 SS after SSRT in argon atmosphere.
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200 𝜇m EHT = 20.00 kV
WD = 16.2 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:04:05Mag = 40 X

(a) Overview

10 𝜇m EHT = 20.00 kV
WD = 15.5 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:21:53Mag = 1.00 K X

(b) Central area

10 𝜇m EHT = 20.00 kV
WD = 15.8 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:24:17Mag = 1.00 K X

(c) Marginal zone

10 𝜇m EHT = 20.00 kV
WD = 15.5 mm

Signal A = SE2 Date: 15 Apr 2020
Time: 14:21:53Mag = 1.00 K X

(d) Marginal zone

Figure 8: High temperature SSRT test fracture of 690 TT in the environment with FA.

200 𝜇m EHT = 20.00 kV
WD = 16.2 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:05:25Mag = 40 X

(a) Overview

10 𝜇m EHT = 20.00 kV
WD = 15.7 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:35:45Mag = 1.00 K X

(b) Central area

10 𝜇m EHT = 20.00 kV
WD = 16.0 mm

Signal A = SE2 Date: 10 Apr 2020
Time: 14:32:54Mag = 1.00 K X

(c) Marginal zone

2 𝜇m EHT = 20.00 kV
WD = 16.0 mm

Signal A = SE2 Date: 15 Apr 2020
Time: 14:32:05Mag = 2.00 K X

(d) Marginal zone

Figure 9: High temperature SSRT test fracture of 690 TT in the environment without FA.
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5. Conclusion

The test adopted the SSRT method. Under the environment
of 5mg/kg FA, SCC evaluation was carried out on two mate-
rials of TP 439 stainless steel and 690 TT alloy. The test
results indicated that:

(1) Under the condition of slow strain rate, the stress
corrosion behavior of the two materials is relatively
consistent in the two environments of FA and non-
FA, and neither shows obvious stress corrosion
sensitivity

(2) Under the test conditions, the FA (<5mg/kg) will not
significantly affect the SCC behavior of TP 439 stain-
less steel and 690 TT alloy under the condition of
slow strain rate

(3) In actual application, the general dosage of FA is 1-
2mg/kg. This data is lower than the FA concentra-
tion used in the experiment. Therefore, there is no
need to worry about the obvious impact on the SCC
behavior of TP 439 stainless steel and 690 TT alloy

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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Thin-walled curved box beam structures especially rectangular members are widely used in mechanical and architectural structures
and other engineering fields because of their high strength-to-weight ratios. In this paper, we present experimental and theoretical
analysis methods for the static analysis of thin-walled curved rectangular-box beams under in-plane bending based on 11 feature
deformation modes. As to the numerical investigations, we explored the convergence and accuracy analysis by normal finite
element analysis, higher-order assumed strain plane element, deep collocation method element, and inverse finite element
method, respectively. The out-of-plane and in-plane characteristic deformation vector modes derived by the theoretical formula
are superimposed by transforming the axial, tangential, and the normal deformation values into scalar tensile and compression
amounts. A one-dimensional deformation experimental test theory is first proposed, formulating the specific contributions of
various deformation modes. In this way, the magnitude and trend of the influence of each low-order deformation mode on the
distortion and warping in the actual deformation are determined, and the significance of distortion and warping in the actual
curved beams subjected to the in-plane loads is verified. This study strengthens the deformation theory of rectangular box-type
thin-walled curved beams under in-plane bending, thus providing a reference for analyzing the mechanical properties of curved-
beam structures.

1. Introduction

Because of their high strength-to-weight ratios, the curved
beam members and particularly those with rectangular
cross-sections are widely used in mechanical engineering
and building structures. This geometry is the first choice for
engineering applications when working in the direction of a
fixed load. However, studies of the accuracy of the strength
and deformation of thin-walled curved beams have mainly
considered the distortion and warping of thin-walled curved
beam structures and the complexity of other factors, causing
difficulties in obtaining the mechanical properties of thin-
walled curved beam structures. The earliest research on
thin-walled beams [1] began with Vlasov, while Dabrowski
expanded into thin-walled curved beam theory [2]. The anal-
ysis of the beam by Y.Y. Kim and J.H. Kim (1999,2000) is
accurate in that deformation is mainly caused by distortion
and warping [3, 4], which increases the accuracy of the anal-
ysis of the curved beam. Y. Kim and Y.Y. Kim analyzed the

one-dimensional high-order theory of the in-plane thin-
walled curved box beam under the action of in-plane loading
[5, 6]. Zhang et al. proposed a new finite element method
which is considering eight cross-sectional deformation
modes [7–9]. This requires the introduction of a section fea-
ture deformation described by a high-order function, that is,
a high-order feature deformation. The strain values of the
deformed configuration were calculated in terms of the dis-
placement values and the initial curvature by Afnani et al.
[10]. Fazlali et al. presented an analytical solution for the
elastic-plastic pure bending of a linear kinematic-hardening
curved beam with a rectangular cross-section [11].

However, previous literature has made assumptions
regarding deformation theory, the rigidity of the section,
and the effect of curvature, in the above articles on thin-
walled curved beams, whether in finite-element analysis, lin-
ear viscoelastic analysis [12], one-dimensional high-order
theory [13], or cross-section deformation mode analysis
[14, 15]. In theoretical analysis, the analysis is always
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predictive, regardless of its accuracy. Thus, current analysis
lack analytical methods based on actual experimental data.

As to the finite element analysis factors of plane problems
on beam structures, accuracy and convergency are the most
important issues among them. In one of the most recent
works in the fields of assumed strain elements, Rezaiee-
Pajand published some numerical articles [16–21] related to
high-order strains, which expanded the authors’ general view
of numerical analysis.

Some researchers studied the surrogate of FEM by deep
learning, which mainly trains the deep neural networks from
datasets obtained from FEM. Hongwei Guo et al. [22] pro-
posed a deep collocation method (DCM) for thin plate bend-
ing problems, which predicted maximum transverse with
increasing layers is studied in order to show the convergence
of deep collocation method in solving the plate bending
problem. E. Samaniego et al. [23] explore the possibility of
using a Deep Neural Network- (DNN-) based solver for Par-
tial Differential Equations (PDEs). Solving them is a crucial
step towards a precise knowledge of the behavior of natural
and engineered systems.

To enable shape sensing analyses of beam structures
undergoing bending deformation, Marco Gherlone et al.
demonstrated that the recently presented iFEM for beam is
reliable when experimentally measured strains are used as
input data [24, 25]. Adnan Kefal developed a new eight-
node curved inverse-shell (iCS8) element based on iFEM
methodology, in which the high accuracy and practical utility
of the iCS8 element are demonstrated for different cylindrical
marine structures through examining coarse iCS8 discretiza-
tions with dense and sparse sensor deployments [26–29].

In this paper, we present experimental and theoretical
analysis methods for the static analysis of a thin-walled
curved rectangular box beam under in-plane bending based
on 11 feature deformation modes. The experimental method
for measuring the actual deformation of each section in a
curved beam structure is proposed, using a one-
dimensional deformation experimental test theory. Numeri-
cal investigations is explored the convergence and accuracy
analysis by normal finite element analysis, higher-order
assumed strain plane element, deep collocation method ele-
ment, and inverse finite element method, respectively. The
out-of-plane and in-plane characteristic deformation modes
derived in the formula are superimposed by transforming
the axial, tangential, and normal deformation values into ten-
sile and compression components. The one-dimensional
deformation experimental test theory is first proposed, for-
mulating the specific contributions of various deformation
modes. In this way, the magnitude and trend of the influence
of each low-order deformation, distortion, and warping
mode on the actual deformation are determined, and the sig-
nificance of distortion and warping in actual curved beams
subjected to in-plane loads is verified. This theory can be
used in cases where it is difficult to measure and apply the
measurement of the deformation distribution of various elas-
tomer materials and structures to better understand the
mechanical properties of the structure. The actual influence
of distortion and warping in high-order deformation on
deformation is reflected by actual data and a predictive curve.

The low-order and high-order deformation modes of the box
curved beam subjected to an in-plane load are thus obtained.

2. Theoretical Analysis

The geometrical dimensions of the thin-walled curved box
beam shown in Figure1 include ρ, Φ, and y, where ρ is the
radial coordinate, Φ is the angular coordinate starting from
the fixed end, and y is the ordinate. The height and width
of the thin-walled curved beam structure are h and b, respec-
tively, and the thicknesses of the wall are t1 and t2, respec-
tively. The cantilever beam structure of the thin-walled
curved beam mechanism is fixed at one end, and the load is
applied to the other free end. The load in the plane comprises
the tangential force T , radial force V , and in-plane bending
moment M.

In order to determine the contour displacement field, the
cross-section analysis of the thin-walled curved rectangular
box beam is utilized. Firstly, research on all deformations of
the predecessors is performed, and the high-order deforma-
tion is extracted by removing the low-order deformation
components from the deformation [9]. A feature deforma-
tion is identified, and its shape function is defined to elimi-
nate the influence of that feature deformation in the next
function mode. The shape function of the section deforma-
tion and the wall envelope area are iterated. Eleven feature
deformations are identified, in which the deformations 1st,
2nd, 3rd, 7th, 8th, and 9th are low-order deformation modes;
the 4th, 5th, and 6th are high-order deformation modes of in-
plane distortion, and 10th and 11th are high-order warping
deformation modes.

According to the Timoshenko theory, the six low-order
deformations include the translational displacement of the
section by torsion, axial expansion, and rotational displace-
ment about the x- and the y-axis. Modes 4th-6th are thus tor-
sional distortion, uniaxial symmetric bending distortion, and
biaxial symmetric bending distortion; modes 10th and 11th
are torsional warping and bending warping, respectively, in
the out-of-plane high-order deformation.

The actual deformation of the cross-section of all thin-
walled curved rectangular box beams is the superposition of
vectors of the above low- and high-order deformations [5].
The low- and high-order deformations are composed of
axial, tangential, and normal components. By superimposing
the out-of-plane and in-plane deformations, this study
experimentally determines the actual deformation of the sec-
tion via only tension and compression components. The axial
deformation of the wall is perpendicular to the cross-section,
with the negative value perpendicular to downward face,
meaning that tension is positive. As for the normal and tan-
gential deformation, the outer contour of the siding is posi-
tive, and the inside of the contour is negative. The
deformation vectors of the above three directions are
extracted into scalar deformation types in a unified plane
by tension and compression. The out-of-plane deformation
by modes 7th-11th is thus transformed to an in-plane scalar
form, as shown in Figure2, which can be superimposed with
the deformation vectors 1st-6th to determine the actual
deformation of any point on the wall.
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In order to obtain the in-plane section deformation func-
tion of the thin-walled curved box beam, it is necessary to
consider the eleven types of section deformation modes listed
in the previous section (as shown in Figure 3). We consider
the four walls of the rectangular section of the box beam
are as the research objects, to accurately calculate the expres-
sions of various deformed shape functions. As shown in Fig-
ure1, the thin-walled curved box beam is subjected to in-
plane radial loading. The deformation is not symmetrical
about y because of the curvature. This deformation can be
decomposed into symmetric, asymmetric, and high-order
modes, namely, low-order and high-order modes.

A local coordinate system of the wall, as shown in Fig-
ure4, is established, in which n and s represent the normal
and tangential directions, respectively.

The deformation expression χbðϕÞ of the contour dis-
placement component of the rectangular section of the
curved beam [7] can be expressed as

unj sj, ϕ
� �

= ψ
χb
nj sj
� �

χb ϕð Þ, ð1Þ

usj sj, ϕ
� �

= ψ
χb
sj sj
� �

χb ϕð Þ, ð2Þ

uϕj sj, ϕ
� �

= ψ
χb
ϕj sj
� �

χb ϕð Þ: ð3Þ

ψ
χb
r j ðsjÞ represents the shape function of the wall of the

beam and is used to describe the shape of the line in the pro-
file of the section; j indicates the jth wall, r is the direction of
the deformation in the section wall, such as r = n, s, φ,
respectively, for the normal, tangential, and radial directions.
χb denotes the generalized displacement of a point on the
midline of the section, which is used to describe the ampli-
tude variation of the in-plane and out-of-plane feature defor-
mations along the axis.

The load of the analyzed curved beam is the in-plane
bending load, while ignoring the unloading effect and shear
lag. An approximate shape function must be derived using
a one-quarter or one-half model of the entire section model.
Because both the geometry and the external load are curved
by the inner plane, the curvature is symmetric about the
two axes of the hollow rectangular section.

Three orthogonal displacement components are used to
represent the displacement of the point ðα, sÞ on the midline
of the section at time t: the axial component ~ur , the tangential
component ~vr , and the normal component ~wr , in which the
three displacement components are along the coordinate
axis ðα, s, nÞ direction is positive. The three displacement
components can be expressed in the form of the sum of finite
terms by modal superposition method, namely,

~ur α, s ; tð Þ = 〠
11

i=1
χri α ; tð Þφri sð Þ, ð4Þ

~vr α, s ; tð Þ = 〠
11

i=1
χri α ; tð Þψri sð Þ, ð5Þ

~wr α, s ; tð Þ = 〠
11

i=1
χri α ; tð Þϕri sð Þ, ð6Þ

where χriðα ; tÞ represents the generalized displacement of a
point ðα, sÞ on the midline of the section at time t, which is
used to describe the amplitude change of the in-plane and
out-of-plane characteristic deformation along the axis; while
φriðsÞ, ψriðsÞ, and ϕriðsÞ also known as generalized coordi-
nates, it is used to describe the shape change of the section
along the center line of the section profile. Considering the
influence of the axial and tangential displacement due to
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Figure 1: Geometry and coordinate system for cantilevered thin-walled curved box beam subjected to external loads.
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Figure 2: Cross-sectional deformation modes from out-of-plane into in-plane.
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the deflection of the wall, the three-dimensional displace-
ment component vector is obtained from the two-
dimensional displacement component vector expressed as

xr =HrXr , ð7Þ

where 2D displacement component vector Xr obtained by
Equation(7), 3D displacement component vector xr and con-
version matrix Hr expressed as

xr = ur α, s, n ; tð Þvr α, s, n ; tð Þvr α, s, n ; tð Þwr α, s, n ; tð Þ½ �T ,
ð8Þ

Hr =

1 0 −n
∂

ρ∂α

0 1 −n
∂
∂s

0 0 1

2
666664

3
777775

T

, ð9Þ

Xr = ~ur α, s, n ; tð Þ ~vr α, s, n ; tð Þ ~wr α, s, n ; tð Þ½ �T :
ð10Þ

Kirchhoff’s hypothesis on bending problem is adopted
for the strain field and stress field: straight line hypothesis,
namely, the thickness is constant; the normal stress on the
midplane is much smaller than the other stress component
hypothesis, and the midplane has no expansion and contrac-
tion assumption. At the same time, using linear elastic consti-
tutive relationship expressed as

σr = Erεr , ð11Þ

where σr represents stress component column vector, εr rep-
resents strain component column vector, which could be
obtained easily according to the geometric equations and
matrix expressions, while it should be noted the constitutive
matrix Er in the plane stress is expressed as

Er =
E1 0 E1ν

0 G 0
E1ν 0 E1

2
664

3
775, ð12Þ

E1 =
E

1 − ν2
, ð13Þ

G = E
2 1 + νð Þ , ð14Þ

where E, and G represent the Young’s modulus and shear
modulus of the material, respectively; ν represents the Pois-
son constant.

The kinematic equation of the curved beam segment is
established by the energy method, it is necessary to determine
the strain energy, external force potential energy, and kinetic
energy of the structure; the strain energy of a curved beam is
express as

U = 1
2

ð ð
εr

TσrdAdz, ð15Þ

where the two integrations are performed on the integration
space of the beam axis direction and the cross-sectional area,

1 2 3 4 5 6

(a)

7 8 9 10 11

(b)

Figure 3: Cross-sectional deformation modes of a thin-walled rectangular beam.
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respectively, regardless of nonlinear factors; the external
force potential energy of the beam is express as

UP = −
ð ð

xrTprdAdz−
ð ð

xrTqrdΩ
� �

n=−tr/2
dz

−
ð

xrT�σr
� �z=z2

z=z1
dA,

ð16Þ

where z1 and z2 represent axial coordinates at both ends of
the beam ðz1 < z2Þ; Ω represents integral space of the s coor-
dinate along the midline of the section; p is the force
sequence vector of the body distribution acting on the middle
surface; and q is the force sequence vector of the surface dis-
tribution acting on the beam surface; �σr is the vector of force
series acting on the cross section of the beam. In which the
first integral range refers to the integral space of the beam
axis direction and the cross-sectional area, the second inte-
gral range refers to the integral space of the cross-sectional
area and the integral space of the s-coordinate along the cen-
ter line of the section, and the third integral range refers to
the direction of the beam axis. The kinetic energy is expressed
as

T = 1
2

ð ð ∂urT
∂t

Ψr
THr

TηHrΨr
∂ur
∂t

dAdz: ð17Þ

The Hamilton principle and Lagrange function are used
to derive the kinematic differential equation of the curved
beam. The Hamilton principle can be expressed as

δH = δ
ðt2
t1

Ldt, ð18Þ

where H represents Hamilton and L represents Lagrange
function.

L = T −U −UP: ð19Þ

3. Numerical Investigations

3.1. Finite Element Analysis. A full model representation
includes supports and loading, in which the top end of the
beam are totally restrained at the position of φ = 0°, acting
as fixed supports, and a point load is applied at the free end
of the beam; this load will create a moment under total loads
of 300N and 1000N and the forces applied at the position of
φ = 90° along the y-axis. Analysis is carried out by linearly
increasing the load from zero to a maximum value given by
the expected total capacity of the structure, whose model is
meshed into thin shell elements having the material parame-
ters of E = 200MPa. Finite model is meshed into 809 ele-
ments and 2046 nodes with thin shell element, which the
results obtained under the load of 1000N in shown in
Figure5.

Generally speaking, the field variable selection is the most
important step in finite element technology. Obviously, the
accuracy of this approximation depends on the interpolation
function assigned to the element. Different types of mathe-

matical functions can be used to express these functions.
However, one of the most stable forms is a polynomial basis
of degree P :

P P = x y x2 xy y2 ⋯ yP
� �

~a, ð20Þ

~a = ai1ai2 ⋯½ �T : ð21Þ

The approximation field consists of two main parts: (a)
interpolation function—the order of this function deter-
mines the accuracy and speed of convergence to achieve a
precise response. The degree of convergence and sustainabil-
ity gradient depends on the degree of P . (b) Additional car-
rier—according to the formula method, its definition is
different. In some formulas based on displacement, it is called
a degree of freedom vector. In the displacement field method,
these parameters are obtained by various methods, but in the
natural assumed strain method, these strain states are based
on the application of a series of optimal criteria to reduce
the stress, according to the degree of freedom and derived
from the distribution of geometric shapes. The number of
degrees of freedom required. The most commonly used best
criteria are balance and compatibility equations. In addition
to forcing a minimum energy level to the finite element,
applying balance can also increase the convergence speed of
the resulting element.

3.2. Higher-Order Assumed Strain Plane Element. The tradi-
tional plane element analysis needs to be divided into a very
fine mesh to get accurate results, and the convergence speed
is too slow. In order to improve the convergence speed and
accuracy of finite element analysis for planar elements, in this
paper, we adopted a new robust membrane finite element for
the analysis of plane problems proposed by Rezaiee-Pajand,
which has triangular geometry with four nodes and 11
degrees of freedom for the element, in which each of the three
vertex nodes has three degrees of freedom, two displace-
ments, and one drilling. The fourth node that is located
inside the element has only two translational degrees of free-
dom. Three different meshes are used to analyze this struc-
ture, namely, 1 × 6, 2 × 12, and 4 × 24. These mesh styles
are named based on the number of quadrilateral elements
used in them. Of note, to analyze using triangular elements,
each quadrilateral element is divided into two triangular
elements.

In order to compare the convergence rate and accuracy of
various element types, tip deflection of the curved beam
under applied load was computed, which proposed element
in the analysis of curved structures; a thin curved cantilever
beam loaded by a transverse load at its free end is analyzed.
The beam is made of the elastic material with a modulus of
elasticity and Poisson’s ratio equal to 107 and 0.25, respec-
tively, and its inner radius and thickness are 4.12 and 0.1 unit.
The beam is analyzed by three different mesh and the results
of vertical displacement of the structural tip are listed in
Table 1. The near-exact value is reported by Choo et al.
(2006) is equal to 0.08734 [30]. The convergence curves for
different elements are depicted in Figure6.
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As shown in Table 1, the tip deflection values of element
analysis with different mesh densities from 1 × 6 to 2 × 12
and 4 × 24 can be seen that the convergence of the triangular
elements is significant; in the triangular element, the conver-
gence speed and accuracy of the triangular element with 4
nodes and 10 degrees of freedom are better than the elements
with 5 nodes and 10 degrees of freedom and 7 nodes and 10
degrees of freedom, besides the element with 6 nodes and 10
degrees of freedom (all translational degrees of freedom, no
rotational degrees of freedom) excluded for high order
analysis.

Even the obtained results show that triangular plane ele-
ments with four-node and 11 degree of freedoms [31] per-
form better than the other elements shown in Figure7. All
of the above, as to finite plane element analysis of the curved
beam structures, the triangular element with 4 nodes and 11

degrees of freedom has fast convergence speed and high anal-
ysis accuracy.

3.3. Deep Collocation Method. This deep collocation method
can be seen as a truly mesh-free method without the need of
background grids.

This section introduces the deep collocation method used
to solve the Kirchhoff board bending problem. This method
is a widely used method to find the numerical solutions of
normal, partial differential, and integral equations. Among
the control theories, it is a popular method for trajectory
optimization. Usually, a set of randomly distributed points
(also called collocation points) is used to represent the
required trajectory, which minimizes the loss function while
satisfying a set of constraints. The collocationmethod is often
relatively insensitive to instability and is a feasible method for
training deep neural networks.

First, the collocation point is expressed as a discretized
physical domain. Another set of collocation points is used
to discretize the boundary conditions. Then, the feed forward
deep neural network [23] is used to approximate the lateral
deflection w. Therefore, a loss function can be constructed
to find optimal hyperparameters by approximating the
boundary conditions to the minimization of the governing
equations. The purpose of this section is to seek a series of
approximate deflection parameters to minimize the loss
function (θ). If the function value is small, the approximate
deflection value is very close to the value that satisfies the
driving equation. The thin plate bending problem solved by
the deep collocation method can be simplified into an opti-
mization problem. In the deep learning Tensorflow frame-
work, various optimizers are used. One of the most widely
used optimization methods is the Adam optimization algo-
rithm, which is also used in the numerical research of this
article. The idea is to decrease at the collocation point xi,

A: Static structural
Figure
Type: Equivalent elastic strain
Unit: mm/mm
Time: 1
2018/12/29 11:29

0.00024109 Max
0.00021431
0.00018753
0.00016075
0.00013398
0.0001072
8.0419e-5
5.3641e-5
2.6862e-5
8.4088e-8 Min

0.00 300.00

150.00 450.00

600.00 (mm)

Z

Y

X

Figure 5: Finite element analysis of curved beam structure under load.

Table 1: Normalized tip deflection of the thin curved beam.

Mesh density 1 × 6 2 × 12 4 × 24
Element
type

Node
Degree of
freedom

Normalized deflection

Quadrilateral elements

RY-Q10 5 10 -0.08901 -0.08844 -0.08846

RY-Q14D 5 14 -0.08748 -0.08898 -0.08925

RY-Q18 9 18 -0.08745 -0.08840 -0.08850

Triangular elements

RGR-T10 5 10 -0.06305 -0.08493 -0.08609

RGR-
T11D

7 11 -0.08291 -0.08434 -0.08691

RGR-
T10D

4 10 -0.06486 -0.08501 -0.08650

Standard reference value is 0.08734∗
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using the Adam-based learning rate αi, and then the process
in Equation (22) is repeated until a convergence criterion is
satisfied.

θi+1 = θi + αi∇θL xi ; θð Þ, ð22Þ

where ∇ is commonly called biharmonic operator.
For the clamped load situation, a deep feedforward neu-

ral network with increased layers and neurons was studied
to verify the convergence of the scheme. First, the maximum
center deflection is shown in Table 2, which is calculated for
the number of different layers and neurons and compared
with Timoshenko’s exact solution shown in Figure8. The
result of deep collection is the most consistent with the exact
solution. However, for a neural network with a single hidden
layer, even with 60 neurons, the result is not very accurate. As
the number of neurons increases, the results are indeed more

accurate for neural networks with a single hidden layer. This
can be observed for the other two hidden layer types. In addi-
tion, as the number of hidden layers increases, the result is
much more accurate than that of a single hidden layer neural
network.

3.4. Inverse Finite Element Method. The Timoshenko beam
theory is adopted, and the discretization using the C0 contin-
uous inverse element is adopted through the variational prin-
ciple. The three-dimensional displacement field of the beam
structure is reconstructed under the condition of ensuring
the least squares compatibility between the measured strain
and the strain interpolated by the inverse element. Then,
describe the experimental setup. Thin-walled cantilever
beams bear different static and dynamic loads. First, the mea-
sured surface strain is used as input data for shape sensing
through a single inverse element. For the same test case, more
and more inverse elements are also used to study conver-
gence. Then, compare the deflection recovered by iFEM with
the deflection measured experimentally. For static loads, the
accuracy and convergence of iFEM measurement errors are
proved.
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–0.10

–0.09

–0.08

–0.07

–0.06

–0.05

D
efl

ec
tio

n

Mesh density

RY-Q10
RY-Q14D
RY-Q18

RGR-T10
RGR-T10D 
RGR-T11D

Figure 6: Convergence of the normalized tip deflection of the thin curved beam.
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Figure 7: Four-node triangular element with incomplete second-
order strain field.

Table 2: Maximum deflection predicted by deep collocation
method.

Clamped square
plate

Predicted maximum deflection

Number of hidden
layers

20
neurons

30
neurons

40
neurons

50
neurons

1 0.860568 1.152175 1.195843 1.24987

2 1.257226 1.257759 1.265145 1.261974

3 1.26178 1.260374 1.261743 1.258893

Exact solution is 1.260000∗
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As an example to illustrate the analysis of convergence
and accuracy under the shape sensing of the inverse finite ele-
ment method. Under the condition of tip force in static test-
ing, one end is fully constrained, and the free end is loaded.
The analysis of the working conditions under the load condi-
tion evaluates the accuracy of the solution by predicting the
percentage difference of the displacement and the rotation
relative to the experimentally measured rotation. The per-
centage difference is defined as the relative error between

the predicted value of the end deflection and the actual mea-
sured value. It mainly analyzes the change value caused by
the number of inverse elements. For all load conditions and
using any strain gauge configuration considered, the end
deflection predicted by iFEM. The difference with the mea-
sured value meets the error requirement range.

As shown in Figure 9, more and more inverse elements
obtained the end displacement results under load conditions.
All elements are distributed with strain gauges corresponding
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Figure 8: The relative deflection with varying hidden layers and neurons.

0 4 8 12 16

–8

–6

–4

–2

Re
lat

iv
e d

efl
ec

tio
n

Number of inverse elements

C1
C2

C3
C4

Figure 9: Relative tip deflection in iFEM-predicted of different strain gauges arrangement. C1: six strain gauges in one axial location; C2: six
strain gauges in two axial locations; C3: eight strain gauges in two axial locations; C4: eight strain gauges in three axial locations.
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to each curve. As the number of antielements increases, the
percentage difference in the predicted iFEM deflection will
converge to a value less than 6%. Each input strain is
obtained by linear fitting to three different values. When
using fitted strain data, the main advantage of applying the
fitting process to the original data is that a large number of
inverse elements can be used to discretize the frame members
without the need to obtain additional data. In this case, it is
advantageous to use higher fidelity discretization for the
iFEM model. Generally, the number of antielements to be
used is related to the complexity of the applied load and the
expected structural deformation. Using the fitted data, the
results obtained by using different strain gauge configura-
tions will converge to almost the same value. At the same
time, the more strain gauges, the higher the convergence effi-
ciency. At the same time, the strain gauges are distributed at
the most, with the same amount of strain. The more the
instrument is distributed, the faster the convergence effi-
ciency. Therefore, as the iFEM algorithm, in discretization
applications, more strain gauges should be used, and they
should be evenly distributed in each position of the structure,
which will help the convergence speed and achieve the accu-
rate value faster.

4. Experimental Investigation

4.1. Test Specimens. The curved plates of the curved beam
structure are formed by bending two flat plates to have a cer-
tain radius of curvature and then welding them with the
upper and lower flat plates. At this point, the two curved
plates are marked before bending. A butt-welded square
box cross-sectional shape is used in the curved beams. Each
wall plate is composed of Q235 (235MPa) normal strength
steel, and the steel plate with a thickness of 2.2mm is
flame-cut.

The beam is of width b = 120mm, height h = 150mm,
wall thickness t = 2:2mm, section radius of centerline R = 1
m, and central angle φ = 90°. The experimental sample struc-
ture is welded from four Q235-grade steel plates to form a
thin-walled curved beam; it was stored at rest for half a year
after welding. In order to prevent the influence of uniqueness
on the data, four samples with the samematerials and param-
eters were tested. To research the properties of a thin-walled
curved box beam, the fixed end fully and rigidly constrained
by a rigid plate. The in-plane load V is applied as a radial load
of 1000N, and the load direction is as shown in Figure10.

4.2. Specimen Labeling. The mark number of each detection
point is ijk as shown in Figure 11, where i represents the sec-
tion of the central axis of the curved beam section with the
point O as the origin, and curve PQ is the central axis of
the section of the thin-walled curved box beam i = 1, 2, 3, 4,
and 5, with point P as the reference point, according to the
angle Φi of Φ1 = 1:72°, Φ2 = 22:5°, Φ3 = 45°, Φ4 = 67:5°, and
Φ5 = 88:28°, as shown in Figure 9, respectively. To ensure
the test points are evenly distributed, the angle between the
1th and 5th sections is defined by the necessary distance of
20mm to the end to avoid the welding position; point P of
the section is the constraint position.

Point Q represents the loading position, as shown in Fig-
ure12, j represents the jth wall of the ith section, which has
four walls.

A indicates the wall of the outer diameter, and the other
wall plates are arranged in clockwise order, with wall plate
B located below, C at the inner diameter, and D above, k rep-
resents the position of the axially arranged resistance strain
gauge where the jth wall of the i section is located; each wall
has three positions in every section, for a total of 12 positions
in each section. k = 1 is the starting test point, the other test
points are arranged clockwise, where the o’clock position rel-
ative to the edge of the wall is e = 20mm in order to avoid the
welding position of the end, point 2 is the center position of
each wall, and points 3 and 1 are symmetric about point 2
(as shown in Figure 13).

Strain gauges were attached to each of the 60 positions of
the five sections on each of the four curved beam samples,
and the strain values at each position were tested by a
DH3820 high-speed static strain analysis system.

4.3. Test Results. The four sets of experimental data are sim-
ilar. The results shown in Figure14 show the strain value
amplified by 2 × 106, because the experimental strain values
are otherwise too small to see. The deformation diagram of
positions 1-5 in the cross-section are shown in the figure.
The shapes are formed by the strain values at the 12 test loca-
tions on each section; the thick solid line is the deformed
shape, while the double dotted line is the nondeformed
shape. The thin red solid line represents the strain value used
to test the deformation change of the k point for this position;
the shape is determined by this parameter. Because the
experimental process can only measure the tensile or com-
pressive strain of the test point at the test point itself, it is
impossible to measure the strain at a certain position by in-
plane deformation or out-of-plane deformation.

Therefore, in the experiment, the nondeformed cross-
sectional outline is set to a positive value as the tensile strain,
and the negative value is the compressive strain inward,
formed as shown in the figure. As shown in Figure15, com-
pared with the experiment, the theoretical analysis has a
small error, within the allowable range, and mutually verified
its accuracy.

5. One-Dimensional Deformation Experimental
Test Theory

The strain value of each position of each wall of each section
measured by the experimental method is scalar and com-
posed of the axial, normal, and tangential strains. Although
the actual deformation on the theoretical level is formed by
distortion and warping in the low- and high-order deforma-
tion, the influence of the various deformation forms on the
actual deformation must be determined. This study proposes
an experimental test theory, which first calculates the expres-
sions of various deformation modes in the axial, normal, and
tangential components and then uses the undetermined coef-
ficient method to calculate the influence coefficient χbðϕÞ of
the various deformation modes. By substituting this coeffi-
cient into the formulas of low-order, distortion, and warping
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effects, the respective influences are obtained, and the distri-
bution of the test points at each position of the curved beam
is used to infer the distribution of the entire curved beam. It
thus can be determined whether there is any shape deforma-
tion effect that can be ignored.

uT sj, ϕ
� �

= uL sj, ϕ
� �

+ uD sj, ϕ
� �

+ uW sj, ϕ
� �

: ð23Þ

The one-dimensional deformation effect formula for the
thin-walled curved rectangular box beam is shown in Equa-
tion (23), where uL is the low-order effect and uD and uW
are the effects of distortion and warping, respectively.

The low-order effect indicates six kinds of deformation
mode in Equation (16), where ψ

χb
L is a low-order shape func-

tion matrix concluding the six basic low-order deformation
modes, while χL

b is a low-order influence coefficient matrix.

Equation (17) illustrates the distortion effect, where ψ
χb
D and

χD
b represent the distortion effect shape function matrix and

the distortion influence coefficient matrix, respectively, and
the distortion types include bending and torsional distortion.

For the warping influence equation,ψ
χb
Wand χW

b represent
the warping function matrix and warping influence coeffi-
cients matrix, respectively, and the warping forms include
two types of bending and torsion warping as shown in
Equation(18).

Low-order effect:

uL sj, ϕ
� �

= ψ
χb
L sð ÞχL

b , ð24Þ

χL
b = χL

b1, χL
b2, χL

b3, χL
b7, χL

b8, χL
b9

� �
, ð25Þ

ψ
χb
L sð Þ = ψ

χb
n1 sð Þ, ψχb

n2 sð Þ, ψχb
n3 sð Þ, ψχb

φ7 sð Þ, ψχb
φ8 sð Þ, ψχb

φ9 sð Þ� �T
:

ð26Þ
Distortion effect:

uD sj, ϕ
� �

= ψ
χb
D sð ÞχD

b , ð27Þ

χD
b = χD

b5, χD
b6

� �
, ð28Þ

ψ
χb
D sð Þ = ψ

χb
n5 sð Þ, ψχb

n6 sð Þ� �T
: ð29Þ

Warping effect:

uW sj, ϕ
� �

= ψ
χb
W sð ÞχW

b , ð30Þ

χW
b = χW

b10, χW
b11

� �
, ð31Þ

ψ
χb
W sð Þ = ψ

χb
n10 sð Þ, ψχb

n11 sð Þ� �T
: ð32Þ
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This theory can be used in cases where it is difficult to
measure the feature deformation modes, and it is impossible
to distinguish between the out-of-plane and in-plane defor-
mation modes. At the same time, the theory can be applied
to the measurement of the deformation distribution of vari-
ous elastomer materials and structures, to better understand
the mechanical properties of the structure.

5.1. Derivation of Deformation Function Expression

5.1.1. Derivation of Low-Order Shape Function Expression.
The deformation of the lower-order features can cause the
main deformation of the section, which is the main deforma-
tion feature. The six low-order deformations include transla-
tional displacement by torsion, axial expansion, and rotation
of the section about the x-axis and the y-axis, respectively.
The characteristic deformations 1st, 2nd, and 3rd are normal
deformations, and the characteristic deformations 7th, 8th,
and 9th are axial deformations. The above deformation
modes are, respectively, used as the main forms of low-
order deformation, and the expression [1] is given by

ψ
χb
n1 sð Þ =

−1, s ∈ sAD, sAB½ Þ,
0, s ∈ sAB, sBC½ Þ,
1, s ∈ sBC , sCD½ Þ,
0, s ∈ sCD, sDA½ Þ,

8>>>>><
>>>>>:

ð33Þ

ψ
χb
n2 sð Þ =

0, s ∈ sAD, sAB½ Þ,
1, s ∈ sAB, sBC½ Þ,
0, s ∈ sBC , sCD½ Þ,
−1, s ∈ sCD, sDA½ Þ,

8>>>>><
>>>>>:

ð34Þ

ψ
χb
n3 sð Þ

− s − sADð Þ + h
2 , s ∈ sAD, sABÞ,½

− s − sABð Þ + b
2 , s ∈ sAB, sBCÞ½ ,

− s − sBCð Þ + h
2 , s ∈ sBC , sCDÞ,½

− s − sCDð Þ + b
2 , s ∈ sCD, sDAÞ½ ,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð35Þ

ψ
χb
φ7 sð Þ = 1, ð36Þ

ψ
χb
φ8 sð Þ =

−
2
h

s − sADð Þ2 + 1, s ∈ sAD, sAB½ Þ,
1, s ∈ sAB, sBC½ Þ,
2
h

s − sBCð Þ2 + 1, s ∈ sBC , sCD½ Þ,
−1, s ∈ sCD, sDA½ Þ,

8>>>>>>><
>>>>>>>:

ð37Þ

ψ
χb
φ9 sð Þ =

−1, s ∈ sAD, sAB½ Þ,
2
b

s − sABð Þ − 1, s ∈ sAB, sBC½ Þ,
1, s ∈ sBC , sCD½ Þ,

−
2
b

s − sCDð Þ + 1, s ∈ sCD, sDA½ Þ:

8>>>>>>>><
>>>>>>>>:

ð38Þ

5.1.2. Derivation of Distortion Shape Function Expression.
The high-order influence mainly comprises of the influences
of distortion and warping, which is analyzed based on Zhang
et al. [9]. The distortion is caused by the deflection of the sec-
tion wall, and the bending moment on the wall is directly
related. Because of the force of the structure of the cantilever
beam, the direction and form of each wall plate can be
inferred to infer the determine of the bending moment on
the cross-section according to the identified distortion shape
(as shown in Figure 16).

The cross-sectional dimension of the curved beam sec-
tion is much larger (>5) than the wall thickness thus satisfy-
ing the applicable range of the Euler-Bernoulli beam theory.
Therefore, the normal deformation function ψ

χb
sj ðsjÞ can be

approximated as a cubic polynomial:

ψ
χb
nj sð Þ = a3j s

3 + a2j s
2 + a1j s + a0j : ð39Þ
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Figure 12: Test section distribution in curved beam.
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Figure 13: Test location markings on the cross-section.
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The superscripts “+” and “-” indicate the approach direc-
tions of the tangential coordinates in Equation (39); aij (i = 0,
1, 2, 3, j = 5), where i denotes the power of the polynomial
and j denotes the jth shape deformation. Because the force
mode determines the curved rectangular shape, the distor-
tion type is only a single axis-symmetrical distortion type,
so j can only be equal to 5, and the Euler-Bernoulli beam the-
ory is determined by combining the geometric symmetry of
the section and the bending moment balance condition.
The other basic assumptions that must be used include:

(1) Right angles must be maintained at the junctions of
adjacent walls

(2) The lateral expansion and contraction of the wall sec-
tion can be ignored

(3) The displacement on the same wall plate can be con-
tinuously differentiated

(4) The displacement of both sides of the same node is
continuous

According to the symmetry of the deformation and load
on the x-axis, the distortion model of the section is simplified
to the half-model shown in Figure17(a). The antisymmetric
property about the y-axis is reused, and the section deforma-
tion model is further simplified to the quarter model shown
in Figure 17(b).

Figure 14: Sectional strain of each test point.
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Figure 15: Comparison of finite element analysis and experimental results of strain at various positions on curved surface of curved beam.
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Because the bending distortion is independent of the tor-
sion, the deformation characteristics are shown in Figure10,
and it is assumed that the wall is not telescopic, in order to
consider that the section has no tangential displacement
(ψ

χb
sj ðsÞ = 0). For the cubic polynomial describing the

quarter-model deformation function, the eight unknown coef-
ficients are determined according to the following conditions:

(1) According to the displacement continuity condi-
tion, the tangential displacement and the normal

displacement at the intersection of the faces A
and B must satisfy

ψ
χb
n5 sð Þ s−AB

= −ψχb
s5 sð Þ

��� ���
s+AB
, ð40Þ

ψ
χb
n5 sð Þ s+AB

= −ψχb
s5 sð Þ

��� ���
s−AB
: ð41Þ

(2) According to the bending moment balance condition
at the corner joint, the deformation on both sides is
opposite to that at the angular joint:

t31
d2ψχb

n5 sð Þ
ds2 s−AB

= t32
d2ψχb

n5 sð Þ
ds2

�����
�����
s+AB

= 0: ð42Þ

(3) According to symmetric conditions about the x-axis:

dψ
χb
n5 sð Þ
ds

�����
sAD+h/2

= 0: ð43Þ

Figure 16: The bending moment of the wall on the section.
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(4) According to the antisymmetric conditions on the y
-axis:

ψ
χb
n5 sð Þ��sAB+b/2 = 0: ð44Þ

(5) According to the assumption that the corners are
kept at right angles, the angles of the two side wall
plates are equal

dψχb
n5 sð Þ
ds s−AB

= dψχb
n5 sð Þ
ds

�����
�����
s+AB

: ð45Þ

According to the principle of normalization, the ampli-
tude of middle point of wall A shown in Figure10 is 1:

ψ
χb
n5 sð Þ��sAD+h/2 = 0: ð46Þ

The eight linear independent equations in the simulta-
neous Equation(21), and the symmetric relationships yield
the normal deformation function of the model:

ψ
χb
n5 sð Þ =

4
h3

h
2 − s + sAD

� �3
−

6
h2

h
2 − s + sAD

� �2
+ 1, s ∈ sAD, sAD + h

2

�
,

	

4
h3

s − sAD −
h
2

� �3
−

6
h2

s − sAD −
h
2

� �2
− 1, s ∈ sAD + h

2 , sAB
	 �

,

12
b2h

s − sABð Þ3 − 3
h

s − sABð Þ, s ∈ sAB, sAB +
b
2

�
,

	

−
12
b2h

b − s + sABð Þ3 + 3
h

b − s + sABð Þ, s ∈ sAB +
b
2 , sBC

�
,

	

−
4
h3

h
2 − s + sBC

� �3
+ 6
h2

h
2 − s + sBC

� �2
− 1, s ∈ sBC , sBC +

h
2

�
,

	

−
4
h3

s − sBC −
h
2

� �3
−

6
h2

s − sBC −
h
2

� �2
+ 1, s ∈ sBC +

h
2 , sCD

�
,

	

−
12
b2h

s − sCDð Þ3 + 3
h

s − sCDð Þ, s ∈ sCD, sCD + b
2

�
,

	

12
b2h

b − s + sCDð Þ3 − 3
h

b − s + sCDð Þ, s ∈ sCD + b
2 , sAD

�
:

	

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð47Þ

Because the axial deformations are orthogonal to each
other, the axial deformation becomes 0:

ψ
χb
φ5 sð Þ = 0: ð48Þ

According to the rule of strain measurement, the above
deformation is not axially deformed, that is:

ψ
χb
5 sð Þ = ψ

χb
n5 sð Þ: ð49Þ

5.1.3. Derivation of Warping Shape Function Expression.
Warping is caused by uneven expansion of the siding. Based
on the identified deformation characteristics of the charac-
teristic deformations 10 and 11, the function is approximated

by a quadratic polynomial:

ψ
χb
nj sð Þ = a2j s

2 + a1j s + a0j : ð50Þ

The coefficients in the formula are consistent with those
mentioned in the previous section and are determined by
the section deformation characteristics and geometric sym-
metry characteristics. According to the central symmetry
characteristic of the torsional warping deformation, the biax-
ial symmetry characteristic of the cross-section can be sim-
plified to solve the torsion warping model of the section to
the shape function of the half-model (shown in Figure 18).

For the half-model, the next six conditions are used as the
boundary conditions for determining the plane profile defor-
mation function of the two side wall plates of the corner
node:

(1) Because the deformations on walls A and B are,
respectively, opposed to SAand SB, the axial shape at
the symmetry point becomes 0, that is,

ψ
χb
n10 sð Þ sAD+h/2 = ψ

χb
n10 sð Þ�� ��

sAB+b/2
= 0: ð51Þ

(2) The slopes at the two points of the central symmetry
are equal, and the displacements are opposite. Taking
the two end points of the wall plate as an example,
joint continuity is assumed:

dψχb
n10 sð Þ
ds s+AD

= dψχb
n10 sð Þ
ds

�����
�����
s−AB

, ð52Þ

dψ
χb
n10 sð Þ
ds s+AB

= dψ
χb
n10 sð Þ
ds

�����
�����
s−BC

, ð53Þ

ψ
χb
n10 sð Þ sAD

= −ψχb
n10 sð Þ�� ��

sAB
, ð54Þ

ψ
χb
n10 sð Þ sAB

= −ψχb
n10 sð Þ�� ��

sBC
: ð55Þ

The six linear independent equations in the simultaneous
Equation (23) are solved and substituted into the quadratic
polynomial. The axial deformation function of the half-
model of the rectangular section:

ψ
χb
φ10 sð Þ =

−
2
h

s − sADð Þ + 1, s ∈ sAD, sAB½ Þ,
2
b

s − sABð Þ − 1, s ∈ sAB, sBC½ Þ,

−
2
h

s − sBCð Þ + 1, s ∈ sBC , sCD½ Þ,
2
b

s − sADð Þ − 1, s ∈ sCD, sDA½ Þ:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð56Þ
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According to the warping deformation characteristics
and geometric symmetry characteristics of the warping
deformation, the bending warping model of the section is
simplified to be solved by the half-model as shown in
Figure19.

According to the half-model shown in Figure20, the fol-
lowing six conditions are used as boundary conditions for
determining the plane profile function of the two side wall
plates of the corner node:

(1) The deformation on wall A is symmetrical about the
center point of wall A, and the slope of the axial
deformation function at the symmetry point is 0:

dψ
χb
φ11 sð Þ
ds

�����
sAD+h/2

= 0: ð57Þ

(2) The axial deformation of wall B is 0:

ψ
χb
φ11 sð Þ��

sAB
= 0: ð58Þ

(3) The amplitude of the center point of wall A shown in
Figure 12 is 1:

ψ
χb
φ11 sð Þ��

sAD+h/2
= 1: ð59Þ

The six linear independent equations are combined in the
joint solution, solved, and substituted in the quadratic poly-
nomial. According to the symmetry characteristics, the axial
deformation function of the model is obtained:

ψ
χb
11 sð Þ = ψ

χb
φ11 sð Þ =

−
4
h2

s − sADð Þ2 + 4
h

s − sADð Þ, s ∈ sAD, sAB½ Þ,

0, s ∈ sAB, sBC½ Þ,
4
h2

s − sBCð Þ2 − 4
h

s − sBCð Þ, s ∈ sBC , sCD½ Þ,

0, s ∈ sCD, sDA½ Þ:

8>>>>>>>><
>>>>>>>>:

ð60Þ

The above is the expression of the shape function of each
feature deformationmode. After substituting the above equa-
tion into the experimental structure, each coefficient χL

b , χ
D
b ,

and χW
b for each section is solved and returned to the original

equation to obtain the values. The effects of distortion and
warping in the low- and high-order modes under the action
of the thin-walled curved beam under the in-plane load are
clearly shown in Figure20.

6. Results

As the experimental results show, the values of 60 positions
in the walls are as shown in Table 3. The strain at the test
position of wall A is negative, that is, a compression value,
while those at the locations of wall C are positive, or tensile,
the value of 2 position approaches 0. The value of B and D
walls near wall A, that is, the 3 locations in wall B and 1 posi-
tion in wall D are positive values, that is, tensile, while the far
wall A is negative, and the value of the 2 position point is the
middle value of the 1 position point and the 3-position point
value.

Taking a typical 3-position point in wall A and 1-position
point in wall B as examples, the strain change of the entire
curved beam is represented. The value is as shown in Fig-
ure21. It also can be seen from the figure that the strain value
of locations in compression and tensile of the curved beam
are basically the same; the values decrease from the con-
strained end to the free end, which conforms to the trend
of force deformation.

Figure22 shows the results of the experimental test A3
position and the results of the one-dimensional experimental
test theory. The graph compares the actual deformation with
the low-order, distortion, and the warping effects.

The low-order effect is the main influencing factor of the
deformation which is marked by red line, and the influence
value is larger than those for distortion and warping. The
low-order effect value becomes larger and then smaller, and
the maximum value occurs at the second test point of 22.5°

which finally approach 0.
The distortion effect is mostly compression amount

which is marked by blue line, for tensile effect; the value
changes from large to small and becomes larger after
approaching 0. The maximum value also occurs at the 22.5°

test position, before decreasing again and approaching 0. In
warping marked by green line, the influence has a positive
value, that is, the tensile effect. The influence value first
changes from large to small. The minimum extreme point
also occurs near the 22.5° position; the value then increases
to the maximum extreme point at 45° test position and then
decreases until it approaches 0.

For low-order influence, the above actual deformation
value derivation and one-dimensional test theory can obtain
the deformation form and its composition. The respective
influences of various low-order characteristic deformations
under the action of in-plane loading are illustrated in Fig-
ure23, with the low-order effects obtained after calculation
uL1ðsj, ϕÞ, uL2ðsj, ϕÞ, uL3ðsj, ϕÞ, uL7ðsj, ϕÞ, uL8ðsj, ϕÞ, and uL9
ðsj, ϕÞ. The influences of the six low-order strains show that
the low-order deformation, except the ninth characteristic
deformation mode, is near 0, and the influences are smaller
than that of the ninth characteristic deformation mode. In

SBC SAB
b

hX

Y

Figure 19: Bending warping section deformation.
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the low-order deformation effect, the ninth characteristic
deformation mode has the greatest influence, which means
that the displacement clockwise along the y-axis is the largest.
This direction is consistent with the direction of load applica-
tion, which determines the low-order influence throughout

the deformation, with a trend matching the overall low-
order effect.

The first deformation mode is translation along the x
-axis, and the deformation from the constrained position to
32° along the curved beam is in the direction of the outer

+= +

(1) (2) (3)

1 2 3

7 8 9

5

11

10

Figure 20: Deformation mode and its composition.

Table 3: Variation in test deformation in the entire curved beam.

Wall
Section 1 2 3 4 5
Position 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

A

Sign

— — — — 0 — — 0 — — 0 — — 0 —

B — + + — + + — + + — + + — 0 +

C + + + + 0 + + 0 + + 0 + + 0 +

D + — — + — — + — — + — — + — —

0 20 40 60 80
0.0

–2.0

–4.0

–6.0

–8.0
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ra

in
 (%

)

Angle (°)

Location of A3
Location of B1

×10–5

Figure 21: Test deformation varies of location
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diameter along the x-axis. From this area to the load applica-
tion position, the negative direction along the x-axis is the
reverse translation of the inner diameter, and the influence
value changes from small to large. The maximum extreme
point occurs at 45° and then becomes smaller until it
approaches zero. The second characteristic deformation
mode of low-order deformation has no effect, that is, the
curved beam under the in-plane load has no translation
along the y-direction. The third and seventh deformation

modes have little influence, that is, rigid rotation along the
z-axis and the axial expansion are both negative and gradu-
ally approaching zero. Rigid rotation around the x-axis (the
eighth deformation mode) is clockwise, and the influence
value changes from large to small and finally approaches
zero.

The 10th deformation mode in the warping effect is the
torsional warping effect, and the 11th mode is the bending
warping effect. Figure24 shows that the two warping forms

0 20 40 60 80
–2.0×10–4

–1.5×10–4

–1.0×10–4

–5.0×10–5

0.0

5.0×10–5

1.0×10–4

1.5×10–4

St
ra

in
 (%

)

Angle (°)

Testing result
Low order effect

Distortion effect
Warping effect

Figure 22: Low-order, distortional, and warping effects.
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Figure 23: Six low-order effects.
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affect the curved beam under in-plane loading, the torsional
effect is greater than the bending effect, and both vary from
large to small, with the maximum extreme points occurring
at the 22.5° test point.

7. Conclusion

A new method of one-dimensional deformation experimen-
tal test theory has been proposed for calculating and judging
the contributions of low-order deformation effect and the
high-order distortion and warping effects to the actual defor-
mation of a thin-walled curved rectangular box beam under
in-plane bending loads. Because the vector of deformation
cannot be directly measured, we converted vectors in three
directions containing axial, tangential, and normal deforma-
tions into superimposable tensile and compressive amounts,
which are scalars that can be superimposed and matched
with experimental data. As to the finite element analysis of
plane problem on curved beam, four nodes triangular ele-
ment performs better property on higher accuracy and faster
convergence, then the deep collocation method element;
more neurons and hidden layers could obtain better results,
while the inverse finite element method experimentally mea-
sured strains are used as input data, in which more strain
gauges should be used. This theory can be implemented in
elastomeric materials and structures to measure the deforma-
tion distribution of various elastomer materials and struc-
tures and other mechanical properties of the structure. An
experimental test system was established to obtain the defor-
mation distribution of the entire curved beam structure at
any position. The deformation value of the entire curved
beam structure under the bending load was determined by
marking 60 test locations evenly distributed on the four walls
at five cross-sectional locations on the curved beam structure.

The significance of the distortion and warping components
in the actual deformation and the main role of low-order
deformations are verified. The magnitude and variation
trends of the eleven deformation modes are obtained; no
radial translation of the curved beam structure occurs under
in-plane bending.
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Thin plates are widely utilized in aircraft, shipbuilding, and automotive industries to meet the requirements of lightweight
components. Especially in modern shipbuilding, the thin plate structures not only meet the economic requirements of
shipbuilding but also meet the strength and rigidity requirements of the ship. However, a thin plate is less stable and prone to
destabilizing deformation in the welding process, which seriously affects the accuracy and performance of the thin plate welding
structure. Therefore, it is beneficial to predict welding deformation and residual stress before welding. In this paper, a thin plate
welding deformation and residual stress prediction model based on particle swarm optimization (PSO) and grid search(GS)
improved support vector regression (PSO-GS-SVR) is established. The welding speed, welding current, welding voltage, and
plate thickness are taken as input parameters of the improved support vector regression model, while longitudinal and
transverse deformation and residual stress are taken as corresponding outputs. To improve the prediction accuracy of the
support vector regression model, particle swarm optimization and grid search are used to optimize the parameters. The results
show that the improved support regression model can accurately evaluate the deformation and residual stress of butt welding
and has important engineering guiding significance.

1. Introduction

Welding is a process of forming permanent connection by
heating or pressing the material of the workpiece to achieve
the combination of atoms. Compared with riveted parts,
castings, and forgings, welding products have the advantages
of being lightweight, having a simple process, having low
production cost, and having strong adaptability [1]. The
welding technology is an indispensable processing method,
which is widely used in aerospace, atomic energy, electronic
technology, shipbuilding, construction, marine engineering,
transportation and machinery manufacturing, and other
industrial sectors [2–4]. Various welding deformations can
occur in ship structures due to uneven heat and cold, local
uncoordinated plastic strains, and welding residual stresses.
Welding deformation and stress are important factors that
affect the quality of hull construction and have a great impact
on the welding performance, structural strength, toughness,
aesthetics, and accuracy control of ship construction. This
phenomenon is more obvious in thin plate welding [5].

Therefore, the research on prediction and control of welding
deformation and residual stress of a thin plate has a very
important engineering application value.

With the development of numerical analysis theory, the
finite element method (FEM) has been adopted by many
studies to predict welding deformation and residual stress.
Since Ueda and Yamakawa analyzed the welding thermal
stress and residual stress of butt and fillet welds by the
thermo-elastic-plastic FEM, many researchers continued to
develop this method for calculating the temperature, residual
stress, and deformation [6]. At present, the FEM is also used
in different welded joints and simple structure welds [7–9].
Liang et al. studied the welding deformation of aluminum
alloy sheets by experiment and the TEP finite element
method. The out-of-plane deformation predicted by the
finite element method is in good agreement with the mea-
sured results [10]. Deng et al. used the finite element method
to predict the welding deformation and residual stress of a
thin plate and further investigated the influence of external
constraints on welding deformation [11–14]. Shen et al.
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derived the stress amplification factor considering the influ-
ence of the preliminary deformation of the thin plate on the
basis of the modified thick plate calculation formula. Then,
with the traditional specification of the calculation, results
were compared to verify the feasibility and effectiveness of
the formula [15, 16]. Hu et al. established a finite element
model to study the lateral bow and direction residual stress
of s690 cold-formed thin-walled steel [17].

In many cases, the deformation and residual stress are
simulated by FEM and then verified by experimental mea-
surement. However, the FEM takes a long time and requires
high computer performance and the implementation of
experimental measurement needs high condition and cost
[5]. Therefore, it is meaningful to setup a model which can
predict the deformation and residual stress before welding.
In the past decade, various forecasting models have emerged.
He and Li applied a support vector machine (SVM) to quan-
titatively evaluate the welding quality [18]. Tian and Luo
established an intelligent prediction model for welding defor-
mation of T-joint fillet weld based on combinatorial optimi-
zation algorithms [19]. Katherasan et al. adopted the artificial
neural network (ANN) algorithm to determine the approxi-
mate optimal value of welding process parameters and then
used particle swarm optimization (PSO) to optimize the pro-
cess parameters [20]. Edwin and Kumanan discussed the
application of the evolutionary fuzzy support vector regres-
sion model in welding residual stress prediction [21]. Ansar-
ipour et al. uses the ANN algorithm and multiobjective
optimization algorithm to minimize deformation and resid-
ual stress during submerged arc welding [22]. Rong et al. ana-
lyzed the influence of the weld profile on angle distortion and
predicted the angle distortion of gapless tungsten inert gas
arc weld using the neural network [23]. Mathewa et al. estab-
lished the prediction model of residual stress distribution of
austenitic stainless steel girth-welded pipe by using the artifi-
cial neural network [24]. Sagai et al. successfully used process
parameters to predict mechanical properties by using the sto-
chastic and nonlinear parallel machining neural network
model [25]. Das et al. used the machine learning algorithm
to predict the welding residual stress of stainless steel [26].
Mathew et al. used the fuzzy neural network (FNN) to predict
the welding residual stress of pressure vessels and achieved
good results [27]. Koo et al. proposed a prediction model of
residual stress in the welding area based on improved
support vector regression [28].

In this paper, the corresponding inherent deformation
and residual stress are obtained under different values of volt-
age, current, speed, and plate thickness. Based on the exper-
imental data, a prediction model of welding deformation
and residual stress of a thin plate based on particle swarm
optimization and grid search-improved support vector
regression (PSO-GS-SVR) was established. Then, the pre-
dicted results of the PSO-GS-SVR model are compared with

the experimental results. The results show that there is a high
degree of consistency between the predicted results and the
experimental measurements. The research shows that the
improved support regression model can more accurately
evaluate the welding deformation and residual stress of butt
welding than the original model.

The rest of this paper is arranged as follows. Section 2
shows that the deformation and residual stress correspond-
ing to different welding parameters are obtained by experi-
ments. Section 3 introduces the related algorithm theory. In
Section 4, an improved prediction method of support vector
regression is established. The optimized SVRmodel was eval-
uated by comparing the prediction results with the experi-
mental results, which is shown in Section 5. Finally, in
Section 6, this paper is summarized and the future research
direction is pointed out.

2. The Experimental Procedure

In this experiment, two similar V-joint planes of 300 × 150
mm plates were selected. The workpiece material is AH32,
which is high-strength steel. The chemical composition and
mechanical properties are shown in Table 1. Due to the small
welding deformation and residual stress, CO2 gas-shielded
welding is adopted, which is especially suitable for thin plate
welding. The process parameters, namely, voltage (U), cur-
rent (A), speed (S), and plate thickness (T), are varied in
the range of 25–31V, 180–210A, 5–8mm/s, and 3-6mm,
respectively. The detailed combination of the test process
parameter design is shown in Table 2. Then, the transverse
deformation and longitudinal deformation of welding are
measured by a coordinate measuring machine (CMM). The
residual stress of the workpiece was measured by X-ray
diffraction.

2.1. Measurement of Deformation. In order to accurately
measure the welding deformation value, the deformation
results of V-shaped groove components after welding were
measured by a coordinate measuring machine. The weld-
ing component is placed on the measuring platform, and
the measuring platform is used as the zero-value point of
bending deformation. Then, the transverse deformation
and longitudinal deformation are obtained by measuring
the marked measuring points on the workpiece surface
step by step. Transverse deformation is the deformation

Table 1: The chemical composition and mechanical properties of AH32.

C Mn Si S P Yield strength (MPa) Tensile strength (MPa) Elongation (%)

≤0.18 0.70~1.60 0.10~0.50 ≤0.04 ≤0.04 315 440~590 22

Table 2: Welding parameters.

Parameter Units Notation

Voltage V U 25 27 29 31

Current A I 180 190 200 210

Speed mm/s S 5 6 7 8

Plate thickness mm T 3 4 5 6
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perpendicular to the direction of the weld; longitudinal
deformation is the deformation parallel to the direction
of the weld, as shown in Figure 1(a). The deformation
measurement process is shown in Figure 1(b).

2.2. Measurement of Residual Stress. At present, there are
many methods to measure welding residual stress. According
to the different forms of residual stress measurement, it can
be divided into destructive testing and nondestructive testing
(NDT) methods [29, 30]. Nondestructive testing has been
widely used for its advantages of not damaging components,
such as magnetic measurement, ultrasonic measurement,
and X-ray diffraction measurement [31–38]. In this paper,
the ultrasonic method is selected for measurement. Because
the residual stress perpendicular to the weld direction has a
great influence on the structural strength, the point perpen-
dicular to the weld direction on the half-width line of the
workpiece is taken as the residual stress measurement point
[39, 40]. Figure 2 shows the measurement process of residual
stress.

2.3. Experimental Dataset. Through the above experimental
measurement, this study consists of 24 groups of different

experimentally measured datasets. The dataset is divided into
two parts. The left half is for the different U , I, S, and T pro-
cess parameters. The right half is the deformation values and
residual stresses corresponding to the different process
parameters. All the experimental results are shown in
Table 3.

3. The Related Algorithm Theory

3.1. Support Vector Regression. To solve the problem of pat-
tern recognition, the support vector machine (SVM) is pro-
posed by Vapnik [41]. Later, the insensitive loss function is
introduced and applied to the regression estimation of non-
linear systems, which forms support vector regression
(SVR). The basic theory of SVR is to map the dataset to a
high-dimensional space in the way of nonlinear transforma-
tion and then regress in this space to fit a continuous function
to minimize the loss function. The goal is to find an optimal
classification surface that minimizes the error of all training
data, in order to achieve better fitting performance and gen-
eralization ability for unknown samples. The SVR has many
unique advantages in solving a small sample, nonlinear,

30
0 

m
m

150 mm
Longitudinal
deformation

Transverse
deformation 

(a) (b)

Figure 1: Welding deformation measurement. (a) Longitudinal and transverse deformation. (b) Experimental measurements.

Emission wave

LCR receiving wave

Figure 2: Measurement process of residual stress.
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high-dimensional pattern recognition, and so on. It has been
gradually applied to the prediction of welding deformation
and residual stress. The learning ability and generalization
ability of SVR are determined by the regularization coeffi-
cient C and the related parameters of kernel function. The
basic model is as follows [42]:

f xð Þ = ω ⋅ φ xð Þ + b, ð1Þ

where φðxÞ represents the nonlinear mapping of the input
sample space to the feature space, ω is the weight coefficient,
and b is the offset term. The loss function is obtained by
minimizing ω and b.

R xð Þ = 1
2 ωk k2 + C 〠

l

i=1
μi ξi + ξi ′
� � !

, ð2Þ

bound by formula (3) as follows:

f xið Þ − yi ≤ ε + ξi ′,
yi − f xið Þ ≤ ε + ξi,
ξi, ξi ′ ≥ 0,
 i = 1, 2,⋯, l,

8>>>>><
>>>>>:

ð3Þ

where l represents the total of training data, C denotes the
regularization coefficient, ε is the insensitive coefficient, ξi
and ξi ′ are the relaxation variables, and ð1/2Þkωk2 is the
confidence risk of the model. The SVR model is as follows:

f xð Þ = 〠
l

i=1
ai − ai ′
� �

K x, xið Þ + b, ð4Þ

where the coefficient ai − ai ′ is not equal to zero and is solved
using the quadratic planning technique, the corresponding
training data vectors are called support vectors, and Kðx, xiÞ
is the kernel function.

For different kernel functions, the types and quantities of
parameters that need to be determined are different. Since the
RBF kernel function has the advantages of less parameters
and nonlinear prediction, the RBF function is selected as
the kernel function of the SVR regression model. The expres-
sion of the RBF kernel function is shown in formula (5) as
follows:

K x, xið Þ = exp −
x − xikk
2g2

� �
, ð5Þ

Table 3: Experimental results.

Experiment
number

Voltage
(V)

Current
(A)

Speed
(mm/s)

Plate thickness
(mm)

Transverse
deformation(mm)

Longitudinal
deformation (mm)

Residual stress
(MPa)

1 25 180 5 3 0.531 0.441 61.35

2 25 190 6 4 0.445 0.403 69.78

3 25 200 7 5 0.372 0.344 79.67

4 25 210 8 6 0.313 0.283 217.08

5 27 180 6 5 0.441 0.463 65.78

6 27 190 5 6 0.398 0.421 62.23

7 27 200 8 3 0.341 0.354 117.36

8 27 210 7 4 0.372 0.333 76.27

9 29 180 7 6 0.476 0.461 265.80

10 29 190 8 5 0.455 0.411 183.03

11 29 200 5 4 0.539 0.431 70.23

12 29 210 6 3 0.518 0.386 84.98

13 31 180 8 4 0.493 0.463 89.23

14 31 190 7 3 0.548 0.454 62.82

15 31 200 6 6 0.536 0.401 283.97

16 31 210 5 5 0.579 0.385 143.63

17 25 190 5 3 0.523 0.412 89.67

18 25 210 7 3 0.329 0.312 119.90

19 27 180 8 4 0.413 0.423 92.27

20 27 200 7 4 0.402 0.373 81.89

21 29 180 5 5 0.461 0.489 74.56

22 29 210 7 5 0.440 0.345 158.02

23 31 190 8 6 0.530 0.414 325.09

24 31 210 6 6 0.535 0.368 260.82

4 Scanning



where g is the width parameter of the RBF kernel function, x
is any input sample vector, and xi is the center of the Gauss-
ian RBF kernel function.

Therefore, it is important to find the optimal regulariza-
tion parameter C and the width of kernel function g.

3.2. Particle Swarm Optimization. Particle swarm optimiza-
tion (PSO), developed by Kennedy and Eberhart, is an evolu-
tionary computing technology derived from the study of bird
predation behavior [43]. Particle swarm optimization (PSO)
has a faster convergence speed and less adjustable parame-
ters, so it is easy to implement. Therefore, it is often used in
combination with other algorithms to optimize parameters.
The specific algorithm flow is as follows:

Step 1. Initialize the particle swarm optimization. Set the
maximum iteration number, the maximum velocity of
particles vmax, the position of the space xi, the particle swarm
optimization modulus N , and the initial flight speed vi.

Step 2. Define the moderation function. First, calculate the
adaptation value for each particle and find the individual
optimal solution from it. Then, the global optimal value of
a group is found from the individual optimal solution.
Finally, the global optimal value is compared with the histor-
ical global optimal value and updated.

Step 3. The velocity and position of particles are updated as
shown in formula (6) as follows:

vi = ω ∗ vi + c1 ∗ r1 ∗ i pid − xið Þ
+ c2 ∗ r1 ∗ pgd − xi

� �
, i = 1, 2,⋯,N ,

xi = x + vi, i = 1, 2,⋯,N , ð6Þ

where c1, c2 is the learning factor, ω is the inertia factor, r1,
r2 ∈ ð0, 1Þ is the random value, pid is the particle local optimal
position, and pgd is the global optimal position.

Step 4. If the global optimal solution position satisfies the
minimum limit or reaches the maximum iteration number,
it will be the output to the particle with optimal fitness.

Because particle swarm optimization has the advantages
of good global search ability, fast convergence speed, and less
adjustable parameters, it can find the most suitable regulari-
zation parameters C and RBF parameter g of SVR more
quickly and efficiently.

3.3. Grid Search. Grid search (GS) is widely used in support
vector machines for parameter search optimization [44]. It
can perform comprehensive search in parallel, and its com-
putational complexity is very prominent. Since the RBF func-
tion is chosen as the kernel function of SVR, only the optimal
values of C and g had to be determined. This method maps
all combinations of these two parameters to a 3D grid, and
then, solves all solutions and obtains the optimal combina-

tion. Finally, the groups of C and g with the highest predic-
tion accuracy of cross-validation of the training set are
selected as the optimal parameter combination.

4. The SVR Model Improved by the PSO and GS

In this paper, an improved SVR model is proposed by
exploiting the advantages of particle swarm optimization
and grid search. In the early stage of the algorithm, the parti-
cle swarm optimization (PSO) is used for fast rough search in
a large range, and then, the population optimal solution (not
necessarily the global optimal one) is found. Taking the opti-
mal solution of the population as the initial position, the
coordinate system grid of relevant parameters is established,
and then, the grid search (GS) is used to search a small step
between the initial positions of a small cell, which can avoid
a large number of previous invalid operations. In this paper,
an improved support vector regression (PSO-GS-SVR)
deformation prediction model is developed to predict the
weld deformation and residual stresses in butt joints with
weld speed, weld current, weld voltage, and plate thickness
as inputs. The improved support vector regression prediction
model consists of three main steps, namely, data preprocess-
ing, prediction model implementation, and resultant predic-
tion validation. The main flow of the proposed PSO-GS-SVR
model is shown in Figure 3.

Data normalization processing

Sample data

Determine training data and
testing data 

RBF is selected as the kernel function
of SVR 

Determine the initial parameters of
particle swarm optimization algorithm 

The optimal solution is (C, g)POS

Taking (C, g)POS as the search center of
 grid search algorithm, a smaller

parameter search range is redetermined

The optimal solution is (C, g)GS, and the
improved model is established in SVR 

Verification of the prediction results of the model 

Figure 3: The main flow of the PSO-GS-SVR model.

5Scanning



4.1. Data Preprocessing

4.1.1. Data Normalization Processing. In order to eliminate
the difference between dimensions, the sample data is nor-
malized and mapped to ½0, 1�; the formula is as follows:

�x = x − xmin
xmax − xmin

: ð7Þ

4.1.2. Data Classification. The first 16 groups of data in
Table 1 are used as training data, and the remaining 8 groups
of data are used as test data.

4.2. Implementation of the Model. The main implementation
steps are as follows:

(1) Set initial boundary conditions. Particle swarm
optimization (PSO) is used to optimize the width
g and regularization coefficient C of the kernel
function. The parameters involved include popula-
tion size m, inertia weight w, acceleration constants

c1 and c2, maximum velocity Vmax, and maximum
algebra Gmax. It is determined that the population
number is 20 and the population derivation algebra
is 100. Because this is the first fast search, the
search interval of parameter C can be set a little
larger. Select the interval of two parameters as a
learning factor. After all the preparatory work is
completed, the first parameter optimization process
can be started

(2) After getting the optimal parameters of PSO, it is
marked as ð3:151, 0:624ÞPOS. According to the opti-
mal parameters, the grid of the coordinate system is
established with the parameters as the central starting
point and the second fine mesh search of the small
step length is carried out. Since the step size of tradi-
tional grid search method is generally 0.1, the step
size is set to 0.05 in the small step fine search. Set
the inter cell as ½2−4, 24�. After a small step search,
the optimal solution is obtained as shown in
Figure 4, which is recorded as ð3:732, 0:144Þms
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Figure 4: Result chart of refined parameter selection. (a) Contour map. (b) 3D view plot.
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(3) The optimal parameters are substituted into the SVR
model and its kernel function to establish the predic-
tion model of improved support vector regression

5. Results and Discussion

In this section, the particle swarm optimization (PSO) and
grid search(GS) optimized SVR model was evaluated by

comparing the prediction results with the experimental
results. Meanwhile, the accuracy of the optimized SVRmodel
and the nonoptimized SVR model is also compared.

The prediction results of welding deformation and resid-
ual stress are shown in Figures 5 and 6, respectively. Among
them, the black “■” is the training data predicted by the PSO-
GS-SVR model, the red “●” represents training sample data
predicted by the SVR model, the blue “▲” stands for the
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Figure 5: Comparison of predicted and experimental deformation values. (a) Transverse deformation. (b) Longitudinal deformation.
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training data of experimental measurement, the green “▼”
means the testing data predicted by the PSO-GS-SVR mode,
the violet “◆” denotes the testing data predicted by the SVR
model, and the yellow “◀” indicates the testing data of exper-
imental measurement. When the PSO-GS-SVR model is
used, there is a small difference between the predicted values
of weld deformation (as shown in Figure 5) and residual
stress (as shown in Figure 6) and the experimental values.
Conversely, the predictions of the SVR model are more inac-
curate. In conclusion, the proposed PSO-GS-SVR model can
improve the prediction accuracy.

In order to further evaluate the prediction performance
of the model, we choose three indexes: coefficient of determi-
nation (R2), mean absolute percentage error (MAPE), and
mean square error (MSE). These formulas are as follows:

R2 = ∑n
i=1 y∧i − �yið Þ2
∑n

i−1 yi − �yið Þ2 ,

MAPE = 1
n
〠
n

i=1

ŷi − yi
yi

����
����

� �
× 100%,

MSE = 1
n
〠
n

i=1
yi − y∧ið Þ2,

ð8Þ

where ŷi and yi denote the predicted values and the experi-
mental values and �yi represents the mean value of experi-
mental data. n is the number of samples.

The statistical results shown in Table 4 give the R2,
MAPE, and MSE of deformation and residual stress. Com-
bined with Figures 5 and 6, the two models are consistent
with the overall trend of experimental data. However, further
comparison between R2, MAPE, and MSE shows that the
PSO-GS-SVR model is superior to the SVR model in all three
indicators, no matter the testing data or training data. The
coefficient of determination approaches is close to 1, indicat-
ing a very high degree of a match existing between the pre-
dicted values and experimental values. The value of MSE
can evaluate the change degree of data. The MSE value tends
to be 0, which means that the prediction model has good
accuracy. The MAPE value is very small, indicating that the
model is stable. Therefore, the proposed PSO-GS-SVR model
is feasible to predict the deformation and residual stress of
butt welding of thin plates.

6. Conclusion

This paper studies the development of particle swarm opti-
mization and grid search-optimized SVR model for welding
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Figure 6: Comparison of predicted and experimental residual stress values.

Table 4: Prediction performance evaluation of the PSO-GS-SVR model.

Transverse deformation Longitudinal deformation Residual stress
R2 MAPE (%) MSE R2 MAPE (%) MSE R2 MAPE (%) MSE

PSO-GS-SVR
Training 0.9931 0.5324 0.00001 0.9911 1.1496 0.00005 0.9967 1.9183 6.2346

Testing 0.9677 1.2437 0.00004 0.9763 2.2527 0.00014 0.9745 4.3015 32.3187

SVR
Training 0.9281 1.5391 0.00010 0.9450 3.7545 0.00023 0.9809 2.2783 11.4254

Testing 0.8619 4.2559 0.00044 0.9064 5.8612 0.00043 0.8939 9.9153 115.3360
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deformation and residual stress of butt joint sheets, and the
conclusion is as follows:

(1) The improved support vector regression model was
developed for the prediction of welding deformation
and residual stress of butt welding

(2) The transverse deformation, longitudinal deforma-
tion, and residual stress corresponding to different
values of welding voltage, welding current, welding
speed, and plate thickness were measured by
experiments

(3) The experimentally obtained measurements are used
to train the particle swarm and grid search-improved
support vector machine model, which can predict the
weld deformation and residual stress well. The results
show that the PSO-GS-SVR model has excellent gen-
eralization capability

(4) Through the comparison of the three indicators, the
PSO-GS-SVR model has better prediction accuracy
than the SVR. It provides an effective method to pre-
dict welding deformation and residual stress of a thin
plate

The current research object is simple butt welding. Con-
sidering the diversity of welded joints, our next research work
is deformation prediction of a complex welding structure.
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A fatigue life prediction model with multiaxis load is proposed. The model introduces a new effective cyclic parameter, equivalent
stress on the critical surface, to modify the Suntech model. The new damage parameters are not related to empirical constants,
hence more applicable for practical application in engineering. The multiaxis fatigue test was carried out with high-strength
aluminum alloy 7075-T651, and the multiaxis fatigue life prediction of the test piece was conducted with the finite element
software. The experiment result shows that the model proposed is effective for predicting the fatigue life under multiaxis load.

1. Establishment of Multiaxis Fatigue Life
Prediction Model

Most mechanical equipment and engineering structural parts
run in a complex multidimensional stress state practically.
Even if they are under a uniaxial load, the local area is still in
themultiaxis stress state due to their complex geometric shape
[1]. The interaction of multiaxial stress is the main reason for
the fatigue failure of mechanical equipment and structural
parts. Therefore, it is of great value to study the multiaxis
fatigue life prediction method. To date, a variety of multiaxis
fatigue life prediction models [2–6] has been proposed. How-
ever, suffering from the limited experiment conditions, the
complexity of loading form, and the diversity of materials
[7], all the aboveworks are not able to predictmultiaxis fatigue
life under different loading conditions accurately [8].

The current multiaxial fatigue life prediction mostly
adopts the critical plane method, which uses the maximum
strain shear plane as the damage plane of the material. The
maximum shear strain γmax and the normal strain εn on the
plane are considered to contribute to the fatigue damage of
the material. The critical plane method is used to predict
the multiaxis fatigue life. When there is a phase difference
between the tensile strain and the shear strain of a material
or object, that is, when it is subjected to nonproportional
loading, the strain principal axis of the material or object will

periodically change with the cyclical change of the loading.
The cyclical change of the strain principal axis results in that
the shear strain and the normal strain on the critical plane
cannot reach the maximum simultaneously, which leads to
the additional strengthening effect of the material. Studies
show that the bigger the phase difference angle between the
tensile and torsional stresses is, the more prominent the addi-
tional effect of the strengthening is while the lower the fatigue
life of the material is. Reference [9] proposed a new parame-
ter, the normal strain, which considers that the magnitude of
the normal strain amplitude between the two maximum
shear strain return points is an important factor affecting
the fatigue crack propagation, and meanwhile, the normal
strain range can better describe the nonproportional cycle
additional hardening effect of the material under the fatigue
life of the phenomenon and provided the following multiaxis
fatigue damage parameter model as follows:

εeq
2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε∗2nð Þ + 1

3
Δγmax
2

� �2
s

=
σf′
E

2Nf

� �b + εf′ 2Nf

� �c, ð1Þ

where the normal strain equation

ε∗n = 0:5 × εn 1 + cos φð Þ: ð2Þ
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When the equivalent strains have the same values but
the ratio of shear strain to normal strains is different, the
normal strain of the material varies with the phase angle,
as shown in Figure 1. Figure 1 reveals the roughly positive
correlation between the phase difference angle and the nor-
mal strain of the material, and the strain change is obviously
larger. More detailedly, the normal strain of the material is
not monotonically increasing in the range, but with the
increase of the phase difference angle, it increases first and
then decreases, and therefore, normal strain is not very good
to describe the additional stiffening effect of the material at
low strain rates.

Figure 2 depicts the relationship between the equivalent
strain calculated from the Suntech model and the phase
difference angle under the condition that the standard devia-
tion of shear strain and positive strain is 0.4% and the ratio of
shear strain to normal strain is different. When the phase
difference angle increases, the Suntech model damage
parameter also increases.

However, according to Figure 1, the normal strain of the
damage parameter does not increase with the rise of the
phase difference angle at the low strain ratio. Therefore, the
model cannot describe the multiaxis fatigue life well under
the low strain ratio. From the microscopic point of view,
the fatigue crack usually occurs in the local plastic zone of
the slip zone. The fatigue crack growth is the polymerization
process along the crack tip shear zone. The normal strain and
the normal stress on the crack surface make this polymeriza-
tion accelerate, contributing to the growth of fatigue crack, so
it should be considered that the normal strain and normal
stress have effect on fatigue damage accumulation. When
the equivalent strain of the material is the same size while
the loading method is different, the fatigue life of the material
will have some differences. Correspondingly, as a multiaxis
fatigue damage parameter, only the equivalent strain
combined with the shear strain and the normal strain on
the critical plane has some limitations.

Therefore, in the multiaxis fatigue loading process,
besides the contribution of strain on fatigue damage, the crit-
ical surface of the stress, to a certain extent, accelerates the
formation and expansion of fatigue cracks. So, the multiaxis
fatigue life prediction should consider the impact of not only
strain on fatigue damage but also critical surface stress. The
stress on the critical plane can be obtained by the Osgood-
Ramberg equation:

Δεeq
2 =

Δσeq
2E +

Δεeq

2K ′

� �1/n′
, ð3Þ

where K ′ is the cyclic strength factor and n′ is the cyclic
strain hardening factor.

Figure 3 depicts the relationship between the equivalent
stress on the critical plane and the phase difference angle
under the condition that the standard deviation of shear
strain and positive strain is 0.4% and the ratio of shear strain
to normal strain is different. The equivalent stress and the
retard angle on the critical plane show a monotonically
increasing relationship under the condition that the strain

0.16

0.14

0.12

0.1

0.08

N
or

m
al

 st
ra

in
 ra

ng
e (

%
)

0.06

0.04

0.02
0 20 40

Phase angle (𝜑°)
60 80

𝜆 = 3

𝜆 = 32

𝜆 = 3/2

Figure 1: Relationship between normal strain range and phase
angle.

0.23

0.22

0.21

0.2

0.19

Eq
ui

va
le

nt
 st

ra
in

 (%
)

0.18

0.17
0 20 40

Phase angle (𝜑°)
60 80

𝜆 = 3

𝜆 = 32

𝜆 = 3/2

Figure 2: The relationship between the equivalent strain and phase
angle of the model.

170

160

150

140

130

Eq
ui

va
le

nt
 st

re
ss

 (M
Pa

)

120
0 20 40

Phase angle (𝜑°)
60 80

𝜆 = 3

𝜆 = 32

𝜆 = 3/2

Figure 3: The relationship between equivalent stress and phase
angle in critical plane.

2 Scanning



ratio is different and reach the maximum value in 900 non-
proportional loading, which is in accordance with the actual
fatigue life, with the fact that the phase difference angle
decreases. Comparing with Figure 2, the equivalent stress
on the critical plane is used to describe the effect of the non-
proportional additional effect on the multiaxial fatigue life.

In this paper, based on the existing multiaxis fatigue life
prediction model, considering the different loading condi-
tions, the equivalent stress on the critical plane is used to
describe the nonproportional additional effect, and a new
multiaxis fatigue life prediction model

Δσeq
Δεeq
2 = 1 + υeð Þ

σf
′

� �2

E
2Nf

� �2b + 1 + υp
� �

σf′εf′ 2Nf

� �b+c,
ð4Þ

where Nf is fatigue life, σf
′ is fatigue strength coefficient, εf′ is

fatigue ductility coefficient, b is fatigue strength index, and c
is the fatigue ductility index.

The material parameters of Equation (4) can be obtained
by the uniaxial fatigue test. It is also possible to estimate the
fatigue material constants by means of the relevant manual
and literature, which can be used to estimate the multiaxis
fatigue life.

2. Multiaxis Fatigue Test

2.1. Experimental Materials. High-strength aluminum alloy
7075-T651 was employed as the study object, the chemical
composition and fatigue properties of which are shown in
Tables 1 and 2.

2.2. Experimental Equipment. Fatigue tests were carried out
on two different fatigue testing machines, depending on the
loading method. The uniaxial tensile fatigue test was carried
out on an MTS-50Kg fatigue tester. In the MTS-858 is the
pull-twist composite load fatigue test. Figure 4(a) is MTS-
50KN, and Figure 4(b) is the MTS-858 electrohydraulic servo
fatigue test system.

2.3. Specimen Shape. The test piece is made of bar nuts, and
the notch is a circular groove with a radius of 1mm at the
center of the specimen. The specific shape and dimensions
of the specimen are shown in Figure 5. In order to eliminate
cutting marks generated in the machining process and the
aluminum surface’s protective film, the surface of the bar
was polished using fine sandpaper before the test.

2.4. Experimental Results. The loading of the material during
the test and the detailed experimental results are shown in
Table 3.

Detected by the Hitachi SU1500 scanning electron
microscope [10, 11], the resolution of the scanning electron
microscope is 50μm and 200μm, respectively, and the results
are shown in Figures 6(a)–6(d).

3. Finite Element Simulation

It is overcomplicated to calculate the stress and strain state of
the notched using the theoretical formula. In order to obtain
the stress and strain state of the material quickly and effec-
tively, the finite element analysis software is used to solve
the problem. In order to make the simulation closer to the
test conditions, the effective distance of the finite element
model is set to 20mm to match the effective length of the
extensometer during the test. At the same time, for the con-
venience of loading, a 2mm long rigid body is established
at the right end of the model, and the tensile and torsional
state of the finite element model is realized by loading on
the rigid body. When meshing, the two-dimensional grid is
firstly meshed and then rotated to generate a three-
dimensional grid. The grid is divided as shown in Figure 7,
where there are 30565 nodes in the range. The number of
units is 15504, by which the purple part of the elastic modu-
lus takes 108MPa, its default for the rigid body.

The finite element analysis method is used to simulate
the loading condition under the experimental conditions,
and the stress and strain states at the point of danger and
the corresponding damage parameter are obtained as shown
in Table 4.

As Table 4 shows, in the case of proportional and unidi-
rectional loading, the risk point of the specimen is the same
node. Under nonproportional loading conditions, the risk
of the specimen is transferred to the other nodes in the
notch position.

The results show that the damage parameters recorded in
Table 4 are brought into the multiaxial fatigue life prediction
model, and the multiaxial fatigue life of the missing parts
under different loading conditions is obtained. The results
of the prediction are shown in Figure 8.

Figure 8 describes the relationship between the predicted
life of the notch and the experimental life, where the most
solid line represents the case where the test result is consis-
tent with the predicted result. The two solid lines on the edge
indicate that the predicted result is different from the exper-
imental result, times the error factor. As can be seen from

Table 1: Chemical composition of 7075 aluminum alloys (mass fraction %).

Zn Mg Cu Cr Fe Si Mn Ni Al

5.1-6.1 2.1-2.9 1.2-2.0 0.180-28 ≤0.50 ≤0.40 ≤0.30 ≤0.05 Margin

Table 2: Uniaxial tensile fatigue properties of materials.

σf
′ (MPa) b εf′ c K ′ n′

1576 -0.1609 0.1575 -0.6842 747 0.0597
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the figure, the prediction results are 70% (7) located within
twice the error factor; the prediction accuracy is higher. At
the same time, the predicted life is basically higher than

the experimental life. The reason may be that the actual
stress in the sample gap is much more concentrated than
in the ideal model.

(a)

(a)

(b)

(b)

Figure 4: Electrohydraulic servo fatigue testing machine.
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Figure 5: Schematic diagram showing the shape and size of fatigue specimen.

Table 3: Fatigue results of notch pieces.

Specimen number
Loading conditions

Phase angle (φ0) Life NfStretch (kN) Twist (N∗m)

1-1 5.5 0 0 12455

1-2 5.6 0 0 10240

1-3 5.8 0 0 6152

1-4 6.0 0 0 4056

1-5 6.2 0 0 3485

1-6 6.5 0 0 2545

2-1 3.5 10 0 2854

2-2 3.0 9 0 4218

2-3 3.5 10 90 1524

2-4 3.0 9 90 2058
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Figure 6: Scanning electron microscopy.
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Figure 7: Finite element grid.

Table 4: Stress and strain states of the specimen at the point of
danger.

Number
Dangerous

node number
Stress
(MPa)

Strain
(%)

Shear
strain
(%)

Damage
amount

1-1 175 336.577 0.5612 0.1554 1.913

1-2 175 342.679 0.5714 0.1582 1.983

1-3 175 354.936 0.5918 0.1639 2.127

1-4 175 367.175 0.6122 0.1695 2.2764

1-5 175 379.414 0.6326 0.1752 2.40

1-6 175 397.773 0.6632 0.1836 2.674

2-1 175 415.377 0.3571 0.8156 2.455

2-2 175 374.979 0.3265 0.7336 20.1

2-3 18791 355.91 0.357 0.8165 2.86

2-4 18791 319.189 0.306 0.7336 2.376
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Figure 8: Life prediction results for missing parts.
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4. Results

(1) The results show that the normal strain on the critical
plane cannot reflect the effect of the nonproportional
cycle additional strengthening effect on the fatigue
life under the low strain ratio

(2) The new model of life prediction and experimental
results of the comparison show that the new multi-
axis life prediction model has a better prediction
accuracy. The multiaxis fatigue life prediction model
established in this paper is free of empirical constants
and is easy to be used in engineering
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The isothermal oxidation behavior of 17Cr-0.85Si-0.5Nb-1.2Cu ferritic stainless steel in air was studied from 850°C to 1050°C by
analyzing its weight gain after oxidation. The kinetic curves were plotted using the oxidation weight-gain data, and the
structure, surface morphology, and element distribution of the oxide films were analyzed by XRD, SEM, and EDS. The results
showed that the oxidation kinetics curves at 850°C and 950°C followed a parabolic law, and a continuous and dense oxide film
composed of Cr2O3 and MnCr2O4, FeCr2O4, and Cu-Cr rich spinel was formed, which reveals that the steel displayed good
oxidation resistance. When the temperature was increased to 1050°C, the oxidation kinetics curves gradually changed from
parabolic to linear after 40 h exposure, which indicated that the oxidation resistance significantly worsened. A lower oxidation
resistance was observed at 1050°C due to the formation of a large amount of Fe2O3 on the surface and the volatilization of the
inner Cr2O3 layer.

1. Introduction

The materials used in automotive exhaust systems require
high strength, good oxidation resistance, and satisfactory
corrosion resistance because they are working in complex
environments where includes cyclic oxidation and conden-
sate corrosion [1–4]. Austenitic stainless steels are widely
used to manufacture the hot-end parts of automobile exhaust
systems, but in recent years, they have been gradually
replaced by ferritic stainless steels due to their lower cost,
smaller thermal expansion, and better high-temperature
strength. Ferritic stainless steels have become one of the most
promising candidates for use in exhaust manifolds [5–8].

As a relatively cheap alloying element, Cu added to Nb-
bearing ferritic stainless steels are expected to greatly improve
both strength and corrosion resistance; thus, Cu-Nb alloyed
ferritic stainless steels have received great attention as a
potential material for the hot-end parts of automotive exhaust
systems [9–13]. For example, Kobayashi et al. [9, 10] investi-

gated the effect of Nb addition on the aging precipitation
behavior of 18%Cr-1.5%Cu ferritic stainless steel and proved
that solute Nb atoms delayed the formation of Cu-rich regions
and the coarsening of Cu particles in the steel. Ota et al. [11]
studied the thermal fatigue properties of 15%-21% Cr ferritic
stainless steel with various Cu and Nb contents. Guo et al.
[12] reported that the combination of Cu and Nb improved
the corrosion resistance of ferritic stainless steel in sulfuric acid
solution.

High-temperature oxidation resistance is one of the
important indicators for evaluating the performance of
automotive exhaust pipe materials. Moreover, improving
the oxidation property is significant to expand the applica-
tion range for ferritic stainless steels after all. Sun et al. [14]
studied the high-temperature cyclic oxidation behavior of
1Cr17 ferritic stainless steel in air and found the oxidation
kinetic curves followed a parabolic law. Wei et al. [2]
reported the influence of W and Ce on the oxidation behav-
ior of ferritic stainless steel at 950-1100°C and indicated that
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the addition of W and Ce improved the density and adhesion
of the oxide film, which increased the oxidation resistance.
However, when the amount of W exceeded 1.0wt.%, exfolia-
tion of the oxide film was accelerated, leading to an increased
oxidation rate. In addition, Chen et al. [15] investigated the
oxidation of 441 ferritic stainless steel at 900-1050°C under a
simulating automobile exhaust condition, and the results
showed that the maximum service temperature is about
900°C, and the oxide film displayed a stratified structure com-
prised of a Mn-Cr spinel layer and a Cr2O3 layer. However,
studies focusing on the oxidation mechanism of Cu-Nb
alloyed ferritic stainless steel at high temperatures have not
been reported yet. Thus, in this work, the high-temperature
oxidation behavior of 17Cr-0.85Si-0.5Nb-1.2Cu ferritic
stainless steel, a candidate material for automotive exhaust
manifolds, was studied at 850°C, 950°C, and 1050°C in air,
and the corresponding oxidation mechanism was proposed.

2. Materials and Methods

The material used in this work was 17Cr-0.85Si-0.5Nb-1.2Cu
ferritic stainless steel, and the chemical composition is shown
in Table 1. The steel was first hot-rolled to 10mm and then
annealed at 1100°C for 30min, followed by water cooling.
After that, specimens with sizes of 20mm × 15mm × 1:5
mm for the oxidation experiments were polished with SiC
water-abrasive papers up to 1200 grit, washed with ethanol,
and dried in a vacuum drying oven at 150°C.

Specimens that calcined to a constant weight were placed
in the alumina crucibles, respectively, and stood against the
inner wall of the crucible at a certain angle to ensure com-
plete contact with air during the experiment. A box-type
resistance heating furnace was used to perform continuous
isothermal oxidation tests at 850°C, 950°C, and 1050°C, for
5 h, 12 h, 20 h, 40 h, 70 h, 100 h, and 140h. Cover each cruci-
ble with a pot immediately after taking it out to avoid errors
that might cause by the oxide film falling out during the cool-
ing process. Each crucible and specimen group was weighed
after air cooling, and the weight changes and oxidation rates
were calculated to plot the oxidation kinetics curves. The
composition of the oxide film was analyzed by X-ray diffrac-
tion (XRD, D-MAXIIA), with a scanning range of 20°-100°,
with a Cu Ka radiation source and parameters of 40 kV and
40mA. The surface and cross-section morphology and ele-
mental composition of the oxide scale were analyzed by scan-
ning electron microscopy (SEM, Gemini supra40) equipped
with energy-dispersive X-ray spectroscopy (EDS).

3. Results and Discussion

3.1. Microstructure of Specimens. An optical micrograph of
the steel after annealing at 1100°C for 30min is shown in
Figure 1(a), which reveals a typical equiaxed ferritic struc-
ture. The average grain size was measured to be 85 ± 5 μm,
and a small number of precipitated particles were observed
in the grains and at the grain boundaries (Figure 1(b)). These
precipitated particles were analyzed by EDS, and the results
are shown in Figure 1(c). It indicates that these precipitates

were residual Nb-containing compounds which have been
reported by many references [16–21].

3.2. Oxidation Kinetics. Figure 2 shows the oxidation weight
gain curves of the studied steel at different temperatures. The
weight gain gradually increased as the test temperature
increased. At 850°C and 950°C, the weight gain curves followed
a parabolic law, which indicated that the oxidation reaction was
mainly controlled by elemental diffusion [22, 23]. Generally,
Equation (1) can be used to describe the parabolic oxidation
kinetics and is defined as [24]:

W2 = kt, ð1Þ

whereW is the oxidation weight gain in mgcm-2, k is the oxi-
dation rate constant in mg2 cm-4 s-1, and t is the oxidation time
in s. As we all know, the premise of the parabolic law is that
there are no defects in the oxide film or at the oxide/matrix
interface. However, after long-term oxidation during actual
oxidation tests, cracks and other defects may form in the oxide
scale, which will cause the oxidation kinetics law to deviate
from the classic parabolic law. Therefore, the formula above
can be modified as [16, 20]:

Wn = kpt, ð2Þ

where n is the index of oxidation and the value of kp is
determined by the mass gain per unit area and oxidation time.
Generally, a larger value of kp indicates a higher growth rate of
oxidation film [25–27]. The oxidation kinetics equations of the
experimental steel at 850°C and 950°C obtained from Equation
(2) are:

W1:25 = 2:92 × 10−2t 850°Cð Þ, ð3Þ

W1:52 = 6:91 × 10‐2t 950°Cð Þ: ð4Þ
In these two equations, n < 2 indicates the formation of a

loose oxide film, while the thickness of the oxide film did not
increase proportionally to the element diffusion [28]. However,
the oxidation still followed a parabolic law, indicating that the
oxide film was protective at this time. Since kp950°C > kp850°C,
the oxidation resistance of the steel at 850°C was better than
at 950°C, and the average oxidation rates at these two temper-
atures were 1:17 × 10−2 mg cm−2 h−1 and 2:05 × 10−2 mg c
m−2 h−1, respectively.

At 1050°C, the oxidation weight gain curve of the studied
steel was segmented, and the curve displayed a parabolic
shape in the first 40 h and then became linear from 40h to
140 h, which shows that the oxidation resistance of the steel
decreased rapidly. The oxidation kinetics process can be
expressed by Equation (5):

Table 1: Chemical composition of the experimental ferritic stainless
steel (wt.%).

C Si Mn Cr Nb Cu P S Fe

0.01 0.85 0.25 17.14 0.5 1.2 0.008 0.004 Bal.
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W2:17 = 0:19t, 0 ≤ t ≤ 40,
W = 2:19 × 10−2t + 0:11, 40 ≤ t ≤ 140:

(
ð5Þ

When the oxidation time was less than 40h at 1050°C, the
kp value was 0.19, which is 2.7 and 6.5 times higher than
those obtained at 850°C and 950°C, respectively. Although
the oxide film was still protective at this time, the overall
oxidation resistance was significantly lowered compared to
that at lower temperatures. When the oxidation time
exceeded 40h, the oxidation kinetics obeyed a linear law,
and the oxidation rate was no longer controlled by diffusion
processes in the oxide film but instead depended on the
chemical reaction. At this stage, severe macroscopic peeling
of the oxide film occurred, and the matrix was not completely
covered, which sharply decreased the oxidation resistance of
the steel [23, 29]. When the oxidation time reached 140h at
1050°C, the weight gain was 3.16mg/cm2, and the average
oxidation rate was 3:66 × 10−2 mg cm−2 h−1.

3.3. Characterization and Analysis of Oxide Films

3.3.1. Morphology and Surface Composition of Oxide Films.
The surface morphology of the studied steel after oxidation
at 850°C for different times is shown in Figure 3, and the
compositions of these oxides were further analyzed by
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Figure 1: Microstructures of the annealed 17Cr-0.85Si-0.5Nb-1.2Cu ferritic stainless steel: (a) optical image of microstructure; (b) SEM image
of microstructure; (c) corresponding EDS result of the precipitates in (b).

0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

20 40 60 80

W2.17 = 0.19t
R2 = 0.99

W1.52 = 6.91 × 10–2t
R2 = 0.99

W1.25 = 2.92 × 10–2t
R2 = 0.98

W = 2.19 × 10–2t + 0.11
R2 = 0.99

100
Time (h)

W
ei

gh
t g

ai
n 

(m
g·

cm
–2

)

120 140 160

950°C
1050°C

850°C
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EDS (Table 2). In the first 5h (Figure 3(a)), surface scratches
were apparent, indicating that the oxide film was very thin and
the oxidation had just begun. At this time, the oxides were
small cubes and bubble-like shapes (Figures 3(b) and 3(c)).
The cubic oxides (A1) contained Cr, O, and a small amount
of Cu, region A2 contained Cr, O, Fe, and Si, and the
bubble-like particles in region A4 were identified as Cr2O3.
No scratches were observed on the surface after 20h oxidation
(Figure 3(d)), and the size and quantity of the bubbly oxides
on the surface increased and widely covered the thin cubic
oxide film. In some areas, the bubble-like Cr2O3 oxides

gradually merged (A4 in Figure 3(e)). Sparse large agglomer-
ates and flocculent oxides (A5 in Figure 3(f)) which contained
Cr, Fe, and Cu were also observed. The oxide film was even
and compact after 70h oxidation at 850°C, and a dense spinel
oxide layer formed (Figures 3(g) and 3(h)). In addition to the
cubic and a low amount of bubbly oxides, thin needle-like
oxides (A8 in Figure 3(i)) also appeared. The cubic oxide films
in these areas showed signs of fusion, and their geometric
characteristics were not obvious. In Figure 3(h), two different
oxides, A6 and A7, contained Cr, O, and Mn, and the cubic
oxides (A6) contained more Mn, indicating that they were a
spinel phase that contained Cr and Mn [30]. Area A8 mainly
consisted of Cr, O, and a small quantity of Fe, Mn, and Cu.
When the oxidation time was lengthened to 140h
(Figures 3(j) and 3(k)), the oxide film became rougher, and
some areas collapsed after cooling. Many large spinel
particles were produced (Figure 3(l)), with many granular
oxides (A10) between them which were composed of Cr2O3,
while the large layered cubic spinel oxides (A9) were mainly
composed of Cr and Cu.

Figure 4 shows the surface morphology of the studied
steel at 950°C and 1050°C after oxidation for 140 h in air.
The surface oxide scales fell off to some degree when the time
progressed to 140h at both temperatures. It can be seen from
Figure 4(a) that when the temperature was 950°C, the thick-
ness of oxide scale was increased, and a pit-like morphology
(mainly composed of Fe, Cr, Si, and O by EDS analysis)
appeared in the area which experienced oxide film spallation.
After oxidation at 1050°C, significant scale spalling was
observed (Figure 4(b)). The remaining part of the oxide had
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Figure 3: Surface morphology of oxide films at 850°C for (a–c) 5 h, (d–f) 20 h, (g–i) 70 h, and (j–l) 140 h in air.

Table 2: EDS quantitative analysis results of the different regions in
Figure 3.

Test point
Chemical composition (at.%)

O Fe Cr Mn Cu Si

A1 65.63 — 31.25 — 3.12 —

A2 39.45 9.09 49.94 — — 1.52

A3 57.98 — 42.02 — — —

A4 47.86 — 52.14 — — —

A5 57.13 16.67 20.97 — 5.22 —

A6 34.17 — 42.77 23.06 — —

A7 43.47 — 43.87 12.66 — —

A8 50.42 8.72 30.96 6.44 3.46 —

A9 57.22 — 39.20 — 3.58 —

A10 52.55 — 47.45 — — —
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a warped edge and was poorly attached to the substrate,
indicating a significantly lower oxidation resistance. EDS
results showed that the composition of the exfoliated area
was oxides containing Mn, Cr, and Cu.

3.3.2. Phase Analysis of Oxide Films. Figure 5 presents the
XRD patterns of the oxide films obtained at different temper-
atures for 140 h. The oxidation products were similar and
were mainly composed of Fe-Cr, Cr2O3, Fe2O3, Mn3O4,
MnCr2O4, and FeCr2O4. But the intensities were different,
indicating different phase content and/or thickness. The
peaks of spinel Cu-Cr were not detected in the patterns,
because their content was too low to be detected. At
1050°C, CuMn2O4 and more Fe2O3 appeared, compared to
that at lower temperatures. The above results are both consis-
tent with the EDS analysis. In addition, it can be found that as
the temperature increased, the Cr2O3 content continued to
decrease due to the further oxidation of Cr2O3 at high
temperatures, which resulted in the formation of volatile
CrO3. According to a previous report [31], this reaction
proceeds very rapidly above 950°C, which is why Cr2O3

showed a low peak intensity at 1050°C. The XRD patterns
also showed that the Fe-Cr peaks were heightened at higher
temperatures, which could be due to severe peeling of the
oxide film, which exposed more of the matrix.

3.3.3. The Cross-Sectional Morphology of Oxide Scales. The
cross-sectional morphology of the studied steel oxidized at
950°C and 1050°C for different times is shown in Figures 6
and 7, respectively. The changes in the distribution and
concentration of O, Cr, Fe, Cu, Si, Nb, and Mn were detected.
It can be seen from the figures that the oxygen content
increased from the surface of the oxide film to the alloy
substrate, and this indicated that the film at the interface of
the substrate was denser than the surface oxide [1].

It can be seen from Figure 6(a) that when oxidized at
950°C for 12h, the oxide film was still in the preliminary for-
mation stage with a thickness of about 13.74μm. Mn was
evenly distributed throughout the entire oxide layer, but the
Cr content was greater at the oxide/steel interface. A tiny
amount of Cu was observed in the outer oxide layer, while
nearly no Fe and Nb were detected. Moreover, some Si-rich
oxides distributed sporadically near the scale/steel interface.
When the oxidation time was prolonged to 100h
(Figure 6(b)), the thickness of the oxide film increased to
19.28μm. Meanwhile, Fe began to gather near the oxide/me-
tal interface, but Fe-rich oxides were not formed continu-
ously or densely. A small amount of Cu was observed near
the outermost side of the oxide scale, which may be related
to the formation of Cu-Cr spinel oxide.

The cross-sectional element distribution of the oxide
films after different oxidation times at 1050°C is shown in
Figure 7. As the temperature increased, the oxide film gradu-
ally thickened and reached 18.75μm after 12 h (Figure 7(a)),
and the elemental distribution was significantly different
from the specimen exposed at 950°C. Si-rich oxides were
distributed near the matrix continuously, while some Nb
accumulation was scattered around them. A Fe-rich oxide
layer was formed above the original Cr-rich scale, and the
Cr-rich layer was thinner compared with that at 950°C. The
concentration of Fe throughout the entire oxide film was
significantly higher than that at 950°C, indicating that Fe
diffused through the oxide film and reacted with oxygen.
Mn was distributed evenly throughout the oxide film, and
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Figure 4: Surface morphology of oxide films formed after oxidation for 140 h in air at (a) 950°C and (b) 1050°C.
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its concentration decreased further away from the outer
layer. When the exposure time reached 100 h (Figure 7(b)),
the outermost layer was a thick Fe-rich oxide, and the layer
underneath was a Cr-rich oxide which was thicker than the
one formed at 12 h. Large cavities also appeared in the inner

Cr-rich layer, which might have resulted in the outward dif-
fusion and oxidation of Fe at the scale surface. Therefore, it
can be inferred that after being oxidized at 1050°C for
100 h, the oxide film was stratiform, and the outer layer of
the scale was composed of Fe2O3 and a tiny amount of
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Figure 7: Cross-sectional energy spectral analysis of oxide films formed during exposure at 1050°C in air: (a) for 12 h; (b) for 100 h.
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discrete CuMn2O4. The middle layer was composed of Cr2O3
together with Mn-rich spinel oxides, and the innermost layer
was SiO2.

3.4. Oxidation Mechanism

3.4.1. Oxidation Mechanism at 850°C and 950°C. According
to thermodynamic theory, the affinity between oxygen and
other elements in an alloy follows the order of
Si>Nb>Mn>Cr>Fe>Cu [2, 25, 28, 32]. During the initial
oxidation stage, Si and Nb are supposed to be first oxidized
at the oxide/steel interface due to their higher diffusion coeffi-
cient and oxygen affinity in steel. However, there was a strong
competition between Si and Nb for the interfacial oxidation
[32]. Also, since the supply amount of Si atoms was much
greater than that of Nb, NbO2 was difficult to form. This result
corresponds to the result of X-ray diffraction, that is, no NbO2
was detected. The formed SiO2 layer was thin, porous, and dis-
continuous at this temperature; therefore, Cr andMn began to
diffuse outward through the SiO2 layer to generate Cr2O3 and
MnO, respectively. As the oxidation time increased, a denser
and more continuous protective Cr2O3 layer was formed,
while Fe began to diffuse from the metal to the middle oxide
layer to form FeO. However, the protective Cr2O3 layer acted
as a barrier to Fe diffusion to the surface of the oxide film, and
FeO and MnO reacted with Cr2O3, respectively, under the
Cr2O3 layer and at the outermost oxide film surface to gener-
ate spinel oxides through the following reactions:

MnO sð Þ + Cr2O3 sð Þ→MnCr2O4 sð Þ, ð6Þ

FeO sð Þ + Cr2O3 sð Þ→ FeCr2O4 sð Þ: ð7Þ
In addition, a small amount of Cu migrated to the out

layer of the oxide scale and reacted with Cr to form spinel
oxides after longer exposure times. These spinel oxides formed
on the surface were a compact barrier for the inward diffusion
of O, reducing the growth of the oxide scale and acting as pro-
tective layers against oxidation [23, 33, 34].

3.4.2. Oxidation Mechanism at 1050°C. The oxidation rate of
the studied steel increased significantly with increasing tem-
perature. Si and Nb were oxidized during the initial oxidation
period at 1050°C. And there are some differences from the
low-temperature oxidation at 850°C−950°C. First of all, some
sporadic Nb accumulation could be found. This is consistent
with the finding of previous study, that is, when the content
of Si in the steel is more than 0.5wt.%, no Nb oxide aggrega-
tion layer will be formed [35]. Ali-Löytty et al. [16] also
believed that the Nb-rich intermetallic precipitates remove
free Nb from the alloy solution and thus made it difficult to
form Nb-rich oxide layer. Therefore, based on the previous
research conclusions and the phenomena observed in this
experiment, we speculate that when the Si content is
0.85wt.%, the oxidation of Nb has been severely suppressed,
so the influence of Nb oxides will not be discussed here. Sec-
ondly, Si formed a continuous and dense thin oxide layer at
the oxide/metal interface. It is known that Si-rich oxides are
stable and protective at high temperatures [27, 36], yet a pre-
vious study [37] also found that it does not provide the high-

est oxidation resistance when a continuous Si oxide layer is
formed at the steel/chromium interface. In contrast, it is bet-
ter to obtain good oxidation resistance when a discontinuous
Si oxide layer is formed at and below the interface with silica
particles because Si does not act as a barrier for Cr diffusion
to the chromium layer but rather prevents the diffusion of
Cr from the matrix to the interface. Cr2O3 is also unstable
at high temperatures, especially above 950°C, and easily
reacts with oxygen to form volatile CrO3, which leads to the
depletion of protective chromium oxides via the following
reaction [25, 31, 38, 39]:

2Cr2O3 sð Þ + 3O2 gð Þ→ 4CrO3 gð Þ: ð8Þ

When the average Cr content of the steel was lower than
the critical concentration, the matrix Fe began to oxidize.
Nodular oxides formed when Fe began to diffuse along the
oxide layers and oxidized outward, which made the Cr2O3
film unstable, thereby causing more severe oxidation [40].
From Figure 7, it can be seen that Fe rapidly diffused through
the inner scale, and oxidation occurred in the upper and mid-
dle oxide layers which were originally Cr2O3. Once the Fe-
rich oxides which had faster oxidation rate began to form,
no more dense protective chromium-rich oxide scale will be
formed on the outermost surface. However, the Fe-rich oxide
layer was loose and not protective, which provided more
paths for the diffusion of Fe, O, Cr, and Mn [31]. It can also
be observed in Figure 7(a) that the Fe-rich oxide had a bilayer
structure whose outer layer was Fe2O3, and the inner was Fe-
Cr oxides, but they were not dense enough to impede the out-
ward diffusion of ions. Moreover, due to the different Pilling-
Bedworth ratios of these oxides, cracks also formed due to
growth stress [41, 42]. The above reasons eventually led to
the failure of the oxide scale at 1050°C. Some Cu-rich and
Mn-rich oxides were also distributed on the outermost side
of the oxide film when the exposure time was extended to
100 h. It was estimated that few CuMn2O4 and MnFe2O4 spi-
nel oxides were formed. Previous studies have shown that
when a Cu-rich phase segregates at the scale-matrix interface,
it can hinder the inward diffusion of oxygen, thereby improv-
ing the oxidation resistance [43], but this phenomenon was
not observed in this study. In addition, another research
showed that Cu-Mn spinel oxides are good barrier to the dif-
fusion of Cr [44–46]. However, since the nonprotective
Fe2O3 dominated the outermost film, spinel oxides did not
form a strong protective continuous dense layer, and the oxi-
dation rate of the experimental steel increased linearly.

4. Conclusions

The isothermal oxidation behavior of 17Cr-0.85Si-0.5Nb-
1.2Cu ferritic stainless steel at 850°C, 950°C, and 1050°C in
air was studied, and the following conclusions were obtained:

(1) The oxidation rate increased with the increasing tem-
perature. The oxidation kinetics curves conformed to
the parabolic law at 850°C and 950°C, while the kinet-
ics curve followed a parabolic-linear rule at 1050°C
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(2) At 850°C and 950°C, a small amount of oxide film
peeled off. The oxide film was composed of a small
amount of SiO2 and continuous and dense Cr2O3,
FeCr2O4, and Cr-Mn spinel oxides. The composition
of the oxide film was sufficiently stable to protect the
matrix from further acute oxidation

(3) The spallation of the oxide scale became more severe
when the exposure time increased to 40 h at 1050°C.
The severe volatilization of Cr2O3 and the enrich-
ment of nonprotective Fe-rich oxides on the surface
rapidly decrease the oxidation resistance at this high
temperature
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Fiber metal laminates (FMLs) are a novel type of structural material that has been extensively applied in the aerospace field. These
laminates are sandwich-type composite materials that comprise alternate metal and fiber-reinforced resin layers. Because of the
structural characteristics of the material, it has high-impact resistance from the metal layer and increased fracture toughness and
excellent fatigue and damage tolerance properties from the fiber layer. To further develop and apply this new composite
material, it is essential to understand the research status on the stress analysis of each component in FMLs and the tensile
strength properties of FMLs. Therefore, in this study, the current research status on the residual stress and applied stress of the
component materials in FMLs and the tensile strength of the laminates is summarized. The relationship between the applied
stress of each layer and the remote stress of laminates and the relationship between the tensile properties of laminates and the
component material properties in laminates are clarified. Additionally, the theoretical basis and direction of development of the
related models are analyzed and studied. Consequently, all of the above are aimed at laying a foundation for further
investigations of the laminate theory and for the improvement of the theoretical research system.

1. Introduction

Fiber metal laminates (FMLs) constitute a joint scientific and
technological achievement of Delft University, Fokker Air-
craft Company, and the National Aerospace Laboratory of
the Netherlands [1]. They are sandwich-type composites that
comprise alternate metal and fiber-reinforced resin compos-
ite layers. They have high-impact resistance, increased frac-
ture toughness, excellent fatigue, and damage tolerance
properties and have attracted the attention of numerous
enterprises and research institutes worldwide [2].

Different material properties can be obtained by chang-
ing the thickness, quantity, and type of the metal layer, the
direction and system of fibers, and the thickness, quantity,
and layup order of the fiber layer. While these composites
perfectly combine the performance advantages of two differ-
ent materials, FMLs also improve and remedy the individual
deficiencies of the two materials. That is, they overcome the
shortcomings of low-fatigue strength of aluminum alloys

and the low ductility and impact strength, increased cost,
and poor processability of fiber layers [3]. Compared to
traditionally used aluminum alloy materials in aviation,
FMLs can reduce weight by 25%–30% and increase fatigue
life by a factor of 10–15 [4]. Their performance meets the
requirements of the new generation of aviation equipment,
although their manufacturing is complex and costly [5, 6].
Because of their light weight and high-damage tolerance,
FMLs are currently used in aerospace structures instead of
high-strength aluminum alloys [7], with examples including
the fuselage, leading edge, and other parts of the Airbus
A380 [8–10].

As shown in the schematic in Figure 1, the metal layers of
FMLs can be accompanied by the fibers that resist crack
growth [11, 12]. When cracks are generated and propagate
in the metal layer, the fiber layer has a bridging effect that
transfers a part of the load in the metal layer, and the stress
of the metal layer and the stress intensity factor of the crack
tip are reduced. It has also been reported that, in the process
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of fatigue, the stress in the metal layer plays a major role prior
to the occurrence of the bridging mechanism, with the metal
layer and bridging stresses working together upon the initia-
tion of the bridging mechanism [13–16]. Therefore, the stress
analysis of each layer in FMLs is critical when studying their
fatigue properties. In addition, the study on the static
strength properties of FMLs is based on stress analysis of
each layer. In other words, the stress analysis of each layer
in FMLs is a precondition and basis for studying their static
and fatigue strengths.

Fiber metal laminates have unique structures and damage
characteristics that yield the aforementioned advantages.
However, FMLs also exhibit a number of characteristics that
could, to a certain extent, restrict the application of laminates
in the aerospace industry. Currently, a feature of Glass Rein-
forced Aluminum Laminates (GLARE) is their low Young’s
modulus compared to monolithic aluminum [8]. Young’s
modulus of the glass fiber layer is lower than that of the
aluminum layer, and the combination of the aluminum and
glass fiber layers inevitably results in a lower Young’s modu-
lus than that of a single aluminum alloy. Each layer with
different material components has a different stiffness in
the laminates. During a fatigue stress cycle, the layer with
larger stiffness will generate more stress [12, 18]. The alumi-
num layer has a greater stiffness compared to the laminates,
which will result in a higher stress level than the applied
stress of the laminate. Another problem of FMLs is the
existence of residual stresses. The FMLs are cured at an
elevated temperature. After they cool down to room temper-
ature, residual stresses will be generated in all layers of the
cured laminate because of the differences in the thermal
expansion coefficients. The residual stress in the aluminum
layer of GLARE is tensile [12]. These two factors will result
in a considerable increase in metal layer stress in the lami-
nates under tensile loads. Therefore, it is essential to properly
determine the stress of the metal layer in FMLs.

As an important structural material in the aerospace
field, FMLs are primarily used as key fatigue parts. Although
their fatigue performance constitutes a focus of material

research studies, the static strength constitutes a basic
mechanical property of materials, and its investigation is
equally important. To further develop and apply these mate-
rials, it is necessary to evaluate the static strength properties
and to clarify the relationship between the tensile properties
of laminates and the properties of the component materials.

This study assesses the current status of knowledge on the
stress levels of each layer in FMLS and summarizes the tensile
laminate properties. The basic theory pertaining to estab-
lished models is reviewed to establish (a) the relationship
between the stress of each layer and the remote stress of
laminates and (b) the relationship between the tensile prop-
erties of laminates and the component material properties.
To promote further studies of the FMLs based on the analysis
of the existing models, the direction of the anticipated
theoretical development is clarified.

2. Stress Analysis

So far, according to the types of fibers and metals, fiber metal
laminates have mainly undergone four upgrades. They are
Aramid Reinforced Aluminum Laminates (ARALL), Glass
Reinforced Aluminum Laminates (GLARE), Carbon Rein-
forced Aluminum Laminate (CARE), and Titanium/Graphite
Hybrid Laminates (TIGR). Among the four generations of
fiber metal laminates, ARALL laminates and GLARE lami-
nates have been successfully commercialized. There are some
differences in structure between the two types of laminates.
For ARALL laminates, there is a certain thickness of adhesive
layer between the aramid fiber and aluminum alloy, but there
is no adhesive layer between the glass fiber and aluminum
alloy for the GLARE laminate, as shown in Figure 2. There
are also some differences in metal surface treatment methods
between the two kinds of laminates. For ARALL laminates,
the metal surface of the bonding surface is not treated, while
for GLARE laminates, the metal surface of the bonding surface
is treated by sandblast, phosphoric acid anodization, and other
methods, as shown in Figure 3.

2.1. Residual Stress Analysis. The preparation of fiber-
reinforced metal laminates requires the bonding of each
component material through curing. The curing of FMLs
requires increased temperatures. When it is cooled to room
temperature, residual stresses will be generated in each layer
of the cured laminates because of the different thermal
expansion coefficients of each material. Given that the metal
layer produces residual tensile stress, the actual stress
imparted to the metal layer will be further increased because
of the tensile load, as shown in Figure 4. Therefore, for FMLs,
the study of residual stress is critical. In addition, the residual
stress of the metal was usually measured by strain gauge test,
and the testing principle is shown in Figure 5.

2.1.1. Analytic Method for Solving Residual Stresses. Based on
the self-balancing principle of the residual stress of compos-
ites after curing, Oken and June [20] assumed that the
response of each component material in the laminate exhibits
elastic properties during the cooling process. Furthermore,
according to the different thermal expansion coefficients of
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Figure 1: Stress path of cracked FMLs [17]. D: delamination
boundary.
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each component in the laminates, a commonly accepted
formula for the calculation of residual stress of metal layers
in FMLs is proposed, as follows:

σr,AL = EAL 1 +
EALtAL
Efmtfm

� �−1
αfm − αALð Þ TT − TCð Þ½ �, ð1Þ

where Efm and tfm are the elastic modulus and thickness of
the fiber resin layer in the laminates, respectively; EAL and
tAL are the elastic modulus and thickness of the metal layer
in the laminates, respectively; TT and TC are the test and cur-
ing temperatures, respectively; and αALαfm are the expansion
coefficients of the metal and fiber resin layers, respectively.

Based on the classical laminate theory and the constitu-
tive relationship of materials, the expression for the curing

(a) (b)

Figure 2: Fiber distribution in ARALL (a) and GLARE (b) [19].
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Figure 3: Surface morphology of metal layer in ARALL (a) and surface morphology after sandblast in GLARE (b).
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residual stress �σc,p for each layer in FMLs was deduced by
Homan [12] based on the consideration of the effect of
thermal expansion coefficients of different materials on the
internal stress of laminates during the curing process. The
expression is as follows:

�σc,p = Sφ
� �

p
�εc − ΔT�αp
� �

, ð2Þ

where ðSφÞp is the stiffness matrix of each layer material at an

angle φ, �εc is the curing strain of the material, ΔT is the
temperature difference before and after curing, and �αp is
the thermal expansion coefficient of each layer.

Khan et al. [17] further extended this theory based on the
combination of the classical laminate and thermal expansion
theories and proposed a new method to calculate the residual
stress of each layer in the FML before and after the stress
redistribution. The stress and strain curves in poststretching
process are shown in Figure 6, and the expression for the
metal layer stress is as follows:
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ð4Þ
where N =Ni +Ni

T, Ni is defined as the external load
acting on laminates, Ni

T is defined as the force owing to ther-
mal expansion, Aij is defined as the extensional stiffness of
the laminate, αal is defined as the coefficient of thermal
expansion for Al, and ΔT is defined as the temperature differ-

ence before and after curing. Before stretching, ε1,pl and ε2,pl
are both equal to zero, and Ni = 0. After stretching, ε1,pl is
known, ε2,pl can be solved using the corresponding expres-
sions, and Ni = 0.

Hu et al. [21, 22] adjusted the residual stress of Aramid
Reinforced Aluminum Lamina (ARALL) 3/2 laminates using
prestress and prestrain methods. A prestress method using
springs was used to prestretch the glass fibers before laminate
curing, and strain gauges were used to detect the residual
stresses of the laminates at each stage during the formation
process. Finally, the relationship between the residual stress
σ1, prestress, and the curing temperature are analyzed, and
the relevant expression is as follows:

σ1
E1

= −
ε0

1 + E1t1/E2t2
+

1
1 + E1t1/E2t2

α1 − α2ð Þ T0 − Tð Þ,

ð5Þ

where t, E, and α are the thickness, elasticity modulus, and
coefficient of thermal expansion of the component materials,
respectively; ε0 is the strain of the fiber after it was
prestressed; T is the current temperature; T0 is the curing
temperature; and the indices 1 and 2 denote the aluminum
alloy and fiber layer, respectively. In addition, the prestrain
method is used to stretch the cured laminate to produce a
certain amount of plastic deformation (typically in the range
of 0.4%–0.7%). Accordingly, the relationship between the
residual stress σ1 and the applied prestrain is analyzed and
is found to be linear. The relevant expression is as follows:

σ1 =
D11 − B2

11/A11
t1 1:5t1 + t2ð Þ − B11/A11ð Þt1

× 1
ρ
, ð6Þ

where A11, B11, and D11 are the elastic constants of the lami-
nates, ρ is the curvature radius of laminates after corrosion,
and t1 and t2 are the thicknesses of the metal and fiber layers,
respectively.
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Figure 5: Schematic diagram of strain gauge test.
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An analytical model was proposed by Abouhamzeh et al.
[23] to predict the residual stress generated during the curing
of FMLs. The model was based on the classical laminate
theory and on an additional term that was dependent on
the curing shrinkage. Accordingly, this model (a) reflects
the change of stiffness and the chemical shrinkage of the
material during curing and (b) predicts the development of
residual stresses during curing for both the free and
constrained (molded) curing of the composite laminates.

In addition, Li et al. [24], Zhong et al. [25], amongst
others, also studied the residual stresses formed during the
curing of the FMLs and proposed a corresponding theoretical
calculation model. Relevant experiments were conducted to
test the residual stresses of FMLs, and the proposed model
was validated.

2.1.2. Other Methods Used to Solve Residual Stresses. In addi-
tion to the most commonly used analytical method, there are
also experimental and finite element methods that can be
used to determine the residual stress of each layer in FMLs.
The traditional test methods include the strain gauge
embedding method, laser Raman spectroscopy, X-ray, fiber
Bragg grating, and the corrosion delayering method. These
traditional experimental methods are not specifically
discussed in this study. Compared to the two methods
presented above, the development of the finite element model
is still in its infancy.

Using an incremental hole-drilling technique combined
with an integration method, Ghasemi and Mohammadi
[26] measured experimentally nonuniform residual stresses
in each ply of FMLs. At first, the calibration coefficient matrix
was calculated using finite element simulation to relate the
residual stresses and relieved strains. By performing the
incremental hole-drilling experiment, released strains in the
FML specimens were then measured. Subsequently, the
residual stresses were obtained using the calibration
coefficient matrix and the measured strains in each step of
the incremental hole-drilling experiment. Finally, the exper-
imental data from the incremental hole-drilling process were
evaluated by the theoretical predictions of the classical lami-
nate theory. The strain testing process in IHD experiment is
shown in Figure 7.

A quasi-three-dimensional (3D) finite element method
was used by Gu et al. [27] to calculate the interlaminar
residual stress of FMLs. The computation results for residual
stresses in ARALL laminates were generated in free or
prestressed states at various levels of service temperatures,
and the residual stresses in GLARE laminates in free states
were presented. The optical fiber grating technology was used
to monitor the strain and temperature of the whole curing
process by Hu et al. [28], as shown in Figure 8, and the resid-
ual stress of the composite laminate with an aluminum sheet
was simulated numerically using the ANSYS software. A
finite difference method was employed to consider the strong
coupling between the curing kinetics model and the thermal-
chemical model during the simulation process for transient
temperature fields. Chemical shrinkage was applied to com-
posite materials as an initial strain for each time increment
in the residual stress simulation.

The residual stresses of the composite laminates and the
aluminum plates were successfully simulated on the basis of
the referred technology. The residual stress of GLARE
laminates was obtained using X-ray, analytical (Oken and
June method), and corrosion delayering methods, which
were proposed by Guo and Zheng [29]. The results indicated
that the analytical and corrosion delayering methods were
more accurate, and the X-ray method exhibited a significant
difference and a large dispersion.

In the case of the FMLs, the analysis method for solving
the residual stress has been studied more extensively. The
study of residual stress in the free state is mature and has
attained a high-prediction accuracy. However, when the
residual stress is redistributed after stretching, the study of
residual stress does not take into account the influence of
plastic deformation of the component materials, and its pre-
diction accuracy is not very satisfactory. The test method of
residual stress has been developed more extensively, but the
prediction accuracy has certain differences, among which
the strain gauge embedding and the corrosion delayering
methods have higher precisions. The finite element method
of residual stress is still in its infancy and exhibits a certain
degree of accuracy only for the corresponding situation.
Therefore, related, in-depth research needs to be conducted.

2.2. Stress Analysis of Each Layer. The stress analysis of each
layer in FMLs is critical for the study of the static and fatigue
strengths of laminates. In the study of the static strength, the
stress analysis of each layer is the basic premise for determin-
ing the failure of the material of each layer. In a fatigue
strength study, the stress analysis of each layer is necessary
for the prediction of the crack initiation and propagation
lifetimes. Therefore, additional studies on the development
of stress in each layer in the FML are essential.

For composite laminates, a variety of properties can be
solved based on the classical laminate theory, i.e., the various
material properties of laminates will be solved by modifying
and extending the classical laminate theory [30–35]. This
study found that the current solution for the stress of each
layer of the FML is similar. The primary steps used to solve
the stress in each layer of the FMLs are based on laminate
theory and are as follows:

2.2.1. Constitutive Relationships of Laminates and Their
Components. Fiber metal laminates comprise parallel metal
and nonmetal components. The constitutive relationship of
all the components in the laminates is as follows:

σmet = Smet × εmet, εmet = Cmet × σmet, ð7Þ

where σmet is the stress tensor of the metal layer, εmet is the
strain tensor of the metal layer, Smet is the stiffness matrix
of the metal material, and Cmet is the compliance matrix of
the metal material.

Accordingly, the stress-strain constitutive relation of
laminates is as follows:

σlam = Slam × εlam, εlam = Clam × σlam, ð8Þ
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where σlam is the stress tensor, εlam is the strain tensor, Slam is
the stiffness matrix, and Clam is the compliance matrix of the
laminates.

2.2.2. Solving the Stiffness Matrix of Laminates. The stiffness
matrixQ and compliance matrix S of the laminates are as fol-
lows, respectively:

Q = 〠
n

k=1
�c½ �k

tk
tlam

� �
, ð9Þ

S =Q−1, ð10Þ

where tk is the thickness of the kth material layer and tlam is
the thickness of the laminates.

2.2.3. Calculation of the Stress of Each Layer. When the
laminate is subjected to an external stress σfar, the strain of
the laminate is as follows:

εlam = Clam × σfar: ð11Þ

According to the laminate theory, the strain of the lami-
nate is the same as that of the metal layer; therefore,

εlam = εmet: ð12Þ

Finally, the stress of the metal layer can be expressed as
follows:

σmet = Smet × Clam × σfar: ð13Þ

2.2.4. Research Trend of Stress Solving Methods for Each Layer
in FMLs. Currently, studies conducted on the stress solution
method of each layer in FMLs are based on two aspects:

(1) Correction of the constitutive relationship of the
component materials: the constitutive relationship is
corrected by considering the plasticity of the metal
material. For example, Nowal [36] described a num-
ber of untypical failure modes, which have been
observed during unloading in selected designs of
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multilayered structures. To clarify this behavior,
based on which the delamination and buckling of
the external aluminum layers occurs, when the exter-
nal force is released, the classical lamination theory
was applied to an elastic-plastic model of aluminum
layers for the analysis of the stress distribution, while
the total deformation theory proposed by Hencky
and Ilyushin was applied to capture the influence of
the plasticity of the metal on the mechanical perfor-
mance of the hybrid structure. The elastic-plastic
stress analysis and damage evolution of FMLs under
internal pressure and thermal residual stress were
studied by Zheng and Liu [37]. The elastic stress
analysis of the composite laminates was performed
based on the use of the classical laminate theory. In
addition, the elastoplastic stress analysis of the liner
layer was conducted by employing the power harden-
ing theory and the Hencky equation in accordance
with the plastic theory

(2) Correction of the stiffness matrix of the laminate
material: for example, based on the classical laminate
theory, Meng et al. [38] modified the calculation
method of elastic modulus of laminates by introduc-
ing the concept of effective stiffness of laminates; a
digital optical strain gauge was used to verify the
model, as shown in Figure 9; and a more accurate
prediction of the metal layer stress in the FML was
realized

Numerous studies have been conducted to solve the
stress of each layer in FMLs before stress redistribution.
Based on current and accumulated scientific knowledge,
the stress of each layer can be solved based on the classical
lamination theory in conjunction with the use of the
modified constitutive relationship of component materials.
However, current knowledge does not allow accurate
solution of the stress of each layer based on the classical
lamination theory in association with the modified stiffness
matrix of laminates. The current research status on the
quantification of stress of each layer in FMLs after stress
redistribution is still at an initial stage. The solution method
fails to take into account the degradation of the properties
of each component material.

3. Tensile Properties

The tensile properties of FMLs are affected by their individ-
ual components. For example, the stress-strain behavior of
FMLs clearly exhibits elastic responses within a 2.0% strain
and is dependent on the properties of the prepreg and
metal layers, as shown in Figure 10. In addition, its
toughness and notch sensitivity depend primarily on the
load-bearing capacity of the stress-strain response of the
plastic region of the metal layer [39]. Similar to the bulk
of fiber-reinforced composites, the properties of FMLs are
directional because of the influence of fiber orientation,
such as for ARALL and GLARE [40, 41]. It is noted that
for FMLs, the interface bond between the prepreg and the

metal layers plays a critical role in the transfer of stress
for different materials in the laminates [2].

Because of its special structure, FMLs are different not
only from isotropic metal materials but also from aniso-
tropic fiber-reinforced composites, which make the study
of their mechanical properties highly complex. The failure
process of FMLs is complex under tensile loading. There
are multifracture modes involved in the failure of GLARE
laminates, such as matrix cracks, fiber-matrix debonding,
fiber fractures, fiber/matrix interfacial shear failure, and
interdelamination of laminates. Under longitudinal tensile
loading, fiber pull-out and interface-matrix shear modes
are common failure modes of fiber layers in FMLs [42]. In
addition, the metal layer plays a role in preventing multiple
global longitudinal splits. In the presence of transverse
tensile loading, matrix failure and matrix-fiber interface
debonding/fiber splitting are the primary fracture modes
in the fiber-epoxy layer of FMLs. To better understand the
formation and developmental damage in FMLs, and the
effect of damage on residual strength, additional studies
are required. The investigation of the tensile strength of
FMLs involves analytical calculations, finite element analy-
ses, and experimental methods, alone or in combination
with each other. Currently, the analytical method has
matured, and this study primarily introduces the research
status of analytical methods.

To date, the techniques for the estimation of the tensile
strength of FMLs by using analytical methods have been
based on the metal volume fraction (MVF) and classical lam-
inate theories.

3.1. Tensile Strength Calculation Based on Metal Volume
Fraction Theory.MVF is a theory proposed by Vlot and Gun-
nink [2]. This theory can be used to predict the tensile mod-
ulus and strength of unidirectional FMLs. The MVF value, as
defined by Vlot and Gunnink, can be calculated based on the
following equation:

(%)
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0.1

0.0

Figure 9: Strain diagram of specimen [38].
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MVF =
∑n

i tal
tlam

, ð14Þ

where tlam is the thickness of the FML, tal is the thickness of a
single metal sheet, and n is the layer number of the metal
sheet. On the basis of this definition, Vlot and Gunnink [2]
also proposed prediction formulas for the tensile properties
of GLARE laminates:

Elam =MVF × Emet + 1 −MVFð Þ × EFRP, ð15Þ

σ0:2,lam = MVF + 1 −MVFð Þ × EFRP
Emet

� �
× σ0:2,met, ð16Þ

σt,lam =MVF × σt,met + 1 −MVFð Þ × σt,FRP, ð17Þ
where σt is the ultimate tensile strength, σ0:2 is the tensile
yield strength, E is the tensile modulus, and subscripts lam,
met, and FRP denote laminates, the metal layer, and fiber-
reinforced composites, respectively.

Based on the characteristics of orthogonal laminates, Ma
et al. [43] modified the MVF theory, which, as proposed
byVlot and Gunnink, is only applicable to unidirectional
FMLs, and further realized the prediction of the tensile prop-
erties of GLARE 3/2 laminates with 0/0° and GLARE 3/2
laminates with 0/90°. The corresponding expressions are as
follows:

Elam =MVF × Emet + α × 1 −MVFð Þ × EFRP, ð18Þ

σ0:2,lam = MVF + a × 1 −MVFð Þ × EFRP
Emet

� �
× σ0:2,met, ð19Þ

σt,lam =MVF × σt,met + a × 1 −MVFð Þ × σt,FRP, ð20Þ
where α is the volume fraction of fibers in the tension direc-
tion, σt is the ultimate tensile strength, σ0:2 is the tensile yield

strength, E is the tensile modulus, and subscripts lam, met,
and FRP denote laminates, the metal layer, and fiber-
reinforced composites, respectively.

According to the characteristics of orthogonal GLARE lam-
inates in combination with the mixing law of elastic moduli for
composite materials, Wang et al. [44] modified theMVF theory
based on the consideration of the effect of fibers on the perfor-
mance in two in-plane directions and accurately predicted the
elastic modulus, yield stress, and tensile strength of materials.
The derived expressions are as follows, respectively:

Elam =MVF × Emet + a × EFRP1 + b × EFRP2, ð21Þ

σt,lam = MVF + a ×
EFRP1
Emet

+ b ×
EFRP2
Emet

� �
× σt,met, ð22Þ

σ0:2,lam = MVF + a ×
EFRP1
Emet

+ b ×
EFRP2
Emet

� �
× σ0:2,met,

ð23Þ
where σ0:2 is the tensile yield strength, σt is the ultimate tensile
strength, E is the tensile modulus, and t is the thickness of the
material layer. In addition, subscripts lam and met represent
laminates and the metal layer, respectively, and FRP1 and
FRP2 represent the fiber layer in the directions of 0° and 90°,
respectively. The parameters MVF, a, and b can be calculated
as follows: MVF =∑3

1tmet/tlam, a =∑2
1tFRP1/tlam, and b =∑2

1
tFRP2/tlam.

The MVF method based on the mixing law can predict
the tensile properties of FMLs. However, because of the
elastic-plastic behavior of the metal layer, the elastic analysis
cannot accurately predict the tensile response of FML mate-
rials. Therefore, the inelastic deformation behavior of FMLs
must be considered after the alloy layer yields. To achieve a
more accurate prediction of the stress-strain response and
deformation behavior for FMLs, the analytical and finite
element models consider that the evaluations of the plastic
behavior after yielding and residual stress after curing are
essential research directions.

3.2. Tensile Strength Calculation Based on Classical Laminate
Theory. Taking into account the inadequacies of the MVF
theory, researchers used the classical laminate theory to solve
for tensile strength. The survey found that the primary steps
needed for the prediction of the tensile strength of FMLs
based on laminate theory are as follows:

(1) Analyze the stress of each layer in FMLs based on the
classical laminate theory. The current research status
was explained above

(2) Determine the damage state of the material using the
failure criterion of the material. To analyze the failure
situation of each layer in FMLs, four major strength
theories (maximum tension, maximum linear strain,
maximum principal shear stress, and maximum
distortion-energy theories) are used for the metal
layer, and the Tsai–Hill and Tsai–Wu theories are
used in the prepreg layers
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Figure 10: Tensile behavior of the laminates studied [39].
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(3) For each layer material that is judged to have failed,
the degradation mode of material properties is
analyzed based on the stiffness degradation criterion.
When the material is considered to be damaged in
the second step, the stiffness degradation of the mate-
rial can be divided into complete and incomplete
degradation. Currently, the incomplete degradation
criterion is primarily used

There are two research directions used for the modifica-
tion or expansion of the classical laminate theory to solve
the tensile properties of FMLs:

(1) Correction of the constitutive relationship of compo-
nent materials in the laminate

(2) Correction of the degenerate form of component
materials in the laminate

The related studies are now discussed. Tensile properties
of the Ti/APC-2 laminates with different fiber directions
were predicted by Cortés and Cantwell [45]. To predict the
tensile strength of laminates at different fiber directions, the
classical laminate theory was modified by considering the
effect of residual stress, and the failure criteria of Tsai–Hill,
Tsai–Wu, and maximum stress were used. However, the
model did not consider the effect of the metal plasticity stage.
The modified classic laminate theory is as follows:

σf gkx,y = σTH
� 	k

x,y + σM� 	k

x,y , ð24Þ

σTH
� 	k

x,y =Qk
x,y ε0

� 	
x,y + z κf gx,y − αf gkx,yΔT


 �
, ð25Þ

σM
� 	k

x,y =Qk
x,y ε0

� 	
x,y + z κf gx,y


 �
, ð26Þ

where fσgkx,y is the actual stress of the kth layer in the xy
-coordinate system of the laminate specimen, fσTHgkx,y is the
residual thermal stress of the kth layer in the xy-coordinate

system of the laminate specimen, fσMgkx,y is the mechanical
stresses of the kth layer in the xy-coordinate system of the
laminate specimen, Qk

x,y is the stiffness matrix of the kth layer
in the xy-coordinate system of the laminate specimen, fε0gx,y
are the midplane strains of the laminate specimen in the xy
-coordinate system, z is the distance from the midplane, and
fκgx,y is the curvature in the xy-specimen coordinate system.

The tensile stress-strain behavior of GLARE laminates
was studied by Iaccarino et al. [46]. To theoretically predict
the laminate response based on the anisotropic characteris-
tics of the metal layer, the classical lamination theory was
modified to account for the inelastic behavior of aluminum,
which was substituted by an “equivalent” material governed
by a simple constitutive law. The maximum strain and
Tsai–Hill criteria were used as the final failure conditions of
aluminum and fiberglass, respectively. The equivalent consti-
tutive relation of the metals can be expressed as follows:

veq =
1
2

1 −
Eeq

Eal
1 − 2valð Þ

� �
, ð27Þ

where Eal is the elastic modulus of aluminum; Eeq is the
equivalent modulus of aluminum, that is, the slope of the
OA segment in Figure 11; and val is Poisson’s ratio of
aluminum.

Chen and Sun [47] described the elastic-plastic stress-
strain relations in an ARALL laminate based on the use of
classical laminate theory with proper elastic-plastic models
for aluminum and modeled ARALL laminates as homoge-
neous orthotropic elastic-plastic solids based on the use of a
three-parameter, plastic potential function. Comparison with
experimental results indicated that the orthotropic plasticity
model was approximately accurate up to a total strain of
1.2%, and the modified classical laminate theory was found
to be capable of describing the stress-strain curves up to
failure.

The nonlinear tensile responses and fracture behaviors of
GLARE 4 and GLARE 5 laminates were studied by Wu and
Yang [42] using inplane loading. An analytical model was
proposed based on the modified classical lamination theory,
which incorporated the elastoplastic behavior of the
aluminum alloy to predict the stress-strain response and
deformation behavior of GLARE laminates. The constitutive
relationships of the laminate in the elastic and plastic states of
the metal layer are as follows, respectively:

dN = nAlhAl SAle

 �−1

+ nchcQc
� 


dε, ð28Þ

dN = nAlhAl SAle + SAlp

 �−1

+ nchcQc
� 


dε, ð29Þ

where dN represents the inplane force increments per unit
length; dε represents the midplane strain increments per unit
length; SAle represents the flexibility tensor of the aluminum
alloy layer under elastic conditions; SAlp represents the
flexibility tensor of the aluminum alloy layer under plastic
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Figure 11: Elastic-plastic stress-strain curves for metal materials.
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conditions; nAl and nc are the numbers of metal and prepreg
layers, respectively; hAl and hc are the thicknesses of the metal
and prepreg layers, respectively; and Qc is the stiffness matrix
of the prepreg layer.

The classical laminate theory (CLT) was applied by
Kawai et al. [48] to describe the off-axis inelastic behavior
of GLARE 2 laminate. An incomplete stiffness degradation
model was proposed, which took into account the transverse
failure in glass fiber-reinforced plastic layers to cause an
instantaneous degradation of transverse and shear elastic
moduli based on CLT. Accordingly, the characteristic defor-
mation behavior of GLARE 2 was accurately described. The
incomplete stiffness degradation model is as follows:

Ed
11 = E11, Ed

22 = 0, vd12 = 0,Gd
12 = 0, ð30Þ

where Ed
11 degenerates into a new E11, and the other param-

eters tend to zero.
Cortés and Cantwell [45] reported the tensile properties

of Ti/APC-2 laminates under different fiber directions and
proposed that the stiffness degradation of the prepreg layer
was related to the loading angle. When the loading angle
was less than 15°, the degenerated stiffness is as follows:

E1 = 0, Ed
22 = E22, v12 = 0, G12 = 0: ð31Þ
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Figure 12: The stress-strain curve of composite under tensile loading.
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When the loading angle is greater than 15°, the degener-
ated stiffness is equal to

Ed
11 = E11, E2 = 0, v12 = 0,G12 = 0: ð32Þ

A general method to describe the degradation of material
properties was presented by Tong et al. [49], which is simple
and suitable for theoretical model calculation. When the
material is in the fracture stage, as shown in the MN section
of the curve in Figure 12, the degradation process of material
properties can be described in the theoretical model as long
as the equation of the stress-strain curve is known. It is
suggested that formula (33) should be used for fitting when
the stress-strain curve of the material is close to the index
change and formula (34) should be used when it is close to
the linear change. In addition, the distributing nephogram
of the strain for the laminate before fracture was obtained
by experiment, as shown in Figure 13.

y = A1e −x/t1ð Þ + A2e −x/t2ð Þ + y0, ð33Þ

y = A1x + B: ð34Þ
A common analytical model that is independent of the

configuration of the laminate was developed by Rao and
Subba Rao [50] based on a hybrid degradation scheme. The
model was proposed using the constant degradation factors
based on the condition of the adjacent lamina. It is consid-
ered that the deterioration of the performance of each
damaged layer is related to the state of its adjacent lamina.
In other words, when two adjacent laminae are not damaged,
the performance of the damaged lamina will degenerate to
70%. When only one adjacent lamina is damaged, it will
degenerate to 50%; when both adjacent laminae are damaged,
the performance of the damaged lamina will degenerate to
approximately zero.

Currently, theoretical research on the tensile strength of
FMLs is primarily based on the classical laminate theory.
Because of the complexity of FMLs, there is no perfect
theoretical system to analyze and calculate the tensile
strength of FMLs. In addition, the effects of interlaminar
properties on the tensile strength of FMLs are critical and
cannot be ignored. Currently, the classical laminate theory
fails to consider the effect of interlaminar properties, and it
will be further studied by considering this effect.

4. Conclusions

In this study, the stress analysis and tensile strength of FMLs
were introduced. The developments of the theoretical and
experimental methods for the solution of residual stresses
of laminates were expounded. The analytical models for the
stress analysis of each layer in the laminates and their
corresponding defects were analyzed. The two types of
analytical models for tensile strength of laminates and their
corresponding defects were studied and discussed.

In summary, for the analyses of the basic mechanical
properties of FMLs, the residual stress and stress imposed
on each layer in a free state have matured developmentally.

However, previous studies on the corresponding perfor-
mance after the stress redistribution did not consider the
property degradation effects of the component materials.
Accordingly, additional studies on this aspect are needed.
In-depth studies have been conducted on the tensile proper-
ties of FMLs based on classical laminate theory; however,
only limited studies have been conducted on the interfacial
bonding strength of laminates. The interfacial bonding
strength plays a critical role in static strength performance.
Correspondingly, the influencing factors have not been
identified. In addition, the compressive properties and its
failure mechanism of FMLs have not been fully studied,
and the related research work considering residual stress on
the compressive properties needs further development.
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Continuous silicon carbide fiber-reinforced silicon carbide ceramic matrix composites (SiCf/SiC) are promising as thermal
structural materials. In this work, the microstructure and static mechanical properties of 3D-SiCf/SiC with PyC, SiC, and
PyC/SiC and without an interface prepared via polymer infiltration and pyrolysis (PIP) were investigated systematically in this
paper. The results show that the microstructure and static mechanical properties of SiCf/SiC with an interphase layer were
superior to the composites without an interlayer, and the interface debondings are existing in the composite without an
interphase, resulting in a weak interface bonding. When the interphase is introduced, the interfacial shear strength is improved,
the crack can be deflected, and the fracture energy can be absorbed. Meanwhile, the shear strength of the composites with PyC
and PyC/SiC interfaces was 118MPa and 124MPa, respectively, and showing little difference in bending properties. This
indicates that the sublayer SiC of the PyC/SiC multilayer interface limits the binding state and the plastic deformation of PyC
interphase, and it is helpful to improve the mechanical properties of SiCf/SiC.

1. Introduction

SiCf/SiC have become the most promising structural mate-
rials for long-time high-temperature components in aero-
space, owing to their excellent physical and mechanical
characteristics including lower density, weaker activation,
more sufficient fracture toughness, more thermostable per-
formances, better creep resistance, and higher corrosion
resistance than that of metal materials [1–8]. It has been rec-
ognized that the fiber/matrix interphase has significant effort
to the mechanical properties of continuous fiber-reinforced
ceramic matrix composites (CFCMCs), which can deflect the
matrix microcracks propagation, enable efficient load transfer
between fiber and matrix, and protect the fibers [9–14].

At present, the interfacial layers have been developed
with a variety of interfacial structures, different preparation
techniques, and multiple components, specifically including

weak bounding interphase, a strong bounding and layered
structure interphase, a strong bounding and (X/Y) N alter-
nating multilayer interphase, and porous structure inter-
phase [15–17]. Studies have shown that pyrolytic carbon
(PyC) interface is the most commonly used interface to
improve the mechanical properties of SiCf/SiC composites
due to its typical layered structure and good chemical com-
patibility with SiC, but the oxidation resistance of PyC inter-
face was poor, which restricted its use in high-temperature
environment. Thus, in order to improve the comprehensive
mechanical properties of SiCf/SiC, the SiC or BN interface
layer is usually deposited on the surface of the PyC interface
layer [18–20]. Zhou et al. [21] prepared the alternating
(PyC/SiC)n multilayer interface layers on the surface of SiC
fibers via chemical vapor deposition. It is found that the frac-
ture toughness of the composites with multilayer interface
layers is 101% higher than that without interface layer, and
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the SiC sublayer can effectively prevent PyC interphase from
being oxidized. Yang et al. [22] studied the effect of
(PyC/BN)n on the mechanical and oxidation properties of
the 3D SiCf/SiC composites and found that BN can be oxi-
dized into B2O3 at high temperature, which plays a self-
healing role on the crack and protects PyC interface layer
from oxidation. It can be seen that a reasonable fiber surface
design and introduction of an appropriate interface layer can
give full play to the effect of fiber reinforcement and further
improve the performance of composite materials. However,
due to the complex mechanism of the influence of interface
state on the mechanical properties of composite materials,
precise quantitative analysis is still lacking. In particular,
the influence of interface phase structure on the failure
behavior of 3D-SiCf/SiC composite materials needs to be fur-
ther studied.

In this work, three interfacial phases of PyC, SiC, and
PyC/SiC were prepared by chemical vapor deposition on
the surface of SiC fiber, respectively, and then 3D SiCf/SiC
with different interfacial phases were fabricated by polymer
infiltration and pyrolysis (PIP). The crack propagation and
deflection were systematically analyzed in combination with
the mechanical properties and the fracture morphology of
the composites, and the differences of composite properties
and failure behaviors were determined. Meanwhile, the rela-
tionship among interfacial shear strength, fracture tough-
ness, and flexure strength of composites was studied
systematically.

2. Experimental Procedures

2.1. Sample Preparation. In this work, the KD-IISiC fibers
which were used as the reinforcement and polycarbosilane
(PCS) were provided by the National University of Defense
Technology (China). Typical parameters of the KD-II SiC
fiber are shown in Table 1. The fiber volume fraction of the
3D SiC fiber preforms which were braided by Yixing Tian-
niao High Technology Co. Ltd., China, is about 40%.

Firstly, the SiC fiber preforms were desized at 800°C in
vacuum for 30min, and then, the different interphases
(PyC, SiC, and PyC/SiC) were deposited on the surface of
the SiC fiber via chemical vapor deposition (CVD). The spe-
cific thickness is 0.17~0.35μm, 0.20~0.45μm, and
0.53~0.75μm, respectively. At last, the SiC fiber-reinforced
SiC matrix, which was prepared using the precursor infiltra-
tion and pyrolysis (PIP) method, was fabricated with differ-
ent interphases, and marked as follows: S1 (no interface),
S2 (SiC), S3 (PyC), and S4 (PyC/SiC), respectively. The spe-
cific preparation process is shown in Figure 1.

2.2. Sample Characterization. The fracture surfaces after the
three-point bending test and polished cross-sections of the
samples were observed by field emission scanning electron
microscopy (FE-SEM, Hitachi SU-8000). The Instron 5565-
5kN multifunctional fatigue tester was used to test the
flexural strength and fracture toughness of the samples. The
equipment range is 0~50 kN, load error ≤ 1%, and
displacement error ≤ 1%s.

3. Results and Discussion

3.1. Microstructure of the SiC/SiC with Different Interface
Layers. The typical microstructure of the SiC fiber with vari-
ous interface layers, such as PyC, SiC, and PyC/SiC, is shown
in Figure 2. Figures 2(b) and 2(c) display the SiC fiber sur-
faces which are covered by the dense SiC and PyC interfacial
layers, respectively, which are deposited via CVD. Figure 2(d)
shows the SiC fiber with the PyC/SiC interface layer. It can be
seen clearly that the SiC sublayer, which is deposited on the
surface of PyC interface layer, is a thin layer with a SiC nod-
ular interfacial phase. The main reason is that SiC grows
mainly in an island pattern within a certain thickness range.
In addition, it is found that the morphology of the SiC inter-
face layer on the surface of SiC fiber and pyrolytic carbon
substrate is significantly different, which may be due to the
different lattice matching degree, surface energy, deposition
time, and so on.

The cross-section morphologies of SiCf/SiC composites
with different interface layers were characterized by a scan-
ning electron microscope, as shown in Figure 3. Figure 3(b)
shows the microstructure of the S1 composite without inter-
face, and it can be found that there is obvious interface
debonding in the matrix and fiber. This is mainly due to
the mismatch of thermal expansion coefficient between
matrix and fiber and the volume effect of matrix cracking
[23]. The S3 sample has a dense and uniform PyC interface,
as shown in Figure 3(a), and the overall microstructure of
the material is relatively complete. For S2 sample, the SiC
interface layer is tightly surrounded on the surface of SiC
fiber, as shown in Figure 3(c), and it can be found that the
boundary has slightly nodular morphology by careful obser-
vation. For S4 composite, as shown in Figures 3(d) and 3(e),
it can be clearly seen that the fiber surface is tightly wrapped
by the PyC first layer and the SiC sublayer. By comparing the
morphologies of SiCf/SiC composites with different inter-
faces, it can be found that the introduction of the interface
layer can effectively alleviate the stress concentration between
fiber and matrix and improve the microstructure of
composites.

3.2. Mechanical Properties and Failure Behavior of SiCf/SiC
with Different Interfacial Phases. Figure 4 shows the interfa-
cial shear strength and fracture toughness of the composites
with different interfacial layers, in which the interface shear
strength is S2 (SiC) > S3 (PyC) > S4 (PyC/SiC) > S1 (no inter-
face). The results indicate that the interfacial layer is benefi-
cial to enhance the interfacial bonding strength of the
composites. Figure 5 shows the schematic diagram of the sin-
gle fiber push-out test. For the S1 sample, the fiber andmatrix
appear debonding, as shown in Figure 5(a), and the interface
shear strength is the weakest. Due to the high modulus

Table 1: Parameters of SiC fiber.

SiC fiber
type

Diameter
(μm)

Density
(g/cm3)

Tensile strength
(GPa)

Tensile modulus
(GPa)

KD_II 11-13 2.66 1.8-2.5 270
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characteristics of CVD SiC and its high chemical compatibil-
ity with SiC fiber surface, the S2 sample has the highest inter-
facial shear strength. Both S3 and S4 samples have PyC
interfacial layer, which effectively alleviates the thermal stress
caused by the shrinkage of fiber and matrix due to cooling. At
the same time, the PyC has a layered crystal structure, and
the shear strength is maximum only when the interface thick-
ness is a critical value (about 220nm). When the PyC inter-
face exceeds the critical thickness, the internal slip
probability increases, which will weaken the interfacial shear
strength of the composite. The interface thickness of PyC in
S4 sample is 2~3 times of that in the S3 sample, but there is
not much difference in the interface shear strength between
the S3 and S4 samples, indicating that the sublayer SiC inter-

phase introduced in S4 sample is conducive to improving the
overall interface bonding strength of the composite.

Meanwhile, the fracture toughness of the composite is S4
(PyC/SiC) > S3 (PyC) > S2 (SiC) > S1 (no interface), in which
S1 shows the lowest fracture toughness of only 7.8MPam1/2.
This indicates that the relative crack propagation process is
different in different interfaces. For the S1 and S2 samples,
when the main crack in the matrix extends to the fiber, the
crack tip stress directly acts on the surface of the fiber, leading
to the destruction of the fiber, as shown in Figures 6(a) and
6(b). For the S3 sample, due to the introduction of PyC inter-
face, its unique layered structure can help alleviate crack tip
stress and effectively induce crack deflection to generate mul-
tiple microcracks and absorb more fracture energy, as shown

KD_II
SiC fiber

SiCNone

PyC/SiCPyC

S2S1

S4S3

3D-braided
preform CVD

PIP

PCS

Pyrolysis

Different interface preform

PyC

SiC

None

PyC/SiC

Figure 1: Schematic diagram of the 3D SiCf/SiC with various interphases.
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Figure 2: The SEM of the SiC fiber with different interface layers: (a) S1, none; (b) S2, SiC; (c) S3, PyC; (d) S4, PyC/SiC.
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in Figure 6(c). For the S4 sample, the interphase includes the
two-phase interface layer of PyC and SiC, in which the crack
is more prone to deflection, resulting in a longer propagation
path and higher fracture energy absorption, as shown in
Figure 6(d). Therefore, M3 has the highest fracture
toughness.

Figure 7 shows the flexural stress-displacement curves of
the composites with different interface layers. It can be seen
that S1 shows very low bending load and fracture displace-
ment, and the fracture surface is relatively flat. This indicates
that S1 composite absorbs little fracture energy during the
fracture process, and the reinforcing and toughening effect
of the fiber is not effectively exerted. S3 has the highest bend-

ing strength and has a significant fiber pull-out. At the same
time, a small amount of debris remained on the fiber surface,
indicating that the effective bifurcation and deflection
occurred when the crack extended to the interfacial layer
and absorbed a large amount of fracture energy. The failure
behavior of S2 shows small deformation and obvious reduc-
tion of bending strength, but it is higher than that of S1,
and a small amount of shorter fibers pulls out. This is mainly
related to the excessive bonding between the fiber and matrix
caused by the SiC interface, and the stress field at the crack tip
cannot be effectively released at the interface, resulting in
brittle fracture. For S4, its bending behavior is almost the
same as that of S3, and it shows a high bending strength
and large fracture displacement. Miller et al. found that the
thickness of PyC has a significant influence on the flexure
strength of SiC/SiC [24]. When the thickness of PyC is
0.13μm, the bending strength reaches a maximum of
420MPa, and when the thickness of PyC is 0.58μm, the
bending strength decreases sharply to 275MPa. This is
mainly due to the increase of defects in the interface layer
with the increase of PyC thickness. However, the flexure
strength and fracture toughness of S3 and S4 samples were
similar. The results show that, compared with the single
PyC interface, the sublayer SiC interface plays a certain con-
straint role on the PyC interface layer, which effectively
reduces the overall internal slip and defects of the PyC/SiC
multilayer interface and thus improves the performance of
the composite.

Figure 8 shows the relationships of the interface shear
strength and fracture toughness, flexural strength of the com-
posites with different interface layers. The results show that
the fracture toughness and bending strength of the composite
first increase and then decrease with the increase of
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Figure 4: The interface shear strength and fracture toughness of the
composites with different interface layers.
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Figure 3: The cross-section morphology of SiCf/SiC with different interface layers.
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interfacial shear strength, indicating that the moderate inter-
facial bond strength could effectively improve the fracture
toughness and mechanical properties of the composite,
which is consistent with the literature reports. At the same
time, it is found that the fracture toughness of the composite
decreases and the bending strength increases with the

increase of the interfacial bonding strength in the area with
moderate interfacial bonding strength. In conclusion, the
bending properties of composite materials can be further
improved through optimizing the interface phase and adjust-
ing the interface bonding strength and fracture toughness.
Meanwhile, combined with the microstructure of the interfa-
cial phase, it can be inferred that the mechanical properties of
the composites are not only affected by the interfacial bond
strength and fracture toughness but also closely related to
the surface roughness and shear strength of the interfacial
phase itself. Therefore, in order to obtain composites with
excellent mechanical properties, in addition to improving
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Figure 5: The schematic diagram of single fiber push-out test of the composites with different interface layers.
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the interfacial bonding strength between fiber-interfacial
phase and interfacial phase matrix, an appropriate interfacial
phases should be designed to enhance their shear strength,
absorb higher fracture energy, and so as to improve the frac-
ture toughness.

4. Conclusions

(1) The order of the fracture toughness of different 3D-
braided SiCf/SiC is S4 (PyC/SiC) > S3 (PyC) > S2
(SiC) > S1 (no interphase), and the order of the inter-
face shear strength is S2 (SiC) > S3 (PyC) > S4 (PyC/-
SiC) > S1 (no interphase). The interfacial shear
strength not only depends on the state and interac-
tion of fiber-interfacial phase and interfacial phase
matrix but also is closely related to the properties of
interfacial phase materials, including surface rough-
ness and shear strength

(2) The introduction of PyC or PyC/SiC interphase layer
is helpful to enhance the interfacial bonding state of
the composites and the transition from brittle frac-
ture mode to ductile fracture mode

(3) Combined with the microstructure and mechanical
properties, it was found that the thickness of the
PyC of the PyC/SiC multilayer interface was about
2-3 times that of the single PyC interphase layer.
However, the shear strength of the two interfaces
was 118MPa and 124MPa, respectively, showing lit-
tle difference in bending properties. This indicates
that sublayer SiC is beneficial to enhance the interface
bonding strength of PyC/SiC multilayer interface and
improve the mechanical properties of materials.
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Here, we show that when the oxidation treatment temperature exceeded 600°C, the tensile strength of SiC/SiC begins to decrease.
Oxidation leads to the damages on the PyC fiber/matrix interface, which is replaced by SiO2 at higher temperature. The fracture
mode converts from fiber pull-out to fiber-break as the fiber/matrix interface is filled with SiO2. Oxidation time also plays an
important role in affecting the tensile strength of SiC/SiC. The tensile modulus decreases with temperature from RT to 800°C,
then increases above 800°C due to the decomposition of remaining CSixOy and crystallization of the SiC matrix. A special
surface densification treatment performed in this study is confirmed to be an effective approach to reduce the oxidation
damages and improve the tensile strength of SiC/SiC after oxidation.

1. Introduction

The SiC/SiC composite is known to have high specific
strength, high specific stiffness, high temperature resistance,
long-term oxidation resistance, and erosion resistance [1–
3], all of which are ideal properties for application as high-
temperature-resistant material in many fields such as ther-
mal protection system of aerospace vehicles and hot-end
components of aircraft engines [1–3]. In addition, the SiC/-
SiC composite reinforced by a near-stoichiometric SiC fiber
is considered the candidate material for the new-generation
fuel claddings of nuclear fission reactor and the first wall
material of nuclear fusion reactor due to its high irradiation
resistance [4, 5].

The performance of the SiC/SiC composite oxidized in
air is very important in the engineering application of this
material, which draws widely interests in recent years [6, 7].
Lu et al. investigated the oxidation damages of SiC/SiC com-
posites with pyrolytic carbon (PyC) fiber/matrix interface
using high-resolution CT and SEM. The results showed that
PyC interface was severely oxidized and turns into voids

above 1000°C. After oxidation at 1400°C, the brittle oxide
layers filled cracks in the matrix and caused drop of tensile
strength [8]. Ikarashi et al. studied the tensile properties of
3D woven SiC/SiC composites at high temperatures in air.
They found that oxidative matrix crack propagation in the
transverse layers strongly affected the lifetime of the SiC/SiC
composites [9]. Wang et al. studied the tensile creep proper-
ties of two-dimensional (2D) woven SiC/SiC composites
reinforced with low-oxygen and high-carbon SiC fibers at
high temperature. The results revealed that the bridged fiber
inhibited the opening of matrix cracks; on the other hand, the
fiber creep promoted the growth of crack. The creep property
was determined by the compete mechanisms of fibers at high
temperature [10].

Domestic Hi-Nicalon type SiC fiber is a new material,
and there are few studies on the oxidation damages of SiC/-
SiC composites prepared by this fiber [11, 12]. In this study,
we will investigate the influence of oxidation damages on
mechanical properties of the SiC/SiC composite reinforced
by domestic Hi-Nicalon type SiC fibers under high-
temperature environments.
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2. Materials and Methods

2D preforms were woven using domestic Hi-Nicalon type
SiC fibers. The SiC fibers were provided by Xiamen Univer-

sity (Xiamen, China). The fiber diameter is 14μm, density
is 2.79 g/cm, tensile strength is 2.7GPa, and the modulus is
270GPa. The oxygen content is 0.5wt%, and the C/Si mole
ratio is 1.41. The properties of the domestic Hi-Nicalon type
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Figure 1: Variations of (a) tensile strength and (b) tensile modulus of SiC/SiC oxidized in air at different temperatures.
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Figure 2: Variations of (a) tensile strength and (b) tensile modulus of SiC/SiC oxidized in air at 1200°C for different times.
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Figure 3: (a) Variations of tensile strength loss rate at 1200°C for different oxidized time and (b) tensile strength loss rate oxidized at different
temperature for 3 hours.
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SiC fiber are close to those of Hi-Nicalon fiber [13, 14]. PyC
layers with a thickness of about 400 nm were coated on the
surface of the preforms by chemical vapor deposition
(CVD) method. SiC/SiC composites were prepared by pre-
cursor infiltration and pyrolysis (PIP) process. The preforms
were impregnated with liquid-state polycarbosilane (PCS) by
a vacuum infiltration method and pyrolyzed at 800°C in an
inert argon atmosphere. The impregnation and pyrolysis

process were repeated 10 times until weight increase was less
than 1%. Five specimens were fabricated from the composite
to have an accurate calculation of density and porosity con-
sidering the Archimedes method based on ASTM C373-88
standard. The averaged porosity of the composite is 8.1%.

The machined SiC/SiC composite mechanical specimens
were subjected to oxidation treatment in a muffle furnace
with a temperature increasing rate of 100°C/min until the

FractureFracture500nm

500nm

20𝜇m

SurfaceSurface 20𝜇m

Figure 4: Tensile fracture morphology of SiC/SiC composites oxidized in air at 600°C for 3 hours.
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Figure 5: Tensile fracture morphology of SiC/SiC composites oxidized in air at 800°C for 3 hours.
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required temperature was achieved. The tensile properties of
the materials were tested at room temperature using a servo-
electric testing system (MTS CMT5105, China). The length,
width, and height of tensile specimen are 100mm, 5mm,
and 10mm, respectively. Five specimens were tested for each
state, and the strength was obtained by averaging the values
over these five results.

3. Results and Discussion

3.1. Mechanical Property Variation. The tensile strength
used in this study is the maximum stress that the SiC/SiC
composite can withstand while being stretched before frac-
ture. Young’s modulus is obtained from the linear portion
of the stress-strain curve in the SiC/SiC composite. The var-
iation of tensile strength of SiC/SiC composites after oxida-
tion for 3 hours at 600°C, 700°C, 800°C, 900°C, and 1200°C
is shown in Figure 1(a). It can be seen from the results that
the tensile strength of SiC/SiC composites decreases with
oxidation temperature during 600-1200°C. However, the ten-
sile strength of SiC/SiC composites treated at 1200°C under
inert gas environment is slightly higher than that of as-
fabricated specimens. It indicates that the reduction of tensile
strength is mainly due to the oxidation damages. The tensile
strength of SiC/SiC composites barely change after oxidation
at 600°C for 3 hours. When the oxidation temperature
exceeds 600°C, the tensile property begins to drop. After oxi-
dation at 800°C for 3 hours, the retention of tensile strength is
~50%, and after oxidation at 1200°C, the retention of tensile
strength is only ~20%.

The variations of tensile modulus of SiC/SiC composites
after oxidation at different temperatures are summarized in
Figure 1(b). The change of tensile modulus with temperature

is different with that of tensile strength. The tensile modulus
decreases with temperature from 600°C to 800°C, and then,
the tensile modulus increases with oxidation temperature
until 1200°C.

The results of tensile property variations reveal that the
oxidation damages of the SiC/SiC composite occur after 3
hours of oxidation at 600°C. The oxidation damages at
600°C only have influences on the tensile modulus of the
material and have almost no influence on the tensile strength.
When the oxidation temperature exceeds 600°C, the tensile
strength of SiC/SiC composites begins to decline. The tensile
modulus starts to increase above 800°C, which is also the
preparation temperature of the SiC/SiC composite. When
the temperature exceeds 800°C, the remaining CSixOy
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Figure 6: Tensile fracture morphology of SiC/SiC composites oxidized in air at 1200°C for 3 hours.
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component in the matrix was further converted into SiC and
then crystallized with the increase of temperature [15]. The
modulus of the CSixOy fiber (Nicalon fiber) is much lower
than that of SiC fiber (Hi-Nicalon fiber) [14]. Therefore, it
is reasonable to infer that the increase of modulus above
800°C is caused by the conversion of the remaining CSixOy

component in the matrix.
The change of tensile strength of SiC/SiC composites

after oxidation at 1200°C for 10min, 15min, 30min,
60min, 120min, and 180min is shown in Figure 2(a). It
can be seen from the results that oxidation time also plays
an important role to affect the tensile strength of SiC/SiC
composites. SiC/SiC composite strength begins to decrease
when the oxidation time exceeds 10min. When the oxidation
time reaches 120min, the tensile strength does not further
decrease.

The variation of tensile modulus of SiC/SiC composites
oxidized at 1200°C as a function of time is shown in
Figure 2(b). It can be seen from the results that the effect of
oxidation time on the tensile modulus of SiC/SiC is not read-
ily observable.

Both oxidation time and temperature can affect the ten-
sile strength of SiC/SiC composites. In this study, we use an
oxidation damage parameter, q, to consider the influence of
temperature and time comprehensively.

q = T log tð Þ, ð1Þ

where T is oxidation temperature and t is oxidation time. We
define r as the tensile strength loss rate,

r = σAs − σOxð Þ
σAs

× 100%, ð2Þ

where σAs is the tensile strength of as-received SiC/SiC, σOx is
the tensile strength of SiC/SiC after oxidization treatment.
We use oxidation damage parameter, q, to establish the pre-
diction model of tensile strength loss rate, r:

r =
0 ifq ≤ 0ð Þ,
aT log tð Þ + b ifq > 0ð Þ:

(
ð3Þ

We can get a = 0:051 and b = −80:41 by data fitting.
The relationship between tensile strength loss rate and time

oxidized at 1200°C is shown in Figure 3(a). The relationship
between tensile strength loss rate and oxidation temperature
(3 hours of oxidation) is shown in Figure 3(b). It can be seen
that the predictive curve of SiC/SiC composite tensile strength
loss rate obtained based on oxidation damage parameter is in
good agreement with the experimental results.

3.2. Microstructures. The microstructures at the fracture of
SiC/SiC composites were characterized by Camscan Apollo
300 scanning electron microscope (CamScan, Cambridge,
UK). The failure mode and microstructure damages can be
investigated in the fractures of specimens [13, 14]. The
microstructures of SiC/SiC composite oxidized for 3 hours
at 600°C are shown in Figure 4. It can be seen that the frac-
tures of the SiC/SiC composite at 600°C exhibit ductile char-
acteristics. A large number of extracted fibers can be clearly
seen at the fracture, indicating that the crack was deflected
at the PyC fiber/matrix interface during the loading process.
The results show that the PyC fiber/matrix interface on the
surface of the specimen has disappeared, while the PyC inter-
face at the fracture still exists. It indicates that the oxidation
damages at 600°C only occurred on the surface of the mate-
rial. Oxygen atoms do not further oxidized the PyC interface
layer inside the material.

100𝜇m 100𝜇m

Before surface densification After surface densification

Figure 8: Comparison of surface morphology of SiC/SiC before and after surface densification treatment.
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The microstructures of SiC/SiC composite specimens
oxidized for 3 hours at 800°C are shown in Figure 5. Com-
pared with the composite oxidized at 600°C, the length of
pulling out fibers decreases and the regions of pulling out
fibers become smaller. The results show that no PyC interface
at the fracture can be seen after oxidation at 800°C for 3
hours. Therefore, oxidation damage occurred inside the com-
posite under this condition, and nearly all of the PyC inter-
faces have been oxidized. When the PyC at the fiber/matrix
interface is oxidized, pores are formed between the fiber
and matrix. Pulled-out fibers can also be seen at the fractures,
indicating that cracks are deflected during the loading pro-
cess. SiC/SiC composite oxidized at 800°C for 3 hours still
exhibits ductile fracture behavior. However, due to the loss
of the interface layer, loading stress cannot transfer effec-
tively between the fiber and matrix. Therefore, the strength
and modulus of SiC/SiC composites drop significantly on
this condition. This result suggests that the rupture under
constant tensile load is caused mainly by the oxidation of
SiC interphace because of air ingression through the trans-
verse crack.

The microstructures of SiC/SiC composites oxidized for 3
hours at 1200°C are shown in Figure 6. The fracture surface
of the composites is very plane, and few pullout fibers can
be seen. The fractures show typical brittle characteristic. It
indicates that cracks are not arrested at the interface but pen-
etrated the fiber bundles. Further observation reveals that the
pores caused by the oxidation of PyC are sealed at the fiber/-
matrix interface. It is because the oxidations of SiC matrix
and the fiber at 1200°C: SiC+O2→SiO2+CO2+CO. SiO2 filled
the pores between the fiber and matrix becomes a new fiber/-
matrix interface. Pores between the fiber and matrix which
are not filled completely are also shown in Figure 6. Oxida-

tion of PyC interface results in strong chemical bonding
between fibers and the matrix. During the tensile process,
crack initiations in SiC/SiC composites mainly appear in
the matrix and gradually propagate to the fiber/matrix inter-
face. If the fiber/matrix interface is weak enough, the crack
will deflect into the interface and propagate along fiber axis
direction. If the interface is too strong, the crack will not
deflect but directly cause fiber break [16, 17]. Interphase usu-
ally plays a key role in determining the mechanical properties
of materials [18–20]. In our previous work, both theory and
experiment show that once the interface binding strength
exceeds the critical value, the composite failure mode con-
verts from fiber pull-out ductile failure mode to fiber break
brittle failure mode and the tensile strength of SiC/SiC drops
sharply [21]. It is worthy to mention that because sufficient
SiO2 filled the pores on the material surface, oxygen atoms
prevent further entry into the material [22, 23]. It can explain
the fact that the tensile strength did not further decrease with
time when oxidized at 1200°C above 120min as shown in
Figure 2(a).

According to the theory of composite mechanics, the ten-
sile strength of the SiC fiber also plays a key role in the
mechanical properties of SiC/SiC. We performed the oxida-
tion treatment on domestic Hi-Nicalon type SiC fibers at dif-
ferent temperatures using the same method as composite
oxidation treatment. Then, the fiber tensile strength was
measured by Instron tensile device using a load cell of 5N
and a crosshead speed 4.5mm/min. The gauge length is
25mm, and at least 50 samples were tested to calculate the
average tensile strength. The variations of tensile strength
of domestic Hi-Nicalon type SiC fibers with oxidation tem-
perature are shown in Figure 7. It can be seen that the tensile
strength of the SiC fiber begins to decrease above 1100°C. SiC

100𝜇m 100𝜇m

20𝜇m20𝜇m

Before surface densification After surface densification

Surface Surface

FractureFracture

Figure 10: Comparison of tensile fracture morphology of SiC/SiC before and after surface densification treatment (oxidized at 1200°C
for 1 hour).
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fibers still retain high strength after oxidized at 1200°C and
retention rate is 92%. These results indicate that the drop of
the SiC/SiC composite oxidized from RT to 1200°C is mainly
caused by the oxidation of PyC interphase, rather than the
oxidation of the SiC fiber.

3.3. Improvement. The micropores of SiC/SiC composites act
as a pathway of oxygen, which are mainly caused by the
shrinkage during PCS pyrolysis and machining process. In
order to increase the densification of the surface and prevent
the oxygen diffuse into the SiC/SiC composite, we prepared
mixed precursor with 60wt% SiC powders (Shanghai ST-
Nano Co. Ltd., China, purity: 99%, grain size < 100 nm) and
40wt% PCS to reduce the precursor shrinkage during pyrol-
ysis. The SiC-50wt% PCS powders were homogeneously
mixed by ball milling at 250 r/min for 8 h to obtain uniformly
flowing ceramic slurry, in which xylene was selected as sol-
vent. One additional impregnation and pyrolysis process
was performed using the mixed precursor to seal the micro-
pores on the surface of as-fabricated specimens. The results
show that no micropore can be seen on the surface of the
composite after additional impregnation and pyrolysis pro-
cess (as shown in Figure 8).

The SiC/SiC composites with densified surface were oxi-
dized for 1 hour at 1200°C. The comparison between tensile
strength of SiC/SiC with and without densified surface is
shown in Figure 9. From the results, it can be seen that the
tensile strength of SiC/SiC composites after surface densifica-
tion is significantly improved, which is close to the strength
before oxidation treatment. It indicates that the densified sur-
face prevent the oxygen diffuse into the SiC/SiC composite
and reduce the oxidation damages effectively.

The microstructures of oxidized SiC/SiC composites
before and after surface densification are shown in
Figure 10. It can be seen from the figure that the surface of
the as-fabricated composite has obvious pores. The PyC
interface is replaced by SiO2 between the fibers and matrix
in the fracture. The composites exhibit brittle characteristics.
The surface of the SiC/SiC composite is covered by a dense
SiO2 film after surface densification, which effectively pre-
vents oxygen diffusion into the composite. PyC can be seen
in the fracture of the SiC/SiC composite, indicating that no
oxidation damages occur inside the composite. Due to the
PyC interface remaining intact, the interface strength
between the fiber and matrix is low, leading to ductile frac-
ture and improved tensile strength after oxidation.

4. Conclusions

The tensile properties of SiC/SiC reinforced with domestic
Hi-Nicalon type SiC fibers oxidized at high temperature were
investigated in this study. Both oxidation temperature and
time have significant effects on the tensile properties of SiC/-
SiC. The tensile property begins to decrease with temperature
when the oxidation temperature exceeds 600°C. The drop of
tensile strength is mainly caused by the replacement of the
PyC fiber/matrix interface by SiO2 during oxidation. The ten-
sile modulus decreases with temperature from RT to 800°C,
then increases above 800°C due to the decompose of the

remaining CSixOy and crystallization of the SiC matrix. A
tensile strength loss rate model as a function of oxidation
temperature and time is proposed. The prediction roughly
agreed with the experimentally obtained results. Surface den-
sification treatment is an effective way to reduce the oxida-
tion damages and improve the tensile strength of SiC/SiC.
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An investigation was carried out to characterize the microstructure and bonding properties of the zirconium-carbon steel explosive
clad. The microstructure and the composition of the clad were characterized using optical microscopy and scanning electron
microscopy. Bonding properties were inspected by using bending and shearing tests. The examination results indicate that the
R60702 and Cr70 plates were joined successfully without visible defects. The interface wave is symmetrical. There is no element
diffusion across the interface of the clad plate. There are melt blocks at the interface. Bending and shearing test results indicate that
the bonding properties of the clad meet the requirements of the ASTM B898 specification. And after shell rolling, no delamination
appeared at the interface. Thus, it indicates that the clad plates have good bonding quality and meet the processing requirement.

1. Introduction

Zirconium (Zr) and its alloy have excellent corrosion resis-
tance in acid and alkali environment. They show more excel-
lent corrosion resistance than stainless steel, titanium alloy,
and nickel alloy. Therefore, Zr is widely used in harsh envi-
ronments, such as dehydration tower of acetic acid project in
the chemical industry, synthesis tower in urea project, and
reactor in alcohol production [1–7]. However, Zr is difficult
to separate hafnium during refining. Therefore, the price of
industrial pure zirconium is relatively expensive, which is
4-5 times that of high-grade stainless steel and 2-3 times that
of titanium. Therefore, in recent years, zirconium-steel clad
materials are used to replace pure Zr in chemical equipment.
The processing method of zirconium-steel clad material is
usually explosive welding. In this method, the explosive is
used as the energy source, so that the atoms between the
two metal interfaces are infinitely close, thus forming a firm
combination. However, the physical and chemical properties
of zirconium and steel are very different, so it is difficult to
clad zirconium and steel by explosive welding method. Thus,
Ti is used to the interlayer between zirconium and carbon

steel to bond them. The microstructure and properties of
zirconium-steel clad materials with Ti interlayer have been
investigated by more studies [8–15]. Generally, the interface
is the weakness of the clad plate, but the zirconium-steel clad
with interlayer has two interfaces. Thus, the study on the
zirconium-steel clad materials without the interlayer is use-
ful. However, not too much work has been implemented
on zirconium-steel clad materials without the interlayer.
Therefore, in this paper, the R60702-Gr70 clad material with-
out the interlayer was prepared by explosive welding. The
microstructure and mechanical properties of the clad mate-
rial were characterized. The results show that the clad mate-
rial meets the requirements of specification and processing.

2. Experimental Procedure

2.1. Materials. The flyer and the base plate are zirconium
(ASME SB551 R60702) in solution-annealed condition and
carbon steel (ASME SA Gr70) in normalization condition,
respectively. The chemical compositions of R60702 and
Gr70 are listed in Table 1 and Table 2. The flyer and base
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plate were sequentially prepared with dimensions of 3 ×
2330 × 6000mm and 25 × 2330 × 6000mm, respectively.

2.2. Explosive Welding Process. Figure 1 shows the assemble
sketch of explosive welding. The R60702 and Gr70 plates
were placed in a parallel direction. The spacers (R60702)
were put on the surface of Gr70 to support the R60702 plate.
The height of the spaces is about 8mm. The ANFO explosive
layer was put on the surface of the R60702 plate. The thick-
ness of the explosive was 33-35mm, the density was
0.75 g/com-3, and the velocity was 2300m/s-1. An electronic
detonation was placed in the long edge of the pate. By ignit-
ing the electronic detonator, the detonation initiated the
explosives, and the R60702 plate was accelerated to shock
rapidly the Gr70 plate.

2.3. Specimen Characterization. Ultrasonic examination
(UT) was employed to inspect the clad plates according to
ASTM A578 specification with the Hanwei HS150 equip-
ment [16]. After that, samples were cut parallel to the detona-
tion direction. The cross-sections of specimens were
grounded with SiC sandpaper up to No. 2000 and polished.
The micrographs of R60702, Gr70, and the interface were
examined by optical microscopy (Olympus GX51). The
cross-sectional observation of the clad plate after explosive
welding and their element analyses were conducted using a
scanning electron microscopy (SEM, SSX-550) equipped
with an energy dispersed X-ray microanalyzer (EDX). The
specimens for the shearing test were prepared according
to the ASTM B898[17]. The shearing test was carried
out on the testing machine (DLY-10A). The shearing
speed was 0.2mm/min-1. The bending test was also per-
formed with the same instrument. The specimens for out-
side bending were bent up to 105°. And the specimens for
inside bending were bent up to 180° (according to specifi-
cation ASTM B898).

3. Results and Discussion

Explosive welding on the R60702 plate and Gr70 plate were
carried out using ANFO explosives; then, the size of the clad
plate was 3/25 × 2330 × 6000mm. Figure 2 shows the photo-
graphs of the clad plate. During the explosive welding pro-
cess, the flyer plate impacted drastically to the base plate,

leading to the clad plate appeared apparent plastic deforma-
tion (Figure 2(a)). Thus, after explosive welding, the clad
plate was flattened (Figure 2(b)). As shown in the two pic-
tures, there is no a crack or disjoint defect on the clad plate
by visual inspection. For further confirmation of bonding
quality, UT was employed to check the continuities of the
clad plate. During the UT process, high-frequency ultrasonic
energy is introduced and propagated through the R60702
material of the clad plate in the form of pulse. Once there is
a defect (such as the unbounded area) in the pulse path, parts
of the energy will be reflected back from the defect surface. In
the present work, the UT records show that there is no area
where one or more discontinuities produced a continuous
total loss of back reflection pulse. Figure 3 is a UT record of
the clad plate. There are the first back reflection and the
second back reflection pulses in the clad plate. According
to the ASTM A578 specification, it indicates the interface
of the R60702-Gr70 clad plate is continuous. Thus, the
bonding quality of the clad plate meets the requirement
of ASTM A578.

After UT, microstructure analysis was implemented on
the R60702 plate clad, Gr70 plate, and clad plate. Optical
views of the microstructures of the clad plate are shown in
Figures 4 and 5. Figure 4(a) shows the microstructure of
the R60702 plate. It can be seen from the picture that zirco-
nium alloy (R60702) consists of the α phase with a large grain
size (about 20-40μm). The size of α-Zr grains is about 8.5
level. The structure is made up of fully equal-axed grains.
And there is no abnormal deposition in the metal structure.
Figure 4(b) illustrates the microstructure of Gr70. This steel
contains ferrite and pearlite grains with a band-like distribu-
tion. Figure 5 shows the optical interface micrograph of the
clad plate. It can be seen from Figure 5(a) the explosive weld-
ing process led to the formation of a wavy interface along
with the detonation direction. The formation mechanism of
this wavy interface is when R60702 and Gr70 plate collided
at a high velocity with an oblique angle; a high-velocity
cumulative jet was spouted from the squeezed surface of both
plates, and behaves as inviscid fluid [18]. The flow pattern of
the jet depends on the destiny of the plates being joined [19]
The cumulative jet moved along the bisector of the collision
angle to form a symmetrical wavy interface in the R60702-
Gr70 plate because of their similar densities (shown in
Figure 5(a)), as explained in the swinging wake model [20],
as shown in [19–21]. And there are no visible defects like
pores or cracks in the interface at high magnification
(Figure 5(b)). However, during the explosive welding, the
R70602 plate collided the Gr70 plate at high velocity (above
1000m per microsecond); the mechanical energy released
during collision leads to a rapid pressure boost, intense plas-
tic deformation in the interface area, friction, and shear of the
two materials. This leads to partial melting of the wave crest

Table 1: The components of R60702.

Material
Chemical element (%)

Hf Fe+C C N H O Zr

ASTM SB551 R60702 ≤4.5 ≤0.1 ≤0.05 ≤0.025 ≤0.005 ≤0.10 Bal.

Measured values 2.21 0.066 0.007 0.003 0.001 0.068 Bal.

Table 2: The components of Gr70.

Material
Chemical element (%)

C Si Mn P S Fe

SA 516 Gr70 ≤0.20 ≤0.035 1.20~1.60 ≤0.015 ≤0.015 Bal.

Measured values 0.18 0.015 1.14 0.005 0.008 Bal.
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regions and to the formation of melt blocks (Figure 5(b),
white arrow).

To further observe the microstructure characteristic of
the welded interface, the SEM was employed to investigate
the bonding interface as shown in Figure 6(a). And there
are also no defects like pores and cracks on the surface of
the clad plate. The results are in accordance with that of
optical micrographic examination. And base on the results
mentioned above, high-velocity collision leading to the
temperature increase in local zones, melt blocks formed at
the vortices in the clad surface (Figure 6(b)). The elemental
components of the melt blocks were measured using EDX
at the positions marked with white arrows 1, 2, and 3, in
Figure 6(b). The results are shown in Figure 7. The spectrum
positions in Figure 7(a) are corresponding to the arrows in
Figure 6(b). As confirmed by the EDX analysis, the region

at arrow 1 consists of 97.56% Fe, 2.06% Zr, and 0.38% Si;
the region at arrow 2 consists of 100% Fe; and the region at
arrow 3 consists of 44.51% Fe and 55.49% Zr (Figures 7(b)
and 7(c)). Base on the EDX analysis results, it can be con-
cluded that R60702 and Gr70 melted during the explosive
welding, and the temperature at the welding interface
exceeded the melting temperature of R60700 (1852°C) in a
short time. The melt blocks resulted from the melting and
mixing of the R60700 and Gr70 plates.

Because of the high temperature at the interface during
the explosive welding, it could lead to the formation of the
element diffusion across the interface [19–21]. However,
Figure 6 indicates that there is no diffusion layer across the
interface. In order to confirmation the element diffusion pro-
cess (possible), line scanning of Fe and Zr, Cr, and Si ele-
ments are carried out away from 200μm across the
interface. The results are shown in Figure 8. The R60700
and Gr70 materials contain different elements. At the bond-
ing interface from the R60702 to Gr70, it can be seen from
Figure 8(b) that the contents of Fe and Zr elements all show
sharp transitions across the interface. It indicates that ele-
ment diffusion during the explosive welding process is not
observed under the accuracy of line scanning detection.
And there is no silicon in R60702 material (Table 1), thus
the silicon element in the specimen is from SiC sandpaper
contamination during polishing.

Figures 9 and 10 show the mechanical properties of the
R60702-Gr70 clad plate. The bending test was conducted to
evaluate the bonding quality of the clad plate. Figure 9 shows
the cross-sectional images of the R60702-Gr70 specimen

2

1

3
4
5
6

7

Figure 1: The sketch of explosive welding: (1) detonation, (2) explosives, (3) baffle, (4) R60702, (5) spacer, (6) Gr70, and (7) anvil.

(a) (b)

Figure 2: Photographs of the R60702-Gr70 clad plate after (a) explosive welding and (b) flattening (plate size: 3/25× 2330× 6000mm).

Original
pulse 

First back
reflection

Second back
reflection

Figure 3: UT record of the clad plate.
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after the bending tests. During the face-bend test, the R60702
plate was subjected to tensile stress, and the Gr70 plate was
subjected to compressive stress. During the reversed-bend
test, the R60702 plate was subjected to compressive stress,
and the Gr70 plate was subjected to stress. Either face-bend
specimen or reversed-bend specimen was not delaminated
at the interface or parent metals. The result meets the
requirements of the ASTM B898 specification. The shearing
test was also employed to evaluate the bonding quality of
the clad plate. The shearing strength is 412MPa. It is much
higher than that of the ASTM 898 requirement (137MPa).
Figure 10 shows the shearing specimen after the shearing test.
It can be seen that the separation appears at the interface.
After the above examination, the clad plate was cut and rolled
to the shell structure (shown in Figure 11). The diameter of

the shell is φ508mm. During the rolling, the clad plate was
not delaminated at the interface or base metals. It indicates
the clad plate meets the processing requirement.

4. Conclusion

An investigation on the R60702-Gr70 explosive clad plate
was carried out to understand the microstructure and bond-
ing properties. The important findings are as follows:

(1) The R60702-Cr70 clad plate with 3/25 × 2330 ×
6000mm was successfully obtained by the explosive
welding technique. UT inspection indicates that the
bonding quality meets the requirement of the ASTM
A578 specification

100 𝜇m

(a)

100 𝜇m

(b)

Figure 4: Optical micrographs of (a) R6070 and (b) Gr70.

R60702

Gr70

Detonation direction

100 𝜇m

(a)

R60702

Gr70

Detonation direction

100 𝜇m

(b)

Figure 5: Optical micrograph of the joint cross-section (a) at low magnification and (b) at high magnification.

R60702

Gr70

(a)

R60702

Gr70

3
1

2

(b)

Figure 6: SEM microstructure of the joint cross-section (a) at low magnification and (b) at high magnification.
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100 𝜇m Electron image 1

(a)

Spectrum 1

Spectrum 2

Spectrum 3
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Figure 7: Continued.
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(2) The R60702-Gr70 explosive clad plate has a wavy
interface. The wave is symmetrical. No cracks or pore
defects were observed at the interface. And there is no
element diffusion across the interface of the clad plate

(3) There are melt blocks on the interface. These melt
blocks resulted from the melting and mixing of the
R60702 and Gr70 materials during the high-velocity
collision

Spectrum Si
0.38 97.56 2.06

0 100 0
44.51 55.49 100.00

100.00
100.00

0

Fe Zr Total
Spectrum 1
Spectrum 2

Spectrum 3

All results in weight%

(c)

Figure 7: SEM micrographs of the clad plate (a) and corresponding EDX spectrums: (b) white arrow 1 (spectrum1), (c) white arrow 2
(spectrum2), and (d) white arrow 3 (spectrum3).
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Gr70

Zr

Fe

SiInterface

100 𝜇m Electron image 1

(a)

Zr

Fe

Si

Interface

600

500

400

300

200

100

0
0 50 100

Silicon Ka1, Zirconium La1, Iron Ka1
150 𝜇m

(b)

Figure 8: The bonding interface in the R60702-Gr70 clad plate: (a) microstructure; (b) line scan analysis from R60702 to Gr70 plates.

(c) (d)

R60702

Gr70

(a) (b)

R60702

Gr70

Figure 9: The specimens after bending test: a) and b) outside bending (bended up to 105°), c) and d) inside bending (bended up to 180°).
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(4) Bending test results indicate that no delamination
appears at the interface. And the shearing strength
reaches 412MPa. All the results meet the require-
ments of the ASTM B898 specification. Also, after
shell rolling, there is no delamination that appears
at the interface. It indicates that the clad plate has
good bonding quality and meets the processing
requirement
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Shale ash (SA) as the carrier, the ratio of Cu to Ni in the Cu-Ni transition metal salt being, respectively, 1 : 0, 2 : 1, 1 : 1, 1 : 2, 0 : 1, the
double transition metal salt catalyst (CumNin/SA) was prepared to explore the effect of such catalysts on the pyrolysis behavior and
characteristics of Fushun OS. The research results show that the temperature (Tmax) corresponding to the maximum weight loss
rate decreased by 12.9°C, 4.0°C, and 3.6°C; and the apparent activation energy decreased by 35.2%, 33.9%, and 29.6%,
respectively, after adding catalysts Cu0Ni1/SA in pyrolysis. The addition of Cu0Ni1/SA and Cu2Ni1/SA further improves the
shale oil (SO) yield of 3.5% and 3.1%, respectively. Cu0Ni1/SA produces more aromatic hydrocarbons, which, however, weakens
the stability of SO and is of toxicity in use. After analyzing the pyrolysis product—semicoke (SC) and SO—with ATR-FTIR and
GC-MS methods, CumNin/SA promotes the secondary cracking and aromatization of OS pyrolysis, increasing the content of the
compound of olefins and aromatics in SO, and hastening the decomposition of long-chain aliphatic hydrocarbons to short-
chain aliphatic hydrocarbons.

1. Introduction

With the shortage of traditional energy resources against the
increasing oil demand, oil shale is considered to be a type of
ideal alternative energy source to substitute oil owing to its
abundant reserves. There are approximately 68.92 billion
tons shale oil converted from proven oil shale in the world,
which is three times the amount of crude oil reserves [1]
and approximately accounts for 35% of the total global
energy [2]. China is abundant in oil shale reserves, and the
oil content is above the average. Among them, oil shale
reserves with an oil content of more than 5% to 10% are
266.435 billion tons, and more than 10% are 126.694 billion
tons [3]. Liaoning Fushun mining area, the third-largest min-
ing area in the country, boosts approximately 3.6 billion tons
of the oil shale reserves [4].

Shale oil and shale gas can be obtained through the pyrol-
ysis of oil shale (OS). Catalytic pyrolysis increases the conver-
sion rate of oil shale pyrolysis and the yield of shale oil as well

as its quality [5, 6]. Domestic and foreign scholars have done
extensive experimental studies on the catalytic pyrolysis of oil
shale with different catalysts. Gai et al. [7] studied the influ-
ence of the presence of pyrite on the pyrolysis behavior of
oil shale. The iron contained in pyrite positively affects the
pyrolysis behavior of oil shale and promotes its volatilization,
thus increasing the yield of liquid and gas products. Cao [8]
introduced a type of catalyst from oil shale rock as raw mate-
rial to obtain light feedstock oil, which not only greatly
reduces the cost of producing light fuel oil but also increases
the oil quality by adding the catalyst. Williams et al. [9, 10]
studied the effect of the ZSM-5 zeolite catalyst on the pyrol-
ysis of oil shale in Kark, Pakistan. The addition of catalyst
increases the content of gas products and shale semicoke,
reducing the yield of shale oil, promoting the conversion of
long-chain alkanes and olefins into low-molecular-weight
and short-chain alkanes, and decreasing the total nitrogen
and sulfur content in the catalyzed oil. Wang et al. [11] added
alkali metal carbonates K2CO3, MgCO3, Na2CO3, and
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CaCO3 to oil shale, and the results showed that different
alkali metal carbonates had different catalytic effects on
oil shale. MgCO3 has an obvious effect compared with
other alkali metal carbonates, and it is especially violent
at the beginning of pyrolysis. Jiang et al. [12] and
Pulushev et al. [13] studied the effects of pyrolysis condi-
tions and transition metals on the pyrolysis products and
characteristics of Huadian oil shale, finding that the addi-
tion of transition metal cobalt salts to OS increases the
selectivity of aromatics and promotes the aromatization
of olefins. Chang et al. [14] studied the effects of
FeCl2·4H2O, CoCl2·6H2O, NiCl2·6H2O, and ZnCl2 on the
pyrolysis of OS, summarizing that all these four metal salts
enhance the secondary cracking of shale oil, reduce oil
production, and improve the pyrolysis gas production.
All these studies affirm that catalyst increases either the
pyrolysis conversion rate or product yield. However, there
are relatively few reports on the OS pyrolysis catalyzed by
shale ash (SA) with double transition metal salts as the
carrier is relatively few.

In this paper, shale ash (SA) as the carrier, the ratio of Cu
to Ni in Cu-Ni transition metal salt-containing being differ-
ent, the double transition metal salt catalyst (CumNin/SA)
was prepared to explore the effect of such catalysts on the
pyrolysis characteristics of Fushun OS. The thermogravimet-
ric method was applied to analyze the effect of the double
transition metal catalysts containing different ratios Cu to
Ni in CumNin/SA groups on the pyrolysis characteristics of
OS. The components of pyrolysis product shale oil (SO) were
analyzed by ATR-FTIR and GC-MS, while the effects of the
catalyst on the activation energy of OS pyrolysis were ana-
lyzed by the Coats Redfern model.

2. Experimental Materials and Methods

2.1. Materials. OS and SA were obtained from Fushun, Liao-
ning Province, China. OS and SA samples were first crushed
and screened into a particle size of 10-18 mesh and 40-60
mesh before the experiment, and then cleaned with deionized
water for 7-8 times, and eventually dried overnight in a blast
drying oven at 80°C. The main properties of OS and SA sam-
ples are shown in Table 1.

The inorganic crystalline phases in OS and SA were ana-
lyzed by X-ray diffraction (XRD), and the results are shown
in Figure 1. The XRD spectrum shows that the minerals in
OS are mainly composed of quartz and aluminosilicates
including kaolinite and illite, and also a small amount of car-
bonate. The specific components are shown in Table 2.

Figure 2 is the scanning electron microscopy (SEM) of
OS and SA, presenting the maldistribution and irregular
but the certain pored structure of the mineral particle size
in the OS, which belongs to a type of solid sedimentary rocks
composed of the scaly-structured clay kaolinite and mica
mineral. Figure 2(b) clearly shows the larger pored structure
of the SA compared with that of OS, enabling the SA to load
transition metal salt as a carrier.

The equal volume impregnation method was applied to
prepare for the catalyst samples. First, the water absorption
of the carrier SA was measured. The loading amount of the

transition metal salt was set as 3wt.% for the distinct experi-
ment statistics (the ratio of the mass of the two types of
transition metal salts to the sum of the mass of the two
types of transition metal salts and SA was 3wt.%). The
transition metal salt (CuCl2·2H2O, NiCl2·6H2O) was accu-
rately weighed with different Cu/Ni ratios (1 : 0, 2 : 1, 1 : 1,
1 : 2, 0 : 1) and then dissolved in the same volume of
deionized water. Mechanically stirred and mixed with a
glass rod, SA was added into the solution and again fully
stirred and immersed for 12 hours. After a 20-hour forced
air drying at 130°C, the Cu-Ni/shale ash-based double
transition metal catalyst was obtained and stored in seal
preservation for later use.

The prepared SA-grouped double transition metal cata-
lyst is named as CumNin/SA (m for the mass fraction ratio
of Cu metal salt and n for the Ni metal salt in the catalyst),
and the sample of CumNin/SA mixed with OS is expressed
as OS-CumNin/SA, for example, OS-Cu1Ni1/SA represents
SA the mixed pyrolysis with a load mass fraction ratio of
OS to Cu-Ni of 1 : 1.

The morphology analysis of SA after loading metal salt is
shown in Figure 3. Compared with the initial SA, the surface
of CumNin/SA is covered with scaly material, and the pores
become smaller and shallower (Figure 3(a)). Through
SEM/EDS analysis, the material composition in the pores
contains Ni and Cu elements, indicating that the metal salt
has been loaded into the pores of SA through the impregna-
tion method (Figure 3(b)).

2.2. Laboratory Apparatus. The Nicolet iS50 model Fourier
transform attenuated total reflection infrared spectroscopy
(ATR-FTIR) was applied to analyze the characteristics of
OS and SO, and Netzsch STA 449 F5 thermogravimetric
analyzer-mass spectrometry (TG-MS) to study OS thermal
weight loss behavior and component. The SO obtained from
the experimental pyrolysis was extracted with dichlorometh-
ane, and the SO component was analyzed with the GC-MS
(Agilent 7890A/5975C from NYSE: A, United States). The
ATR-FTIR spectrum was recorded between 4000 cm-1 and
400 cm-1, and the spectral resolution was 4 cm-1. The sensi-
tivity of the microbalance for TG detection was less than
±0.1μg, and the temperature accuracy was ±0.5°C. In addi-
tion, in order to avoid the limitation of heating transfer, a
blank sample was used before the experiment to baseline
the influence of the buoyancy and weight loss of the crucible
on the experimental data.

2.3. Experimental Methods. First, a certain amount of mixed
sample (10 ± 0:5mg) of OS and SA-grouped transition metal

Table 1: Industrial analysis and elemental analysis of oil shale (OS)
and shale ash (SA).

Industrial analysis, % Elemental analysis, %

Sample Mad Aad Vad
FCad
∗ Cad Had Nad

Oad
∗ Sad

OS 2.86 77.29 17.77 2.08 10.91 1.82 0.78 5.91 0.33

SA 0.48 90.68 5.96 2.88 5.16 0.56 1.06 0.64 0.83
∗subtraction method.
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salt catalyst was weighed and placed into a thermogravity
crucible with a height of 4mm and a diameter of 6mm.
The 50mL/min argon was used as the purge gas, and the
30mL/min of argon as the protective gas. Then, the temper-
ature was lifted from room temperature to 900°C at a heating
rate of 10°C/min. The mixing ratio of OS to catalyst was 2 : 1.
The gas produced during the pyrolysis was purged into the
mass spectrometer through the capillary column connecting
to the thermogravimetric analyzer. Besides, the connecting
tube between the thermogravimetry and the mass spectrom-

eter was heated to 255°C to prevent the gas from condensing
in the capillary.

The weight loss rate of pure OS is calculated by for-
mula (1):

MOS =MLoss/rOS: ð1Þ

MLoss is the weight loss rate of OS during the mixed
pyrolysis of transition metal salt and OS, and rOS is the
mass percentage of OS in the sample.
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Figure 1: XRD patterns of oil shale (OS) and shale ash (SA): (a) OS; (b) SA.

Table 2: Ash XRF (X-ray fluorescence) analysis of OS and SA.

Constituent, wt % SiO2 Al2O3 Fe2O3 K2O TiO2 MgO P2O5 SO3 CaO Other

OS 40.48 13.30 9.78 1.01 0.89 0.88 0.81 0.80 0.79 31.26

SA 58.15 23.18 10.26 1.45 1.35 1.42 1.25 1.53 1.08 0.33

SU8010 15.0kV 9.9mm ×5.00k SE(U) 10.0 𝜇m

(a)

SU8010 15.0kV 9.5mm ×5.00k SE(U) 10.0 𝜇m

(b)

Figure 2: Scanning electron microscopy (SEM) of OS and SA: (a) OS; (b) SA.
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2.4. Kinetics Analysis. Assuming m0 represents the initial
quality of the oil shale. It was heated according to the preset
heating program where it underwent the thermal decom-
position reaction. The pyrolysis conversion rate of OS α
can be expressed as (t time for the time, mt for the mass
of the sample, and m∞ for the final mass of the residue
unable to be decomposed)

α = m0 −mt

m0 −m∞
: ð2Þ

The decomposition rate in the decomposition reaction
can be expressed as

dα
dt

= kf αð Þ: ð3Þ

In this formula, k is the Arrhenius rate constant, k =
A exp ð−E/RTÞ; A is the prefactor, (S-1); E is the activation

energy, (kJ/mol); T is the thermodynamic temperature,
(K); R is the gas constant, in units of J/(mol·K). The over-
all reaction equation of OS pyrolysis can be expressed as

dα
dt

= A exp −
E
RT

� �
f αð Þ: ð4Þ

In nonisothermal conditions, the heating rate can be
expressed as β = dT/dt; then, formula (3) can be rewritten
as

dα
dT

= A
β
× exp −

E
RT

� �
f αð Þ: ð5Þ

The functional form of f ðαÞ and its reaction order is
determined by the reaction type or mechanism, normally
f ðαÞ = ð1 − αÞn.
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Figure 3: SEM/EDS analysis image of CumNin/SA. (a) Scanning electron micrograph (SEM) before SA loading metal salts. (b) SEM after SA
loading metal salts. (c) Energy dispersion spectrometer (EDS) image after SA loading metal salts.
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3. Experimental Results and Discussion

3.1. Effect of Transition Metal Salt Catalysts on OS Pyrolysis

3.1.1. Analysis of Catalytic Cracking Behavior. Figures 4 and 5
show the thermogravimetric (TG, DTG) curves of OS after
adding different transition metal salts. The quality loss of
OS involves various chemical and physical processes and
can be divided into three following stages [15, 16]: the figures
below show that the mass loss in stage one (<200°C), mainly
caused by the evaporation of water, especially the adsorbed
water from clay minerals and interlayer water, was relatively
small due to the sample’s lower moisture content after the
blast drying procedure. Stage two (200-600°C) was the
decomposition of organic matter. The kerogen molecules
and other organic components in the OS were decomposed
and produce asphaltenes, which then continued to decom-
pose into various small aromatic molecules or aliphatic mol-
ecules. Technically, this stage can also be considered as the oil
production stage in OS pyrolysis [12], where a series of com-
plex reactions including ring-opening reaction, depolymeri-
zation reaction, and repolymerization reaction [17, 18]
would occur when the temperature rose to a certain level.
These reactions promoted the addition and rearrangement
of organic matter in the OS and the production of different
types of organic compounds. The rapid pyrolysis occurred
between 417.2 and 519.9°C, and the weight loss rate in this
stage reached as high as 13.58wt.%, accounting for
65.35wt.% of the total weight loss. The maximum weight loss

peak also appeared. In the third stage (>600°C), the decom-
position of organic matter basically finished and occurred
mainly the decomposition reaction of inorganic minerals
(such as carbonate and clay minerals).

The figure suggests a similar trend of the curves of OS TG
and DTG after adding CumNin/SA. The TG curves moved
left to the low-temperature zone after adding SA and differ-
ent CumNin/SA to the direct OS pyrolysis, manifesting that
the temperature of OS after adding SA and CumNin/SA was
lower than that of the direct OS pyrolysis under the same
weight loss rate in its main pyrolysis stage. The violate evolu-
tion content increased and the final coke output decreased to
a certain extent. The catalytic effect of CumNin/SA was signif-
icantly higher than that of SA, among which OS-Cu0Ni1/SA
had the minimum coke output, and the total mass loss rate
in descending order was OS − Cu0Ni1/SA < OS − Cu2Ni1/
SA < OS − Cu1Ni1/SA < OS − Cu1Ni0/SA < OS − Cu1Ni2/SA
< OS − SA < OS. The DTG curves show three sharp weight
loss peaks during the pyrolysis of OS, which, respectively,
corresponds to the decomposition of moisture (90~200°C),
organic matter (200~600°C), and inorganic minerals
(700~900°C). The first maximum weight loss rate in the sec-
ond stage was significantly higher than that in the first and
third stages, indicating that the mass-loss rate in the second
stage was faster than that in the first and third stages.

Combining with Table 3, it can be seen the addition of SA
and CumNin/SA to varying degrees lowered the temperature
(Tmax) reaching the occurrence of maximum mass loss rate.
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Figure 4: TG curves of mixed pyrolysis of OS with different CumNin/SA.
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The decrease in temperature corroborates that SA and Cum-
Nin/SA can catalyze the cracking reaction to a certain extent
and further activate the release process of volatile sub-
stances. Within an appropriate temperature range, the pres-
ence of transition metal salt ions accelerates the cleavage of
branched functional groups in kerogen and promotes the
formation of cracked oil gas phase, thereby lowering the
reaction temperature. Among them, the Tmax of OS-
Cu0Ni1/SA had the sharpest decline of 2.74% compared
with that of the direct OS pyrolysis. The Tmax of each sam-
ple in descending order was ranked as OS − Cu0Ni1/SA <
OS − Cu2Ni1/SA < OS − Cu1Ni1/SA < OS − Cu1Ni2/SA < OS
− Cu1Ni0/SA < OS − SA. Moreover, the addition of Cum-
Nin/SA lowered the start and end temperatures in the main
pyrolysis stage, as well as the maximum weight loss rate to a
certain extent, but expanded the devolatilization tempera-
ture range. It can also be seen from Table 3 that the samples
adding SA and CumNin/SA had a greater weight loss rate
within all temperature ranges, indicating that SA and Cum-
Nin/SA promotes the pyrolysis reaction of OS, including the
decomposition of inorganic minerals. Thermal cracking
behavior confirms that OS-Cu0NiA, OS-Cu2Ni1/SA, and
OS-Cu1Ni1/SA have better catalytic effects.

3.1.2. Kinetics Analysis. Kinetic analysis, combined with the
macroscopic phenomenon of the reaction, reflects the rela-
tionship between the energy and the movement of substances
and reveals the pyrolysis reaction mechanism so as to control
the chemical reaction. Among various analysis models, the

Coats-Redfern (C-R) method has been used to calculate the
relevant kinetic parameters of solid fuel pyrolysis [19, 20].
This method was applied to the thermal kinetic calculations
in this section to analyze the kinetics in the main pyrolysis
stages. After the analysis of the kinetic parameters of the sam-
ples adding different CumNin/SA, the values of the thermoki-
netic parameters E, A, and R2 obtained are shown in Table 4.

Table 4 shows that SA and CumNin/SA reduce the activa-
tion energy required for the pyrolysis reaction in the main
pyrolysis stage. OS forms asphaltenes in the second stage
and then continues to be decomposed and produce volatile
substances. A certain amount of energy needs to be absorbed
to support the occurrence of related depolymerization crack-
ing reactions in this process. It can be seen from Table 4 that
the direct OS pyrolysis needs to absorb approximately
39.2 kJ/mol for the related chemical reactions. Adding SA
and CumNin/SA, the apparent activation energy-reduced,
and the reduction degree of CumNin/SA on activation energy
was significantly higher than that of SA. Among them, OS-
Cu0Ni1/SA reduced the maximum activation energy of
13.8 kJ/mol, accounting for 35.2% of the activation energy
required for OS pyrolysis; OS-Cu2Ni1/SA is the second and
required 13.3 kJ/mol activation energy to reduce pyrolysis,
accounting for 33.9% of the activation energy required for
the OS pyrolysis. Scholars also believe that metal cations, as
a strong polar core, may be embedded into the crystal lattice
of macromolecules after interacting with kerogen and other
macromolecules, thus deforming the electronic structure on
the surface and causing a dynamic induction effect. Such an
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effect reduces the bond energy of the C-C bond, requiring less
energy for the reaction, and leading to a decrease of the acti-
vation energy. From the kinetic analysis, the order of the
samples that reduced the activation energy of the reaction
was OS − Cou0Ni1/SA > OS − Cu2Ni1/SA > OS − Cu1Ni0/SA
> OS − Cu1Ni1/SA > OS − Cu1Ni2/SA > OS − SA.

According to the fitting of the C-R model, reactions
of the rapid pyrolysis stage of OS belong to the first-
order reaction, with a correlation coefficient R2 of above
0.98. Such a high value proves the reliability of this cal-
culation model. The change of the index factor also dem-
onstrates that CumNin/SA might reduce the number of
collisions between material particles per unit time.
Table 4 shows that the catalytic effect of different sam-
ples: OS-Cu0Ni1/SA (25.4 kJ/mol) was stronger than OS-
Cu1Ni0/SA (26.3 kJ/mol), that is, NiCl2·6H2O performed
better than CuCl2·2H2O, but OS-Cu2Ni1/SA lied in the
middle. However, OS-Cu1Ni1/SA and OS-Cu1Ni2/SA were
relatively poor, and CumNin/SA did not increase due to
the higher loading of NiCl2·6H2O. Therefore the two
transition metal salts supported by CumNin/SA were com-
plicated in the OS pyrolysis process, rather than catalyz-
ing the OS pyrolysis reaction in their respective ranges.

3.2. Effect of Catalyst on the Output of OS Pyrolysis Products.
Figure 6 shows the average yield of the main pyrolysis prod-

ucts of Fushun OS adding CumNin/SA. The final pyrolysis
temperature was steadily controlled at 520°C. Figure 6 also
shows that SC was the main pyrolysis product, accounting
for more than 76.1%, which corresponds to the high ash con-
tent of Fushun OS. The addition of CumNin/SA increased the
yield of SC and OS and reduced the yield of exhaust gas,
because CumNin/SA had changed the chemical constitution
and physical structure in the inner of OS during the pyrolysis
process. As shown in Figure 7, before the catalytic pyrolysis
of OS, the surface structure is compact with only a few small
pits (Figure 7(a)); after the catalytic pyrolysis, the surface
structure of OS becomes obviously porous and loose
(Figure 7(b)). The coke yield increased because higher pyrol-
ysis temperature is conducive for the dissociation of the mas-
sive organic matter and their release from the shale, leaving a
portion of organic matter being carbonized before separating
from the shale [21, 22]. Moreover, such a reaction was
enhanced owing to the presence of CumNin/SA. Some
organic matter, in the meanwhile, combined with metal ele-
ments and formed intermediate products, together with
which together with coke would adhere to the inner walls
of shale pores, also leading to the pore blockage and strength-
ening the coking reaction [23]. Considering the increase of
the SO yield, OS-Cu0Ni1/SA and OS-Cu2Ni1/SA showed
stronger capabilities to a higher oil yield with an increase of
3.5% and 3.1%, respectively.

Table 3: Comparison among thermogravimetric data of different samples.

Samples
Starting

temperature/°C
Termination

temperature/°C
Maximum weight
loss rate /%/min

Temperature at
maximum weight loss

rate/°C

Sample weight loss rate/wt.%
Room

temperature~200°C 200~600°C 600~900°C

OS 418.1 520.8 1.609 471.2 0.10 15.07 3.15

OS-SA 413.7 517.4 1.654 470.4 0.11 15.36 3.55

OS-
Cu1Ni0/SA

396.5 520.2 1.420 469.0 0.44 16.12 3.99

OS-
Cu2Ni1/SA

392.9 519.2 1.589 467.2 0.55 17.05 3.83

OS-
Cu1Ni1/SA

398.0 520.0 1.517 467.6 0.20 16.98 3.47

OS-
Cu1Ni2/SA

401.8 520.3 1.499 468.0 0.33 16.14 3.85

OS-
Cu0Ni1/SA

394.5 515.7 1.586 458.3 0.59 17.35 4.17

Table 4: Pyrolysis kinetic parameters calculated via Coats-Redfern method.

Samples Temperature/°C Activation ability/kJ/mol Pre-reference factor/min-1 Correlation coefficient (R2)

OS 418.1-520.8 39.2 2:6 × 103 0.9832

OS-SA 413.7-517.4 36.6 1:3 × 103 0.9805

OS-Cu1Ni0/SA 392.9-519.2 26.3 80.3 0.9835

OS-Cu2Ni1/SA 399.5-520.2 25.9 58.0 0.9874

OS-Cu1Ni1/SA 398.0-520.0 27.6 113.3 0.9904

OS-Cu1Ni2/SA 401.8-520.3 28.8 155.3 0.9899

OS-Cu0Ni1/SA 392.5-515.7 25.4 109.7 0.9917
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3.3. Component Analysis

3.3.1. Semicoke ATR-FTIR Analysis. Figure 8(a) shows the
ATR-FTIR spectrum of the mixed pyrolysis product SC of
OS after adding SA and CumNin/SA, and Figure 8(b) is the
spectrum with the wavenumber of 2300~3300, showing a
roughly the same trend of the spectra of several samples.
Inorganic minerals were mainly silicate (1022 cm-1), quartz
(690 cm-1, 795 cm-1, 777 cm-1), carbonate calcite (1420 cm-

1), and silicate kaolinite (3669 cm-1). The spectrum should
have included the tensile and flexural vibrations of the ali-
phatic and aromatic groups of kerogen, but these vibrations
overlapped with the peaks of minerals such as carbonate,
quartz, and clay [15]. The most obvious absorption peaks-
the characteristic absorption peaks of aliphatic hydrocarbons
of organic matter were located at 2920 cm-1 and 2850 cm-1

and were related to aliphatic CH bonds. Therefore, the main
component of organic matter in OS was aliphatic hydrocar-
bons [24, 25]. After the catalytic pyrolysis of OS, the charac-
teristic absorption peaks of the SA spectrum at 2920 cm-1 and
2850 cm-1 appeared obviously lower, indicating that the
organic matter in the OS was separated during the pyrolysis
process. As it is shown in Figure 8(b), the addition of Cum-
Nin/SA promoted almost complete pyrolysis of organic mat-
ter in OS.

3.3.2. ATR-FTIR Analysis of Shale Oil. Figure 9 shows the
ATR-FTIR spectrum of the mixed pyrolysis product SO of
OS under SA and CumNin/SA, demonstrating an overall
identical trend of the spectra of different samples, the main
functional groups fluctuating within the wavenumber region
of 3000~2800 cm-1, 1600~1000 cm-1, and 900~700 cm-1. The
wavenumber 3000~2800 cm-1 mainly corresponded to ali-
phatic substances and the two most obvious peaks of OS
located in this range, mainly near 2920 cm-1 and 2850 cm-1,
which corresponded to aliphatic methylene groups (CH2)

C-H asymmetric and symmetrical vibration [12, 26, 27].
The strong peak at 1460 cm-1 was due to the asymmetric
bending of the CH3 and CH2 groups, and the peak at
1377 cm-1 appeared rather weak because of the symmetric
bending of CH3, which proved the existence of aliphatics
[27]. The addition of SA and CumNin/SA may promote the
formation of olefins. It is generally believed that when the
wavenumber is greater than 3000 cm-1, the vibration is
caused by the stretching of the CH bond of ethylene or aro-
matic groups. The distinct shoulder peak near 3053 cm-1

reveals the presence of unsaturated compounds, correspond-
ing to the vibration of νðCsp2 −HÞ. The characteristic absorp-
tion peak at 896 cm-1 may represent the out-of-plane bending
vibration of the alkene CH (R1R2C=CH2) [28, 29]. In addi-
tion, there is a small characteristic peak of bending vibration
at about 810 cm-1 of the SO of the seven samples. Davis et al.
believes that the peak at 810 cm-1 is an aromatic C–H out-of-
plane bending mode, proving the existence of aromatic com-
pounds in SO [30]. The broadened peak group of 1600 cm-1

may represent the aromatic ring C=C group and oxygen-
containing functional group stretching vibration. Chi
believes that [31], due to the oxygen-containing functional
group connected to the aromatic ring, this peak group
enhances the nuclear vibration of the aromatic ring. The
characteristic absorption peak near 1264 cm-1 may represent
the tensile vibration of the aromatic ether C-O, indicating
that the addition of SA and CumNin/SAmay enhance the for-
mation of aromatic compounds [32]. The characteristic peak
near 1064 cm-1 may be the characteristic C-O stretching
absorption peak of alcohol, phenol, and ester [33]. In addi-
tion, it can be found that there is a characteristic peak of
720 cm-1 long chains in the FTIR spectrum of the single OS
pyrolysis. Such a small peak was attributed to the swing
vibration of the long methylene chains (-CH2-), which indi-
cated that there was a methylene aliphatic chains with
chain lengths greater than 4 during the direct OS pyrolysis.
However, after adding SA and CumNin/SA, the peak in the
FTIR spectrum of SO disappeared and appeared a charac-
teristic peak of short-chain hydrocarbons at 740 cm-1 [34],
indicating that both SA and CumNin/SA are to a certain
extent capable of promoting the decomposition of long-
chain hydrocarbons to short-chain hydrocarbons.

The analysis shows that the main component of SO was
aliphatic hydrocarbons and a small number of aromatic
hydrocarbons. The addition of SA and CumNin/SA may not
only promote the formation of aliphatic olefins and aromatic
compounds in SO but also the decomposition of long-chain
aliphatic hydrocarbons to short-chain aliphatic hydrocar-
bons. Therefore, SA and CumNin/SA changed the composi-
tion of SO during the OS pyrolysis, providing a basis for
improving the quality of SO in the actual industry.

3.3.3. GC-MS Analysis of Shale Oil. Figure 10 shows the GC-
MS total ion diagram of the mixed pyrolysis product SO of
OS under SA and CumNin/SA. As shown in the figure, all
chromatograms were dominated by alkanes and alkenes with
carbon numbers ranging from 8 to 34. Normal alkenes and
normal alkanes with the same carbon number formed a
double peak of aliphatic hydrocarbons, and aliphatic
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hydrocarbons with adjacent carbon numbers were distrib-
uted with branched alkanes, branched alkenes, aromatic
hydrocarbons, and oxygen-containing compounds.
Oxygen-containing compounds included acids, alcohols,
esters, ketones, and phenols, and aromatic hydrocarbons
included naphthalene, anthracene, benzene, and benzene
series. The relative abundances of n-paraffins and n
-alkenes first increased and then decreased as the carbon
number increased and reached the maximum at C16~C18.
These results were of high correspondence to the previous
researchers’ experimental results [14, 35].

In order to estimate the influence of CumNin/SA on SO
composition, the relative content of the main components
was given by the ion peak area of GC-MS. Figure 11(a) shows
the content of the four main components in the pyrolysis
product SO. With the change of the Cu-Ni metal salt mixing
ratio, the content of each component in SO was slightly dif-
ferent, among which alkanes ranked the most. As the main
component of SO, aliphatic compounds played an important

role in improving the quality and quantity of SO. The content
of alkanes and olefins in aliphatic hydrocarbons accounted
for more than 90% of the relative content of the main compo-
nents. The addition of SA and CumNin/SA reduced the con-
tent of alkanes and increased the content of olefins. Among
them, the content of alkane in OS-Cu1Ni1/SA decreased the
most, followed by OS-Cu0Ni1/SA; the content of olefin in
OS-Cu0Ni1/SA increased the most, followed by OS-
Cu2Ni1/SA, possibly because the secondary cracking reaction
of SO led to a large number of normal types of paraffin to be
transferred to cycloalkanes and alkenes. While the existence
of CumNin/SA strengthened such reaction to a certain extent
[36]. Figure 11(b) shows the olefin/alkane ratio. Ballice [37]
applies the olefin/alkane ratio to evaluate the cracking reac-
tion of aliphatic hydrocarbons. In his research, it has been
shown that the cracking reaction proceeded through a free
radical mechanism so that smaller linear alkanes and alkenes
were obtained, increasing the alkene/alkane ratio. Therefore,
SA and CumNin/SA in this study can catalyze the cracking of
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Figure 7: SEM image of OS. (a) Before catalytic pyrolysis. (b) After catalytic pyrolysis.
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aliphatic hydrocarbons. The changes in the OS-Cu0Ni1/SA
and OS-Cu2Ni1/SA samples are more obvious, indicating
when Cu and Ni transition metal salt loading mass ratio is
0 : 1 and 2 : 1; it has a strong catalytic effect, which is consis-
tent to thermodynamics results.

In addition, as shown in Figure 11(a), the content of aro-
matic hydrocarbons was affected by the following sequence:
OS − SA > OS − Cu1Ni2/SA > OS − Cu0Ni1/SA > OS − Cu1N
i0/SA > OS − Cu1Ni1/SA > OS − Cu2Ni1/SA > OS, indicating
that the presence of SA and CumNin/SAmay catalyze the aro-
matization of aliphatic hydrocarbons to a certain extent and
thus produce more aromatic hydrocarbons. The OS-SA sam-
ples produced the most aromatic hydrocarbons, which may
be because the oil stayed so long time in the pores or on the
surface of the OS and SA particles that the subsequent sec-
ondary cracking reaction was promoted. Burnham [38]
believes that SO cracking occurs through two processes: the
coking of hydrogen-depleted materials and the cracking of
aliphatic splitting into gases. The reasons for the formation
of aromatic hydrocarbons through secondary reactions may
include gas-phase cracking of aliphatic compounds or
through Diels-Alder type reaction [38–41]. The addition of
CumNin/SA may promote the formation of aromatic hydro-
carbons to a certain extent because of the abovementioned
secondary reactions on the one hand and the low molecular
weight (LMW) alkanes and alkenes produced by the crack-
ing of large aliphatic hydrocarbons on the other. The catal-
ysis of strong acidic sites of metal salt cyclized LMW olefins
and dienes to form cycloalkenes, and cycloalkanes were
dehydrogenated to produce aromatics [39]. However, the
sample with CumNin/SA added in this study produced less
aromatic hydrocarbons than the sample with SA only. This
may be due to the coking reaction of hydrogen-depleted
substances during the diffusion in the pyrolysis furnace
with the increase of temperature made aromatic hydrocar-
bon tend to coke before volatilization, forming solid prod-

ucts or coke [42–44]. The presence of CumNin/SA
significantly increased the probabilities of the above coking
reaction, leading to a reduction of the relative content of
aromatic hydrocarbons [14, 45, 46]. The presence of aro-
matic hydrocarbons weakened the stability of SO and is
of toxicity in use [38, 47]. Therefore, based on the stability
of SO and safety in use, the order of preference is ranked as
OS − Cu2Ni1/SA > OS − Cu1Ni1/SA > OS − Cu1Ni0/SA > OS
− Cu0Ni1/SA > OS − Cu1Ni2/SA > OS − SA. In addition, the
presence of SA and CumNin/SA promoted the formation of
not only aromatic compounds but also oxygen-containing
compounds, with OS-Cu1Ni1/SA containing the most
oxygen-containing compounds.

According to the GC-MS analysis of SO, n-paraffins and
n-alkenes are the main components in SO samples, which
can be further divided into the following categories according
to the number of carbon atoms: C8~C15, C16~C24, and
C25~C34. The content of these components based on peak
area was normalized to 100%. Figure 12 shows the relative
peak areas of different samples at different carbon numbers.
The figure shows that the addition of SA and CumNin/SA
decreased the content of C25-C34 heavy alkanes and olefins
and increased the content of C8~C15 and C16~C24 light
hydrocarbons. This result indicates that SA and CumNin/SA
can promote the decomposition tendency of heavy oil frac-
tions to light oil, possibly because the cracking reaction of
gas-phase oil is promoted after the SA and SA load transition
mental salts so that long-chain aliphatic compounds are con-
verted into short-chain hydrocarbons. In this process, long-
chain normal types of paraffin were cracked and formed
short-chain alkanes, alkenes, and cycloalkanes, resulting in
increasing the content of shorter-chain hydrocarbons. This
also firmly proves the CumNin/SA catalyzes aliphatic pyroly-
sis, which is consistent with the results of ATR-FTIR analysis
[36]. In addition, compared with the addition of SA pyrolysis,
the content of aliphatic hydrocarbons in the sample with
CumNin/SA changed significantly, indicating the strong cata-
lytic activity of SA after being loaded with Cu-Ni double tran-
sition metal salt. Therefore, CumNin/SA can significantly
affect the composition of SO. Among them, the contents of
n-paraffins and n-alkenes in OS-Cu2Ni1/SA and OS-
Cu0Ni1/SA samples changed the most, that is, the catalytic
effect performed better when the Cu-Ni loading mass ratio
was 2 : 1 and 0 : 1.

4. Conclusion

After analyzing the pyrolysis characteristics of OS containing
a different ratio of Cu to Ni with TG-MS technology method
then pyrolysis product SO under methods including FTIR
and GC-MS, the conclusions are presented as follows:

(1) The effects of SA and CumNin/SA on the pyrolysis
characteristics of Fushun OS were investigated by
thermogravimetry. It is found that the addition of
SA and CumNin/SA has different effects on the pyrol-
ysis behavior of OS. The total mass loss rate is ranked
as OS <OS − SA < OS − CumNin/SA; the existence of

60
0

80
0

10
00

12
00

14
00

16
00

18
00

20
00

22
00

24
00

26
00

28
00

30
00

32
00

34
00

36
00

38
00

40
00

OS‑SA

2920

OS

1460cm−1

1600cm−1

1064cm−1

740cm−1

Wavenumber (cm−1)

Tr
an

sm
itt

an
ce

1377cm−1
1264cm−1

720cm−1

2850cm−1

3053cm−1

810cm−1

896cm−1

OS‑Cu1Ni0/SA

OS‑Cu2Ni1/SA

OS‑Cu1Ni1/SA

OS‑Cu1Ni2/SA

OS‑Cu0Ni1/SA

Figure 9: ATR-FTIR of mixed pyrolysis product SO of OS under SA
and CumNin/SA.

10 Scanning



0
0 10 20 30 40 50 60 70 80

20
40
60
80

100

OS‑SA

OS

C10 C12C8

C14

C16 C18 C20 C22 C24 C26
C28

C30
C34

C32

C10 C12C8

C14

C16 C18 C20 C22
C24 C26

C28
C30

C34
C32

C10 C12C8
C14

C16
C18 C20 C22 C24 C26

C28
C30

C34
C32

C10 C12
C8

C14

C16 C18 C20 C22 C24 C26 C28C30
C34

C32

C10 C12C8

C14

C16 C18 C20 C22 C24 C26 C28 C30
C34

C32

C10 C12C8
C14

C16
C18 C20 C22 C24 C26 C28 C30

C34
C32

C10 C12C8

C14

C16 C18 C20 C22 C24 C26 C28 C30 C34
C32

Retention time (min)

Re
la

tiv
e a

bu
nd

an
ce

 (%
)

OS‑Cu1Ni0/SA

OS‑Cu2Ni1/SA

OS‑Cu1Ni1/SA

OS‑Cu1Ni2/SA

OS‑Cu0Ni1/SA

20
40
60
80

100
20
40
60
80

100
20
40
60
80

100

20
40
60
80

100
20
40
60
80

100

20
40
60
80

100

Figure 10: GC-MS total ion diagram of mixed pyrolysis product SO of OS under SA and CumNin/SA.

O
S

Re
la

tiv
e c

on
te

nt

O
S‑

SA

O
S‑

Cu
1N

i 0/
SA

O
S‑

Cu
2N

i 1/
SA

O
S‑

Cu
1N

i 1/
SA

O
S‑

Cu
1N

i 2/
SA

O
S‑

Cu
0N

i 1/
SA

Alkanes

0

10

20

30

40

50

60

70

Alkenes

(a) (b)

Aromatic hydrocarbons
Oxygenated compounds

O
S

O
S‑

SA

O
S‑

Cu
1N

i 0/
SA

O
S‑

Cu
2N

i 1/
SA

O
S‑

Cu
1N

i 1/
SA

O
S‑

Cu
1N

i 2/
SA

O
S‑

Cu
0N

i 1/
SA

Alkenes/alkanes 

0.38
89

90

91

92

93

94

95

96

97

98

0.40

0.42

0.44

0.48

Aliphatic hydrocarbon

0.46

Figure 11: Information on four main components in SO of pyrolysis product. (a) Relative content. (b) Ratio of olefins to alkanes, aliphatic
hydrocarbon content.

11Scanning



SA and CumNin/SA reduces the initial OS Pyrolysis
temperature, termination temperature, maximum
weight loss rate, and its corresponding temperature
(Tmax). CumNin/SA falls further, and the apparent
activation energy, combined with kinetic analysis, is
ranked as OS >OS − SA > OS − CumNin/SA, indicat-
ing that the existence of SA promotes the pyrolysis of
OS to a certain extent, but the catalytic effect is
weaker to that of CumNin/SA. OS-Cu0Ni1/SA, OS-
Cu2Ni1/SA, and OS-Cu1Ni1/SA in CumNin/SA
strengthened the catalytic effects, and Tmax decreased
by 12.9°C, 4.0°C, and 3.6°C, respectively, and appar-
ent activation energy decreased by 35.2%., 33.9%,
and 29.6%. It was also found that the two transition
metal salts supported by CumNin may have a compli-
cated effect during the OS pyrolysis process, rather
than catalyzing the OS pyrolysis reaction in their
respective ranges

(2) The products of SA-, CumNin/SA-, and OS-mixed
pyrolysis were analyzed by the pyrolysis device. It is
found that the main product of OS pyrolysis is SC,
accounting for more than 76.1%; the addition of
CumNin/SA promotes the coking reaction of OS
pyrolysis, leading to an increase in the yield of SC.
The existence of CumNin/SA also increases the yield
of SO and reduces the emissions yield. Among them,
OS-Cu0Ni1/SA and OS-Cu2Ni1/SA further increase
the SO yield by 3.5% and 3.1%, respectively

(3) The analysis of pyrolysis products SC and SO with
the FTIR method shows that the inorganic minerals

in SC are mainly composed of silicate, quartz, car-
bonate calcite, etc.; the main component of organic
matter in SO is aliphatic hydrocarbons, a small
number of aromatic hydrocarbons, and oxygen-
containing compounds as well. The existence of SA
and CumNin/SA promotes OS pyrolysis secondary
cracking, aromatization, and other relevant reactions,
forming olefins and aromatic compounds in SO and
promoting the decomposition of long-chain aliphatic
hydrocarbons to short-chain aliphatic hydrocarbons

(4) The effects of SA and CumNin/SA on different com-
ponents of SO were further studied by GC-MS. SO
is complex and diverse in its composition, mainly
dominated by alkanes and alkenes with carbon atoms
of 8 to 34; alkanes, alkenes, oxygenates, and aro-
matics are the main components in SO, with alkanes
and alkenes being the majority, accounting for more
than 90% of its relative content. The addition of SA
and CumNin/SA reduces the content of alkanes and
increases that of olefins. Among them, the content
of alkane in OS-Cu1Ni1/SA decreases the most,
followed by OS-Cu0Ni1/SA. The content of olefin in
OS-Cu0Ni1/SA increases the most, followed by OS-
Cu2Ni1/SA. The presence of SA and CumNin/SA
may also catalyze the aromatization of aliphatic
hydrocarbons to a certain extent, increasing the pro-
duction of aromatic hydrocarbons. The presence of
CumNin/SA may catalyze aromatization, but at the
same time, it also aggravates the coking reaction of
hydrogen-poor substances, resulting in CumNin/SA
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Figure 12: Distribution of n-paraffins and n-olefins in SO: (a) n-paraffins, (b) n-olefins.
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catalytic pyrolysis producing less aromatic hydrocar-
bons than SA. The aromatic hydrocarbon content is
ranked as follows: OS − SA > OS − Cu1Ni2/SA > OS
− Cu0Ni1/SA > OS − Cu1Ni0/SA > OS − Cu1Ni1/SA
> OS − Cu2Ni1/SA > OS. In addition, the presence of
SA and CumNin/SA also promotes the formation of
oxygen-containing compounds, and OS-Cu1Ni1/SA
has the largest content of oxygen compounds

(5) OS-Cu0Ni1/SA and OS-Cu2Ni1/SA promote catalysis
and effectively increase the SO yield. However, OS-
Cu0Ni1/SA produces more aromatic hydrocarbons,
which weakens the stability of SO and is of toxicity
in use

Considering comprehensively the catalytic effect, SO
yield, and SO stability, this paper suggests that the Cu-
Ni/shale ash-based dual transition metal catalyst Cu-Ni load-
ing ratio preferably be 2 : 1.
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The corrosion behavior of an ultralow iron nickel-based alloy Inconel 625 under high-temperature water has been evaluated. The
results show that surface oxidation and pitting were the principal corrosion mechanisms of Inconel 625 during the initial
immersion period. The surface layer of the oxide film is first Ni-enriched and then Fe-enriched as immersion time increases.
The iron ions dissolved from the autoclave could lead to the formation of NiFe2O4 and have a great influence on the oxidation
behavior of Inconel 625. The oxides nucleated by solid-state reactions with selective dissolution of Fe and Ni and then grew up
through precipitation of cations from solution.

1. Introduction

The structure and composition of oxide film formed in pri-
mary water of pressurized water reactors (PWR) play a sig-
nificant role in the degradation processes of material, which
have been a special topic for decades [1–4]. Therefore, the
oxidation behaviors of materials in PWR as well as the char-
acteristics of the oxide film have always been the focus of
attention [5]. It had been reported that the properties of the
oxide films are closely related to the corrosion resistance
[6–10]. The corrosion behaviors of nickel-based alloys in
high-temperature water have been extensively studied [1, 7,
11–16]. The oxide film developed on nickel-based alloys gen-
erally presents a multilayer structure with Ni/Fe-rich outer
layer and a chromium-rich inner layer [14, 17–19]. The
structure and the chemical compositions of the oxide film
are closely related to the corrosion properties of nickel-
based alloys [20–22]. A couple of materials and environment
relevant factors, including chemical composition, micro-
structure, and thickness, influence the oxide film characteris-

tics [2, 19, 23–25]. The effect of water chemistry is also a key
factor that determines the characteristic of the oxide film [10,
12, 19, 23, 26], part from the microstructure and chemical
compositions of the materials.

In addition to the oxidation, pitting corrosion has been
frequently observed on the nickel-based alloys such as Alloy
625 and Alloy 718 [2]. The dissolved ions in high-
temperature water are usually related to the oxidation pro-
cess [27–29]. Kritzer et al. investigated the corrosion behav-
ior of Alloy 625 in high-temperature and high-pressure
sulfate solutions and found that the metal ion concentrations
keep increasing at the beginning of the experiment [1].
Kuang et al. [30] investigated the effect of Ni2+ from auto-
clave material on 304 SS in oxygenated high-temperature
water and found the dissolved Ni2+ promotes the stability
of NiFe2O4. Behnamian et al. [31] investigated the oxidation
behavior of nickel-based alloys in high-temperature water
and observed that the alloys containing Mo, Nb, and Ti were
susceptible to pitting. Yang et al. [32] investigated the corro-
sion behavior of nickel-based alloys in temperature water
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with 6000 ppm NH4Cl. They found that the oxide film is Fe-
enriched oxide deposits, which were mainly resulted from the
dissolving of Fe in the autoclave. So it is of great significance
to investigate the effect of exotic metallic ions on the oxida-
tion behavior of materials in high-temperature water.

The aim of this work is to clarify the effect of the dis-
solved iron ion from a 304L SS autoclave on the corrosion
behavior of Inconel 625 in high-temperature water. The
effects of iron ion on the corrosion behaviors of Inconel
625 were investigated by optical microscopy (OM), scanning
electron microscopy (SEM), X-ray diffraction (XRD), and
Raman spectra measurements. At the end, the corrosion
mechanism is explained briefly.

2. Experimental

The material used in this work is an ultralow iron Inconel
625, the composition of which is listed in Table 1. The
microstructure of Inconel 625 has been detailed addressed
in literature [33], as is shown in Figure 1. The as-received
material was cut into pieces of 30mm × 20mm × 3mm.
The samples were mechanically polished to 1000# SiC
paper, washed by ultrasound with acetone, and dried with
hot air. The weight change of samples was obtained using
an electric balance (XS105DU) with an accuracy of
0.1mg. A corrosion test was conducted in a 2.5 L volume
autoclave which is made of 304 L stainless steel (SS). The
temperature was controlled at 345°C, under a pressure of
15.5MPa. The samples were immersed in the autoclave
for 100 h, 300 h, 500 h, 700 h, 1000 h, and 1500h, respec-
tively. In order to ensure the accuracy of the experiment,
five parallel samples were adopted.

A scanning electron microscope (XL30-FEG ESEM, FEI,
Hillsboro, OR., USA) was applied to observe the morphology
evolution of the oxide film. Before SEM observation, the sam-
ple surface was coated with a thin Ni layer to avoid the spo-
liation during sample preparation [34]. Phase constituents
were identified by an X-ray diffractometer (XRD, Rigaku
Corporation, Tokyo, Japan) with Cu-Kα radiation with a
wavelength of 1.5Å at 40 kV. The scan range was 20°–90°

with a scan rate of 0.1°/s. A laser Raman spectrometer
(Renishaw Micro-Raman, UK) with an excitation source of
532nm wavelength incident laser was applied to identify
the oxide composition in the oxide film.

3. Results and Discussion

3.1. Characteristics of Weight Gain. The result of the weight
change with time of Inconel 625 samples in high-
temperature water is plotted in Figure 2. The weight gain
was negative after immersion in the tested solution for
100 h. The mass loss is 5:09 × 10–4mg·cm–2 and this may

be due to the simultaneous effects of oxidation and mate-
rial loss due to pitting [17]. In high-temperature water, the
fluctuations of the weight change of the Ni-based alloys
could be attributed to the pitting corrosion [2, 35]. A
detailed explanation of this phenomenon would be con-
ducted by the surface morphology observation later. How-
ever, with the exposure time extending, weight gain
increased rapidly when the immersion time was longer
than 300h.

After exposing to high-temperature water for different
periods, the oxide products formed on Inconel 625 is
detected by XRD, as shown in Figure 3. After 300 h immer-
sion, the samples were only slightly oxidized and the charac-
teristic peaks of oxide could be barely discernable. Then, as
the immersion time prolonged, the signals of the base alloy
tended to weaken, while those for NiCr2O4, NiFe2O4, and
NiO gradually dominated.

The surface morphologies of Inconel 625 after exposing
for different periods in high-temperature water are shown
in Figure 4. The chemical compositions of the oxide film
and oxide particles were characterized using EDS at spots

Table 1: Chemical composition of the tested Inconel 625 (wt%).

C Cr Mo Co Nb Fe Al Ti Si P S Ni

0.05 22.4 9.5 0.03 3.66 0.01 0.24 0.23 0.04 0.002 0.001 Bal.

20 𝜇m

Figure 1: Microstructure of ultralow iron Inconel 625.
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Figure 2: Mass gain of Inconel 625 in high-temperature water.
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1–6 and are listed in Table 2. After immersion under high-
temperature water for 100 h, a layer of needle-like oxide
and polygonal particle oxide formed on the surface of sam-
ple, as shown in Figures 4(a) and 4(a1). As the diffusion
rates of typical metal ions followed the order of Ni>Cr in
Ni-based alloys [12], Ni ions were first detected on the
sample surface, which dissolved and precipitated as oxides
or hydroxides. The phenomenon is similar to the study of
Zhu et al. [15]. From the EDS analysis, it was deduced that
these large particles were NiCr2O4. The consideration was
also consistent with the finding of Ziemniak and Hanson
[16], who reported that the initial oxidation of Inconel
625 in high-temperature water would create NiO and
Ni(Cr,Fe)2O4.

After immersion in high-temperature water for 500 h, a
layer of dense needle-like oxide film appeared, which has
been generally observed in Ni-based alloys in PWR water
[15, 20, 36]. As displayed in Figure 2(b1), a decrease in
density and thickness of needle-like oxide was evident. A
layer of dense continuous oxide layer as well as irregularly
shaped oxide particles distributed evenly present on the
surface, as shown in Figures 4(c) and 4(c1). These irregu-
larly shaped oxide particles varied greatly in size. These
oxide particles are iron-oxides according to the EDS
analysis presented in Table 2. Combined with the XRD
analysis presented in Figure 3, it could infer that the phase
is NiFe2O4. The formation of NiFe2O4 can be expressed as
[37]

2Fe2+ + Ni2+ + 4H2O→NiFe2O4 + 8H+ + 2e ð1Þ

Because the iron content of Inconel 625 in this work
was low (0.01%), it was impossible to form iron-
containing oxide during the corrosion process. Therefore,
it can be deduced that the iron ions may be due to the
dissolution of the autoclave material and then deposited

on the sample surface [30, 37]. EDS chemical analyses
indicated that the oxide film was mainly composed of Ni
and Cr oxides with a small amount of Fe, Nb, and Mo,
as shown in Table 2. Consequently, it could be drawn that
the oxide film was mainly NiO and Ni(Cr,Fe)2O4. This
agreed well with those reported in the literatures for
nickel-based alloys [26, 27, 36].

The surface morphology was somewhat similar to that of
1000 h after an immersion period of 1500 h, as shown in
Figure 4(d). The irregularly shaped particles developed grad-
ually both in size and in number (Figure 4(d1)). A similar
phenomenon had been observed by Clair et al. [27]. The
EDS analysis revealed the oxide film as a binary mixture of
NiCr2O4 and NiFe2O4 [27].

3.2. Pitting Corrosion. In addition to the oxidation, pitting
corrosion also occurred on the Inconel 625. EDS composi-
tion analysis was carried out on the oxide film and corrosion
pits at spots 1–7, and the obtained data are presented in
Table 3. Pitting corrosion was observed after an immersion
period of only 100 h, as shown in Figure 5(a), which was con-
sistent with the results of Behnamian et al. [31] and Yang
et al. [32]. The observation strongly supported the result of
mass loss presented in Figure 2. In this case, the amount of
weight gain caused by the formation of oxide film on the sur-
face was less than the weight loss that is caused by pitting and
uniform corrosion. The EDS results suggested that high
levels of niobium element accumulated in the corrosion pits.
It seemed that the corrosion pits might be determined by
inclusions of NbC [31, 38, 39]. In high-temperature water,
pitting may be associated with Nb-rich precipitates (likely
the γ'-phase) [4, 40] and induced by local potential difference
between the matrix and the inclusions [2]. Figure 5(b)
showed that the irregularly shaped oxide particles distributed
evenly on the surface. Base on the EDS analysis presented in
Table 3, the oxide particle was the Nb-rich phase, indicating
that the occurrence of the Nb-rich phase and then the dis-
solved Nb2+/Nb3+ ion form oxide that deposited in the vicin-
ity of the corrosion pit. Solution treatment can reduce the
precipitation of the secondary phases, optimize the micro-
structure, and improve the pitting corrosion resistance of
metallic alloys [41–43].

Figure 6 displays the Raman spectra results of oxide
films on Inconel 625. The characteristic peaks located at
485, 550, 695, 1380, and 1590 cm-1 indicated that the oxide
film mainly consisted of NiO [44], NiCr2O4 [44], Cr2O3,
and Nb2O5 [45]. After 300 hours of immersion, the oxide
films were composed of NiO and Nb2O5. The formation of
Nb2O5 mainly resulted from the pitting corrosion of the
NbC phase [31, 32]. After 700 hours of immersion, the
peaks of Cr2O3 and NiCr2O4 gradually appeared. The for-
mation of these continuously dense oxides could protect
the alloy effectively. It was reported that NiO was not as
stable as the spinel and chromium oxides [2, 34]. Besides,
studies showed that element Fe caused solid solution
strengthening when added into Ni-based alloy. But others
considered that this was due to the low content of oxides
produced by iron [17], resulting in the formation of
NiCr2O4 instead of FeCr2O4. Moreover, the diffusion rate
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NiCr2O4

NiFe2O4
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Figure 3: The XRD patterns of oxidation film formed on Inconel
625.
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Table 2: The EDS chemical compositions (wt%) of the tested spots
presented in Figure 4.

Ni Cr Mo Nb Fe O

1 69.60 18.73 6.15 — — 5.52

2 12.71 3.44 — — 59.94 23.91

3 14.87 3.39 — — 56.17 25.57

4 40.41 20.05 8.13 3.27 15.41 12.71

5 20.91 0.96 — — 51.97 26.16

6 45.99 18.69 6.99 — 16.72 11.62

Table 3: EDS chemical composition of the tested spots presented in
Figure 5 (wt%).

Area Ni Cr Mo Nb Fe O

1 39.50 13.84 3.85 31.43 — 11.38

2 22.91 6.39 1.33 54.45 — 14.92

3 22.17 7.79 6.59 1.88 — 7.67

4 69.62 21.55 3.82 — — 5.00

5 29.16 — — 21.03 25.82 23.99

6 — — — 81.88 — 18.12

7 54.89 20.59 6.61 — 8.81 9.09

1

(a) (a1)

Needle-like oxide

(a)

(b) (b1)

(b)

22

33
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Oxide particles
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55
6

(d1) Oxide particles
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Figure 4: Morphologies of the oxide film formed on Inconel 625: (a, a1) 100 h; (b, b1) 500 h; (c, c1) 1000 h; (d, d1) 1500 h.
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of metal cation Ni2+ was much higher than that of Cr3+ in
oxide film [46]. As a result, the oxide dominated by NiO
was formed in the outer layer, while Cr2O3 and NiCr2O4
formed in the inner layer [17].

The cross-section of Inconel 625 exposed to high-
temperature water for 1500 h is shown in Figure 7. The
average thickness of the oxide film is about 1.99μm. The
EDS result of line scanning element distribution is pre-
sented in Figure 7(b). It is clear that the oxide film shows
a double-layer structure and the thickness of the inner
layer is slightly thicker than that of the outer layer. Thus,
it is inferred that the inner oxide film is mainly composed
of NiCr2O4. In addition, elements Nb and Fe were on the
surface of the oxide layer. NiFe2O4 formed by iron deposi-
tion and Nb oxides formed by NbC detachment are on the
surface of the oxide films. Although the alloy was oxidized
for 1500 h in high-temperature water, the matrix oxide
film formed into a continuously dense layer which was
still thin, indicating an excellent corrosion resistance to
the alloy.

3.3. Corrosion Mechanism. Inconel 625 exhibited two oxide
layers which were coincident with the SEM observation of
the surface. Attributes of dense and uniform are showed
by the inner layer and randomly oriented grains with
rather different compositions that make up the outer layer
[33]. The oxide film consists of a combination of NiCr2O4,
NiFe2O, and NiO. On the basis of the evolution of the
corrosion process, it is clearly deduced that the elements
of 304L SS (autoclave) could be dissolved into the high-
temperature water during the immersion test. The dis-
solved Fe2+ could form relatively large, randomly oriented
grains of oxide which appeared as polyhedron crystals
with sharp edges towards the outermost surface, as shown
in Figure 4(c), giving rise to the emerging oxide diffraction
peaks. As showed in Table 2 and Figure 4(c), the compo-
sition of oxides primarily corresponded to NiFe2O4, and
the matrix oxide film was composed of NiCr2O4 and
NiO according to the diffraction peak. After 1500h, oxide
films adequately covered the alloy surface (Figure 4(d)),
leading to the increase of NiCr2O4 and NiFe2O4 diffraction
peaks. Under these conditions, NiO interacted with the
chromium ions diffused from the alloy matrix and the
iron ions dissolved from the autoclave, thus giving rise
to the formation of NiCr2O4 and NiFe2O4, respectively.
It should be noted that the protective effect brought by
NiCr2O4 [38] increases along with the increasing corrosion
time, as well as the oxidation resistance. This well explains
the weight gain trend observed in Figure 1. Figure 8 shows
the corrosion mechanism of Inconel 625 in high-
temperature water. The outer layer, consisting of relatively
large, randomly oriented grains of Ni(Fe,Cr)2O4, is formed
by iron dissolve from 304L SS (autoclave) and outward
diffusion of ion from the base, which grows on the origi-
nal surface of the sample.

4. Conclusion

Inconel 625 in 345°C/15.5MPa water of 304 SS autoclave
resulted in pitting corrosion on the surface in the early
stage of corrosion oxidation, and Nb2O5 was deposited
in the pit. NiO, Cr2O3 was formed as the inner layer, with
the progress of corrosion oxidation. Sparse oxide grows
preferentially and completely covered the matrix. Fe2+ in
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Figure 5: Morphologies of pitting corrosion for Inconel 625 in high-temperature water: (a) 100 h; (b) 700 h.

400 600 800 1000 1200 1400 1600

1500 h

700 h

In
te

ns
ity

 (a
. u

.)

Raman shift (cm–1) 

550
NiO/Cr2O3485

Cr2O3

695
NiCr2O4

Nb2O5
1380

Nb2O5
1590

300 h

Figure 6: Raman spectra of the oxide films formed on Inconel 625
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304 SS autoclave is dissolved in electrolyte and forms the
outer layer composed of scattered crystallites, which is
granular and very sensitive to the oxidation conditions.
In the later stage of corrosion and oxidation, Ni(Fe,Cr)2O4
was formed by outward diffusion of Fe and Cr, which is
also the components of the outer layer.
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In view of the problems of lagging and poor predictability for ship assembly and welding quality control, the digital twin technology
is applied to realize the quality prediction and control of ship group product. Based on the analysis of internal and external quality
factors, a digital twin-based quality prediction and control process was proposed. Furthermore, the digital twin model of quality
prediction and control was established, including physical assembly and welding entity, virtual assembly and welding model, the
quality prediction and control system, and twin data. Next, the real-time data collection based on the Internet of Things and the
twin data organization based on XML were used to create a virtual-real mapping mechanism. Then, the machine learning
technology is applied to predict the process quality of ship group products. Finally, a small group is taken as an example to
verify the proposed method. The results show that the established prediction model can accurately evaluate the welding angular
deformation of group products and also provide a new idea for the quality control of shipbuilding.

1. Introduction

The current ship production basically adopts the block con-
struction mode, and the block is composed of a large number
of typical products (including a large group, middle group,
small group, t-type component, and chip component). These
group products are the main object of current ship automa-
tion and intelligent construction. Due to the large quantity,
large batch, and short construction cycle, the construction
quality and efficiency are particularly important to improve
the overall ship construction capacity. In the process of
assembly and welding, a large number of quality data and
process data will be generated, which is the key to evaluate
the quality and can provide process decision-making support
for subsequent quality prediction. Therefore, it is of great sig-
nificance to realize the quality prediction and control of
welding process by collecting and analyzing the data related
to the welding process, so as to improve the quality and effi-
ciency of ship product construction.

The prediction and control improve product quality and
reduce production cost, which is an indispensable link to
realize digital, automatic, and intelligent production. Many

scholars have conducted extensive research on welding qual-
ity prediction and control. Öberg and Sikström used arc volt-
age measurement, CMOS vision, and infrared camera to
online monitor the quality characteristics of weld penetration
and evaluated the industrial applicability and applicability of
the framework [1]. Zhang et al. developed a servo welding
experimental system, which can extract the electrode inden-
tation from the servo encoder to reflect the change of welding
quality. This online detection method can accurately judge
whether the weld meets the requirements of tensile shear
strength [2]. Shi et al. made NiTi coating on stainless steel
by TIG surfacing process to improve cavitation erosion resis-
tance [3]. Yang et al. established a new welding inspection
system based on 3D reconstruction technology. The support
vector machine is used to evaluate the welding quality. The
experimental results show that the system can complete the
welding quality detection quickly and efficiently [4]. Huang
and Kovacevic have developed a laser-based nondestructive
vision system. By processing the image obtained by the visual
sensor, the geometric characteristics of the weld can be
obtained. The position and size of welding defects can be
accurately identified according to the three-dimensional

Hindawi
Scanning
Volume 2020, Article ID 3758730, 13 pages
https://doi.org/10.1155/2020/3758730

https://orcid.org/0000-0003-0410-1311
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/3758730


contour of weld, so as to realize the nondestructive testing of
weld quality [5]. Gu et al. proposed an automatic tracking
system for multipass welding of an arc welding robot. The
system can accurately track the cap passes, filling passes,
and the root pass [6]. Wang et al. proposed a new welding
quality inspection framework, which can classify and evalu-
ate welding quality and achieved good welding monitoring
performance [7]. According to the literature analysis,
online data monitoring and nondestructive quality assess-
ment after welding are the main methods of quality con-
trol, which fail to effectively use the real-time data of the
production process. The real-time and predictive quality
control is poor, and it is difficult to meet the requirements
of process online decision-making and future intelligent
manufacturing development.

Digital twin technology was proposed byMichael Grieves
in 2003 [8]. The current research and applications are mainly
focused on product design, product quality analysis, and life
prediction in the fields of aerospace and automobile
manufacturing. As an emerging technology oriented to intel-
ligent manufacturing, it has attracted wide attention. In 2011,
NASN established the virtual twin of the space vehicle to pre-
dict the life of the physical vehicle [9]. Subsequently, NASA
summarized previous studies on digital twins and proposed
a technical route of “modeling-simulation-information tech-
nology processing,” which further increased the feasibility of
digital twin technology [10]. Cai et al. created a “digital twin”
virtual machine tool for physical manufacturing based on
sensor data integration and information fusion technology
[11]. Söderberg et al. proposed the concept of digital twins
for real-time geometric guarantees and the process of how
to move from mass production of personalized production
[12]. Bilberg and Malik proposed a human-robot assembly
system based on digital twin, which was used for industrial
applications of variant assembly system to ensure the flexibil-
ity and automation of assembly [13]. Roy et al. and Lu et al.
summarized the development achievements of digital twin-
ning and pointed out the problems faced by the research of
digital twinning of intelligent manufacturing [14, 15]. Park
et al. and Leng et al. apply the digital twin technology to the
personalized production to increase the flexibility of the
manufacturing system [16, 17]. In China, there are more
and more researches on digital twin. Fei et al. proposed the
concept of digital twin shop-floor, discussed the basic theory
and key technology of realizing information physical fusion
of digital twin workshop, and then proposed the concept of
five-dimension digital twin, which provided a reference for
enterprises to practice digital twin [18–21]. Zhuang et al. fur-
ther elaborated the connotation of digital twins, established
the architecture of digital twins, and proposed the devel-
opment direction of digital twins of products [22]. Qi
et al. proposed the digital twin service for intelligent
manufacturing and further elaborated the integration pro-
cess of manufacturing service and digital twin [23]. Xie
et al. proposed a virtual monitoring method for hydraulic
supports based on digital twins, which simulates the
behaviors of the actual hydraulic supports in the whole life
cycle to achieve the synchronization of virtual and actual
movements [24]. In the field of manufacturing, GE, Sie-

mens, PTC, Dassault, and DNV GL use digital twin tech-
nology to meet their respective enterprise needs [25–29].
Through the above analysis, it can be seen that the digital
twin technology makes full use of physical models, sensor
update, and historical data and integrates multidisciplinary
and multiphysical quantities, multiscale, and multiprob-
ability. It can complete the interactive mapping of virtual
and physical space, which is an effective means to achieve
decision-making and quality control.

In recent years, the research team has deeply studied the
dynamic evaluation method and process quality prediction
technology of complex product processing technology based
on digital twin [30–32], which has improved the timeliness
and effectiveness of machining technology evaluation and
quality prediction. On the basis of preliminary research, a
quality prediction and control method for assembling and
welding of group products based on digital twin is proposed.
Firstly, a digital twinning model of welding quality prediction
and control including physical assembly and welding entity,
virtual assembly and welding model, welding quality predic-
tion and control system, and twinning data was established.
Then, by means of real-time data collection based on the
Internet of Things, twin data organization based on XML,
and process quality prediction based on machine learning,
the quality control of assembly and welding process of ship
group products are realized. Lastly, a small group product
of ship is taken as objects for verification.

2. The Quality Factors of Assembly and
Welding for Ship Group Products

The assembly and welding process of ship group products
mainly include four steps: marking, spot welding, welding,
and quality inspection. Hull welding involves physics, chem-
istry, metal material science, and welding metallurgy. The
main defects of the ship welding quality include bulk defects
(porosity, slag inclusion, etc.), surface defects (bite edge,
welding tumor, welding pit, etc.), and linear defects (incom-
plete penetration, incomplete fusion, etc.), as shown in
Figure 1. The traditional welding process generally carries
on quality inspection after welding, which is easy to produce
welding defects and affects the welding quality and produc-
tion efficiency. Hull assembly is the prior process of welding
process. High-precision assembly quality can improve weld-
ing quality and reduce welding time. Deformation and
dimensional deviation are the main quality problems. As
the assembly and welding hours account for more than
40% of the total working hours of ship construction, effective
control plays a decisive role in improving the quality and effi-
ciency of ship construction.

Although the surface defects can be identified by manual
inspection or camera, the defects inside the weld are not easy
to identify. With the development of microtechnology, the
nondestructive measurement of internal defects of weld can
be achieved by using a scanning electron microscope and
perspective electron microscope [33, 34]. The scanning elec-
tron micrograph of main internal defects is shown in Figure 2
[35]. Nondestructive testing (NDT) is the inspection on
whether the weld quality meets the specified requirements
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without damaging the performance and integrity of the
inspected weld, mainly methods including radiography,
ultrasonic testing, eddy current, thermography, and liquid
penetrant [36, 37]. NDT can provide rapid and economical
methods for evaluating weld quality and has been widely
used in various welding tests.

In the analysis of the assembly and welding process, the
quality problems mainly are shown in Table 1. Among them,
the welding factors include welding voltage, welding current,
wire feeding speed, welding speed, bevel angle, weld not
cleaned, welding material, and base metal thickness; the
assembly factors include assembly sequence, margin, posi-
tioning, compensation, and spot welding parameters. There-
fore, in order to effectively predict and control the process, it
is necessary to complete the corresponding process decision
through the process parameters and process data collection,
data analysis, fusion, and quality prediction model.

3. Technical Process of Quality Prediction
and Control

The traditional ship assembly and welding process quality
control is used to compare the quality inspection results with
the process requirements after welding to realize the product
quality evaluation. In case of quality problems such as defor-
mation, stress concentration and crack, postdeformation cor-

rection, and destress treatment shall be carried out. If cracks
or other quality problems occur, the rejection rate will be
increased and even the whole batch of products will be
scrapped. Due to being time-consuming, high scrap rate, easy
rework, low efficiency, high cost, and poor quality control,
this method has been unable to meet the current require-
ments of the digital and intelligent construction of ship prod-
ucts. Therefore, this paper puts forward the quality
prediction and control process of assembling and welding
of ship group products based on the digital twin technology.

As shown in Figure 3. Firstly, a virtual welding model
corresponding to the physical assembly and welding entity
is established to realize the high-fidelity mapping between
the virtual model and the physical entity. Secondly, the qual-
ity data collection is realized by the sensors and data collec-
tion system arranged by physical entity. By combining the
real-time process data, process design data, and process sim-
ulation data, the twin data of welding process were con-
structed, which realized the virtual model to simulate the
welding process of physical entity simultaneously. Then,
combined with historical data and real-time data, online pre-
diction of process quality is realized by big data analysis.
Auto regression model, support vector machine, artificial
neural network, correlation vector machine, random forest,
etc. are commonly used in big data analysis. In case of any
abnormality, the correction machining parameters shall be

Porosity Slag inclusion

(a)

Edge bite Welding tumor Welding pit

(b)

Incomplete penetration Incomplete fusion

(c)

Figure 1: Defects of ship surface welding quality: (a) bulk defects; (b) surface defects; (c) linear defects.

Wormhole Lack of penetration Kissing bonds Hooking bonds Cracks

Figure 2: Scanning electron micrograph of internal welding defects.
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Table 1: The quality defects of ship group products.

Type of defect
Quality

characteristic
Qualitative factors

Assembly defects
Deformation (1) Positioning method; (2) assembly sequence; (3) welding parameters

Size deviation (1) Assembly margin; (2) assembly compensation amount; (3) positioning method

Surface welding
defects

Porosity (1) Welding current; (2) welding speed; (3) welding voltage; (4) the groove is not clean

Slag inclusion (1) Slag not cleaned; (2) groove form; (3) welding current; (4) welding speed

Incomplete
penetration

(1) Welding current

Incomplete fusion
(1) Groove type; (2) assembly clearance; (3) wire feeding speed; (4) welding current; (5)

electrode diameter

Bite edge (1) Welding current

Welding tumor (1) Welding voltage; (2) welding current; (3) wire feeding speed; (4) welding speed

Welding pit (1) Welding speed; (2) welding current; (3) welding voltage

Internal welding
defects

Wormhole

(1) Welding speed; (2) welding current; (3) welding voltage; (4) welding material; (5) base
metal thickness

Lack of penetration

Kissing bonds

Hooking bonds

Cracks

Process design

Real-time process
monitoring

Quality prediction

Meet the
requirements?

End?

Product

Model updating Data mapping

Process
requirements

Y

N

Y

N

The virtual assembly and welding model

The physical assembly and welding entity

Twin data

Feedback Data mapping

Equipment
information

Workpiece
information

Process
design data

Real-time
process

data

Data analysis

Simulation
analysis

Processing performed

Process
information

Quality
information

Quality analysis

Process
parameters/route

optimization

Processing performed

Mapping
mechanism

Figure 3: Quality prediction and control process of assembly and welding of ship group products based on digital twin.
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timely carried out and fed back to the physical entity. Thus,
the quality prediction and control of welding of ship group
products are realized.

4. Establishment of Digital Twinning Model for
Product Quality Prediction and Control

In order to meet the synchronous evolution of the virtual
model and the physical perception data, a digital twin-
based quality prediction and control model was constructed

(as shown in Figure 4). Physical entity (PE), virtual model
(VM), and quality prediction and control system (QS) are
closely linked by digital twin data (DD). In the quality predic-
tion and control system, the quality data in the physical entity
can be collected in real time and stored as twin data; in the
virtual model, the twin quality data stored in the quality pre-
diction and control system can be analyzed and predicted,
and the prediction results will be fed back to the physical
entity for quality monitoring. The interaction and integration
of the physical world and the information world of assembly
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InteractionIteration

Figure 4: Digital twin model for prediction and control of mounting and welding quality of ship group products.

5Scanning



and welding are realized. Define the quality of prediction and
control model of ship group products based on digital twin:

WDT = PE ∪VM ∪DD ∪QS, ð1Þ

where PE refers to the physical assembly and welding entity,
VM represents the virtual assembly and welding model, DD
stands for the digital twin data, and QS is the quality predic-
tion and control system.

PE is the set of all entities involved in the process. It is
responsible for the execution of production activities. It also
has the function of real-time collection and fusion of multi-
source heterogeneous data and makes dynamic responses
according to process requirements, data monitoring, and
process quality prediction results. The unified description
of physical assembly and welding entity is as follows:

PE = pers, proequis, dcequis, workps, envi, prods½ �: ð2Þ

pers is the processing personnel, proequis is the process-
ing equipment, dcequis is the data acquisition equipment,
workps is the welding object, envi is the processing environ-
ment, and prods is the product.

VM is a high-fidelity model corresponding to the physi-
cal entity, which can reflect the real-time state of the welding
site and reproduce the physical assembly and welding entity.

VM is mainly responsible for the simulation, prediction,
evaluation, and optimization of the production process. The
unified description of the virtual assembly and welding
model is as follows:

VM= Mpers, Mequis, Mworkps, Menvi, Mprods, Mpro½ �:
ð3Þ

Mpers is the personnel twin model, Mequis is the equip-
ment twin model, Mworkps is the welding object model,
Menvi is the environment twin model,Mprods is the product
model, and Mpro is the process twin model.

Digital twin data (DD) consists of real-time data and his-
tory data. The real-time data is the data generated in the cur-
rent welding process, and the historical data is the previous
relevant welding data. Twin data is the core of digital twin
model, which provides data support for welding quality pre-
diction and control. The twin data are uniformly described as

DD = cds, hds½ �,
cds = wpds ⊕ epids,

hds = simds ⊕ prods ⊕molds ⊕ quads:

ð4Þ

cds is real-time data, including weldment data (wpds)
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Figure 5: Real-time data acquisition of assembly and welding process.
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and equipment data (epids); hds is history data, including the
simulation data (simds), process data (prods), models data
(molds), and quality data (quads).

QS is responsible for the monitoring and quality manage-
ment and is the brain of the twin model. Firstly, the model of
welding process is established to realize the synchronous

<Equipment_id>equip-num</Equipment_id>
<Equipment><Static_information>

<Type>welding robot</Type>
<Capacity>degree of freedom,maximum speed, etc </

</Static_information></Equipment>
<Work-piece><Static_information>

<Work-piece_id>num</Work-piece_id>
<Size>500⁎300⁎5</Size>
<Attribute>material,hardness,etc</Attribute>

</Static_information></Work-piece>

Data management of welding process based on XML

Data integration
OPC-UA server

Service support

Real–time perception data of welding workshop

Weldment MonitoringEquipment
Static data Dynamic data

State

Security management

Static data

</dynamic_information></Equipment>

<Equipment><dynamic_information>
<status>start/ending/fail</status>
<process_number_id>5</process_number_id>
<process_plan>single side welding</process_plan>
<Parameter>voltage,current,speed,angle,etc</

<Work-piece><dynamic_information>
<status>distortion,temperature,etc</status>

</dynamic_information></Work-piece>
Dynamic data

Capacity>

Parameter>

Weldment M i iEquipment State

Figure 6: Data management and storage.
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Optimization

Comparison
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D
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Figure 7: Prediction of assembly and welding quality based on machine learning.
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evolution of virtual and real workshops. Secondly, intelligent
sensing devices and systems are used to monitor the real-
time state of welding manipulator, welding objects, opera-
tors, and environment. Finally, based on twin data, historical
data, and machine learning algorithm to predict assembling
and welding quality, the optimization scheme of parameters
is provided to realize the prediction of loading and welding
quality and dynamic adjustment of the process.

5. Real-Time Data Collection and Storage

A large amount of quality data will be generated in the pro-
cess of assembly and welding, which will serve as an impor-
tant basis for evaluating the quality of assembling and
welding. Therefore, the collection and storage of data are very
necessary.

5.1. Real-Time Data Collection. As shown in Figure 5, the
real-time data collection process is established. The physical
sensor network and intelligent sensing equipment (system)
to collect the assembly and welding equipment, welding
parts, process, and quality information, such as a RFID
device, is used to read the unique identification code of the
welding parts and obtain the basic information of the welding
parts, including the size, number, and process information of
the welding parts. Hall sensor is used to detect welding cur-
rent, welding voltage, and other data. Welding speed and
wire feeding speed are detected by photoelectric code disk
and speed sensor. An accelerometer and a gyroscope are used
to detect the welding gun angle. The visual sensor is used to
extract the information of the molten pool in the welding
process, and the image processing technology is used to iden-
tify the features. On this basis, data transmission is carried
out through a wireless network, 5G, Bluetooth, ZigBee, and
industrial Internet, as well as data conversion, grouping,
analysis, calculation, and fusion, and finally, valuable infor-
mation oriented to process decision-making and quality pre-
diction is formed.

5.2. Real-Time Data Storage.As shown in Figure 6, firstly, the
real-time data of physical welding process is comprehen-
sively analyzed, which is divided into dynamic data and static

data. Static data refers to the information that will not change
with the evolution of weldment in the process of weldment
processing, such as equipment basic data and weldment basic
data. The basic data of weldment includes weldment name,
type, material, and process name; basic data of equipment
includes equipment name, equipment model, and equipment
processing capacity. Dynamic data refers to the information
that will change accordingly as the processing state changes
during the processing of weldment, such as the current pro-
cess, start/completion information, and welding processing
parameters of the product. The dynamic data directly reflects
the real-time status and quality of the weldment and the
operation status of the equipment. Secondly, according to
the interface protocol between equipment/system and het-
erogeneous equipment of different manufacturers/models,
the OPC-UA communication framework is used to realize
the transmission of multisource heterogeneous data and uses
XML text to manage and store real-time data.

6. Machine Learning-Based Ship Group Product
Assembly and Welding Quality Prediction

With the rise of artificial intelligence, machine learning has
developed rapidly. Machine learning is the use of algorithms
to analyze data and learn from it and then make predictions
and decisions on events. The machine learning algorithm is
used to predict the assembly and welding quality online,
which realizes the transformation from passive prevention
to active prediction and control.

As shown in Figure 7, real-time data (including dynamic
data and static data) and historical data (process design data
and simulation data) of the welding process are dynamically
acquired by sensors and intelligent sensing devices to build
quality twin data. The machine learning prediction model
is trained by using the historical big data generated in the
welding process. A large number of data are optimized
interactively in the training process and packaged into corre-
sponding prediction models. Through the real-time monitor-
ing of digital twin and sensor data in the machining process,
the condition monitoring and quality prediction of weldment
can be realized. In the process of prediction, the real-time

Table 2: Chemical composition and mechanical properties of the material.

C(%) Mn(%) Si(%) S(%) Yield strength (MPa) Tensile strength (MPa) Elongation (%)

≤0.18 0.70~1.60 0.10~0.50 ≤0.04 315 440~590 22

(a) (b)

Figure 8: Welding process model: (a) product entity of the group; (b) simulation model of the production line.
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monitoring data can be tested and corrected according to the
historical accumulated data. On the other hand, the historical
data can be updated and expanded according to the real-time
monitoring data. The welding model in the physical layer
dynamically tracks and reflects the latest state of the weldment
through its digital twin and optimizes the welding process
through simulation, including assembly sequence optimiza-
tion, welding path optimization, and welding parameter opti-
mization. In this way, we can grasp the trend of quality change
in advance, actively prevent quality problems, and achieve
dynamic quality assurance. Finally, the fusion and intellectual-
ization of physical information and virtual information in the
welding process are realized.

7. Case Analysis

Taking the assembly and welding line of a shipyard as an
example, it describes the realization process of the quality
prediction and control method of assembly and welding
based on digital twin. The production line consists of two

assembly robots, two welding robots, and sensor systems
(Hall sensor, optical code plate sensor, acceleration sensor,
etc.). The weldment is composed of one panel and two webs,
and the material is AH32. The panel size is 500mm ∗ 400
mm ∗ 12mm, and the web size is 400mm ∗ 100mm ∗ 10
mm. The chemical composition and mechanical properties
are shown in Table 2.

The technological process includes the following: the
assembly platform determines the assembly position through
visual scanning; the assembly manipulator makes the floor
plate and panel become positioned vertically; the welding
manipulator realizes assembly positioning through spot
welding; scanning is done again to determine the position
and length of the welding seam, and then installation and
welding are performed according to the welding process
parameters and process flow imported by the system. During
the welding process, the welding processing parameters
(welding current, welding voltage, welding speed, etc.) are
monitored, and the welding quality is predicted by artificial
neural network.

<Equipment><Static_information>
<Equipment_id>equip-num</Equipment_id>
<Type>wldingrobot</Type>

<Capacity>degree of freedom,maximum speed, etc </Capacity>
</Static_information></Equipment>
<Work-piece><Static_information>

<Work-piece_id>num</Work-piece_id>
<Size>500⁎300⁎5</Size>
<Attribute>material,hardness,etc</Attribute>

</Static_information></Work-piece>

<Equipment><dynamic_information>
<status>start/ending/fail</status>
<process_number_id>5</process_number_id>
<process_plan>singlesidewelding</process_plan>
<Parameter>voltage,current,speed,angle,ect</Parameter>

</dynamic_information></Equipment>
<Work-piece><dynamic_information>

<status>distortion,temperature,etc</status>
</dynamic_information></Work-piece>

Static data Dynamic data

Figure 9: Data acquisition and monitoring of small group products.
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7.1. Establishment of a Welding Process Model. The virtual
model composed of welding parts and mechanical arm is
established. Figure 8(a) shows the product entity of the
group, which is composed of a floor plate and two floor plates
to complete the welding of the floor plate; Figure 8(b) shows
the simulation model of the group production line.

7.2. Real-Time Data Collection and Storage. According to the
design requirements, real-time data of the assembly and
welding process were collected to dynamically monitor the
assembly and welding status of the products. As shown in
Figure 9, specific implementation methods include (1) using
RFID tags and bar codes to generate static information, such
as the size of the welding parts, welding materials, process
number, and equipment processing parameters; (2) obtain
dynamic information based on multiple intelligent sensors
(such as current sensor, speed sensor, temperature sensor,
acceleration sensor, and industrial camera), such as equip-
ment parameters, welding deformation, temperature field
change, and process execution data; (3) establish data trans-
mission network based on industrial Ethernet to ensure effi-
cient data transmission and data collection; and (4) data
storage and management and data related to manufacturing
resource status/welding part status are stored in the database
in XML format.

7.3. Quality Prediction of Welding Process Based on Artificial
Neural Network. A BP neural network is a kind of back prop-
agation neural network. It has strong nonlinear mapping
ability, self-learning ability, and self-adaptive ability and has
been widely used in nonlinear problems in material engineer-

ing [38–40]. Deformation is one of the main typical problems
in welding. Welding deformation has a great impact on the
installation accuracy of the structure, and excessive deforma-
tion will significantly reduce the bearing capacity of the struc-
ture. In this paper, the welding deformation of small group
products is predicted by the BP neural network. Since the
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Figure 10: Weld angular distortion.
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Figure 11: BP neural network prediction model.

Table 3: Historical data of welding deformation.

Experiment number U (V) I (A) S (mm/s) D (mm)

1 265 30 4 0.445

2 265 30 6 0.313

3 265 30 8 0.194

4 265 33 4 0.652

5 265 33 6 0.372

6 265 33 8 0.372

7 265 36 4 0.812

8 265 36 6 0.664

9 265 36 8 0.531

10 275 30 4 0.867

11 275 30 6 0.690

12 275 30 8 0.510

13 275 33 4 1.149

14 275 33 6 0.963

15 275 33 8 0.767

16 275 36 4 1.349

17 275 36 6 1.206

18 275 36 8 0.977

19 285 30 4 1.383

20 285 30 6 1.184

21 285 30 8 0.996

22 285 33 4 1.703

23 285 33 6 1.533

24 285 33 8 1.313

25 285 36 4 1.956

26 285 36 6 1.753

27 285 36 8 1.535

28 285 34 7 1.477

29 280 32 5 1.149

30 275 32 5 1.087

31 270 34 7 0.624

32 265 32 5 0.462
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group product is a symmetrical structure, only the upward
deformation of one side of the bottom plate is considered,
as shown in Figure 10.

7.3.1. BP Neural Network Model. Through the aforemen-
tioned analysis of welding deformation, three quality data
of welding voltage (U), welding current (I), and welding
speed (S) were selected as the input of the neural network,
and the output was the deformation value (D). The learn-
ing rate was set at 0.1, the training target was set at 0.01,
and the maximum training times was 100, to establish the
welding deformation prediction model of the BP neural
network. The network topology is “3-10-1,” as shown in
Figure 11.

7.3.2. Result Analysis. As shown in Tables 3, 32 sets of data
are selected as the basis for analysis. Twenty-seven data were
used for training the network, and the remaining 5 data were
used for testing the network. The result shows that the pre-
dicted value of the artificial neural network is consistent with
the actual measured value, as shown in Figure 12. Comparing
the predicted value with the actual value, it can be seen that
the relative error is small, as shown in Table 4. Therefore,
the established prediction model can predict the change
trend of welding deformation according to the welding qual-
ity parameters and realize the active adjustment of the weld-
ing process.

8. Conclusions

The shipping industry is an important strategic industry
related to national defense security and national economic
development. With the continuous development of industrial
Internet, big data, cloud computing, and other information
technologies, ship building toward the direction of intelli-
gence and automation has been accelerated. In this paper,
digital twin technology is used to solve the problem of assem-
bly and welding quality prediction and control of ship group
products. First of all, real-time data acquisition and storage of
assembly and welding process are used. Then, the welding
quality prediction process based on machine learning is
established. Finally, the BP neural network is used to estab-
lish the deformation prediction model of group products.
The validity and accuracy of the model are verified by com-
paring the actual value with the predicted value. It can
timely grasp the change trend of product processing quality
and realize the active control of assembly and welding pro-
cess quality.

Since welding quality is affected by many factors, it
involves multiple data acquisition and fusion andmultiobjec-
tive quality control, which will be the future research work.
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Figure 12: Experimental and ANN output: (a) data of deformation; (b) error.

Table 4: Comparison of the predicted value and the actual value of
welding deformation.

Experiment
number

Actual value
(mm)

Predicted value
(mm)

Error
(mm)

1 1.477 1.480 -0.003

2 1.149 1.191 -0.042

3 1.087 1.010 0.077

4 0.624 0.642 -0.018

5 0.462 0.468 -0.006
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The development of waterborne coating is essentially important for environmental protection, and cross-linking agent is of great
significance for ensuring corrosion resistance of the coating. In this work, tetrabutyl titanate was modified by ethylene glycol
and tris(2-hydroxyethyl) amine and used for the solidification of waterborne acrylic-epoxy resin. Fourier-transform infrared
spectroscopy (FTIR) analysis revealed that the agent reacted with OH groups first to cross-link the resin preliminarily, and then,
when the amount of agent was further increased, the amino groups opened epoxide rings resulting in a secondary cross-link.
Field emission scanning electron microscope (FESEM) observation and electrochemical impedance spectroscopy (EIS) test
found that, when the cross-linking agent was used at 6%, the coating remains intact and kept an impedance of as high as
108Ωcm2 even after being immersed in NaCl solution for 30 days. Copper-accelerated acetic acid-salt spray (CASS) test
confirmed that the coating containing 6% cross-linking agent provided the best protection for the carbon steel substrate.

1. Introduction

Due to excellent mechanical properties, mature processing
technology, and low price, carbon steel becomes the most
widely used engineering material in many fields. Neverthe-
less, corrosion has long been the problem that has not been
well solved, which limits applications of carbon steels,
shortens their serving life, and causes accidents and material
loss [1–5]. Coating can isolate steel from the aggressive envi-
ronment and has become an effective method to suppress the
corrosion. Nowadays, as the call to protect the environment
is growing, the research and application of waterborne coat-
ings have been greatly developed. Among them, the epoxy
resin has been widely studied and used due to its high resis-
tance to organic solvents, strong adhesion, high electric insu-
lation, and good thermal shock resistance [6]. However, the
waterborne coating still suffers from some weakness. For

example, although waterborne epoxy resin is one of the best
developed waterborne coatings, its corrosion resistance is still
greatly inferior to that of organic solvent coatings [7, 8].
Studies have shown that a well-designed cross-linking agent
could improve the cross-linking density of waterborne resins,
enhance their bonding to the matrix, and thus effectively
improve the corrosion resistance of the coating. Therefore,
the developing of novel cross-linking agent has become one
of the research hotspots in the field of waterborne coatings.

In the previous researches on designing of agents, most
scholars focused on ring-opening cross-link. For example,
Lu et al. prepared a silane-modified waterborne epoxy
cross-linking agent and studied the effects of the amount of
cross-linking agent on performances of the cured film. They
found that hardness, water resistance, and adhesion of the
cured film were improved significantly [9]. Sun et al. synthe-
sized a self-emulsified waterborne epoxy cross-linking agent
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of nonionic type using triethylene tetramine (TETA), and
they found that epoxy resin film cured by the agent under
ambient conditions showed good properties even at high
staying temperature [10]. Although films cross-linked
through ring-open mode usually showed good water resis-
tance and corrosion resistance within a short period, the
durability of the performance needs to be improved urgently.

The molecular structure of the cross-linking agent deter-
mines the cross-link mode of the waterborne epoxy resin. Once
a proper agent was used, OH groups could also be active groups
that could contribute to increasing the cross-link density of the
epoxy resin. Given this, our group have developed a novel tita-
nium ion a cross-link agent by modifying tetra-n-butyl titanate
with ethylene glycol and tris(2-hydroxyethyl) amine and have
evaluated its effects on the cure of epoxy ester. It was found that
the agent replaced the hydroxyl groups in the epoxy ester and
connected cross-link nodes in the coating and, as a consequence,
improved the water resistance and corrosion resistance of the
coating [11]. Due to excellent solubility in water and excellent
long-term storage stability, the acrylic-epoxy emulsion has
become themost sophisticated andmost widely used waterborne
epoxy resin [12, 13]. Therefore, this paper studied the effect of the
new cross-linking agent on the cross-link behavior and corrosion
resistance of the waterborne acrylic-epoxy coating.

2. Materials and Methods

2.1. Synthesis of the Agent. The titanium ion cross-linking
agent was prepared in the same way stated in our previous work
[11]. A distillation unit was used for synthesis and pure nitro-
genwas used for protection. Themole ratio of tetra-n-butyl tita-
nate : ethylene glycol : tris(2-hydroxyethyl) amine was 1 : 1 : 2.

2.2. Cross-Link of Waterborne Epoxy Resin. The cross-linking
agent synthesized above was added to the waterborne epoxy
resin at a mass ratio of 3%, 6%, and 9%, respectively, and then
the mixtures were stirred at a constant speed for 10min.
After adding water of three times the weight of the above
mixture, the stirring was conducted again until the resin

was evenly dispersed in the water. Cold rolled A3 mild steel
sheets were used as substrate. They were polished by sandpa-
per of different grades until 1200#, ultrasonically cleaned
with acetone and ethanol, and dried in air. The mixtures were
coated onto steel sheets, respectively, by the brushing
method, and then the coatings were solidified at 80°C for
3 h. Thickness of coatings was monitored by Elcometer
Kairda KD 5 and was about 65μm. Coatings were coded
according to the content of a cross-link agent and were
ET3, ET6, and ET9 in sequence. Waterborne epoxy resin
without a cross-link agent was used as control.

2.3. Characterizations. The FTIR spectra of the coatings were
recorded with an ATR-Nicolet iS10 Spectrometer (Thermo
Fisher Scientific, USA). The surface morphology of the cured
film was characterized by ZEISS Merlin Compact (ZEISS,
Germany). Electrochemical impedance spectroscopy (EIS)
study was carried out using an electrochemical workstation
(PGSTAT302N, Metrohm Autolab, The Netherlands). A
standard three-electrode system was used, including sample
as a working electrode, a platinum counter electrode (CE),
and a saturated calomel electrode (SCE) as reference. The
measurement was conducted in 3.5% NaCl solution, and an
AC voltage with 10mV amplitude (vs. SCE) was used as the
imposed signal. Immersion test was carried out in 3.5% NaCl
solution up to 30 days, and the results were recorded by
digital camera. Copper salt-accelerated acetate spray (CASS)
test was conducted according to ISO 3770-1976.

3. Results and Discussions

3.1. FTIR Analysis. Figure 1 shows the FTIR spectra of epoxy
resin, ET3, ET6, and ET9 coatings. The absorption peak
located at 913 cm-1 could be assigned to the stretching vibra-
tion of the saturated epoxy ring; the one at 1409cm-1 repre-
sents O-H bending vibrations in epoxy resin [6, 10]. In the
spectrum of the coating without the agent, both peaks could
be observed clearly, which meant the cross-linking degree of
resin was at a low level. When 3% of agent was used, the signal
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Figure 1: FTIR spectra of epoxy resin, ET3, ET6, and ET9 coatings.
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from O-H group disappeared and that from epoxy ring
decreased; as amount of agent increased to 6%, both absorp-
tion peaks disappeared; when 9% of agent was used, both
peaks disappeared while a strong C-N stretching vibration

peak appeared. Those changes indicated that whenmore agent
was added into resin, the cross-linking degree increased as a
consequence, and agent of 6% was enough for a sufficient
cross-link, whereas, when 9% of agent was used, an excessive
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Figure 2: Stages involved in the reaction between epoxy ester and titanium ion curing agent. (a) Stage 1 reaction between the -OHs and
titanium ion curing agent. (b) Stage 2 Reaction between the epoxide ring of and amino group.
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Figure 3: FESEM images of coating from epoxy, ET3, ET6, and ET9 before (a–d) after (e–h) 30 days of immersion in 3.5% NaCl solution.
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cross-linking agent would remain in the coating. The FTIR
results also suggested a chemical reaction as follows: first, the
agent reacted with the O-H to cross-link resin primarily, and
then, with the further increase of the cross-linking agent, the
epoxy ring in the epoxy resin was opened by the -NH3 group,
and the resin could be cross-linked further. Based on FTIR
results, the reaction scheme is illustrated in Figure 2.

The double cross-linking initiated by the new agent
increased cross-linking density and would definitely enhance
the shielding properties of the coating, improving the corro-
sion resistance of the coating [11, 14, 15]. Nevertheless, if
excessive cross-linking agent remains in the cured resin, it
would impair the shielding property since the agent itself
was hydrophilic and tends to adsorb water. Actually, the con-

tact angle of distilled water on epoxy resin, ET3, ET6, and E9
was 61.6, 75.8, 88.0, and 80.5°, respectively.

3.2. Morphologies of Coatings. Figure 3 shows the surface
topography of coatings containing different amounts of
cross-linking agent before and after immersion. It could be
seen that numerous wrinkles formed on the surface of epoxy
coating without agent, whereas, as the amount of agent
increased, the surface of coating become smoother and
smoother. When the cross-linking agent was absent, the
cross-link of resin heavily depended on the evaporation of
water. Since the evaporation rate of water in the surface
and interior of the coating was inconsistent, the cross-link
progressed asynchronously and thus caused the formation
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Figure 4: Nyquist plots of coatings after 10 days of immersion (a, b) and 30 days of immersion (c, d).
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of wrinkles on the surface [16]. With the addition of cross-
linking agent, evaporation of water becomes a negligible fac-
tor that promotes cross-link, and the cross-link could happen
although the coating synchronously, and therefore, the
wrinkles and cloud-like pattern disappeared gradually.

After 30 days of immersion, the surface morphology of the
coating varied depending on the content of the cross-linking
agent. Wide and deep cracks could be seen on the surface of
the coating without agent while shallow erosion gullies were
found on coating with 3% of agent.When 9% of agent was used,
the coating surface became much rougher and showed a ten-
dency of fragmentization. In contrast, the coating containing
6% of agent remained intact although the surface became rela-
tively rough. It could be seen that the addition of the cross-
linking agent greatly improved the water resistance of the coat-
ing; however, if the initial amount was excessive, the residual
agent would cause decrease in durability in corrosive medium.

3.3. EIS Study. EIS data obtained from different coatings are
shown in Figure 4. After 10 days of immersion, all the
Nyquist plots presented as semicircles, and it meant at this
stage, all the coatings remained intact and behaved as a per-
fect barrier layer to the aggressive medium. The plot could
be well fitted by the circuit model (a) in Figure 5, in which,
Rs was the solution resistance, C was assigned to the capaci-
tance of the coating, and Rc represented resistance of the
coating. The fitting results are presented in Table 1. After
30 days of immersion, two time constants could be noticed

in the Nyquist plot of coating without a cross-link agent,
indicating that corrosive medium has reached the interface
of coating and steel and rusting had started. At this point,
the behavior of epoxy coating without a cross-link agent
could be interpreted by the model (b) in Figure 5, where
QC was assigned to CPE of polymer coating and Rr and Qr
represented resistance and CPE of the rust layer. In contrast,
the plots of coating with a cross-link agent kept the shape of
semicircle, and therefore, the EIS data were interpreted using
the model (a) again. The fitting results are shown in Table 1
as well. According to previous reports, an epoxy coating with
a resistance of 106 − 109 Ω cm2 was considered to have a good
protection for the substrate [17–19]. It was obvious that the
use of cross-linking agent increased impedances of coatings
significantly, and more importantly, it could help maintain-
ing the high impedance after 30 days of immersion.

The appearances of the specimens coated with epoxy
with different amounts of cross-link agent before and after
immersed in 3.5% NaCl solution are shown in Figure 6. All
the coatings were intact and almost transparent before
immersion, and the freshly polished steel substrate could be
seen clearly. After 30 days of immersion, rust was observed
all over the steel under coating without a cross-link agent,
and serious leakages could also be observed in some regions.
Both ET3 and ET9 coatings remained intact, and rust was not
observed; however, white cloudy areas could be seen, and this
indicated that medium had penetrated into the coating
deeply and might reach the substrate shortly. In contrast,

Table 1: Parameters gained from fitting of the EIS data after 10 and 30 days of immersion in 3.5% NaCl solution.

Coating
Rc

(Ω cm2)
C (F)

Qc
(Ω-1sncm-2)

n
Rr

(Ω cm2)
Qr (Ω

-1sncm-2) n Equivalent circuit model Immersion duration/days

Epoxy 3:5 × 106 2:2 × 10−8 — — — — — A

10
ET3 1:0 × 108 1:4 × 10−9 — — — — — A

ET6 8:3 × 108 2:6 × 10−10 — — — — — A

ET9 5:7 × 108 2:1 × 10−9 — — — — — A

Epoxy 1:3 × 105 — 1:8 × 10−9 0.61 575 1:1 × 10−5 0.52 B

30
ET3 2:3 × 107 2:5 × 10−9 — — — — — A

ET6 1:5 × 108 1:1 × 10−9 — — — — — A

ET9 1:1 × 108 1:3 × 10−9 — — — — — A

Rs

Rc
C

Solution

Coating

Steel

+

–

(a)

Rs

Rc

Rr Qr

Qc

Solution

Coating

Steel

Rust

+

–

(b)

Figure 5: Equivalent circuits used to interpret impedance data.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Appearance of epoxy resin, ET3, ET6, and ET9 coating before (a–d) and after (e–h) 30 days of immersion in 3.5% NaCl solution.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7: Appearances of epoxy, ET3, ET6, and ET9 coatings before (a–d) and after (e–h) 5 days of the CAAS test.
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ET6 coating not only protected the substrate well but also
showed excellent stability in the medium that changes in
the appearance could hardly be seen. The use of even very
small amounts of the agent in the epoxy coating could signif-
icantly increase the cross-link density and thus helped block-
ing invasion of the corrosive medium [20]. However, when
the content of the agent exceeds the optimum content, it
would increase the water absorbability of the coating and
reduce the stability and durability of the coating.

3.4. CAAS Test. The appearances of specimens before and
after 5 days of CAAS test are shown in Figure 7. For the spec-
imen coated with epoxy without a cross-link agent, large
bubbling areas could be observed, and when coating was
peeled off from the steel, severe corrosion along the scratches
happened and plenty rust could be seen. For ET3 coating, the
corrosion products appeared along the scratches and were
accompanied by blisters and slight peeling of the coating.
For ET9 coating, only small blisters could be seen along the
scratches, while the rest of the coating remained unaffected.
It was worth noticing that the ET6 coating kept intact, nor
blisters or any corrosion product could be seen along the
scratches. From the above observation, the corrosion resis-
tance of coating could be ranked in the following order
incontestably: ET6 > ET9 > ET3 > epoxy. Besides, according
to a system established by Abhijit et al. [21], the corrosion
resistance of the coatings could be also rated clearly as shown
in Table 2.

4. Conclusion

A novel cross-link agent was synthesized by modifying etra-
n-butyl titanate with ethylene glycol and tris(2-hydroxyethyl)
amine. The agent initiated double cross-link, greatly
increased cross-linking density of waterborne acrylic-epoxy
resin, and increased the impedance from 106Ωcm2 to
108Ωcm2. After 30 days of immersion, NaCl solution passed
through the coating without the cross-linking agent, causing
the substrate to corrode, while all the coatings with a cross-
linking agent could protect the substrate well. The copper-
accelerated acetic acid-salt spray test also confirmed that
the adding of cross-linking agent had greatly improved pro-
tecting function of the coating. In summary, the environ-
mentally friendly and efficient novel cross-linking agent will
be promising for the application for waterborne acrylic-
epoxy resin coating.
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Cavitation erosion (CE) is a common problem troubling many flow-handling equipment such as valves, orifice plate pipes, and
propellers. The coating technique is a widely used strategy to resist CE. It is important to understand the CE-corrosion behavior
of the coatings in the corrosive solution, especially in the sand-containing saline water. A newly designed MIG welding
precipitated hardened martensitic stainless steel (PHMSS) coating was performed, and its silt-CE was investigated in a
suspension composed of 3.5 wt.% sodium chloride and 3% silica sand using an ultrasonic vibrator processor. The microstructure
of the coating was characterized by optical microscopy and scanning electron microscopy. The effects of the sand particles on
the CE-corrosion were analyzed using mass loss measurement, potentiodynamic polarization curve, and surface morphology
observation. The results showed that the PHMSS coating was mainly composed of the lath martensitic phase alone. Its mass loss
rate was in ascending order in the solution of distilled water alone, sand-containing distilled water, saline water alone, and sand-
containing saline water. Sand particles played more roles in the CE in the distilled water than in the saline water. The synergy of
CE and corrosion was much less in the sand-free saline than in the sand-containing saline. The maximum component was the
erosion enhancement due to the corrosion in the saline without sand particles but was the pure erosion component in the saline
with sand particles. The mechanism of the sand particles’ effect on the CE was also discussed.

1. Introduction

Cavitation erosion (CE) provokes a high degree of discussion
in the fields of flow-handling systems such as impellers,
valves, turbines, pumps, and pipes [1–5]. It is mainly due to
its complex processes including the bubble nucleation,
high-pressure collapsing, and the interaction between the
bubble and the material surface. Complex serving conditions
also give great difficulty to the investigations including CE
and corrosion. The main problem lies in the lack of under-
standing of the synergy between the mechanical damage
caused by the CE and the corrosion caused by corroded ions.
Therefore, the clarification to the synergy of the CE and cor-
rosion is essential to the material design and equipment
maintenance.

The synergy effect on the CE and corrosion has captured
many results. The CE behavior in the corrosive liquid is
related to the two main effects of mechanical abrasion and
electrochemical corrosion [6–8]. The CE of the materials
with good corrosion resistance was less affected by the
corrosion-induced damage [9]. Normally, synergy compo-
nents of the CE and the corrosion were higher than the
sum of the pure CE and the pure corrosion [8, 10, 11], while,
on some conditions, the minus synergy of the CE and corro-
sion is less than the pure sum-up of the CE and the corrosion
[12, 13]. However, these studies above are obtained in pure
liquid solutions. They are doubt to be applied to the condi-
tions with solid particles like the impeller serving in the river
with sands. Sand particles can reduce the tensile strength of
the solution [14] and affect both the number of the bubble
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nucleation and the collapse of the bubbles [15]. Even their
surface configuration and chemical composition have effects
on the CE [16]. Unfortunately, few studies pay attention to
the effect of the sand particles on the synergy action of the
CE and corrosion. Hu and Zheng [17] investigated the effect
of the sand concentration on the CE, but no synergy of the
CE and corrosion was referred.

The solid particles have a complex influence on the CEs
[14, 17–21]. They affect the CE in the way of changing the
solution tensile strength [14], the bubble nucleation and col-
lapse [15], and the erosion direction to the material surface
[18]. The CE configurations vary with the surface morphol-
ogy [16], concentration [17], and size [19, 22] of the solid
particles. It can be observed that the understanding of the
effect of the solid particles on the corrosion is far less than
that on the mechanical damage (CE). For the passive mate-
rials, the passive film on the material surface plays an impor-
tant role in the CE, especially the corrosion [23, 24].
However, the clarification of the effect of the solid particles
on the corrosion remains unknown on the condition of CE.

Martensitic stainless steel attracts many investigations
due to its higher resistance to the CE than the austenitic
and ferritic stainless steel [25]. Metal inert gas (MIG) welding
martensitic stainless steel coating is a promising method to
resist the CE and corrosion, like the AISI 431 [26], AISI
410 [27], and CA-6NM [28]. Further enhancement in the
resistance to the CE was also carried out on the stainless steel
by the nitriding process [29, 30], laser surface melting [9],
and welding [31, 32]. MIG welding is widely applied in many
maintenances to the component suffering slurry erosion and
CE due to its convenient operation. In the present study, a
newly designed precipitated hardened martensitic stainless
steel coating was prepared on 35 forged steel by a MIG weld-
ing method. Its CE-corrosion behavior was investigated in a
sand suspension of 3.5wt.% NaCl and 3wt.% silica sand.
The effects of sand particles on the interactions between the
CE and the corrosion were also discussed.

2. Experimental

2.1. Coating Preparation. A newly designed wire of precipi-
tated hardened martensitic stainless steel was used as filler
wire in the MIG welding process. Its chemical composition
is listed in Table 1. The MIG welding precipitated hardened
martensitic stainless steel (PHMSS) coating was prepared
on a cast steel, ASTM 485-275 (70-40). Before the deposition
of the coatings, the substrate surface was derusted and
ground to remove the surface oxides and contaminants.
The MIG welding process was carried out using a Quinto-
GLC403 digitalized MIG welding machine automatically
with the protecting gas of argon (98%) and CO2 (2%).
Table 2 lists the other optimized details of the MIG welding.

2.2. Cavitation Erosion Test. The CE-corrosion experiments
were conducted using an ultrasonic vibratory oscillator
(Q700 Sonicator) resonating at 20 kHz with a peak-to-peak
amplitude of 15μm at 25 ± 1°C. The experimental processes
were based on the ASTM G32-10 Standard [33]. A volume
of 80mL of different solution was used as the experimental
solution in a stainless beaker including the distilled water
with and without 3wt.% silica sand (200-300 meshes) and
the saline water of 3.5wt.% NaCl with and without 3wt.% sil-
ica sand (200-300 mesh). The test specimen was fixed in a
holder as the lower specimen, which was installed coaxially
with the horn tip at a constant distance of 0.5mm. The exper-
imental instrument and its specimen dimensions are
sketched in Figure 1. All the specimens were gradually
ground to 2000 grit abrasive papers, ultrasonically degreased
with ethyl alcohol, and hot air-dried with a blower before the
experiments. The weight of the specimens was measured by
an analytical balance with an accuracy of 0.1mg. The average
value of at least three experiment data was utilized to make
sure the representativeness and reproducibility.

2.3. Electrochemical Measurements. All electrochemical
experiments were performed in the saline solution contain-
ing 3.5wt.% NaCl at 25 ± 1°C. The experiments were carried
out with an electrochemical cell (Gamry Interface 1000)
accompanied by a traditional three-electrode cell comprising
a standard saturated calomel electrode (SCE) as the reference
electrode, a platinum slice as the counter electrode, and a
sample as the working electrode [34]. The sample was pre-
pared according to the same processes as those for the CE
tests and sealed with epoxy with an exposure area of
1.83 cm2. Polarization measurements were conducted after
1 h open circuit potential (OCP) tests with a stable potential,
and the potential range was from -0.5V to 0.7V vs. OCP at a
scan rate of 0.5mV/s. Each experiment was repeated at least
three times to ensure reproducibility.

2.4. Surface Observation. X-ray diffraction (XRD, D/Max-
2500PC) was employed to identify phase constituents at a Cu
Kα radiation, a voltage of 40kV, and a current of 40mA.Micro-
structures of the coatings were analyzed by optical microscopy
(OM, Carl Zeiss). Before the microstructure observation, the

Table 1: Chemical compositions of the welding wire (wt.%).

Comments C Cr Ni Mo Nb Cu Si Mn P S Fe

Content 0.024 16.30 4.92 0.40 0.21 3.52 0.45 0.61 0.012 0.03 Bal.

Table 2: Process parameters of the MIG surfacing.

Process parameters Value

Wire speed (m∙min-1) 12.00

Pulse frequency (Hz) 220

Base current (A) 140

Pulse time (ms) 2.20

Pulse voltage (V) 37

Pulse shape Steep
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sample surface was etched with a solution of 5g FeCl3, 50mL
HCl, and 100mL H2O. The microhardness of the coating was
measured with an automatic microhardness tester at a load of
1.96N and a duration time of 15 s. Stereomicroscopy (Stemi
2000, Carl Zeiss) and scanning electron microscopy (SEM,
XL-30FEG) were employed to reveal the eroded morphologies
after tests. The surface roughness was examined by a white light
interferometer (MicroXAM).

3. Results and Discussion

3.1. Coating Characterization. Figure 2 shows the X-ray dif-
fraction patterns of the coating surface. It can be seen that
the diffraction peaks are located at 42°, 62°, and 81°, respec-
tively, which are typical martensitic peaks. The coating is
mainly composed of the martensitic phase with a single
body-centered tetragonal (bct) structure without another
second phase.

Figure 3 is the cross-sectional microstructure of the stain-
less steel coating observed by optical microscopy. The thick-
ness of the coating is around 2.5mm (Figure 3(a)). Three
regions are selected to reveal the details of the coating struc-
ture in the direction of thickness as labels A, B, and C. Locally
magnified images are presented in Figures 3(b)–3(d) corre-
sponding to the regions A, B, and C, respectively. A uniform
structure can be observed on the cross-sectional surface of
the coating. Almost no difference can be seen in the structure
between the region near the top surface (Figure 3(b)), the
region in the middle of the coating (Figure 3(c)), and the
region near the fusion line (Figure 3(d)). A typical lath struc-
ture dominates the entire coating. It is compact with few
pores, cracks, and other defects. Moreover, metallurgical
bonding is formed in the interface between the coating and
the substrate indicating good bonding force (Figure 3(d)).

Figure 4 displays the microhardness distribution in the
direction of the thickness. The interval is fixed at 0.2mm
between the adjacent hardness points. The hardness of the
coating has few fluctuations in the value suggesting a uniform
structure. Its average value is 423.85HV0.2, which is approx-
imately 3.3 times that of the substrate (129.31HV0.2).

3.2. Mass Loss. Figure 5 shows the variation of the cumulative
mass loss and mass loss rate of the target coating with time in
distilled water and saline water (3.5wt.% NaCl) with and
without sand (3wt.%). The cumulative mass loss increases
near linearly with test time for all the conditions
(Figure 5(a)). No obvious incubation period can be found.
They are 1.75mg, 10.35mg, 14.2mg, and 18.2mg after 25h
CE in distilled water, distilled water with sand, 3.5wt.% NaCl
solutions, and 3.5wt.% NaCl solutions with 3wt.% sand,
respectively. The cumulative mass loss in the distilled water
with 3% sand is nearly 6 times that in the distilled water
alone. For the case of saline water with sand, it is approxi-
mately 1.3 times that in the saline water alone. Therefore, it
can be deduced that adding sand particles can increase the
CE in both the distilled water and the saline water. Moreover,
the cumulative mass loss in the saline water is higher than
that in the distilled water with and without sand particles.
It indicates that chloride ions degraded the CE resistance of
the coating.

The mass loss rates’ variation with time is presented in
Figure 5(b). They all increase initially in the first 5h and then
stay in a relatively stable state until the end of the tests in all
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Figure 1: Schematic diagram of (a) ultrasonic CE equipment and (b) specimen dimensions. 1: water inlet; 2: nylon support; 3: cooling bath; 4:
reference electrode; 5: soundproof enclosure; 6: ultrasonic generator; 7: transducer; 8: horn; 9: counter electrode; 10: electrochemical
workstation; 11: computer; 12: water outlet; 13: horn tip; and 14: working electrode.

40 60 80

In
te

ns
ity

 (a
.u

.)

(110)
◆

(200) (211)

2𝜃 (°)

—𝛼

Figure 2: XRD pattern of the test coating.
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the solutions. However, the mass loss rate is the least in the dis-
tilled water and the most in the 3.5wt.% NaCl solution with
sand. The CE resistance (RCE) is determined based on the mean
depth of the CE rate [35]. It is expressed as follows:

RCE h∙μm−1� �
=

1
MDER

, ð1Þ

MDER μm · h−1
� �

=
Δm

10ρAΔt
, ð2Þ

where MDER is the mean depth of the erosion rate, Δm is the
cumulative mass loss in mg, ρ is the density of the coating
(approximately 7.7 g/cm3), A is the exposure area of the sample
(1.83cm2), and Δt is the time interval (25h). Figure 6 plots the
bar graph to compare the CE resistance of the stainless steel
coating in different conditions. The trend is the same as that
obtained by the cumulative mass loss (Figure 5(a)). It can be
conducted that the CE resistance in the distilled water is
approximately 5.9 times that in the sand-containing distilled
water, whereas in the sand-containing saline water, it is about
1.3 times that in the sand-free saline water. It is reasonable to
say that sand particles play a negative role in alleviating the
CE damage in both distilled water and saline solution. Further-
more, they have a greater effect on the distilled water than on
the saline water. It might be because the chloride ions reduced
the influence of the sand particles on the CE.

3.3. Electrochemical Behavior. Figure 7 reveals the potentio-
dynamic polarization curves of the PHMSS coating on the
static and CE conditions with and without sand. Table 3 lists
the corrosion current density (Icorr) and corrosion potential
(Ecorr) obtained from the Tafel fitting. Under the static condi-
tion, the corrosion potential shifts positively by 42.8mV, and
the Icorr decreases by 1.7μA/cm2 in the NaCl solution with
sand particles compared with the case without sand particles
(Figure 7(a)). It indicates that the existence of sand particles
can slightly alleviate the corrosion of the PHMSS coating.
Moreover, the anodic current density is decreased more obvi-
ously in the sand-containing NaCl solution than that in the
sand-free NaCl solution on the static condition. It may be
caused by the absorption of the fine sand particles to the sam-
ple surface, which can isolate the part of the corrosive-
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Figure 3: The cross-sectional metallographic images of the PHMSS coating.
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reducing anode. However, the corrosion behavior differences
are small on a whole between the sand-free saline solution
and the sand-containing saline solution. Moreover, passiv-
ation can be observed on the static conditions with and with-
out sands, and the passivation current densities are the same
in an order of magnitude of approximately 2:0 × 10−5 A/cm2.

On the CE conditions, the corrosion tendency changes
opposite to that in the static conditions with sands
(Figure 7(b)). The Icorr increases by approximately 6 times
after adding sands. The corrosion potential moves negatively
from -167.2mVSCE in the sand-free solution to -251.8mVSCE
in the sand-containing solution. It can be deduced that sand
particles accelerate the corrosion process. Besides, the
PHMSS coating shows no passivation phenomenon on the
CE conditions neither with nor without sand particles. It
exhibits an active corrosion status in both CE conditions.
Compared with the static condition, the corrosion current
density is relatively high on the CE condition independent

on the sand particles. This is mainly due to both the mechan-
ical damage to the passive film and the accelerated mass
transfer during CE, which promotes the corrosion of PHMSS
coating.

3.4. Morphology. CE can cause two different erosion regions:
the center region and the perimeter region [36]. This can be
changed by adding sand particles depending on the sand
concentration [17], where the boundary between the center
region and the perimeter almost disappeared at the concen-
tration of 3wt.% sand particles. The optical stereomicroscopy
was used to reveal the macromorphologies after CE in differ-
ent solutions.

Figure 8 shows the representative macromorphology of
the eroded surface after CSE for 25 h in distilled and saline
water with and without sand. It can be observed that the
two regions can be distinguished in the distilled water
(Figures 8(a) and 8(c)), but it is not as obvious as that caused
by different sand particles [17], while the boundary between
the center region and the perimeter region cannot be
observed in the saline water conditions. Moreover, the CE
is more severe in the saline water than in the distilled water,
indicating the acceleration of the corrosion. To get an insight
into the material removal mechanism, SEM observations
were carried out on both the perimeter and center regions.

Figure 9 displays the CE surface morphologies in the cen-
ter region of the sample after the test for 25 h in the distilled
water and saline water with and without sand particles. The
surface remains the original surface locally after the test in
sand-free distilled water (Figure 9(a)). It indicates that the
stainless steel has good CE resistance in the distilled water
without sand. In contrast, the erosion is much more severe
in the saline water than in the distilled water after the same
test time (Figure 9(b)). Only small parts of the original sur-
face can be observed as well as more CE craters. Without
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sand particles, the degradation of the coating resistance to CE
is mainly due to the chloride ions.

Compared with the case in the sand-free solution, the CE
is accelerated in both distilled water and saline water after
adding the sand particles (Figures 9(c) and 9(d)). All the orig-
inal surfaces have been removed. However, the morphology
for the sand-containing distilled water (Figure 9(c)) is differ-
ent from that for the saline water (Figure 9(d)), indicating

different damage mechanisms. The density of the crater for
the former case is less than that for the latter case. It seems
that the surface in Figure 9(d) was obtained by the surface
in Figure 9(c) after further CE. No big particle-like extrusion
can be found on the surface tested in the sand-containing
saline (Figure 9(d)). Anode dissolution preferentially occurs
on the sharp corners and edges caused by the mechanical cut-
ting of silt-CE resulting in further refinement to the erosion
surface. Moreover, the pitting can also increase the bubble
nucleation and accelerate the CE. Therefore, the eroded sur-
face in the sand-containing saline is worse than that in the
saline water and distilled water.

Micrographs observed by SEM in the perimeter region of
the PHMSS coating surface after the CE test in different con-
ditions are shown in Figure 10. The damage in the perimeter
region follows the same trend as that in the center region. It is
more severe in the sand-containing solution. On the condi-
tion of distilled water alone (Figure 10(a)), the original sur-
face can still be seen even after the 25 h test. It only suffers
slight plastic deformation due to the microjet flow or shock
wave, and the damage degree is relatively low to that in the
center region (Figure 9(a)). After adding the sand particles,
the erosion regions are enlarged (Figure 10(c)). Local isolated
craters connect each other and become bigger craters. Parti-
cle impingent due to the collapsing bubbles brings extra
mechanical erosion to the coating surface [17]. In the saline
solution without sand particles (Figure 10(b)), the original
surface can be also observed but with less area than that in
the distilled water alone, while no original surface can be
found after the same CE time in the solution with sand par-
ticles (Figure 10(d)). It indicates that the sand particles affect
the CE process in the entire surface of the sample, which is
consistent with that observed in the macromorphology
observations (Figure 8(d)).

Compared with the CE in the center region (Figure 9),
the CE degree is relatively low in the perimeter region in
the distilled water but similar in the saline water. It means
that the sand particles’ effect is more obvious in the distilled
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Figure 7: Potentiodynamic polarization curves of the PHMSS coating under (a) static and (b) CE conditions in 3.5 wt.% NaCl solution with
and without sand particles.

Table 3: Comparative summary of electrochemical corrosion
results for the PHMSS coating in 3.5 wt.% NaCl solution with and
without 3wt.% sand particles.

Conditions Icorr (μA/cm
2) Ecorr (mV vs. SCE)

Sand-free (static) 3.026 -273.6

Sand-containing (static) 1.326 -153.1

Sand-free (CE) 0.582 -167.2

Sand-containing (CE) 3.538 -251.8

(d)(c)

(b)(a)

Distilled water Saline water

Sand-free

Sand-
containing

Figure 8: Macrographs of the PHMSS coating surface after CE for
25 h in (a) sand-free distilled water, (b) saline water, (c) sand-
containing distilled water, and (d) sand-containing saline water.
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water than in the saline water, which well agrees with the
result obtained from RCE (Figure 6).

Figure 11 displays the roughness profiles of the PHMSS
coating surface after CE for 25h in different solutions. All
the areas measured for the roughness are selected within
the center region of the surface. In the sand-free distilled
water, the eroded surface is uniform and the grinding trace
can still be seen (Figure 11(a)), which is consistent with that
observed by SEM (Figure 9(d)). No obvious CE craters are
detected suggesting little mass loss, which well agrees with
the cumulative mass loss in Figure 5(a). Therefore, it can be
deduced that the coating resistance to the CE is good in the
distilled water alone in the view of roughness. In contrast,
the grinding trace is completely removed after the same test
time in the distilled water containing sand particles
(Figure 11(c)). Local craters exist indicating the sand parti-
cles accelerated the CE, which well agrees with the mass loss

measurements (Figure 5(a)), while the variations in the
roughness morphologies in the saline water are not as big
as those in the distilled water. However, the surface is coarser
in the sand-containing saline than in the sand-free saline.
The size of the peaks and the craters is larger than that in
the sand-free saline.

The quantitative comparison of the surface roughness
features after CE for 25h in different solutions is showed in
Figure 12. Sa and Sq are the arithmetical mean height and
root mean square height, respectively. Spk is the reduced
peak height representing the mean height of peaks above
the core surface; Svk expresses the arithmetical mean of the
reduced valley depth of the areal material ratio curve. Essen-
tially, this is a measure of the valley depth below the core
roughness. It can be observed that all the parameters increase
significantly after adding sand to the distilled water. They
change in the same way with the changing solution. The
values of Sa, Sq, Spk, and Svk slightly rise in the solution add-
ing NaCl alone and the solution adding NaCl+sand. It sug-
gests that the maximum value of the peaks and the valleys
increased due to the combined action of the particle
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Figure 9: SEM micrographs of the CE surface in the central region
after CE for 25 h in (a, c) distilled water and (b, d) 3.5 wt.% NaCl
solutions (a, b) without and (c, d) with sand.
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impingement and CE. Sa in the sand-containing saline water
is approximately 2.3 times that in the distilled water alone
and approximately 1.04 times that in the saline water alone.
It indicates that the sand particles degrade the CE resistance
of the MIG PHMSS coating more in the distilled water than
in the saline water. This may be mainly own to the increase
in mechanical damage.

3.5. Synergy Action between CE and Corrosion. It is necessary
to understand not only the quantity of synergistic effects [22]
but also the sand particles’ effect on the synergy. The synergy
components were obtained in the solution with and without
sand particles, respectively. The total damage of CE can be
described in the way of volume loss by the following equa-
tions [37–39]:

VT1 = VE + VC +VS1 =VE +VC +VEIC + VCIE, ð3Þ

VT2 = VE + S +VC + VS2 =VE + S + VC +VESIC +VCIES,
ð4Þ

where VT1 and VT2 are the total volume loss of the coating in
the saline solution without and with sand particles, respec-
tively; VE and VE+S are the pure mechanical erosion compo-
nents caused by the CE alone in the distilled water without
and with sand particles, respectively; VC is the pure corrosion
component measured in the saline water; VS1 and VS2 are the
synergy components of the CE and corrosion in the saline
water without and with sand particles, respectively; VEIC
and VESIC are the corrosion enhancements induced by the
corrosion in the sand-free and sand-containing saline solu-
tions, respectively; and VCIE and VCIES are the erosion
enhancements induced by the corrosion in the sand-free
and sand-containing saline solutions, respectively. In the
present work, VE and VT1 were measured after CE for 25 h
in distilled water and saline water without sand particles,
respectively. VE+S and VT2 were obtained by the same
method but in the sand-containing solution. VC was calcu-
lated from the Icorr from the polarization curve in the static
saline solution according to Faraday’s law. VEIC and VESIC
were determined by the same method but on the CE condi-
tion in the saline water without and with sand particles,
respectively. It is noted that they are the pure enhancement
components due to erosion, which means that the pure cor-
rosion component (VC) has been deducted.

Table 4 lists the components described above for theMIG
welding HPMSS coating. On the sand-free conditions, the
biggest component is the erosion enhancement (VCIE)
caused by the corrosion with a fraction of 88.14% to the total
damage. The next one is the pure CE (VE, 8.89E-3mm3/h),
and the minimum one is the corrosion enhancement due to
CE only at the fraction of 0.05%. Compared with the sand-
free conditions, a great change occurs due to the existence
of the sand particles. Pure mechanical erosion caused by
the CE (VE+S) becomes the dominant component followed
the erosion enhancement due to the corrosion (VCIES). The
pure corrosion component turns out to be the minimum
one. All these changes result in the increase of the total dam-
age by approximately 19% compared with that in the sand-

free saline water. Figure 13 plots the bar graphs of the frac-
tion of each component to the total damage. It can be also
observed that the biggest component transforms from VCIE
to VE+S due to the adding of the sand particles. The synergy
in the sand-free saline is much less than that in the sand-
containing saline. Moreover, the corrosion-related compo-
nents (VC and VEIC) are significantly less than the erosion-
related components (VE and VCIE) indicating the good cor-
rosion resistance of the coating.

The effect of solid-phase loading on the erosion-
corrosion behavior for stainless steel has been examined. It
was reported that the increase of charge transfer resulted in
a higher contribution to the total weight due to corrosion-
related effects [40]. However, the foundation in the present
work is different. With the addition of the sand particles,
the corrosion-related effect is reduced and the pure mechan-
ical erosion is enhanced. Two aspects may contribute to the
decrease of the corrosion effect. One is due to the good corro-
sion resistance of the MIG welding PHMSS coating itself.
The other can result from the sand particles partially prevent-
ing the diffusion of chloride into the coating surface. It
proved the decrease of the corrosion component (from VC1
to VC2) after adding sand particles.

The sand particles affect the silt-CE in many aspects
including corrosion, erosion, and synergy. The total damage
is increased by adding the sand particles in both the distilled
water and the saline water (Figure 5). It is the sum results of
each damaged component. On the static distilled water, pure
CE is dominant but limited, which can be proved by the small
mass loss (Figure 5). Microjet and shock wave do not tear the
coating surface (Figures 9(a), 10(a), and 11(a)), while all these

Table 4: Component values calculated after 25 h CE in the solution
without and with sand.

Conditions Volume loss rates (10-3mm3/h)/fraction

Sand-free
VT1 VE VC1 VEIC VCIE

77.51 8.89 0.26 0.04 68.32

Sand-containing
VT2 VE+S VC2 VESIC VCIES

92.50 52.60 0.18 0.68 39.04
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are changed after adding sand particles to the distilled water.
The combined action of the sand particle erosion and CE
breaks the integrity of the coating resulting in great material
removal. In addition to the case in the distilled water, more
complex processes occur in the silt-CE and corrosion. The
passivation film is peeled off leading to an increase of the
Icorr. That is why the corrosion enhancement due to erosion
becomes higher than that in the sand-free saline water
(Table 4). Moreover, the variation of the corrosion compo-
nent resulted from not only the change of the surface area
but also the disturbance of local mass transfer and the con-
centration due to the moving into and out of the boundary
layer. A great change in the pure mechanical erosion occurs
when adding the sand particles in the saline water
(Table 4), which results in the degradation of the surface
morphology (Figures 9(b), 10(b), and 11). It indicates that
sand particles play an important role in the mechanical ero-
sion to the coating surface. According to the report carried
out by Hu and Zheng [17], the silt-CE was mainly deter-
mined by sand erosion on the sand concentration of 3wt.%.
Therefore, it is easy to understand why the pure erosion com-
ponent becomes the dominant one to the other components.

4. Conclusions

A MIG welding HPMSS coating was newly designed on the
cast steel. Its silt-CE resistance was investigated through the
mass loss measurement and the micromorphology observa-
tion. The synergy of CE and corrosion was discussed in the
3.5wt.% NaCl solutions without and with sand particles.
Some conclusions can be drawn as follows:

(1) The MIG welding PHMSS coating is mainly com-
posed of the lath martensitic phase alone. It has a sin-
gle body-centered tetragonal (bct) structure with the
microhardness of 423.85HV0.2.

(2) The mass loss rate of the coating is in ascending order
in the solution of distilled water alone, sand-
containing distilled water, saline water alone, and
sand-containing saline water.

(3) The synergy in the sand-free saline is much less than
that in the sand-containing saline. The maximum
component is the erosion enhancement due to the
corrosion in the saline without sand particles but is
the pure erosion component in the saline with sand
particles.
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In this paper, AISI 316L stainless steel part is obtained by laser metal deposition additive manufacturing method. The
microstructure of the part was observed and analyzed by an optical microscope. The tensile mechanical properties and residual
stress distribution of the part were tested by tensile test and the contour method. The results show that the bulk structure is
mainly columnar crystal and equiaxed crystal, and the latter layer of laser metal deposition will form a remelted zone and heat-
affected zone in the former deposition zone. Tensile test results show that the tensile strength of tensile specimens parallel to
laser scanning direction and perpendicular to laser scanning direction is basically the same, but the elongation of the specimens
perpendicular to the laser scanning direction is relatively better. The main reason is the different distribution characteristics of
columnar crystals and equiaxed crystals in the two directions. Relatively large deformation occurs on the cut surface of the
specimen after low-speed wire cut. The residual stress test results indicate that tensile stress is formed in the upper part and it
reaches 315MPa at the top surface. And compressive stress is formed at the part/substrate interface and the substrate.

1. Introduction

316L stainless steel is known as a material with excellent
corrosion resistance; it is used for various applications of
the petrochemical (oil and gas) and chemical industries
and as biomaterial. Additive manufacturing (AM), as an
emerging manufacturing technology, has been widely used
in aerospace [1, 2], medical [3, 4], construction [5], and
other fields. With AM technology, a computer-aided design
(CAD) model can be directly transformed into a 3D object,
built layer by layer, in a relatively short time and with low
cost, avoiding the long processes of conventional fabrica-
tion methods [6].

Additive manufacturing process consists of a group of
modern manufacturing technologies that are used to pro-
duce three-dimensional prototypes from CAD representa-
tions [7, 8]. For example, the selective laser melting

(SLM) and laser metal deposition (LMD) techniques are
frequently used for stainless steel component production
and for regeneration [9, 10]. Compared with SLM, LMD
forming size is not limited; in ideal cases, the part size
can be very large. In addition, LMD processing efficiency
is relatively high; LMD has a great advantage in the case
of large part size without accurate part accuracy require-
ment. The LMD process belongs to the category of laser
cladding methods [11]. In recent years, there has been
an increasing interest in the LMD process. Ma et al.
obtained a well-formed additive manufacturing part using
a variation-oriented raster scanning method which can
improve the fabrication of precision [12]. Xiang et al.
found that the elements of LMD samples were more
homogeneously distributed than casting technique samples
[13]. Wang et al. found that specimens perpendicular to
the build direction had lower elongations than specimens
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parallel to the build direction [14]. However, the relation
between the microstructure distribution and tensile prop-
erties is seldom discussed.

In addition, due to the complex thermal effects in the
additive manufacturing process, the residual stress distribu-
tion in the part is complicated. The residual stress of the
part may exceed the yield strength of the alloy, affecting
corrosion resistance, fracture toughness, crack propagation
behavior, and fatigue performance [15, 16]. Mukherjee
et al. studied the residual stress via finite element method
and predicted the part deformation after additive
manufacturing [17]. Zhuo et al. carried out heat treatment
to eliminate the residual stress and measured the residual
stress by X-ray diffraction [18]. Bartlett et al. proposed a
new method, the 3D-DIC curvature-RS model, to measure
the residual stress of the part which was fabricated by
additive manufacturing, and the error was only ∼6% for
all measured points [19]. Szost et al. studied the residual
stress distribution of thin-walled structures using neutron
diffraction method which was fabricated by laser additive
manufacturing and wire+arc additive manufacturing
(WAAM); the results showed that higher residual stress
were formed in WAAM samples [20]. In 2001, Prime first
proposed the contour method to test the residual stress of
components. Prime combined the finite element method
with the release technique to propose the original concept
of the contour test method and pointed out that this
method can completely obtain the stress distribution on a
section [21]. Prime et al. studied the contour test method,
and the test error of this method is about 25MPa, which
can meet the test requirements of engineering and scien-
tific research. However, few scholars use the contour
method to measure the residual stress of parts manufac-
tured by additive manufacturing.

In this paper, AISI 316L stainless steel parts were fabri-
cated by LMD. The microstructures and tensile properties
parallel to and perpendicular to the laser scanning direction
were observed and tested. Fracture modes were analyzed,
and residual stress distribution of the components was mea-
sured by the contour method.

2. Materials and Methods

AISI 316L alloy powder obtained by gas atomisation was
used in this study. The morphology of the powder is shown
in Figure 1, and the chemical composition is listed in
Table 1. The powder diameter was ranging between 45μm
and 75μm and had a good degree of sphericity that enabled
a smooth powder feeding flow. The substrate was an AISI
1045 medium carbon steel plate with a composition listed
in Table 2. The LMD experiment was carried out by using a
high-power fiber laser processing system consisting of a
high-power fiber laser (YLS-6000-S2T), an ABB robot arm,
and a coaxial focusing powder feeding system (DPSF-2).
The laser beam was modulated to a 5mm × 5mm square
spot. The deposition was achieved at a fixed 2 kW laser
power, an overlapping rate of 30%, a laser scanning speed
of 4mm/s, and a powder feeding rate of 8.8 g/min. A sche-
matic diagram of LMD additive manufacturing process is

plotted in Figure 2. The distance between the laser head and
the substrate was 13mm. This distance was consistent with
the focus of the powder collection to ensure that the powder
melts at the same time. When the first layer was finished, the
laser head was raised by 0.8mm in the Z-axis direction, which
agrees with the height of each layer of the alloy. The finished
alloy serves as a new substrate to carry the new alloy.

After the completion of LMD build, the microstructures
of the deposits at different locations were examined after
mechanical grinding/polishing and etching by using aqua
regia reagent. An optical microscope (OM) was used to
observe the microstructure. It is known that an additive man-
ufactured component exhibits anisotropic mechanical prop-
erties; therefore, in this study, tensile tests were conducted
on specimens taken along both longitudinal and transverse
directions. Figure 3(a) illustrates the positions of where the
tensile specimens were taken from, and Figure 3(b) shows
the dimensions of the samples by following ISO 6892-
1:2009 standard. The tensile tests were conducted at room
temperature with a stretching speed of 2mm/min. Each test
was repeated 3 times, and an averaged ultimate tensile
strength (UTS) and elongation (EL) were thereafter obtained.
Finally, the fracture surface was observed by a scanning elec-
tron microscope (SEM).

The longitudinal residual stress distribution in the LMD
part was analyzed using the contour method [22, 23]. At first,
the LMD block was cut into two parts along the direction
perpendicular to the laser scanning direction using a slow

Figure 1: SEM picture of AISI 316L stainless steel powders.

Table 1: Chemical compositions of AISI 316L stainless steel powder
(wt. %).

Element C Si Cr Ni S Fe

Content <0.08 0.76 17.41 12.04 0.60 Bal.

Table 2: Chemical compositions of AISI 1045 substrate (wt. %).

Element C Si Mn Cr Ni Cu Fe

Content 0.42~0.50 0.17~0.37 0.50~0.80 0.25 0.30 0.25 Bal.
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wire cutting process as illustrated in Figure 4. The profile of
the cutting surface was then deformed due to the release of
residual stress. Then, the profiles of two deformed surfaces
were determined by a high-precision three-axis coordinate
measurement machine (CMM), and the measurement accu-
racy is 2μm. The acquired contour point clouds from two
opposite surfaces were subsequently processed by averaging
and bivariate spline fitting to generate a smooth surface and
eliminate measurement errors. The representative profile of
deformed cutting surface is shown in Figure 5. Finally, the
measured contour was used as the boundary condition of
the finite element model. The elastic state is used to analyze
the stress state of the deformed cutting surface after returning
to the plane state before cutting (or changing the cutting sur-
face in the planar state to the deformation contour in the
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Figure 2: Schematic diagram of block part manufacturing.
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opposite direction). It is assumed that no plastic deformation
occurs, and the obtained stress on the cutting surface is equiva-
lent to the original stress at the same position before the cutting.

3. Results and Discussion

3.1. Microstructure. Figure 6 shows the microstructure of the
cross section perpendicular to the laser scanning direction.
Figure 6(a) indicates that the microstructure of the LMD part

consists of a deposition layer zone, remelted zone, and
heat-affected zone due to the laser heat input during the
latter deposition process. Figures 6(b) and 6(c) indicates
that the microstructure of the remelted zone grew from
the heat-affected zone of the former layer. The direction
of microstructure growth depends on the direction of the
structure in the heat-affected zone. In the center zone of
the remelted zone, the direction of microstructure growth
is no longer the same. This is due to the fact that the remelted
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Figure 5: Surface contour after linear cutting (mm).
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Figure 6: Cross-sectional microstructure perpendicular to the laser scanning direction.

4 Scanning



portion has unmelted grains which become the nucleation,
resulting in a nonuniform growth direction of the micro-
structure. In addition, it can be seen that the microstructure
of the latter deposited layer is fine, the upper part is
equiaxed crystals, and the lower part is fine columnar den-
drites. In area A (Figure 6(d)), the microstructure growth
direction of this region is consistent, and the growth direc-
tion is along the direction with the largest temperature
gradient. It can be seen that the microstructure is relatively
coarse and some columnar dendrites are formed in it.

Figure 7 shows the microstructure of the cross section
parallel to the laser scanning direction. The latter deposition
layer zone, remelted zone, and heat-affected zone are also
observed in the LMD part. It can be seen that the microstruc-
ture in this direction is mainly composed of columnar den-
drites. The growth direction of the columnar dendrites is
not uniform. This is due to the complicated thermal process
of the LMD manufacturing process, which causes the tem-
perature gradient direction of the microstructure to change
greatly during the growth, thus causing the growth direction
of the columnar crystal to be inconsistent when the part is
finally completed. Since the initial cooling rate is low, hetero-
geneous nucleation starts on the unmelted crystal grains, and
relatively coarse columnar crystals are formed, and then, the
cooling rate is increased, and the columnar crystals start to

grow in a direction in which the temperature gradient is large
on the basis of the coarse columnar crystal. As can be seen in
Figure 7(b), the direction of microstructure growth in the
remelted portion is chaotic, and some columnar crystals
grow across the heat-affected zone and the remelted zone.
Figure 7(c) indicates that there are columnar crystals before
the remelting process. New grains grow from the unmelted
short columnar crystals. Figure 7(d) shows that the heat-
affected zone is mainly coarse columnar dendrites and the
growth direction of the dendrites is basically the same.

3.2. Tensile Properties. Figure 8 shows the photographs of the
samples after tensile test. Figure 8(a) is a specimen

Former 
deposition 
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Heat affected zone

Remelted zone

Deposition layer

500 𝜇m

(a) Microstructure
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(b) Magnified view of the upper side
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(c) Magnified view of the middle side

200 𝜇m

(d) Magnified view of the lower side

Figure 7: Cross-sectional microstructure parallel to the laser scanning direction.

Fracture

(a) 

(b) 

Figure 8: Photos of the specimens after tensile tests: (a)
perpendicular to laser scanning direction; (b) parallel to laser
scanning direction.
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perpendicular to the laser scanning direction, and
Figure 8(b) is a specimen parallel to the laser scanning
direction. Figure 8 shows that no “necking” phenomenon
happened at the fracture position during the tensile test
process. Because the local strains in the neck are large,
necking is often closely associated with yielding, a form
of plastic deformation associated with ductile materials.
The neck eventually becomes a fracture when enough
strain is applied. It indicates that the ductility of the
316L LMD part fabricated in this study is not fine.
Figure 9 is the force-displacement curve of the tensile
specimen obtained in two directions, and it can also be
seen from Figure 9 that there was no yielding that hap-
pened, and the specimens fractured directly in the tensile
test process. Table 3 shows the tensile properties of the
two kinds of specimens. Table 3 indicates that the tensile
strengths in the two directions are basically the same,
about 800MPa. However, the elongation of the specimen
perpendicular to the laser scanning direction is 3.0% larger
than that of the specimen parallel to the laser scanning
direction. According to the OM results of the LMD part
(Figures 6 and 7), a large number of coarse dendrites are
found to distribute along the direction parallel to the laser
scanning direction, which may decline the mechanical
properties of the part. As a result, the elongation of the
specimens parallel to the laser scanning direction was only
7.3%. In contrast, the specimen perpendicular to the laser
scanning direction displayed higher elongation.

Figure 10 shows the SEM photos of the tensile fracture
surface for specimen perpendicular to the laser scanning
direction. It can be seen from the macroscopic morphol-
ogy that the fracture surface of the two regions A and B
is different. There is a herringbone pattern in region A.
Further enlarged photos of regions A and B are shown
in Figures 10(b)–10(e). It can be seen that the cleavage
plane can be clearly seen in region A. The fracture mode
is the cleavage fracture. The fracture mode is a quasiclea-
vage fracture in region B. Because of the presence of fine
microstructures in region B, the quasicleavage facet is
not a crystallographic cleavage plane, which is quite differ-
ent from region A.

Figure 11 shows the SEM photos of the tensile fracture
surface for the specimen parallel to the laser scanning
direction. It is very different comparing with the fracture
morphology of specimens perpendicular to the laser scan-
ning direction in Figure 10. The fracture mode of the ten-
sile specimen is the cleavage fracture. The cleavage facets
can easily be seen in Figures 11(b)–11(e), magnified view
of regions C and D in Figure 10(a). This is also due to
the formation of coarse dendrites in this direction. And
the results agree well with the differences of elongation
ratio for specimens at two directions.

3.3. Residual Stress Distribution. Figure 12 shows the distri-
bution of longitudinal residual stress after reconstruction,
and it can be seen that along the thickness direction, the
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Figure 9: Force-displacement curve of the tensile test specimens: (a) perpendicular to laser scanning direction; (b) parallel to laser scanning
direction.

Table 3: Tensile test results of the 316L LMD part.

Direction UTS (MPa) Average value (MPa) EL Average value

Perpendicular to laser scanning direction

804

804.3

9%

10.3%800 10%

809 12%

Parallel to laser scanning direction

791

791.7

7%

7.3%799 8%

785 7%
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top region is tensile stress and the middle region is compres-
sive stress. The compressive stress near the interface can
reach up to -375MPa, and the tensile stress in the top region
is the largest, and the maximum is 320MPa. Because additive
manufacturing will be accompanied by remelting and the
cooling rate of this area is slow, the contraction of this area
is stretched by the previous layer of metal, so tensile stress
of cracks will appear. Through the progress of the additive
manufacturing process, tensile stress will be concentrated in
the center zone. With the progress of additive manufactur-
ing, the longitudinal residual stress gradually increases with

the increase of the number of layers, but because the heat
effect of the latter layer on the previous layer is equivalent
to the heat treatment of the previous layer, the stress
increases slowed down.

Figure 13 shows the residual stress line distribution along
five typical paths (L1 to L5 in Figure 12). It can be seen from
Figure 13(a) that the variation of the three paths (L1, L2, and
L3) is almost the same, from the top to the interface; the ten-
sile stress is gradually changed to the compressive stress; and
the maximum tensile stress reaches 315MPa. In the laser
metal deposition area, the paths L1 and L3 on both sides of

A B

(a) Fracture surface (b) Magnified view of area A (500x)

(c) Magnified view of area A (2000x) (d) Magnified view of area B (500x)

(e) Magnified view of area B (2000x)

Figure 10: SEM photos of the fracture surface.
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Figure 11: SEM photos of the fracture surfaces in parallel to the laser scanning direction.
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the part are more similar, and the areas on both sides are first
changed from compressive stress to tensile stress. This is
because the areas on both sides of the part can be freely
deformed parallel to the scanning direction during the
LMD process. In the process of LMD, as the deformation of
the part releases the stress, the stress in the two sides changes
from compressive stress to tensile stress, and the intermedi-
ate zone is restrained by the constraints of the block parts
on both sides. The process of changing to tensile stress slows
down. Figure 13(b) indicates that the variation of the stress
distribution along the paths L4 and L5 (interface) is
completely opposite. The small sudden change on the right
side of L4 and L5 are due to the oscillation of copper wire
during the low-speed wire cut process, making the profile
inaccurate, and the actual stress does not mutate. At the same
position on the Y-axis, when the compressive stress on the
path L5 is the largest, the tensile stress on the path L4 is the
smallest. Along the path L4, the tensile stress on both sides
is the largest, about 100MPa, and gradually decreases toward
the middle, and it is compressive stress in the middle portion.
The compressive stress on both sides of the path L5 is the
smallest, about -180MPa, and the compressive stress in the
middle region is the largest, which can reach -375MPa.

4. Conclusions

The microstructure results show that the LMD 316L parts are
mainly composed of columnar crystals and equiaxed crystals.
The microstructure distributions perpendicular and parallel
to the laser scanning direction are different, resulting in dif-
ferences of tensile properties in the two directions. The sam-
ple elongation of the specimens perpendicular to the laser
scanning direction is 3% higher than that in the parallel
direction, and the tensile strengths in the two directions are
almost the same. The contour stress measurement results
show that the tensile stress is observed at the upper side
and then changes gradually to compressive stress at the bot-

tom in the LMD part. The maximum tensile stress and com-
pressive stress are 320MPa and -375MPa, respectively.
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