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Cyber-physical systems (CPS) is a field that encompasses
various computational and engineering disciplines, such as
complex networks and communications, control, informa-
tion fusion, signal processing, optimization, and computer
science, as well as their applications [1-3]. The increasing
number of complex system applications, together with more
requirements and demands for system intelligence, flexi-
bility, adaptability, robustness, and resilience, is revealing
new theoretical and technological challenges for advanced
cyber-physical systems [4-6].

A major challenge is the need for innovative frameworks
and algorithms to deal with complex cyber-physical systems
[7, 8]. Increasing complexities can be due to complex com-
ponents, for example, some applications of advanced robot
manipulators, sensor networks, multiagent systems, human-
in-the-loop systems, and also complex environments. In
particular, as unstructured environments in manufacturing
with multi-spatial and temporal scales, uncertain human-
robot interaction in the complex healthcare system, or in-
telligent control and multimodal information fusion in large-
scale complex distributed systems, is the urgent problem to be
solved [9-11]. These theoretical, methodological, or practical
focus complexities make high-precision and reliable real-time
performance difficult to achieve and therefore require the
design and development of novel methods for cyber-physical
systems [12]. Advancements in cyber-physical systems will
provide engineering systems with new capabilities that far
exceed today’s levels of intelligence, autonomy, functionality,
adaptability, robustness, and cybersecurity.

This Special Issue aims to provide a platform for re-
searchers and engineers to report their recent results, ex-
change research ideas, and overlook emerging research and
application directions in “Theory, Applications, and Chal-
lenges of Cyber-Physical Systems.” After a strict peer-review
process, seven papers were selected out of the submissions.
The selected papers can be categorized into the following:
adaptive and robust control for complex cyber-physical
systems, computational methods for internet-of-things-
based cyber-physical systems, agent-based modeling and
activity recognition in complex human-robot interaction,
analytical methods of design, modeling and evaluation of
complex cyber-physical systems, artificial intelligence-based
analysis, modeling, optimization, and evaluation for com-
plex cyber-physical systems, smart interactions in complex
cyber-physical systems, applications of data science for
complex cyber-physical systems, intelligent hardware de-
vices and software algorithms in complex cyber-physical
systems, multimodal and multichannel signal processing,
and information fusion in complex cyber-physical systems.

The paper by Qiang Liu et al. entitled “Optimization of
Noise Transfer Path Based on the Composite Panel Acoustic
and Modal Contribution Analysis” [13] aims to propose a
novel method based on composite panel acoustic and modal
contribution analysis and noise transfer path optimization in
a vibroacoustic model. Indeed, most studies only consider
the panel acoustic contribution of a single frequency,
without considering the contribution of major frequencies
synthesis to confirm the optimized panels. The effectiveness
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of the proposed method is applied and verified in an excavator
cab. The sound pressure level (SPL) of the driver’s right ear
(DRE) decreased obviously. The acoustic analysis of the
composite panel acoustic contribution and modal acoustic
contribution can more accurately recognize an optimized area
than the traditional PACA. This method can be applied in the
optimization of the structure-borne transmission path for
construction machinery cab and vehicle body.

The paper by Asim Shahzad et al. entitled “An Improved
Framework for Content- and Link-Based Web-Spam De-
tection: A Combined Approach” [14] aims to propose an
improved framework for content- and link-based web-spam
identification. The framework uses stopwords, keywords’
frequency, part of speech (POS) ratio, spam keywords da-
tabase, and copied-content algorithms for content-based
web-spam detection. This paper focused on the issue of web
spamming, which is one of the most significant issues en-
countered by SEs because it dramatically affects the quality
of SE results. To address these challenges, they initially
exposed the relationship network behind the link-based web
spamming and then used the paid-link database, neighbour
pages, spam signals, and link-farm algorithms. Finally, they
combined all the content- and link-based spam identifica-
tion algorithms to identify both types of spam for link-based
web-spam detection. WEBSPAM-UK2006 and WEBSPAM-
UK2007 datasets were used to conduct experiments and to
obtain threshold values. A promising F-measure of 79.6%
with 81.2% precision shows the applicability and effective-
ness of the proposed approach.

The paper by Lisha Xu et al. entitled “Approximate Inertial
Manifold-Based Model Reduction and Vibration Suppression
for Rigid-Flexible Mechanical Arms” [15] aims to accurately
position and control the rigid-flexible mechanical arms with a
complex rigid-flexible structure. It proposed a model re-
duction method of rigid-flexible mechanical arms based on
the approximate inertial manifold. To repress the residual
vibration of the end of the mechanical arm, a feedforward
control strategy is designed. The simulation results depict the
superiority of the proposed method, which greatly suppresses
the end residual vibration of the mechanical arm and realizes
the accurate positioning of the end of the mechanical arm. In
addition, the hardware experimental device of the rigid-
flexible mechanical arms is constructed, and the experimental
verification of the above method is put into effect. The
simulation results of angular displacement and end vibration
of the reduced model are accordant which is shown by the
experimental results of the hardware platform.

The paper by Jiange Kou et al. entitled “Complex Elec-
trical Stimulation Systems in Motor Function Rehabilitation
after Spinal Cord Injury” [16] aims to using spinal cord
electrical stimulation to alleviate spinal cord injury in an
effective way. Hence it summarizes several different spinal
cord electrical stimulation methods, analyzes the stimulation
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effect, and briefly describes the current understanding of their
origin and mechanism of action. Finally, the possible de-
velopment direction and corresponding challenges of spinal
cord electrical stimulation in the future are proposed.

The paper by Yashar Salami and Vahid Khajehvand
entitled “LSKE: Lightweight Secure Key Exchange Scheme in
Fog Federation” [17] focuses on the fog computing archi-
tecture which allows data exchange with the vehicle network,
sensor networks, etc. They have proposed a lightweight,
secure key exchange scheme for the fog federation to reduce
computational overhead instead of with a high computa-
tional overhead. To prove the lightweight, they have com-
pared the proposed scheme with the Yashar design in terms
of computing, and communication cost AVISPA Tool was
used for the formal analysis of the proposed scheme. Then, it
simulated the proposed scheme with the NS3 tool and
compared it with throughput, packet loss, packet delivery,
and end-to-end delay with Yashar et al.’s scheme. The results
show that the proposed design reduced 3.2457 ms of com-
putational overhead and 1,024 transmitted data bits.

The paper by Shulin Feng et al. entitled “Pursuer Nav-
igation Based on Proportional Navigation and Optimal
Information Fusion” [18] focuses on the pursuer navigation
based on the three-dimensional proportional navigation law.
This method presents a family of navigation laws resulting in
a rich behavior for different parameters. Based on point-to-
point navigation, obstacle avoidance is implemented by
adjusting the control parameters, and the combination can
enrich the application range of obstacle avoidance and
guidance laws. Finally, simulation results verify the avail-
ability of the proposed navigation law.

The paper by Jingen Xia et al. entitled “Flow Field
Analysis of Adult High-Flow Nasal Cannula Oxygen
Therapy” [19] focuses on the mechanical ventilation of
human body, which is treated as a complex human-com-
puter interaction process. The purpose of this paper is to
analyze the pressure, flow, and strain rate of the upper re-
spiratory tract with different flow and oxygen concentrations
by using finite element simulation, to guide professionals to
adjust the appropriate flow and oxygen concentration pa-
rameters of the HFNC machine. This paper studies the
complex human-computer interaction environment of the
human respiratory tract and ventilation airflow. The 3D
model of the respiratory tract established by the conversion
of image scanning data was taken as the research object. The
flow state of the gases in the respiratory tract was judged by
Reynolds equation. After that, RNG K-& model was applied
to the research object, and the simulation diagram of airway
pressure, flow rate, and strain rate and trace diagram of
flowing particles were obtained under the finite element
method. The results explain some clinical phenomena in
HENC and guide people to make better use of mathematical
tools to study the human-computer complex environment.
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The increase of ETC (electronic toll collection system) vehicles on expressways has changed the proportion of ETC/MTC (manual
toll collection system) lanes at toll stations. Based on a driving simulator, three toll gate lane warning sign schemes (scheme for
present situation, MTC guidance scheme, and arrow + MTC guidance scheme) were proposed in this study. Driving simulation
experiments were conducted to study the influence of figures in warning signs at the manual toll station on the lane change timing
of drivers. It was found that the addition of arrows to the warning signs can significantly shorten the response time and guide the
driver to make lane change decisions earlier to reduce the congestion between MTC vehicles and the mainline ETC vehicles at the

toll plaza, thereby improving the traffic capacity and safety.

1. Introduction

In recent years, under the promotion of the Ministry of
Transport, China, the proportion of ETC (electronic toll
collection system) vehicles on expressways has gradually
increased, thus adjusting the proportion of ETC/MTC
(manual toll collection system) lanes at toll stations, which
has correspondingly changed the behaviors and preferences
of drivers. Therefore, with the rapid increase in the pro-
portion of ETC vehicles, the targeted design of warning signs
is particularly important.

The design of toll station signs involves many disciplines,
among which human factors engineering (HFE) takes an
essential part that investigates the optimization of man-
machine-environment systems from psychology and phys-
iology to improve system efficiency and ensure human
safety, health, and comfort [1]. When designing warning
signs, information-rich ones are more in line with the ideas
of cognitive ergonomics [2, 3]. Studies have optimized the
design or evaluation of warning signs from the perspective of

drivers according to the HFE, such as age, emotion, and
preference, so as to reduce the traffic accidents caused by the
misinterpretation to warning signs [4, 5] (He W [6-8]). In
addition, studies have also found that gender, education
level, monthly income, and nationality of drivers are related
to the understanding of road signs, and male drivers have a
better understanding than female ones (Hashim et al., 2002
[9, 10]). Some studies have analyzed the design of warning
signs from the aspect of driving state, such as driver dis-
traction (David, 2015 [8]). Furthermore, studies have ex-
plored the recognition, understanding, and response of
drivers to warning signs in different contexts [11, 12] and
investigated among dyslexia, understanding of sign, and
situational awareness [10, 13].

Research on the design of warnings signs at toll stations
has been helping the drivers to find the correct toll lane at the
toll station by optimizing figures and text in the signs. By
summarizing the results of previous field and laboratory
experiments, Ullman et al. [14] found that graphic signage
is easier to interpret for drivers who have difficulty
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TaBLE 1: Other information of the participants.
Information Category N Proportion (%)

0 10 23.26
. 1~5 11 25.58
Average number of toll booths passing per year 612 8 18.6
>13 14 32.56
<5 9 20.93
.. . " 5~10 9 20.93
Average annual driving mileage (k*km) 11~30 15 34.88
>31 10 23.26

understanding words. Zwahlen et al. (2000) analyzed the eye
movement data and lane change behavior data and found
that the graphic signs on the highway ground can guide the
driver to change lanes earlier. Skowronek [15] improved the
graphic signs on the Houston expressway overpass and
found that graphic signs can improve drivers’ understanding
of signs and reduce the cost of sign production. Wang et al.
[16] assessed the effects of adding graphics to changeable
message signs and found most people responded to graphics
significantly faster than text messages, particularly for el-
derly drivers. Huang and Bai [17] found the addition of
graphic-assisted portable changeable message signs can
reduce the speed of vehicles in front of the work zone
through driving simulator experiments. The purpose of the
traditional warning signs is to remind ETC vehicles to turn
left in advance to enter the ETC lane on the left side of the
toll station. However, under the background of a high
proportion of ETC vehicles, ETC vehicles can enter ETC
lanes without changing lanes. Therefore, in order to avoid
congestion and collisions in the toll gate plaza, the signs to
ETC vehicles should be replaced with those to MTC vehicles
that should turn right and change lanes in advance. In order
to simplify the sign content and enhance the guidance, the
semiotic theory was introduced in this study [18, 19]. The
arrow is the most directional graphic symbol in the traffic
guidance design [20, 21]. Meng [22] pointed out that arrows
have high functionality and good visual recognition capa-
bilities, which makes people receive clear traffic guidance
information at a certain distance in a short period of time.
Zhang et al. [23] compared the fixation count (FC) and
found that the triangular design of the arrow was the most
attractive figure for the driver. The larger the FC in the
observation area, the more important and prominent the
area for the observer. Due to access issues and security
concerns with field testing, virtual reality (VR) has become
an important means of testing the efficacy of warning signs,
which allows for effective verification of sign content and
location settings. Previous studies have shown that virtual
reality (VR) simulations can be used as an effective tool for
studying driving behavior, such as driver visual demand
[24], testing proposed positioning of road signs, and testing
traffic-control devices [25, 26]. And, in a study, sponsored by
the Federal Highway Administration, the American Asso-
ciation of State Highway and Transport Officials, and the
National Cooperative Highway Research Program [27], the
usefulness of virtual reality (VR) simulation in the road
design process was also verified and the use of driving

simulators was recommended to be promoted in the road
design community.

2. Experimental Design

2.1. Experimental Participants. A total of 45 participants
were recruited for this experiment, and finally, 43 partici-
pants completed the experiment for all scenarios, including
33 males and 10 females, aged 18-53years (AV =337,
SD =8.7), with 1-17 years of driving experience (AV =4.3,
SD =3.5). Other information of the participants is shown in
Table 1 below.

2.2. Experimental Equipment. The driving simulators from
Changsha University of Science and Technology was
adopted to experimentally study the effect of combined
warning signs on driving behavior at mainline toll stations.
The CSUST simulator is a high-performance, high-fidelity
driving simulator with a linear motion base capable of
operating with 3 degrees of freedom. It is composed of a full-
size vehicle cabin (Ford Focus), environmental noise and
shaking simulation system, digital video replay system, and
vehicle dynamic simulation system. as shown in Figure 1.

2.3. Experimental Scenario Design. The toll station facilities
and the exit warning signs were redesigned in this study.
Nine ETC toll lanes and four MTC toll lanes were set at the
toll station. Luo [28] points out that when the ETC utili-
zation rate is greater than 90%, the capacity of the mixed toll
station will increase with the number of ETC lanes and then
smoothly, while when the ETC utilization rate is less than
90%, the capacity of the mixed toll station will decrease with
the increase of the number of ETC lanes. Therefore, to make
the capacity of the mixed toll station optimal, this paper
chooses the background in which the proportion of ETC
vehicles is above 90% for the study. According to the na-
tional standard (GB5768.2-2009), 2 km, 1 km, and 500m exit
warning signs and exit warning (action point) signs should
be set considering the actual design of the Yuehlin Ex-
pressway. Huang et al. [29] pointed out that, within 500m
before the exit was an important location for vehicle lane
change behavior, so the design of the exit warning signs
mainly focused on the content of 500 m and the 1 km, 300 m,
and 0 m signs. The content design of the signs should follow
the principles of simplicity, guidance, and advance. In this
test, a total of three combative mainline toll station warning
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FI1GURE 1: Driving simulator.
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FIGURE 2: The three sign design schemes.

signs schemes were designed with the control variate
method.

A status quo group (al) was set up to study whether the
existing scheme can still meet the traffic demand of a high
proportion of ETC vehicles, which is the combination of the
traditional signs. Experimental group 2 (a2), based on
the status group, replaced the 300 m and 0 m signage
ETC guidelines with MTC guidelines and replaced the
arrow symbols inside the signage in order to have a
better visual recognition function based on semiotic
theory. Experimental group 3 (a3), based on experi-
mental group 2 (a2), replaced the ETC guidance in the
advance signage at 1km and 500 m with MTC to the
right and added corresponding text guidance, while
guiding the text content of MTC to the right through the
arrow to the right to enhance the readability of the
message in accordance with the principle that arrows are
the strongest image symbols in traffic guidance design in
semiotic theory. The three sign design schemes are
shown in Figure 2.

In this study, the experiment simulated a highway
scenario in daytime with sufficient light, and to reduce the
influence of extraneous environmental factors on driving
behavior, the vehicle was an enclosed space and the

interior temperature was 19~24°C, which is the appro-
priate temperature for humans. Given that there are two
types of vehicle users in reality, each driver should
complete the experiment as an ETC user and MTC user,
respectively. Three experimental scenarios (al-a3) and six
experimental numbers (s1-s6) were set up in this ex-
periment, as shown in Table 2.

2.4. Experimental Procedure

(1) Pre-experimental phase: participants adjusted their
own seats to a suitable position and familiarized
themselves with the simulated vehicle’s throttle,
brake, and steering, drove the simulated scenario,
and checked whether they had any physical
discomfort.

(2) Experiment preparation stage: the staff explained the
precautions of the experiment for the participants
and calibrated the driving simulators

(3) Formal experiment phase: one participant operated
the driving simulation software. The whole experi-
ment has three scenarios, the driver took part in the
experiment with a different designated identity (ETC
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TaBLE 2: Experimental design grouping.

Experiment no. Experimental identity Experimental scheme Warning sign combination

s5 ETC al 2km, 1km, 500 m, 300m (ETC), O0m

sl MTC al 2km, 1km, 500 m, 300 m (ETC), 0m

s6 ETC a2 2km, 1km, 500 m, 300 m (MTC), 0 m (new)

s2 MTC a2 2km, 1km, 500 m, 300m (MTC), 0m (new)

s4 ETC a3 2km, 1km (new), 500 m (new), 300m (MTC), Om (new)
s3 MTC a3 2km, 1km (new), 500m (new), 300m (MTC), 0m (new)

Lane change
reponse time

2 km Sign A Start point of lane 0 m Sign C
change B

FIGURE 3: Lane change diagram.

TaBLE 3: Results of descriptive statistical analysis of response time and analysis of variance test.

Response time

Driver Category N
Mean (s) F value (P value)

18~25 26 45.51

Age ;2:28 ;g 2(9):;; 0.545 (0.653)
>51 10 46.15

Gender Fi/[rfliﬁe Z j‘;éé 0.698 (0.406)
1~3 18 43.56

Driving age 4~10 58 46.13 0.066 (0.936)
>11 20 46.02
0 19 47.32

Average number of toll booths passing per year 61:152 ;i i?i; 0.440 (0.725)
>13 31 44.03
<5 17 51.33
. . N 5~10 19 51.41

Average annual driving mileage (k*km) 11~30 35 1228 0.897 (0.446)
>31 25 42.04
1 19 43.16

Combination of warning signs 2 38 55.95 5.620 (0.005)
3 39 36.77

user or MTC user), with a 20-minute break after each 2.5. Data Collation. The amount of raw data generated by
experiment. the driving simulator was very large and contained a large
(4) Atthe end of the experiment, the participants filled =~ number of nonclosely related variables, so it cannot directly
in the evaluation questionnaire of the effectiveness ~ reflect the experimental results, and key variables were
of the combination of warning signs and the  extracted from the original simulator data for the analyses.
subjective evaluation form of the realism of the  During the driving process from 2500m to Om from the toll
driving simulator according to their subjective  booth, the driver would notice five warning signs, which
feelings. would lead to different driving behaviors due to decision-
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FIGURE 4: Mean value chart of time-based indicators.

TaBLE 4: Results of descriptive statistical analysis of start position of lane change and analysis of variance test.

Driver

Category

N Start position of lane change

Mean (m) F value (P value

18~25 26 818.71
26~35 35 675.18

Age 36~50 25 708.93 1452 (0.233)
>51 10 442.87
Male 72 712.19

Gender Female 4 65800 0.214 (0.644)
1~3 18 895.19

Driving age 4~10 58 661.60 1.811 (0.169)
>11 20 629.17
0 19 780.11
. 1~5 25 549.18

Average number of toll booths passing per year 612 21 620.42 1.540 (0.210)
>13 31 794.21
<5 17 749.81
.. . " 5~10 19 521.28

Average annual driving mileage (k*km) 11~30 35 713,26 1.104 (0.352)
>31 25 778.20
1 19 691.33

Combination of warning signs 2 38 439.19 13.142 (0.000)
3 39 955.01

making. Humans do not respond to external stimuli directly,
with delay and uncertainty. Therefore, participants’ moti-
vation to change lanes is a cumulative stimulus response to
the warning signs. The differences in driver motivation to
change lanes are related to individual differences and sce-
nario factors.

The driver’s motivational behavior for lane change was
analyzed in the simulation experiments, so the parameters
measured included response time, lane change start position,
and speed.

The response time refers to the time from the 2km
warning sign to the start point of the lane change, denoted as
AB, as shown in Figure 3. The start position of the lane
change is the distance from the 0 m sign at the moment the
driver starts the lane change, and the speed at the start of the
lane change is the instantaneous speed at the start of the lane
change.

To analyze whether different levels of a single inde-
pendent variable (combination of warning signs and driver
characteristics) have an effect on the dependent variable
(motivation to change lane), the dependent variables were

analyzed using one-way ANOVA. The hypothesis testing in
the following analyses was based on a significance level of
0.05.

3. Result

The experiment recorded 129 complete participants of 43
participants experiencing three combination of warning
signs. The vast majority of ETC users would choose to
maintain their lanes because there was no lane change
motivation, so this study only investigated the driving be-
havior of lane change participants. For the MTC partici-
pants, 96 times of advanced lane change were observed;
therefore, the total sample (N) is 96.

3.1. Response Time. As shown in Table 3, the response time
of lane change was only significantly related to the different
combinations of signs (F (2.93)=5.620, P=0.005). After
LSD postinspection, there was a significant difference be-
tween scheme 3 and scheme 1 (P=0.001), as shown in
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FIGURE 5: Mean value of start position under different combinations of sign schemes.
TaBLE 5: Results of descriptive statistical analysis of speed at the start of a lane change and analysis of variance test.
. Speed at the start of a lane change
Driver Category N
Mean (km/h) F value (P value)
18~25 26 92.68
26~35 35 78.84
Age 36~50 25 102.68 1.361 (0.260)
>51 10 85.99
Male 72 89.18
Gender Female 24 90.62 0.017 (0.896)
1~3 18 101.07
Driving age 4~10 58 82.81 0.317 (0.813)
>11 20 98.68
0 19 91.03
. 1~5 25 84.77
Average number of toll booths passing per year 612 o1 8516 1.540 (0.210)
>13 31 95.45
<5 17 96.31
.. . " 5~10 19 88.62
Average annual driving mileage (k*km) 11~30 35 93.32 0.518 (0.671)
>31 25 80.36
1 19 81.52
Combination of warning signs 2 38 87.18 0.677 (0.511)
3 39 95.76

Figure 4, and the response time of lane change in scheme 3
(36.77s) was significantly shorter than that of scheme 1
(43.16 5). This indicated that guiding the MTC vehicles can
shorten the response time of MTC vehicles.

3.2. Start Position of Lane Change. As shown in Table 4, the
initial position of the lane change was only significantly
related to the different combination of sign schemes (F
(2.93)=13.142, P<0.001), and after LSD postinspection,
there was a significant difference between scheme 3 and scheme
1 (P =0.035) and scheme 2 (P < 0.001), as shown in Figure 5. The
initial lane change in scheme 3 (995.01 m) position was sig-
nificantly longer than the initial position in scheme 1 (691.33 m)
and scheme 2 (439.19 m), indicating that the guidance to MTC
vehicles could make vehicles make lane changes earlier.

3.3. Speed at the Start of a Lane Change. As shown in Table 5,
there was no significant relationship between the speed at the

start of the lane change and either driver characteristics or
different combination of sign schemes.

4, Discussion

Under the background that the proportion of ETC vehicles
exceeds 90%, the existing notice signs in front of toll stations
reduce the operational efficiency and safety of the toll lanes,
cause traffic congestion, and pose a safety hazard.

In this paper, by replacing the warning sign with those
for MTC vehicles to change lanes in advance and intro-
ducing semiotics theory, the content of the warning sign
combination in front of the expressway toll station was
redesigned. It can be seen from the experimental results that
the combination of different warning signs has different
effects on the response time and the starting position of the
lane change.

The combination of different warning signs has different
effects on the response time and the starting position of the
lane change. Among the three schemes, the driver’s response
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time under scheme 2 is the longest, 29.6% longer than the
original scheme. This indicated that scheme 2 has a negative
impact on the driver’s content design. Comparing schemes 1
and 2, the relevance of signs within 1 km of scheme 2 is poor.
There are not only MTC vehicle guidance but also ETC
vehicle guidance. According to GB5768.2-2009, expressway
road signs should follow the association principle. Because
the poor content relevance between the various signs makes
it hard for the driver to understand the content of the signs
during driving, thereby increasing the response time.
However, scheme 3, which satisfies the correlation and order
between signs and adds arrow guidance, has the best driver
response, 14.8% lower than the original scheme. This
demonstrated that setting up reasonable and scientific
warning signs can satisfy drivers’ visual recognition needs
for traffic information on expressways [30].

The combination of different warning signs has different
effects on the response time and the starting position of the
lane change. The lane change position of scheme 3 is the
farthest from the toll plaza, followed by scheme 1. Scheme 2
is the worst. However, the response time of scheme 2 is
prolonged, which leads to the driver’s lane change starting
position being closer to the toll station. When the lane
change position is closer to the end of the lane, the driver
may adopt more aggressive and dangerous forced lane
changes [31, 32]. Compared with schemes 1 and 2, scheme 3
with arrow guidance allows the driver to start the lane
change earlier due to the reduction in response time, thus
making the initial position of the lane change earlier. This
shows that the graphic sign with the arrow guidance can
guide drivers to make lane-changing decisions earlier and
reduce traffic accidents [14].

Regarding the speed at the beginning of the lane change,
different schemes have no significant effect on this. The
reason may be that the traffic flow in the experiment was free
traffic, so the driver’s perception of speed was not obvious.
Therefore, there was no significant difference between the
speed at the beginning of the lane change under different
schemes.

Limitations of the study should be pointed out. Since this
experiment was actually carried out under free traffic flow,
the driver’s perception of speed was not strong. It is rec-
ommended to further study the driver’s motivation for lane
changing under different traffic flows and vehicle types in
future experiments, for example, under high, medium,
volume traffic, to verify how the toll warning graphic affects
the timing of driver lane changes.

5. Conclusion

The influence of figures in warning signs at the manual toll
station on the lane change timing of drivers in the context of
virtual reality of high-proportion ETC vehicles was inves-
tigated based on driving simulator. It was found that the
addition of arrows to the warning signs can significantly
shorten the response time and guide the driver to make lane
change decisions earlier to reduce the congestion between
MTC vehicles and the mainline ETC vehicles at the toll
plaza, thereby improving the traffic capacity and safety.
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and did not relate to publicly archived datasets.
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Human contact is a key issue in social interactions for autonomous systems since robots are increasingly appearing everywhere,
which has led to a higher risk of conflict. Particularly in the real world, collisions between humans and machines may result in
catastrophic accidents or damaged goods. In this paper, a novel stop strategy related to autonomous systems is proposed. This
control method can eliminate the vibrations produced by a system’s movement by analysing the poles and zeros in the model of
autonomous vehicles and goods. Using the pole placement technique, the motion of a system is guaranteed to be more stable,
more flexible and smoother. Moreover, several control profiles are employed in the switching mechanism to choose the proper
vibration-free effect. The main contributions of this paper are (i) the recommendation of an active stopping planner using different
smooth generators from a modelling study, (ii) the validation of their physical characteristics and (iii) the launching of a switching
algorithm based on the socially aware navigation framework of a robot. This theoretical work is based on the virtual environment
of MATLAB, and the experiment is implemented in the practical platform of an automated guided vehicle. From these results, it
can be seen that the proposed approach is robust, effective and feasible for applications in storehouse management, public

transportation or factory manufacturing.

1. Introduction

Together with the growth of science and technology, au-
tonomous systems have increased considerably in the context
of the industrial revolution 4.0. As a result, machines have
appeared in the surrounding space of humans. In the
manufacturing environment, shared space is necessary for co-
operation, as it enhances industrial productivity. Typically, an
autonomous robot executes its tasks in the real world. Even in
the absence of men, robots should attempt to avoid conflict
with other objects. As a matter of fact, the autonomous
machine is able to behave more intelligently in real life.
Since social consciousness has become a popular topic,
human-oriented studies have attracted not only researchers

but also practitioners. All kinds of transportation models are
required to complete the steering function among humans.
Not all of them know how to respond in the event of a crash.
One of the means of public transportations in our society is
the bus, which serves many passengers. An extended optimal
velocity traffic flow model on two lanes that includes a bus
stop and a bus deceleration area was suggested in [1]. Two
new traffic states were found such that lane-changing oc-
curred frequently, whether ahead of or behind the bus, and
the stop-and-go wave would occur on both lanes instan-
taneously. With the growing density of vehicles, the lane-
changing region around a bus varies. Considering impact
due to abnormal deceleration of the current vehicle, the
traditional criticality of the working conditions is hardly able
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to ensure safety [2]. A new calculation method was estab-
lished in the event of a sudden reaction to maintain the
criticality safety distance. It matches the demands for no
injuries on an expressway as well as prevents rear-end
collisions. Regarding personal characteristics, the health of a
driver has an effect on driving protection. The cognitive
dysfunction of a patient [3] on public roads is a subject to
study. They are occasionally unable to drive owing to
symptoms of executive dysfunction. Each tester was
equipped with wearable sensors to analyse his/her driving
behaviour. It was found that there exists a difference in
deceleration posture between patients and healthy adults at
an intersection. This indication can guide medical treatment
for individual healthcare. Normally, most transportation on
a road is carried out by private cars. As the density of traffic
has increased, the risk of harm to people has also increased.
To indicate regions of deceleration, the individual road
markers notifying drivers of the need for deceleration have
been input into a PC-based simulator [4]. The interface
between the computer and participants generates a three-
dimensional scene presenting visual, auditory and tactile
effects. A car user’s psychological feelings and visual illusions
are fed back to confirm the authenticity of the situation.
Regarding a person’s hostility, an automatic braking system
has been derived with consideration of a pleasant car owner
[5]. From graphical inputs, a driver’s perceived risk of
collision was defined to formulate the braking support
system. The findings show the need to output smooth de-
celeration profiles uniformly with very simple calculations.
The action of braking initializes at the time of judgment to
reduce speed. More generally, a driver risk evaluation
method leans on the analysis of recorded driving data [6]. An
estimation covering the acceleration, deceleration and
steering actions is observed and scored by a risk consultant.
Other types of carriers have also drawn attention from
investigators. The common aero vehicle slows down its
speed by performing a coning motion without a velocity
profile [7]. A one-order approximate model of the velocity
and long range is extracted; then, the features of the coning
motion target velocity and position precision are obtained by
orthogonally allocating the trajectory acceleration and ve-
locity over the load. On the prototype of a train, the con-
struction of an air brake and its nonlinear performance are
examined [8]. The deceleration control of the pneumatic
brake system is compared with different PID schemes to
display its feasibility and accuracy.

2. Background Works

Safety is a constant topic of interest in numerous fields. The
problem of collision avoidance mainly involves two modes
of transportation: two objects moving in either opposite
directions or in the same direction. Currently, the methods
of ensuring safety could be categorized into passive plans
and active plans. In the passive schedule, one object selects a
stopping stratagem with respect to the behaviours of an-
other. This rule offers the advantages of a dynamic braking
motion, conserves kinetic energy and can afford movement
in a short time. However, when faced with several objects, a
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time delay in communication or braking could result in
serious harm. The time restriction becomes stricter because
the response may not occur in time. Particularly, when an
object is moving in the direction opposite to that of the
driver, the human body may be wounded. Active deceler-
ation results in a higher level of protection since one decides
to halt independently. If an objector person is shown to
prevail in the moving space, the driving speed of the will
vehicle robustly slow down. The core of the strategy is how to
break the whole system to maintain the current status.

There have been several studies concentrated on the
investigation and implementation of human-machine in-
teraction safety system which are summarized in Table 1.
Some reports researched the vision-based approach that
issued from tracking human’s direction and computing the
time or distance between operator and machine [9, 30]. The
sharing fenceless space where there is no physical barrier is
monitored by optical sensors. The major point is that the
mentioned cyber-physical system architecture could assess
the collision risk on the scale of millisecond. Based on real-
time evaluation of safety distance, this leads to fast response
time, trigger the safety policies and ensure the coexistence of
human-machine. However, the loading status must be
known and the relation between response time and image
processing should be tested. In some technical investiga-
tions, the actively invisible distance from operator to robot is
measured by vision-based method [31], laser scanner [10], or
both [32]. Most of these studies fuse data from different
sources to define the relative position, configuration of
upper body or pose. Similar to the distance-based or time-
based method, the space separation approach relies on the
classification of working space. In the manufacturing en-
vironment, the surrounding zones of any object are cate-
gorized as three levels, such green zone, yellow zone and red
zone [9]. The farthest one, named as green, is quite safe and
there is no need of actions. Closing to the centre, it must
deliver the alerting message or warning signal to human and
robot controller must reduce speed in yellow zone. In
emergency area or red zone, the notifications to inform the
potential collision and, stop command or moving away
command would force robot in order to prevent the colli-
sion. In the same idea but in different work, authors [33]
presented a real-time safety system by allowing safe human-
robot interaction at very low distances. It required to le-
verage known robot joint angle values and precise estima-
tion of human’s position in the working area. There is not
much modification in robot platform, for instance, com-
puter vision tool is additionally attached in body of robot
and implementation in robot software consents to
manipulate.

Following the concept of robot’s awareness, developers
in [11] represented a collision-free interaction model which
is not only control the robot in collision-avoidance path, but
also perceive information from human’s activities. To
support the mentioned requirements, a context-aware col-
lision avoidance interaction system design that consists of
sensing module, path planning module and context-aware
human pose recognition module was mainly described. In
the similar manner, some researchers [12] suggested the
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TaBLE 1: The summary of the state-of-the-art research topics.

Classifications Author(s) Methodology Advantage(s) Limitation(s)
The proposed CPS architecture (i) Low cost and efficient time (i) Loading status may impact
Nikolaos enables collision risk assessment performance on robot’s action
N. et al. [9] on the scale of millisecond  (ii) Method of human (ii) Relationship between
Collision-free ’ ’ regarding the triggering of  detection and enabling response time and image
approach based on safety policies reaction signal processing is unknown
human-in-loop in The proposed framework from (i) A limited number of
cyber-physical system data fusion between laser (i) Accuracy and reliability are industrial tasks was carried
(CPS) Mohammad  scanner and IMU to calculate mana eablz for collision Y out and residual vibration
S. et al. [10] the human-robot minimum 1ag from robot’s motion which
. . avoidance success
distance on-the-fly is acted on results, was not
investigated evaluated
.. M .Détectmg p otenFlal (i) Burden computation, an
The context-aware collision-free collision and planning a path
. . . . exact human pose
Hongyi system with sensing module for to reach target simultaneously o .
: o S recognition algorithm and
L. etal. [11] path planning based on human (ii) Be able to distinguish .
o various assembly sequence
pose recognition is introduced human pose and assembly
are challenges
context
A 'unlversal control system (i) No need to find parameters @) The re'cogmtlon and
which allows an operator to . classification of human
. . . - by trial-and-error
Yingzhong communicate his motions to the . . movements were not focused
. . (ii) It adapts to different . . .
T. et al. [12] robot manipulator, is proposed - (ii) The effective distance
. operators and robots in
on the self-adaption workspace between operator and system
- workspace :
mapping method was not discussed.
A study for the adaptability of
the tracked robot in complex (i) Appropriate dimension,
working environment is good mass distribution and (i) Load capacity and
. Zong C. et al. ; s o . .
Collision-free [13] explored. It includes the limited velocity is financial effectiveness are
approach based on mechanical structure, static ~ advantageous to maintain the crucial to investigate
environmental context- stability in three terrains for  system stability on terrains
awareness in CPS human-robot interaction
The i L . . (i) The solution did not fully
e investigation on improving A
consider in the context of
the performance of RFID robot ., .. . . . . -
.. (i) This approach is beneficial collaboration, stability or
system by anticollision scheme . .
. ! . to boost the moving speed and dynamical control
Wang H. et al. is exemplified. The tag collisions . e o ..
. identification reliability of the (ii) The phenomenon of weak
[14] in the current slot are detected . . .
RFID robots in complex signal, tags on multi-RFID
by proposed method, then . . e
environments robots and identification
further resolve each small tag . . .
. efficiency might occur in
collision to enhance system .
practice
The dynamic process of
chmbl.ng stairs .for the tracked (i) The feasﬂ?ﬂlty of design and (i) The advanced algorithms
Zong C. et al.  mobile robot is analysed by  flexible motion could be .
- . should be considered to deal
[15] reason of on the novelty of  gained in unknown

mechanical structure and
working principle

environment

with different sizes of stairs




Joseph F. et al
(17]

motion control layer performs a
collision avoidance maneuver
A new control structure using
model predictive and feedback
controller with tire
nonlinearities provides firstly
collision avoidance ability, then
temporarily violate stabilization
criteria

nonlinear factors are included

(i) All of vehicle’s performance
capability are utilized to avoid
an accident

(ii) Prioritizing targets are
defined

4 Complexity
TasLE 1: Continued.
Classifications Author(s) Methodology Advantage(s) Limitation(s)
An avoidance strategy based on ., . . .
depth camera that suggests the Sr)ligltléijzge:;i t‘;(ztlslcivl‘:tfdla (i) The traffic conditions
Andrea M. Z.  robot alternative paths to be operator and maintain the should be studied more if
et al. [16] traversed, is achieved both p ethernet connection is
. - speed of robot as much as s
collision free and minimum ) . utilized
traversing time possible close to its max value
An artificial potential field-
based novel model predictive . .
control path replanner is (1). The proposed method is .
Minecon implemented to provide ample still deemed capable of (i) A model of four-wheel-

C. et il [1g7] s pace and su fﬁcri)ent time f(f)r tracking aggressive collision- independently-actuated is
Collision-free ) ’ pro er steering/accelerate/ free trajectories while not practical
approach based on proper & maintaining vehicle stability

. brake in such hazardous
mathematical .
. . scenarios
computing control in .
A novel emergency steering

CPS Xiangkun control strategy consisting of (i) The physical limits of (i) Human’s behaviour was

H. et al. [18] decision-making layer and  driving actuators and not concerned

(i) Be inappropriate with
cargo-transportation vehicle

Collision-free
approach based on
human emotion and
activity recognition in

CPS

Huang X. et al.
(19]

Guo S. et al.
(20]

Zheng E. et al.
(21]

Due to the fundamental
emotion modulation theory and
the neural mechanisms of
generating complex motor
patterns, a model of emotion
generation and modulation to
train a recurrent neural network
for robot control to perform
goal-directed tasks
A novel idea for nonlinear
multiview Laplacian least
squares (MvLL) which
construct a global Laplacian
weighted graph in order to
introduce category discriminant
information as well as protect
the local neighbourhood
information, is proposed.
The new musculoskeletal-
based-method manipulated by
the electrical Impedance
Tomography (EIT) signals for
continuously estimating wrist
flexion/extension angles is
mentioned in the field of
wearable robot

(i) The emotion-modulating
method is able to control
manipulator with higher
accuracy and faster learning
rate

(i) The effectiveness and
robustness of MvLL approach
is approved although the tasks
of multipose and multifeature
are taken

(i) The model-based method
performed better with small
training data sizes

(i) Various faces with many
emotions involve the
excellent training process

(i) The largest disadvantage of
this method is the high time
complexity

(i) It is limited in extracting
motion information on large
data and multi-degree-of-
freedom
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TaBLE 1: Continued.

Methodology

Advantage(s)

Limitation(s)

A novel methodology by
integrating the cognitive
learning techniques and the
developed control techniques,
which allow the robot to be
highly intelligent to learn senior
surgeons’ skills and to perform
the learned surgical operations
in semiautonomous surgery,
was discussed

An improved human-robot
collaborative control scheme
was proposed in teleoperated

minimally Invasive surgery

scenario

The swivel motion
reconstruction approach was
applied to imitate human-like
behaviour using the kinematic
mapping in robot redundancy

in this research

The control algorithm does not
only provide the learning
ability of the human operation
skill from multiple
demonstrations on a specific
task, but also can transfer the
learned motion from open
surgery by guaranteeing the
robot constraints

The contributions are not only
the improvement of surgical
task accuracy and robot
constraint, but also the
computation efficiency
without trajectory planning

The algorithm gains the highly
online regression prediction
for accuracy enhancement and
fast computation

More complicated motions
entail advanced sensors and
burden computation

Adding one more force
sensor for external forces
sensing should be conceived
and performed with the
physical interaction between
the surgical tip and the organs

It is important to integrate
both human upper limb
kinematic models and joint
limits

Classifications Author(s)
Su H. et al.
[22]
Collision-free
approach based on
skill-learning/skill-
transfer method in CPS ~ Su H. et al.
[23]
Su H. et al.
[24]
Yang Q. et al.
[25]
Collision-free
approach based on data
fusion for navigation Sanders
method in CPS D. et al. [26]
Chen D. et al.
[27]

A novel approach of outdoor
localization with 3D-laser
scanner is proposed to solve the
problem of poor localization
accuracy in GPS-denied
environments. A path planning
strategy based on geometric
feature analysis and priority
evaluation algorithm is also
adopted to ensure the safety and
reliability of mobile robot’s
autonomous navigation and
control
The purpose of this
investigation is to study the
effect on time to complete a task
depending on how a human
operator interacts with a mobile
robot. This kind of interaction
utilizes two teleoperated
mobile-robot systems, three
different ways of interacting
with robots and several different
environments
A control framework was used
and consisted of two levels: one
was a decision level to give the
possible positions of all nodes in
sensor networks, while the other
was a control level to move
along the edge of obstacles such
that the problem of obstacle
avoidance can be transformed
into a coordination problem of
multiple robots

The robot has high accuracy of
localization without GPS so
that the mean error of position
is 0.1 m and the mean error of
path angle is 6° in the
experiment. The function of
obstacle avoidance includes
static obstacle avoidance,
dynamic vehicle avoidance
and going through narrow
regions

It may perform better without
a sensor system to assist in
more complicated
environments. Sometimes, it
performs better with a camera
mounted on the robot
compared with premounted
cameras observing the
environment

The proposed control
approach can guide the mobile
robot to avoid obstacles and
deal with the corresponding
dynamical events so as to
locate all sensor nodes for an
unknown wireless network

The mechanical structure of
mobile platform does not
guarantee to overcome any
outdoor environment

It relies heavily on visual
feedback and experienced
operators

If the number of obstacles
increases, the average
localization errors between
the actual locations and the
estimated locations
significantly increase




6 Complexity
TasLE 1: Continued.
Classifications Author(s) Methodology Advantage(s) Limitation(s)
An innovative method of
human motion prediction
according to an autoregressive This approach combines both . . .
model for teleoperation was  the prediction of human The actively interactive
Luo J. et al. . , . performance of robot as well
motivated. The robot’s motion movement as a feedforward . -
[28] . . . as the existing trouble in time
. trajectory could be updated in component and a virtual force .
Collision-free . . delay should be considered
real time through updating the as feedback
approach based on
. X parameters of the proposed
trajectory online
adaptation in tele- model
robg ¢ A hybrid shared control
approach based on EMG signals It provides an alternative force The robustness and lon
. sensor and artificial potential ~feedback solution along with . &
Jing L. et al. .. . .. , distance control of the
field is invented to avoid muscle activation and human’s
[29] proposed work could be

obstacles owing to the repulsive
force and attractive force from
human perception

control of intention and
prediction

noticed

universal control system that naturally releases an object
manipulation mission from combining the human’s gesture
to robot manipulator. The advanced functions, for example
recognition and classification of shoulder, elbow, wrist or tip
of fingers are utilized to control the robot end point. By
providing the learning abilities for robot after some iteration
processes, a cooperative robot for pick-and-place tasks be-
comes more intelligent in its workplace. Toward an optimal
solution, the research on collaborative robot [16] investi-
gated an avoidance strategy that generated the alternative
trajectory to possibly traversed. The superior outcomes are
both to prevent collision and to minimize travelling time.
Exploiting information receiving from these sensors prop-
erly, the robot controller lonely decides motion planning
which is the best option in the presence of operator.

Another research topic of safety human-machine in-
teraction is the analysis of dynamic characteristics so as to
give a final decision by itself in an emergency case. For these
circumstances, a hierarchical model predictive control
method was depicted in [17] for four-wheel independent-
driving vehicle. An integrated framework that comprises the
artificial potential field module for path replanner and
teedback compensation control module for path follower, is
still capable to track the collision-free trajectories in the ill-
conditioned states and supervise the other driving behav-
iours on the neighbour lane. To deal with uncertain factors
in driving actuators and unexpected problems in emergency
steering situation, a decision-making layer is implemented
into the hierarchical control architecture [18]. The risk in-
dexes associated with collision and destabilisation, are
continuously estimated in threat assessment model. An
alternative approach has explicitly incorporated vehicle
stabilization into path tracking and collision avoidance
framework [17]. Sometimes, it permits that the stable motion
of vehicle could be violated temporarily if needed to keep
away from potential collisions. As a result, this method
differs from any others since prioritizing collision avoidance
is higher than.

Though, most of studies does not focus on interaction
between autonomous grounded vehicle and human while

there is a considerable increasing number of automated
solutions in e-commerce, logistics and supply chain. In
general, when mobile robot or autonomous vehicle leaves
research laboratory and join in manufacturing environment,
it must be able to deal with emergency circumstances which
occur suddenly. Some of them might necessitate manoeu-
vrings, i.e., emergency collision-free that requires short time
response and maintain vehicle stability. The techniques of
emergency collision avoidance for autonomous vehicle are
demonstrated in [34].

The situation discussed in this paper is that in which a
human interacts with a machine, where the robot is
equipped with intelligent awareness to evade concurrences.
The engine must determine which stop policies are proper
while still preserving the balance and keeping the freight
undamaged. By investigating the theory of a mass and spring
system, the constraints needed to stabilize the whole
structure are achieved robustly. Using the actual context of a
distribution centre, where workers are obliged to share their
workspace, the automated guided vehicle is employed as the
platform to prove the proposed approach. Some smooth
motion profiles are used in this hardware test to verify the
effectiveness and success of our policy.

3. Problem Statement

The target hardware in our research [35] is based on the
automated vehicle shown in Figure 1, which could track a
reference trajectory or move freely. Its mission is to lift up
the shelf, bring cargo to its destination and set the shelf
down. Depending on the applications, navigation tools
(radio frequency identification, laser sensor or magnetic
guide sensor) are additionally attached to the platform. It
can work autonomously in a warehouse while the operator
stays along distance away. Nevertheless, in developing
countries or in some scenarios where a man needs, without a
stop policy, the availability of a machine presents nearby,
which may cause an unexpected accident as in Figure 2.
We assume that m, and m, are the mass of the machine
hardware and freight, respectively. Once the robot elevates
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FiGure 1: The illustration of our platform, which comprises (1) base, (2) upper cover, (3) lifting part, (4) actively driving wheel, (5) caster

wheel, and (6) sensors (line tracking, magnetic tracking and so on).

FIGURE 2: Simulation of physical collision between human and robot sharing the same workspace (see in http://tiny.cc/pawrgz).

the shelf, the two become a rigid body. Without loss of
generality, the freight m, is connected to the frame via two
springs with stiffnesses of k; and k,. The whole modelling
procedure is described in Figure 3.

tTo govern the dynamics characteristic, the interacting
forces on the system are examined in Figure 4. If the other
forces, such as friction forces, exist, they can be ignored. V is
the velocity of the vehicle for the same direction of movement.
i
F  is the inertial force from the vehicle to the cargo. The state
variable x of the system denotes displacements of each ele-
ment in vector form: x = [ x, x,]". Applying Newton’s law,
the relationship among them can be realized as.

N
mya, =k X, +k, X, + F. (1)
(1) is rewritten in the positive direction,

mya, = —k,x, — kyx, + mya,, (2)

om,xX, =—kix, —kx, + mX,. (3)

The above equations are related to the time domain. To
convert them into the frequency domain, by taking the
Laplace transformation, we obtain the following

m,s’X, = -k, X, — k, X, + m;s° X, (4)

where X, X, mean the Laplace transformations of. x;, x,
By using mathematical manipulation, the related con-
straints in the proposed model are expressed as

2
mys X
Zzlilz, (5)
ky + ky + mys
or
2
X__s 6)

-2 2’
X s+,

w,, is the natural frequency of the damped system.
If the base X, is utilized precisely, the performance of
mass X, can be measured via (4). In the initial issue, the
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FIGURE 3: Model of the vehicle and cargo that is assumed in standby status.
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velocity of X, is governed by the trapezoidal scheme shown
in Figure 5. Three phases occur for this shape: acceleration,
constant speed and deceleration. We are focused on the
relationship between the deceleration period and stop status.
Vimax> Amax: Maximum value of the velocity v and ac-
celeration At,,t.,t;: time period of acceleration, constant
speed and deceleration, respectively

to-t1> 1y, t5: time slice at the beginning of acceleration,
constant speed, deceleration and end of motion, respectively.

Analysing the above equations, the natural characteristic
of the overall system is revealed through poles and zeros
which are depicted in the real-imagine coordinate as Fig-
ure 6. Since these points locate at the vertical axis, they are
usually symmetrical about the horizontal axis.

Poles: k=1,2,3,...

k, +k
Sp, = jwfgz + jw, = + j2nf, (7)
m,
Zeros:
. 2k
SZLZ = x Jt3 — tz- (8)

Theoretically speaking, the autonomous system tends to
oscillate if the system states are at the poles. In detail, when
the conditions in (5) are satisfied, the unexpected vibration
might occur and ascend inside this system. As a result, the
incident event could cause harm to workers quickly.

04»

FIGURE 4: The forces acting on the model are estimated simply in deceleration status.

4. Proposed Stop Strategy

To overcome these challenges, a pole placement for can-
celling the unstable points is introduced. The advantages of
this approach are that it suppresses the residual vibration,
carries out the tuning rule regarding physical factors and the
actuator specification, and does not require the exact in-
formation of the model. Therefore, free-vibration motion
can be achieved in a robust manner.

4.1. Robust Pole Placement Technique. Our motivation is to
present the novel approach for stable control according to
the analysis of system state. Deriving from the idea of pole
placement technique, the pole-zero cancelation method is
applicable if the zero points are duplications of the locations
of the poles. In Figure 7, the outcome of this work is to
identify the condition for relocating zero points to positions
of poles. By substituting into (5)-(6), the vibration-less
conditions are as follows.

k, +k, 27k (©)
m,  ty—t,
2nk
oT, =" (10)
wn
of,T;=k (11)
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FIGURE 5: Motion profile

of the velocity and acceleration in the trapezoidal strategy.
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FIGURE 6: The poles and zeros are placed in the imagina
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FIGURE 7: The free-vibration motion by the pole placement technique; o: zero, x: pole.
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1 2

Ejmaxt +Va’ 0St<t1,

Amax(t_t1)+vl’ t, <t<t,,

1 2

Amax (t_tZ) _E]max (t_tz) +V,, t, <t<ts,

Vs, ty<t<ty,
1

- ]mzax(f —t)" +V, ty<t<ts,
2y
A

- I;ax (t-t5)+ Vs, ts <t <t
A 1

I (t =)+ ]mfx (t—ts) + Ve te<t<t,

Y 2y

In the physical view, when duration T'5, from ¢, to ¢, is V; == l;m (t —te)
the integer multiples of the period of oscillation, the vi- 17 (19)
bration suppression is entirely effective after the vehicle +- = (t—tG)2 +V,
completes its motion. This key constraint guarantees that Zy
there is no sudden vibration during the deceleration stage
and that the vehicle actively breaks at the specified position. _ Vinax
) . Tm ; (20)
From this idea, various stop profiles are researched to de- Apax
termine which is proper for different cases.
ti =Pt (21)
4.2. Stop Profiles. 'The criteria to rate the proper profile are t,=(1-B)1,, (22)
able to suppress the vibration of both the vehicle and cargo;
the policy of the generating mechanism depends on the A
. . max
system constraints and ensures the real-time performance. Jinax = . (23)
First, the trapezoidal profile is chosen due to its simplicity but J

effectiveness, and it does not cost much in terms of the timing In Figure 8, the asymmetric S-curve motion profile of the

generation. Later, without loss of generality, the strategy is ) obile base is written with the unit step function u (£). Totally,
exerted on numerous profiles for comparison. If the initial {1 ore  are  seven segments  with [t f;,,]i €
i rivld

velocity V/q is given, then the expression of the asymmetric (9 123,45 6,7). V. A ] are maximum values of
. > Ly &5 D5 I Us /1 ¥V omaxd {imax? / max

S-curve speed profile [36] can be manifested as follows: velocity, acceleration and jerk correspondingly. V;; is the final

With value of velocity in the time slice [t;_;, t;]. T, is ratio between

1 2 13 velocity and acceleration while ¢; and ¢, are the acceleration/
Vi= EI maxt1 + Vo, (13) deceleration time and constant acceleration respectively.
Thus, equation (12) depicts the time-varying velocity of
Vy=An(t, —t) + V1, (14) system. From equations (13) to (19), the components of
velocities in each period are identified. The relationship be-
Vy= A, (t—1,) tween maximum acceleration and maximum velocity as well
n;ax (15) as tuning parameters is illustrated from equations (20) to (23).
= Tmax (B = 12)" + V3,
2 X, = —];;* (-t [u(t—t) —u(t—ts)]
Vy=Vs (16)
A
. 2 - [t 1) - (e )]
max
Vs = > V2 (ts—ty)" +Vy (17) ¥
A
A (Lo )22 Y- 1) - e 1),
Ve=——5(ts—ts) + Vs, (18) Y Y

(24)
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Substituting the above into (4), the information of mass
m, can be measured as

—tys _ —tss  —tgs —t;s
ml]max(e e e “+e

mzyz(s2 + wi)

X, = (25)

In the time domain, (10) is expressed in time-varying
form.
. m
% (1) = ma
My @,

—sin(w,, (t —tg)) + sin(w, (t - t;))].

x [sin(w, (t —t,)) — sin(w, (t — t5))

(26)
It has been indicated that the performance of a vehicle in
lifting cargo m, is discoursed via four sine functions. Their
mutual characteristics equalize the frequency but shift the
phase. To acquire the desired output, these terms of (11) are
forced to dismantle each other. In the case where the control
algorithm is valuable, the oscillating performance of m,
approaches zero. The concern in this paper is to develop a
policy for stabilizing the movement of a system with dif-
ferent deceleration phases. Again, using the asymmetric
S-curve profile, the general conditions needed to eliminate
the vibration of cargo are demonstrated.

27k
=2nf, (27)
Byt /
epyt,, = kT, (28)
2nmm
o ,
e =2l (29)
oyr,, =mT,. (30)

From the above results, it is clear that the fluctuation can
be destroyed when the motion planning period equals an
integer multiplied by the period of natural oscillation. It is
desired that at the end of mobile platform movement, the
vibration of m, is completely cancelled as soon as possible.
Some simulations with a trapezoid, an S-curve, and an
asymmetric S-curve or without a strategy are shown in
Figures 9-12, respectively.

2

\%4
Ogpp = — (1 + ), V§B. 31
SPB oA (1+8) B (31)
Generally, it is critical to find the minimum distance for
vehicle to generate the smooth stop profile. If AP; symbolizes
the moving distance during a period, later the number of
displacements in deceleration duration are expressed as follows:

5
AP; :]max))(ﬁ‘rm)z<gﬁrm+ta)’ (32)
1
APé = EjmaxyﬁTmta (ﬂTm + tu)’ (33)
1
AP7 = g]maxy (ﬁ‘[m)3' (34)

11

MDB (minimum distance barrier): the cyber limitation

(8min) in awareness of autonomous system to decelerate
safely and smoothly minimizes to be required.
AT
s = mTym (1+P). (35)

In dissimilar profiles, the restrictions of minimum dis-
tances are different. Each type exists a predetermined range
from vehicle to human which avoid to interrupt.

TPB (trapezoidal psychological barrier): f =0

2

V¥
— max X v X 36
TPB oA Y (36)

SPB (S-curve psychological barrier): y =1
APB (AS-curve psychological barrier):

Ve
5APB—2A (1+p),

VB, y. (37)

max

4.3. Active Policies with Respect to Safety. In the paper [37], a
unified framework that enables a robot to safely and socially
reach both a dynamic human and a human group was
developed. Basically, the real-world environment around a
human is personal space, where people interact only with
close objects such as relatives, and a machine is obligated to
inviolate this barrier. In further space, named social space,
humans will communicate with others, for example, shaking
hands and engaging in oral discussion. A machine should
not stay in the social space so that humans feel comfortable
and safe. Representing the furthest distance, public space is a
cyber interval in which humans come across each other. This
is a commonly acceptable gap to preserve a complete stop
strategy.

To adapt to the virtual spaces around humans, it is
indispensable to launch a switching mechanism among the
stop strategies. Given a target distance §, the mechanism
initially ranges from autonomous machines to men.

Here, H = {h,, h,, ..., h,}, where h; is the ith person. The
human states of person h; are regulated as
h, = (xI, yt, 08, v, where (x!, y") is the position, 8] is the
orientation with —180° <8/ <180°, and v/ is the linear ve-
locity. For the wvehicle, its states are denoted as
9, = (x%,7,07,v9), where its position is (x%, ") and its
orientation is 67, with —180° < 6 < 180°.

In Figure 13, Algorithm 1 is utilized whenever an au-
tonomous vehicle carries out a decision before one is made
by a human. In this study, the direction a person faces and
the location of the right hand or left hand are not our
concern. It is noted that the estimation of the relative dis-
tance is not the key discussion. We use Kinect digital camera
to gain the depth map from the environment, with far
distances, and a skeleton option in tracking mode to cal-
culate the current travelling distance. We input the pa-
rameters; the values of 8,pp,0spp, Orpg are computed in
advance. Because of these data, it can be known which stop
policy is best to activate.
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FIGURE 9: Simulation of the vibration suppression of 1, (a) and its enlarged plot (b) without a stable strategy. Blue: 1** term, orange: 2"
term, green: m, acceleration.
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The context of human-machine interaction is illus-
trated as Figure 14. In this case, a scenario of the possibility
humans reaching machines in global coordinate xy consists
of v/ and v, denoting velocity vectors of i person and

machine, locations (xf,y”,67) for i™ person and
(x,, y,,0,) for machine respectively. Besides, the spaces
around human are also described to clarify the approaching

zone.
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Activate AS-curve stop
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FIGURE 13: Description of the proposed switching mechanism for stop profile generation.

(1) InPUt: Vma.x’ Ama.x’ ]ma.x’ my, My, ﬁ’ Y> hi = (xzh’ y1h)’ 91' = (X?, y?)
(ii) Output: x;
(iii) while Human h; is detected do

@) Estimate relative distance &,

@ Compute 6 ,pp, O5pp, Orpp

(3) if 6gpp <0; < 4pp

(4) Activate AS-curve top strategy;
(5) else if §;pp <6, <Ogpp

(6) Activate S-curve top strategy;

(7) else if §; <d;pp

(8) Activate Trapezoidal top strategy;

ALGORITHM 1: Switching mechanism of stop profile generation.

5. Experimental Validation

In this paper, we suggest two classifications of the experiments.
In the first laboratory test, the performance of the separated
deceleration scheme needs to be measured. The machine is
installed with a consciousness regarding the stop behaviour.
The vibration results of different strategies are compared to
discover the proper profiles for each situation. The second one
tests whether to switch among the strategies in real life.

An experimental platform was setup as in Figure 15 to
validate our approach. We developed one practical auto-
mated guided vehicle to serve in manufacturing factories or
distribution centres. To imitate the reaction of cargo, a mass
m, connected to a vehicle by means of a linear aluminium
ruler is replaced above the lifting component of the vehicle.

A sensing board boostXL Texas Instrument, is placed to-
gether with the mass to weigh some physical parameters

along the x, y, z axes. To process data in real-time mode,
the development kit LaunchPad MSP432P401 R is utilized to
record vibrating outputs. This device supports a powerful 32
bit ARM Cortex-M4F microcontroller up to a 48 MHz
system clock, 256 KB of flash memory, and 64 KB of SRAM.
The data are then transmitted to the embedded computer to
acknowledge the system status. To control two servo motors,
the TM4C evaluation board and DCS3T-27 driver are used
to close the feedback loop. Tiva C series TM4C123 G
LaunchPad including the TM4CI123GH6PMI micro-
controller with two motion control PWM modules capable
of generating 16 PWM outputs, two quadrature encoder
interfaces, and several driving platforms.
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FIGURE 15: Experimental setup test: (a) virtual 3D view, (b) virtual side view: board sensor’, m, = mass?, linear ruler?, lifting component of
the vehicle?, and practical automated guided vehicle®, (c) real 3D view, (d) real side view and (e) flowchart of the data transmission (see in

http://tiny.cc/eewrgz).

In the first validation test, our target is to categorize the
performance of these three policies and that without a
policy. The separated results in each case should be shown
in Figure 16. In the initial stage, because of a sudden break
while travelling, the largest swinging wave appears indi-
cating unbalanced movement. Without any policy, the
amplitude of the vibration reaches its maximum height
after a moment. It takes more time to decline the output
variation. Applying the TPB scheme, the result becomes
better in terms of a small swing and fast response to
suppress vibration. For the effect of the SPB algorithm, the
achieved performance is of smaller magnitude for

oscillation and suppresses it more quickly. Lastly, the most
superior performance of the smallest level of vacillation
and the fastest response are achieved by APB scheme while
the powerful computation of micro-processor is required.
To visualize the differences of their impact, a combined
result representing a comparison of the proposed strategies
is displayed as in Figure 17. The deep impression on the
diminishing vibration of the APB method has been ob-
served. However, its constraints require a machine far
enough away to decelerate. On the other hand, the schemes
of SPB and TPB satisfy the conditions of vibration sup-
pression while not need more spaces to execute.
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Table 2 reveals the comparative performance for all
laboratories. This research regards how fast the oscillation is
terminated and how many times the largeness of the os-
cillation decreases. When the proposed control techniques
are not considered, the acceleration of mass m, tends to
decrease the vibrating magnitude by 1.26 times after 1.47s.
In the primary scheme, TPB helps to lessen the number of
times to 1.78 after 1.46 s from the moment of the unexpected
stop. In other tests, under the power of the SPB and APB
schemes, the vibration declines by 3.07 times and 5.56 times
after 1.41 s and 1.27 s, correspondingly. It is concluded that
the APB technique can offer the best performance in terms

of antioscillation even though it is expected that more space
will be required to complete the stop strategy. The others
show that a smaller oscillating range and faster response of
the system can be attained, and the travelling distance de-
sired by a mobile vehicle can be increased.

Equations (28) and (30) are named E28 and E30, re-
spectively. An autonomous vehicle can be driven with a
trapezoidal, an S-curve or an AS-curve speed profile.
Depending on the type, the constraints required to address
the vibration-free case are dissimilar. For the TPB case, only
E30 is able to suppress the oscillation, although it does not
violate E28. The APB and SPB schemes are both able to
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TaBLE 2: Comparative results of experimental laboratories.

Acceleration of second mass Min Max

Without proposed algorithm -0.323 -0.327

TPB -0.187 0.208

SPB -0.09 0.096

APB —-0.064 0.059

Sensitive Curves
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FIGURE 18: Sensitivity curves of variation in the vibration magnitude against the natural frequency error with f,7,, =1.2229.

operate under the E28 and E30 conditions. After several
experiments, it is known that the tolerance of the vibrating
frequency in TPB is smaller than that in APB or SPB. The
sensitive curve in Figure 18 denotes the variation in am-
plitude when the estimated natural frequency differs from
the practical natural frequency. In this study, it is assumed
that the natural frequency error is £20% of the real value.
The motion that satisfies both E28 and E30 is defined as a
crater. If it satisfies only one of the above vibration-less
conditions, the movement is categorized as a chasm. No-
tably, the impacts needed to reduce the residual vibration of
a crater are larger than those of a chasm.

In general, if the tuning parameters satisfy both E28 and
E30, then the residual vibration amplitude will decline in
comparison with only E28 or E30 whenever the error
modelling is small enough.

6. Conclusions

An active stop strategy with vibration cancelation control
and collision avoidance between humans and machines (i.e.,
material transportation) was proposed in this paper. The
antivibration control constraint is analytically well-defined
based on a dynamic modelling of a vehicle and cargo.
Various profiles for activating the stop policy were inspected,
and the specific characteristics of each profile were analysed.
In particular, the physical characteristics of TPB, SPB and
APB were analytically compared to the case without an

active stop planner. From the points of view of smoothness
and robustness, both investigated strategies drive the whole
platform to halt under flexible motion while the system is
constantly stabilized. Owing to the socially aware navigation
framework of a mobile platform in dynamic surroundings,
we developed a switching mechanism to select the proper
profile for different social situations. We certified the ef-
fectiveness of the proposed approach through both simu-
lation work and a real-world laboratory test. Clearly, the
newly investigated stop method could be incorporated into
any path planning technique to enhance the performance of
human-awareness of an autonomous system. It is clear that
our approach has undergone successful integration such that
the robot behaviour is improved to a socially acceptable
response, achieving safe restrictions while conserving system
parameter constraints.

Compared to the works invented by authors [23], al-
though the interaction force is not mentioned and the
natural frequency seems to be difficult to estimate, our study
focusses on stable control for the autonomous vehicle.
Compared to our previous topic [35], not only the potential
human-machine interaction is examined, but also the in-
ternal system state is mainly concerned. Future work is
required. We will investigate the proposed approach in
different scenarios of social interaction (i.e., in front of group
discussion) and dynamic environments. Additionally, var-
ious types of intelligent control should be considered to
enhance the decision making for autonomous system.
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Furthermore, it is raised a promising research issue that the
constrained parameter set could be optimized by using
machine learning techniques.

Note to practitioners. In general, the robot trajectory is
scheduled and planned in host computer and human could
wear the tracking device to avoid collision. However, in
some emergent cases, robot must be clearly aware the human
appearance and actively prevent collision. Thus, the pro-
posed method achieves the purpose of collision avoidance
and socially interactive action. Additionally, the switching
mechanism to decide proper strategy based on the dis-
tancing communication between human and robot is sug-
gested in this work. It is potentially utilized in logistic
warehouse, service restaurant, and so on.
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Learning from demonstration (LfD) is one of the promising approaches for fast robot programming. Most learning systems learn
both movements and stiffness profiles from human demonstrations. However, they rarely consider the unknown environment
interaction. In this paper, a robot human-like learning framework is proposed, where it can learn human skills through
demonstration and complete the interaction task with an unknown environment. Firstly, the desired trajectory was generated by
dynamic movement primitive (DMP) based on human demonstration. Then, an adaptive optimal admittance control scheme was
employed to interact with environments with the reference adaptation method. Finally, the experimental study was conducted,
and the effectiveness of the framework proposed in this paper was verified via a group of curved surface wiping experiments on a

balloon with unknown model parameters.

1. Introduction

Robot learning from demonstration (LfD) has recently
drawn much attention because of its high efficiency in robot
programming [1]. Thus, robots can quickly program the
robots to perform operating variable skills and replace
human tutors from such tasks in a complex industrial en-
vironment [2]. Compared to conventional programming
methods using a teaching pendant, L{D is an easier and more
intuitive way for people who are unfamiliar with pro-
gramming. Besides, human characteristics involved in the
demonstrations are available for robots to further improve
the flexibility and compliance of motions [3, 4].

After the demonstration, how to use the information of
the human tutor is very important. Dynamic movement
primitive (DMP) is a kind of common method in human-
robot skill transfer tasks [5]. DMP has many advantages; for
example, the DMP model is so simple that we only need to
adjust a few parameters to achieve trajectory modeling.
Besides, we can use regression algorithm to quickly learn

model parameters in the online trajectory planning of robots
[6]. In addition, the DMP model is also easy to generalize; we
can quickly generalize a trajectory with the same style as the
original trajectory by simply adjusting the starting and
ending coordinates of the trajectory [7, 8]. Because of the
above advantages, the DMP has been widely used in human-
robot skill transfer tasks [9].

Appropriate control strategies help robots reproduce
human skills more accurately and stably. In some specific
tasks such as surface cleaning, cargo handling, and en-
vironment identification, robots are required to track a
task trajectory and achieve compliance in the interaction
with environments [10]. In the previous literature on
interaction control, two main methods have been studied
widely: impedance control [11] and hybrid position/force
control [12]. The admittance control, which is regarded as
the position-based impedance control, can achieve good
interaction performance by trajectory adaptation [13-15].
According to admittance models, the external forces re-
ceived by the robot will be transformed to the position of
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the end-effector, and then, the desired interaction per-
formance can be ensured by trajectory adaptation and
tracking [16]. The control strategies mainly include
proportion integration differentiation (PID) control,
adaptive control, adaptive control using neural networks,
and fuzzy control [17-20]. When robots perform different
tasks in an unknown, complex, and dynamic environ-
ment, it is usually difficult to obtain accurate task models
and environmental information, and various errors may
have a serious impact on the final control results [21]. In
recent years, control methods based on neural network
learning have shown better adaptability to the system and
environmental uncertainty, but this method requires a
large amount of system data samples, and it is difficult to
integrate various constraints in unknown environments
in real-time [22, 23].

In this paper, firstly, the desired trajectory is generated
by human demonstration, and then, an adaptive admittance
control scheme is applied to interact with environments
using the reference adaptation method. The contributions
can be summarized as follows:

(1) An adaptive optimal admittance controller is de-
veloped to take into account the unknown interac-
tion environment dynamics. Combining with the
generalization ability of the DMP model and the
compliance control ability of the adaptive optimal
admittance model, the interaction performance be-
tween the robot and the unknown environment is
improved.

(2) A complete human-like learning framework is de-
veloped. In the beginning, the desired trajectory can
be obtained quickly and accurately by human
teaching and generalization. And then, the online
adaptive controller recalculates and updates the
originally desired trajectory to obtain a new refer-
ence trajectory. The framework can update the new
reference trajectory combined with different inter-
action environments, which greatly enhances the
interaction accuracy

The rest of the article is organized as follows: In Section
2, the methods of desired trajectory generation and adaptive
optimal admittance controller used in this paper are in-
troduced. In Section 3, the experimental study is presented
and then the effectiveness of the framework proposed in this
paper is verified via balloon surface wiping experiments.
Finally, Section 4 summarizes the whole paper.

2. Preliminaries and Methods

2.1. Overview of the Framework. The scheme of the pro-
posed framework is shown in Figure 1. In the proposed
learning framework, the human tutor presents a dem-
onstration at first. The trajectory learned from the DMP
model is regarded as the desired trajectory. Then, the
desired trajectory and the interaction force measured by
the force sensor are input into an adaptive admittance
controller to obtain the modified reference trajectory.
Here, x and x represent the current position and velocity,
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respectively. x; and x, represent the desired position and
velocity, respectively. x, represents the reference position.
q> g, and 7 represent the current angle, angular velocity,
and torque, respectively. g, and 7, represent the reference
angle and reference torque, respectively. f;, represents the
interaction force. Finally, new manipulation motions are
implemented by the robot joint controller, and the col-
lected new data are taken as a new demonstration for the
repetitive training.

2.2. Dynamic Movement Primitives (DMPs). In this paper,
motion DMP can be obtained by using the DMP model to fit
the motion trajectory. The principles of motion DMP used in
this paper are stated as follows [24, 25].

The essence of DMP is a second-order nonlinear dy-
namical system including spring and damper. A single-
degree-of-freedom motion can be expressed by the following
equations:

B, =a(g-p,)—bp, + f (s;0), (1)
B, = B (2)
78 = —k;s, (3)

where we ignore the time variable for the sake of simplicity.
For example, 3;(¢) is represented by f3;; a and b represent the
damping coeflicient and spring constant of the system, re-
spectively. And a is usually set as a=b%/4; g is the target
value of the motion trajectory; and 7 represents the time
scaling constant. f8; and f, represent the position and ve-
locity of motion trajectories, respectively. And the rela-
tionship between these two variables is shown in equation
(2). w means the weight of the Gaussian model. s is the phase
variable of the system, which is calculated by the regular
system of equation (3). And k; is a positive constant. The
nonlinear function f(s; w) is defined as

N
Yis1 Piw;

(s;0) == (9~ Bo)s
fsw S (9-Bo)s “

i = eXP(—di (s- Ci)2)>

where ¢;, di, and w; are the centre, width, and weight of the i-
th kernel function, respectively. f3, is the initial value of the
motion trajectory. N is the total amount of Gaussian models.

In general, the initial value of s is set to 1, which gradually
decays to zero. Since the value of s tends to zero, the
nonlinear function f (s; w) is bounded, and the model be-
comes a stable second-order spring-damped system.

In general, supervised learning algorithms such as the
local weighted regression (LWR) algorithm are used to
determine model parameters w [26]. Given the teaching
trajectory (), where t=[1, 2, ..., T], and g =p(T), the force
function can be determined according to the following
equation

ftarget:TﬁZ_K(g_ﬁl)_DﬂZ’ (5)
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FIGURE 1: Overview of the proposed framework.

where K and D represent the stiffness and damping of the
system, respectively. w can be determined by the following
equation:

argminw = Z(ftarget - f(S; w))z' (6)

2.3. Adaptive Optimal Admittance Control. In this section,
an adaptive task-specific admittance controller is developed.
This adapts the parameters of the prescribed robot admit-
tance model so that the robot system assists the human to
achieve task-specific objectives. The task information is
modeled by DMP so that the controller can adapt to the
human tutor characteristics. The designed adaptive admit-
tance controller will be used in the reproduction phase.

As shown in Figure 1, the process of adaptive admittance
control in this article is as follows: the robot obtains the
desired trajectory x4 X, X; through LfD and DMP gen-
eralization; then, the force sensor collects the interaction
force between the robot end-effector and the environment in
real-time. They are used as the input of the adaptive ad-
mittance model, and the expected trajectory x, is improved
according to the admittance model. At this time, a new
reference trajectory x, is obtained, and x, is transmitted to
the controller as the control signal to ensure the fast and
accurate tracking of the actual trajectory to the reference
trajectory. Among them, the core of adaptive admittance
control is that the model parameters are not fixed but can be
optimized online with the help of an adaptive algorithm
according to the real-time position and interaction force
information, in order to minimize the quadratic cost
function [13].

The prescribed admittance model is defined as follows:

Mp (% = %) + Cp (% = X4) + Kgx = = fin (7)

where x, x, and X represent the current position, velocity,
and acceleration, respectively. x; and X; represent the de-
sired velocity and acceleration, respectively. M, Cg, and Kg
represent the unknown mass, damping, and stiffness ma-
trices in the model, respectively. However, the mass matrix
Mg is usually high nonlinear. In this study, the mass-
damping-stiffness model is simplified as the damping-

stiffness model, which is used to interact with a balloon as a
kind of flexible object. The simplified model is as follows:

Cp (% = %4) + Kpx = —fine (8)
Suppose the following continuous-time linear system:
§ = AL+ Bu(n), (9)

where & =[x, x;,71%, A= diag{-Cy 'Ky, I}, B=[-Cg ", 0]%,
and u(t) =f;,,, is system input variable, which is related to the
dynamic model of the interactive environment (8).

The optimal control input of the system is designed as
u=-K &, and the control objective is to minimize the cost
function by designing the control system. The cost function
is defined as follows:

[e¢]

VO = | (=5 Q=50 + LR f )it
o (10)
= J (ETQ'E + uTRu)dt,

0
where Q is a constant matrix, Q’=[Q,—Q]” [1, —1], which
represents the weight matrix of tracking error. R represents
the weight matrix of the external force. In this paper, the
design of the cost function takes into account the both robot
system state and the external environment to evaluate the
interactive control effect.

In the case that A and B are unknown constant matrices,
an algorithm to obtain the optimal control signal by online
learning is proposed. First, some variables are defined as
follows:

E=[E.68,. .  E6n8 6.,
Bge = [E(t)) ~ E(to) E(1) ~ E(t)), - (1) - E (1)

[l oe ot cod].
Ifu=[J'ilf®u,J:2€®u,...,J:: tou
0 1 : (11)

where &, Ag, I, and I, are the intermediate variable
matrices used to calculate the state feedback gain. h is the
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degree of integration and ® represents the Kronecker
product. We define that Px which transforms matrix into
vector form, and Pk is a symmetric matrix:

1" (12)

Py =[P,,2P,,...2P,, ... P

1m - mm

The principle of the adaptive optimal admittance scheme
is summarized in Algorithm 1 [27, 28].

Oy = [8¢e, —2I(I,,® KiR) - 21, (I,,® R)],
E‘k = —IEEVCC (Qk)’ (13)
Q. = Q + K. RK,.

where I, is the m-dimension identity matrix and vec(*) is the
function that transforms the matrix into a vector. Through
equation (17), we can obtain the optimal feedback control
gain Ky . Substituting Kg* into u=-K &, the optimal
feedback control signal u can be obtained.

2.4. Inverse Kinematics Using CLIK. The closed-loop inverse
kinematics (CLIK) algorithm is employed to resolve the
Cartesian reference trajectory x, into g, in joint space
[29-31]. The solution error is e=k(q,) —x,, where k(*) de-
notes the forward kinematics and e is given by

é=-K,e. (14)

where K, is a positive user-defined matrix that decides the
convergent rate of e. Expanding the above equations and
combining with x=J; g and J;= 0k(q)/g, Ji is the Jacobian
matrix of the robot. The following equation is obtained:

qr :]:—(xr_Ke(k(qr)_xr))‘ (15)

Furthermore, we obtain the CLIK method:

t
0= | Ui - IR K@) -x)d(6)

where J;* = J,T(J,JT +61,)7" .

3. Experiment and Analysis

In this section, the performance of the proposed learning
framework was validated by conducting experiments on a
7-DOF Baxter robot, as shown in Figure 2. The manip-
ulator was equipped with the ATI Mini45 Force/Torque
force sensor. The end effector was wrapped in a towel used
to wipe the drawn curve on the surface of the balloon. The
force sensor and the system controller are communicated
by the UDP protocol whose sampling rate and control rate
are set as 100 and 50 Hz, respectively. To prevent the
displacement of the balloon from affecting the experi-
mental results, the balloon to be wiped was fixed in the
fixing box. The box is a paper carton with a size just big
enough to hold the balloon. The paper carton is of size
43 cm x 32 cm x 18 cm and is fixed on the test bench with
adhesive tape.
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FIGURE 2: Experimental platform based on Baxter robot.

3.1. Demonstration Stage. In the teaching stage, first, a curve
was drawn on the surface of the balloon with a whiteboard
pen, and then, the human tutor dragged the left arm of the
Baxter robot to complete the teaching task—wiping. In the
meantime, the teaching trajectory information was recorded
and input into the DMP model through the program. Then,
the system learnt and generalized to obtain the desired
trajectory x,. At the same time, the force sensor recorded the
interactive forces in the X, Y, and Z directions for subsequent
analysis.

3.2. Reproduction of the Wiping Task. In the beginning, a new
curve was drawn on the surface of the balloon. The robot
end-effector was controlled to move to the starting point of
the desired trajectory at [0.992, 0.280, 0.227] m. At this time,
the end of the robot arm had interacted with the environ-
ment and changed from free space motion to constrained
space motion. Since balloon was used as an interactive
environment, its parameters are unknown. So an adaptive
optimal admittance control was proposed to solve this
problem. According to the set cost function, online adaptive
learning of the interactive environment model parameters
could help to achieve our desired control effects and
complete the wiping task of the new curve.

The first wiping experiment process was that the tra-
jectory obtained by a demonstration was directly used as
the reference trajectory, and the admittance model pa-
rameters were specified as Cg=[-0.5, 0.01, —0.8] and
Kg=17, 2, 10]. In the second experiment, the trajectory
obtained by teaching was input into the DMP model for
learning and generalization. The generated trajectory was
used as the reference trajectory and then applied to the
admittance model of the first experiment. In the third
experiment, the expected trajectory obtained by DMP
learning generalization of the teaching trajectory was used
as the input of the adaptive optimal admittance controller,
and finally, a new reference trajectory was obtained and
then input to the Baxter joint controller. The initial value of
state feedback gain in the X, Y, and Z directions was set to
[-10, 1], and the weight matrix of cost function was Q=
[200, —200], R =5. Finally, the optimal state feedback gains
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Output: optimal feedback gain Ki*;

Repeat: compute A g, Iz, and Iz,

Until: rank[l;, Ir,] = m(m+1)/2 + mr;

Repeat:

phase 2: solvg Py and Ky, according to:

Py _oTe v-1lals

vec(Kyyy) | (©cOk) O E-

Until: ||Px-P; ||<&

Return: K¢*;

Input: the set of initial feedback gain K, and state variable &

phase 1: set f;,0 =Ko as the initial input while the manipulator is contacting with the environment;

ALGorITHM 1: Framework of the adaptive optimal admittance scheme.
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FIGURE 3: Three-dimensional curves of teaching trajectory, DMP generalization trajectory, and three times experimental trajectory.

in the X, Y, and Z directions were K*g,=[-16.1083,
10.7866], K*y,=[2.3554, 9.6812], and K*y.=[10.7259,
80.5781], respectively. Next, to verify the effectiveness of
the proposed framework, the effects of the above three
experiments were compared and the trajectory tracking
error and interaction force changes were analyzed.

3.3. Experimental Results and Discussion. First of all, we give
the three-dimensional curves of teaching trajectory, DMP
generalization trajectory, and three experimental trajectories
in the same space rectangular coordinate system, as shown in
Figure 3. As can be seen from the figure, the unprocessed
teaching trajectory has serious jitter, and the expected tra-
jectory after DMP generalization becomes smoother.

In the first experiment, the teaching trajectory is used as
the reference input of the joint controller of the Baxter robot.
The wiping effect is shown in Figure 4(b). It can be seen that

the wiping task is not successfully completed under these
experimental conditions. The time-varying curve of the
interaction force during this process is shown in Figure 5. It
shows that the robot performed the wiping task between 6 s
and 18 s. However, its interaction force is not large enough
and later becomes smaller and smaller close to 0. So, it fails to
wipe the handwriting clean.

In the second experiment, although the curve is able to
be erased from the surface of the balloon, it can be seen from
the force trajectory that the interaction force in this case is
very large. As shown in Figure 6, the maximum force in the Z
direction is up to 25 N. The actual task figure (Figure 4(c))
also shows that a very serious inward depression occurs on
the balloon at this time. Assuming that the interactive en-
vironment is not a flexible object as a balloon and the rigidity
is very large, it may cause some damage to the robot arm or
the interactive object. Therefore, it is obvious that this ex-
periment fails to complete the wiping task well.
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FIGURE 4: The actual effect of the wiping experiment. (a) Object to be wiped. (b) The wiping effect of the first experiment. (c) The wiping
effect of the second experiment. (d) The wiping effect of the third experiment with the proposed framework.
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directions.
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FIGURE 8: Position tracking error curve of the first experiment. The error,, errory, and error, represent the position errors in the X, Y, and Z

directions, respectively.

The third experiment is based on the learning framework
proposed in this paper. It can be seen from Figure 4(d) that
the wiping effect is greatly improved compared with the
previous two, and the handwriting curve can be basically
wiped clean. The interactive force graph (Figure 7) shows
that the robot interacted with the balloon in about 6-20s,
during which the force in the Z direction, as the dominant
force of the wiping task, changes smoothly between 0 N and
8N. Compared with the previous two experiments, it is
obvious that the interactive force is relatively optimal.

From the three-dimensional trajectory in Figure 3, it
can be seen intuitively that there are large errors between

the first experiment and the third experiment in terms of
the expected trajectory. The interaction between the ma-
nipulator end effector and the balloon is basically com-
pleted within 20 seconds. The following is to analyze and
discuss the change of trajectory tracking error in this stage.
As shown in Figure 8, in the first experiment, the tracking
error reaches the maximum in the later stage of the wiping
task, and the maximum value in the Z direction has
exceeded 0.1 m. Likewise, the trajectory tracking error of
the second experiment (Figure 9) is also relatively large.
Only the third experiment can track the expected trajectory
well. The tracking error curves in the X, Y, and Z directions
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in the third experiment are shown in Figure 10. The error 4. Conclusions

values all lie within the range of £0.04 m and, in the process

of wiping, the error is basically stable around 0. It also  In this paper, a robot human-like learning framework based
proves that the learning framework proposed in this paper ~ on robot and unknown environment interaction was pro-
is able to well track the reference trajectory. posed. The LfD approach can make the robot obtain the
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reference input more quickly and accurately. At the same
time, combined with the generalization ability of the DMP
model and the compliance control ability of the adaptive
optimal admittance model, the interaction performance
between the robot and the unknown environment was
enhanced. At last, the effectiveness of the proposed
framework was verified by the wiping experiment of the
balloon surface. Our future work will apply the proposed
framework to different complex tasks and environments
such as writing on an unknown curved surface, and the
learning and generalization of interaction force will also be
considered in force control.

Data Availability
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From the perspective of the system of systems development, system-level functional testing is required for designing subsystems.
This study utilizes modeling and simulation techniques to analyze the operational behaviors of the subsystems and confirm data
communication between them. The targeted system in the study is a naval combat system (NCS), which is a typical type of defense
cyber-physical system (CPS). Three types of models were designed for the simulation testing of the NCS: a combat-management
model for simulating the overall computational activities, physical models to confirm the intrasubsystem behaviors, and data
integration models to test the intersubsystem communications. These models are realized with the Model-View-ViewModel
design pattern, which strongly facilitates graphical user interfaces being decoupled from model logic and data. We consider
underwater combat scenarios as an application. Six significant physical subsystems within the NCS are simulated and tested: a
ship-steering system, an inertial navigation system, a global navigation satellite system, a periscope, sonar systems, and a plotting
board. We expect that the proposed work will play a principal role when analyzing the behaviors and communications of defense

CPSs and providing an environment for functional testing as a digital twin.

1. Introduction

A military combat system is a type of maritime cyber-
physical system (CPS) [1-3] that collects physical data
through sensor subsystems [4]. In turn, it makes real-time
decisions by feeding the data into computing subsystems [5].
As a naval combat system (NCS) for a surface ship or
underwater vessel is highly complex, its functionalities re-
garding sensors, computers, and communications should be
tested individually in system of systems engineering [6, 7].

For the functional testing of an NCS, the following real-
world requirements at the subsystem level must be considered.
Firstly, most physical subsystems of an NCS are highly dis-
tributed [8]. As the subsystems operate separately, they have
multiple console panels to identify and control their operations.
Next, the subsystems usually have different data formats and
communication protocols [9]. To communicate between the

subsystems normally, NCS requires data integration systems
(D1ISs) to convert their input/output (I/O) data into interpretable
forms. Thus, DIS provides the loose connections of subsystems,
which guarantees flexible system adjustment, e.g., by allowing
the addition, removal, and change of the subsystems.

Because of massive costs in resources and time, it is
difficult to test an entire NCS with actual subsystems. For
such cases, modeling and simulation (M&S) techniques have
become good alternatives. Although CPSs containing an
NCS are intrinsically complicated, well-categorized models
for them are understandable, analyzable, and certifiable
[10-12]. Therefore, they give helpful simulation results and
insights to develop CPSs successfully [13-15]. Based on the
requirements of an NCS, the functional scope of the sim-
ulation testing conducted for this study is two-fold: (1) the
subsystems’ operational behaviors and (2) data conversion
between them.
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Various M&S methods for defense CPSs have been used
over the last decade. Some researchers have proposed
classification methods for CPS models [16-19], and others
have developed simulation systems with diverse modeling
languages [20-22]. The collective contribution of these
studies has been to suggest meaningful modeling methods
and simulation software for defense CPSs. Despite this
contribution, the methods still warrant some improvements.
For example, some CPS models lack a realistic configuration
of their target systems. They focus on evaluating a CPS’s
integrated performance as a whole rather than analyzing the
operational behaviors of subsystems. In addition, some
researchers developed simulation systems with a centralized
approach so that the communications between the sub-
systems could not be simulated or expanded. Thus, the
previous techniques were not suitable for subsystem-level
simulation testing.

This study presents a practical simulation approach to
testing defense CPSs, specifically an NCS, at the subsystem
level. We functionally classify CPS models that closely re-
semble the components of the real NCS. Then, we develop a
distributed simulation system to help with analyzing
intrasubsystem behaviors and confirm the conversion of
intersubsystem data.

The designed models were implemented using the Model-
View-ViewModel (MVVM) design pattern [23] in Windows
Presentation Foundation (WPF). The main advantage of the
MVVM pattern is to decouple the graphical user interface
(GUI) significantly from the model logic and data [24]. We
created GUIs for the subsystems’ console panels with ex-
tensible application markup language [25]. The logical parts of
the models—e.g., the decisions, dynamics, and data con-
versions—are implemented in the models of the MVVM
pattern. This separation between data and logic increases the
transparency, modularity, and flexibility of the overall
modeling, i.e., the external graphical interfaces and the in-
ternal model logic. For this reason, the MVVM design pattern
has been used widely to develop software for human-com-
puter interaction (HCI) in many industrial fields [26, 27]. To
the best of our knowledge, this study is the first attempt to
develop a practical implementation of the MVVM design
pattern for simulating a naval CPS.

As a practical case study, we simulated underwater
combat operations. The physical subsystems to be modeled in
this simulation included a ship-steering system, an inertial
navigation system (INS), a global positioning system (GPS), a
periscope, sonar systems, and a plotting board. A DIS model
was developed to convert simulated data from the INS model
into real-system data comprising hexadecimal values with a
predefined header. The empirical results show how the
physical models behaved during the simulation and how the
DIS model transformed the collected data into compatible
information for system scalability. With several discussions,
we expect that the developed simulation system can be uti-
lized to test an NCS at the subsystem level successfully.

The study is organized as follows: Section 2 describes the
NCS briefly to provide the background, and Section 3 an-
alyzes previous works. Section 4 proposes the overall sim-
ulation architecture and the realization of the three model
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types based on the MVVM pattern. Section 5 explains and
discusses an application for naval combat simulation. Fi-
nally, Section 6 presents our conclusions.

2. Background

An NCS, as a defense CPS, evaluates real-time threat situ-
ations and assigns appropriate weapons based on complex
computations. Figure 1 shows a simplified configuration of
an NCS. It comprises the multiple families of physical
subsystems that perform similar functions (the red part in
Figure 1). For example, the navigation sensor systems
containing a GPS and an INS calculate the position, ori-
entation, and velocity of their vessel. Underwater sensor
systems, as typified by sonar systems, mainly detect objects
in the water, and surface sensor systems, such as radar or
periscope systems, perceive objects on the water’s surface
[28]. The underwater and surface sensor systems must be
integrated with the navigation sensors because the accuracy
of target detection requires precise self-localization. Weapon
systems, e.g., missiles or torpedoes, contain independent
objects launched from the vessel against offensive and de-
fensive tactics.

As a computational part of the CPS, a combat man-
agement system (CMS) utilizes all information gathered
from sensor and weapon systems [29]. It continuously
performs the information-processing stages in the compu-
tational domain. For example, the CMS perceives the sur-
roundings of its vessel and identifies approaching threats.
After tracking them, it launches appropriate weapons and
controls them, if necessary [30]. The CMS also contains
several subsystems. As shown in the green part of Figure 1, it
has multifunction consoles for HCI. The multifunction
consoles display the overall tactical situation upon awareness
by data integration from signal-processing units. They assist
vessel operators with understanding the situation and
commanding their decision-making.

An NCS configures a combat system data bus (CSDB)
and a central bus network to connect all the physical and
computational subsystems. Note that the physical subsys-
tems do not plug into the CSDB directly. The subsystems
within the same group link to a data-integration system
(DIS), which is interconnected across the CSDB sequentially
[31]. In this case, the DIS (the blue part in Figure 1) performs
essential roles as a gateway [32]. As each subsystem has a
different data format and communication type, the DIS
converts its I/O data to compatible forms with the CSDB. It
also allows new subsystems to be added to the same system
group without directly affecting the CSDB. Therefore, the
physical subsystems are connected through interoperability
arrangements, which guarantees that they do not require
strong coupling or tight integrations [33].

To summarize, the NCS is a defense CPS that has
physical and computational subsystems connected via a
centralized network [34]. For data conversion and system
scalability, NCS also contains several DISs according to the
subsystem types. In this regard, we developed three models
for simulation testing: combat management (CM), physical,
and DIS models.
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subsystems.

3. Literature Review

Simulation testing utilizes the computerized models of a real
system to evaluate the corresponding system’s functionality
under a given set of conditions [35]. Over the last decade,
various studies have been conducted to provide indications
for the simulation testing of defense CPSs. In this section, we
categorize them by aspects of their modeling and simulation,
as summarized in Table 1.

From a modeling perspective, several classification
methods have been proposed for defense CPS models. For
example, Sung and Kim [16] developed a collaborative
modeling methodology for a domain-specific discrete event-
simulation system, which categorizes models as discrete
event-level models or behavioral-level models. Li et al. [17]
similarly explained two-level modeling (physical and deci-
sion modeling) for defense CPSs. They focused on decision
modeling rather than physical modeling because combat
effectiveness is closely related to the tactics of the defense
CPS under certain conditions. Zhu et al. [18] introduced
domain-specific metamodeling with two orthogonal di-
mensions. Ontological modeling locates a model element
from a domain-definition perspective, and linguistic mod-
eling is concerned with modeling language definition. Park
et al. [19] split a defense system into two parts for CPS
modeling: core parts representing the system’s physical and
performance characteristics and shell parts for its opera-
tional attributes.

Although the above modeling methods provide trans-
parent classification systems, they focused more on ana-
lyzing the integrated functionalities of the target systems.
They tend to explain a holistic view of their modeling rather
than the modeling itself. Thus, they have a weakness when

evaluating the functionalities of subsystems, such as navi-
gation, radar, and sonar systems. In addition, as the methods
were developed to enhance general modeling indices, e.g.,
model composability and reusability, the authors were not
interested in basing the model components on a realistic
system configuration.

Simulation studies have been conducted to represent
defense CPS models graphically and analyze them. Squarcia
et al. [20] developed a numerical simulation tool named
Integrated Combat Systems Simulation (ICS-Sim), which
allows the integration of simulation models to analyze and
evaluate systems’ performance for studying innovative al-
gorithms. As these studies were fundamentally developed
with a centralized simulation environment, it is difficult to
apply them to geographically dispersed simulation systems
with a common simulation platform.

Similar to our simulation approach, some researchers
focused on distributed simulation with realistic components
of defense CPSs. For example, Xu et al. [21] federated one
computational simulation system at the engagement level
and three physical simulation systems at the engineering
level. Cheng et al. [22] also developed a distributed simu-
lation system containing a general simulation platform,
several observation systems, and a navigation system. They
focused on how to construct interoperable simulations with
legacy systems and achieve data flows according to real-time
constraints. Despite their contributions, however, these
works do not provide behaviors or communication data at
the subsystem level.

In recent years, our research team has carried out various
M&S studies for defense CPSs. For successful model-based
systems engineering (MBSE), we have studied M&S activ-
ities across all phases of MBSE. For example, we have
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TaBLE 1: Related works for modeling and simulation studies of defense cyber-physical systems.

Previous work

Motivation

Method

Sung and Kim
[14-16]

Li et al.
[15-17]

Zhu et al.
[16-18]

Park et al.
[17-19]

Squarcia et al.
[18-20]

A collaborative modeling process was proposed. It formally
defines the roles and responsibilities of domain engineers,
M&S engineers, and platform engineers.
Domain-specific modeling containing physical and
intelligent aspects was developed.

The proposed two-level metamodeling was based on petri
nets to support continuous state transitions and event
triggering.

A defense CPS model is classified into core and shell parts.
The two parts are specified with the DEVS (discrete event
systems specification) formalism.

A multiscale method was applied for modeling and
simulation of systems/subsystems with a different degree of
detail and accuracy.

The proposed warship model contains one computational

The models can be switched at the run-time or the load-time
of a simulation run by the dynamically linked library
technology.

Code generation mechanisms transform domain-specific
decision models to python code.

MetaDepth was used for supporting the two-level textual

modeling and implementing the deep semantics.

The Delta3D engine was used to represent combat entities
graphically within a centralized simulation environment.

An integrated simulation environment was developed for
the performance evaluation of entire naval CPSs.

A specific software-hardware environment was required to
interconnect legacy systems.

Three key technologies are resolved in their simulation

ﬁt;_eztla]ll. model for overall tactical behaviors and three engineering
models regarding weapons.

Cheng et al.  The proposed model for a CPS contains navigation, radar,

[20-22] and measurement submodels.

system: general simulation platform, distributed simulation,
and data exchange.

conducted the requirement analyses of next-generation
systems [36] and created several modeling methods for
CPSs, such as conceptual modeling [37], discrete event
modeling [38], multifidelity modeling [39], and distributed
simulation for heterogeneous systems [40]. Based on this
methodological background, this study develops a practical
simulation system with CPS models that are more realistic.
The critical points for this study are (1) how to evaluate
behaviors of subsystem models graphically for performance
analysis and (2) how to convert their communication data
for system scalability.

4. Proposed Work

This section, firstly, proposes the overall simulation archi-
tecture for testing the naval CPSs. Then, we explain the three
main components: the CM, physical, and DIS simulators.

4.1. Overall System Architecture. Simulation testing is the
process of designing and creating a computerized model of
an engineered system for conducting tests to evaluate the
behavior of the corresponding real system under a given set
of conditions [35]. The proposed CPS simulation confirms
intrasystem behavior and intersystem communication,
which is required for simulation testing. To this end, the
simulation architecture in Figure 2 utilizes three types of
simulators: a CM simulator for overall simulation activities
and physical and DIS simulators to achieve the above-stated
requirements.

The CM simulator supports the continuous execution of
the information-processing stages in the tactical domain and
builds a situational picture of the ship’s surroundings [29].
To simulate the overall actions of all the combat entities, it
contains simulation engines and model constructions, which
will be explained in the following subsection. After

simulating the main activities, the simulator sends the
simulated data to the relevant physical simulators.

The physical simulators realize their dynamics and be-
haviors by imitating the console panels of the corresponding
system. As the real NCS has various types of physical
subsystems, we selected several subsystems developed in this
study, as shown in Table 2. The vessels usually use multiple
navigation systems, which provides greater accuracy than
possible when using any single system. For example, physical
simulators control the propulsion, check their own behav-
iors with navigation simulators, detect threats with sonar
and periscope simulators, and check the surroundings with a
plotting board simulator. In this study, a periscope simulator
was developed for virtual-constructive simulation, which
will be explained in the discussion section.

Finally, the DIS simulator performs a gateway role. It
links the existing physical simulators to external CPSs or
their simulators by generating compatible I/O data on both
sides. In other words, it stores received simulation data,
converts them to real-world data, and sends the converted
data externally.

4.2.  Combat Management Simulator Development.
Figure 3 shows the configuration of the CM simulator. It
consists of simulation engines and a simulation model,
which means that models can be developed independently of
a simulation engine and interfaced with the simulator using
an APL

The simulator layer contains platform-level models. The
submarine model has various submodels, as well as sub-
marine and target models. The combat-management sim-
ulator enables the users to interact with and control the
physical systems for the large-scale systems [42]. In the
model layer, the space module simulates the physical signals
to be transferred within the environment. The acoustic
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TaBLE 2: Physical subsystems targeted in this study.

Physical subsystems System group

Subsystem role

Ship steering system Propulsion system
GPS Navigation sensor system
INS Navigation sensor system
Sonar system Underwater sensor system
Plotting board Surveillance system
Periscope Surface sensor system

It controls positional and postural information.

It detects and calculates positional and postural data of own ship on the water.
It detects and calculates positional and postural data of own ship underwater.
It detects and identifies underwater and surface ship threats.

It checks overall situations with battlefield condition.
It checks sea-level situations.

module simulates the acoustic signals generated from the
engines and propellers of the combat entities.

It is a closed-loop system that repeatedly performs object
detection and data processing, makes command decisions,
and determines how to respond to actions by appropriately
using composite equipment over the course of a war. Each
submodel is designed by the system taxonomy. In this study,
we used a discrete event system and a discrete time system.
For example, the data from the sensor and weapon models
are fed into a control system simulation that models the
sequence of events, from detection of the threat by various
sensors to its engagement by different weapons.

Figure 4 shows the class diagram for the combat-
management simulator to implement the concept of Fig-
ure 3. To resolve this issue from the software side, we use the
MVVM design pattern in the WPF framework. We divide

the class diagram into View, ViewModel, and Model hor-
izontally according to the MVVM pattern.

In Model, the combat-management simulator conducts
a simulation algorithm and model logic. In View, the user
can configure the scenario. The battlefield simulator helps
the user to configure new scenarios. In the scenario, the user
sets the model structure and values of the model’s attributes,
observes the simulation’s trajectories, and monitors the
specified attributes. The user handles the simulation object’s
spatial information, such as its position and speed. Mutual
influences among the subsystems and the nonindependent
behavior of the subsystems are evaluated from the battlefield
simulator. The combat-management simulator has refer-
ences for specific scenarios. It only uses interface classes.
Thus, it is not affected by changes to the scenario. The
modeler specifies which model attributes can be changed in
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the view and specifies values for those attributes. It is
desirable to allow a modeler to change the model’s structure
in view. The software architecture for the battlefield simu-
lator encapsulates (hides from the outside) their imple-
mentations (i.e., their internal behaviors) while providing
similar interfaces (i.e., access methods).

4.3. Physical Simulators Development. The physical simu-
lators provide physical subsystem aids and data and mete-
orological information for physical stabilization. Figure 5
shows the underwater sensor simulator in Table 2.
Figure 5(a) shows that, firstly, the targets generate noise, and
the noise radiates in all directions. The radiated noise
propagates far away, undergoing the loss of acoustic energy
and addition to background noise. Once the radiated noise
arrives at sonars, the sonars analyze the radiated noise.
Finally, sonar operators determine whether the noise rep-
resents targets (Figure 5(b)).

The sonar equation systematically estimates the expected
signal-to-noise ratios for sonar systems. The signal-to-noise
ratio determines whether a sonar will detect a signal in the
presence of background noise in the ocean. It considers the
source level, sound spreading, sound absorption, reflection
losses, ambient noise, and receiver characteristics. Such
signal-to-noise can be expressed as a passive sonar equation.

SE=SL-PL-NL-BW+AG-DT. (1)

The first term, source level (SL), is the magnitude of the
radiated noise, whose major sources are engines and pro-
pellers. The characteristics of the radiated noise vary,
depending on the type and operational conditions of the
naval ship, which becomes the clue for the classification of
targets. Propagation loss (PL) refers to the loss of acoustic
energy that the radiated noise undergoes when propagating.
Noise level (NL) is the magnitude of the background noise.
Bandwidth (BW) and array gain (AG) are related to signal
processing. Sonars analyze the radiated noise by signal
processing, and the results of the signal processing are the
magnitudes of the radiated noise according to bearings and
frequencies. Finally, detection threshold (DT) is the stan-
dard for determining whether there are targets.

4.4. DIS Simulators Development. The combat system links
together various network topologies, treated as subnetworks,
in a larger topology. In this case, the DIS is designed to act as
a proxy for combat systems residing on the central data bus,
which enhances interface compatibility. The DIS simulator
verifies that the realized simulated model accurately reflects
the authentic behavior of the real system to be tested. The
primary role of the DIS simulator is to convert simulation
data into a middleware data format.

5. Application: Naval Combat Simulation

This section introduces a practical application to maritime
warfare. The developed simulation system was used to test
the behaviors of the NCS’s subsystems and verify data
conversion in a specific subsystem.

5.1. Simulation Scenario. Modern warfare has two con-
flicting goals, depending on the side: (1) how the attacker can
hit targets accurately, and (2) how the defenders can in-
capacitate the attackers effectively [36]. For example, during
a maritime engagement between a submarine and a surface
ship, the submarine fires a torpedo, which sends out sounds
and seeks the surface target with echoes. In contrast, the
surface ship employs countermeasures to deceive the threat,
i.e., the torpedo, and implements evasive maneuvering [36].

We assumed underwater warfare in this application: a
friendly submarine attacks a hostile surface ship with a
torpedo. Simulation models for the submarine were built
based on the proposed CPS modeling. The CPS models
specify when the submarine would launch a torpedo and
how it would control the torpedo to hit the target. The
simulation models for the surface ship also contained when
and how to launch various types of countermeasures
according to the defensive tactics used. The simulation
would terminate when the surface ship has gone down or
when the torpedo is discharged.

5.2. Simulation Environment. We developed three types of
CPS simulators for the submarine. Five physical simulators,
as shown in Figure 6, were distributed across four desktops.
The CM and DIS simulators were set up on the same desktop
as that of the plotting board simulator. They interacted with
the developed physical simulators. For example, the CM
simulator computed the overall actions of all of the combat
objects. The submarine’s actions were decided based on the
sonar, GPS, INS, ship steering, and plotting board simula-
tors. The DIS simulator transformed simulation data from
the INS simulator into real-world data.

The simulators were developed in .NET framework 4.7
using the language C#. We utilized WCEF to realize service-
oriented communications between them. As a real INS has a
serial interface to connect to external systems, the INS and
DIS simulators were connected based on RS-232 serial
communications. To retain the consistency of the GUI with
the MVVM design pattern, we used DevExpress, which
provides best-in-class user-interface controls for WinForms,
ASP.NET, and WPF [43].

5.3. Simulation Execution. Figures 7-10 show the GUI re-
sults of the simulators developed in this application.
Figure 7(a) shows a screenshot of the CM simulator, which
comprises of five submenus. The main menu (Part I in
Figure 7(a)) helps the user to control the overall simulation
settings. A user can manage the simulation scenarios, such as
by creating, saving, and opening them. When a simulation
scenario is chosen, the user constructs the simulation models
and configures their variables and parameters via Parts II
and III. After completing the configuration, the user can
start the simulation and pause, resume, and stop it, if
necessary.

Part IV is the main screen to visualize the current
simulation situation. It provides all of the trajectories of the
combat objects, which are represented with North Atlantic
Treaty Organization joint military symbols. In this
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screenshot, a friendly submarine fires a torpedo at multiple
threats. The sensing ranges of the submarine and the torpedo
are displayed as purple and yellow fan-shaped sectors, re-
spectively. Part V shows specific events during the simu-
lation, e.g., threat detection, target evaluation, weapon
assignment, and weapon launch. As the combat-manage-
ment simulator provides an integrated situation, the indi-
vidual behaviors are verified by the physical simulators.

Figure 7(b) is a screenshot of the ship-steering simulator,
which shows the six degrees of freedom for the vessel, i.e.,
latitude, longitude, depth, heading, pitch, and roll. The
simulator was developed with autopilot and manual oper-
ation modes. The user can select the mode from part I, and
the selected mode is displayed and managed via parts II and
III. For example, in the manual mode, the user can control a
pair of hydroplanes at the forward and afterward sides to
change the vessel’s horizontal direction and two rudders
mounted in the vertical plane to change the lateral move-
ment. The current positional and attitude information is
displayed in part IV. All of the views in this simulator are
displayed as bar charts.

Figure 8 shows the results from the two navigation
sensor simulators. The GPS simulator in Figure 8(a) provides
positional data based on satellite information. Part I displays
the current latitude, longitude, altitude, and speed with text,
and part II illustrates the number of satellites needed to
calculate the position. In this application, the navigation data
are processed with the global marine navigation protocol,
which is a combined electrical and data specification for
communication between marine navigation equipment [44].

When the vessel is operated underwater, it cannot re-
ceive a GPS signal; therefore, the INS mainly is activated,
instead of the GPS simulator. In contrast to the GPS sim-
ulator, the INS simulator in Figure 8(b) provides textual and
graphical information for the vessel’s position and altitude
(Parts II and III). The INS simulator uses the GPS signal to
calibrate navigation inaccuracies when the GPS signal is

available. Thus, through Part I, the user can choose whether
to use the GPS signal while checking the current simulation
time.

Figure 9 provides the screenshots of the sonar simulator,
which displays all of the undersea-detection information as
broadband and narrowband views. The broadband view in
Figure 9(a) contains thee subviews: the bearing diagram,
plan-position indicator, and bearing time history. Firstly, the
bearing diagram displays the amplitude envelope curve of
the signal according to the directed sensors. If a target is
detected in a specific sensor, the target is displayed as a raised
section and assigned a specific number. Next, the plan-
position indicator view (part II) is a type of radar display
using a polar coordinate system. In this view, our vessel is in
the center, and the detected targets are marked as red points.
The view displays the targets’ sound levels with a crushed
blue circle. In parts I and II of Figure 9(a), three tar-
gets—numbered 1, 2, and 3—were detected at about 100°,
310°, and 330° angles, respectively, with the 310" target
having the highest sound level. Finally, the bearing time
history (part III), referred to as a waterfall diagram, displays
the output of the beamforming processor by time. The
newest information is at the top of part III, which is matched
with the bearing diagram.

Although the broadband view finds the targets’ bearings
and sound levels, it does not indicate which types of targets
have been detected. The target type is specified by the sounds
emitted and can be identified from the narrowband view.
Figure 9(b) shows two narrowband views for the frequency
analysis (II) and gram (III). The frequency analysis, which
contains bearing-intensity and bearing-frequency graphs,
provides all of the targets’ detected sound frequencies. The
frequency signals represent vital information about the
targets’ outward shapes and operations. Similar to the
bearing time history in the broadband view, the gram (part
III) in the narrowband view displays several sound beams
simultaneously for time-series analysis. As shown in
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Figure 9(b), twelve beam arrays for three targets were de-
tected and temporarily faded away.

In Figure 10(a), the plotting-board simulator displays
various types of information from the platforms currently in
operation. The main view shows the overall trajectories of
the submarine, surface ship, and torpedoes with different-
colored lines. The right part of the main view offers two types
of information: (1) numerical values such as latitude, lon-
gitude, heading, and speed and (2) status information
containing the targets’ categories and identification. Finally,
Figure 10(b) is a screenshot of the DIS simulator, which
provides the real-world data to be converted from simula-
tion data. Thus, it provides increased transparency for the
data set, to both the existing and connected systems.

5.4. Discussion. The simulation experiments show func-
tional testing results at the subsystem level. The CM sim-
ulator simulates real-world combat scenarios, computes
overall activity, and sends simulated data to the relevant
physical simulators. The five physical simulators display
specific behaviors via the user interface, and the DIS sim-
ulator shows the data communication between the
simulators.

Here, we discuss two further applications for the de-
veloped simulators. First, the simulators were utilized to
analyze effectiveness and performance. The ultimate goal of
NCS is to maximize fighting and defensive strengths based
on optimal control of sensor and weapon systems. The NCS
should be optimized, and performance should be evaluated
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before a real war is conducted, to measure the system’s
reliability [42]. Such early feedback during the system-de-
sign phase improves to the product’s quality by allowing a
new understanding of emergent behavior. The proposed
simulation can reduce the time it takes to introduce new
products, as has been very effectively demonstrated in the
automotive industry [41].

Next, the present study supports a testing environment
for other studies. It is common practice in military simu-
lations to federate systems at different levels so that they can
interoperate to provide their functionalities in a new context.
MBSE, a paradigm in which the model becomes the actual
software, provides not only a safe and efficient testbed but
also provides an immersive environment in which CPSs can
learn to adapt and optimize their behavior [45-47]. A build-
and-test approach is insufficient because the complexity,
cost, and design times become more challenging [48].

Figure 11 shows virtual and constructive simulations, a
further application for the developed system [49, 50]. We
developed a periscope simulator with HCI interaction. The
operator, in turn, interacts with the system or performs these
activities, linked with the help of specific HCI panels. The
DIS simulator in this advanced simulation produces new
real-system data from received simulation data, which ex-
tends to live-virtual-constructive simulation.

6. Conclusion

In this study, we propose a layered simulation architecture for
functional testing that differentiates intrasubsystem behaviors
and intersubsystem communications. We designed and
modularized three types of simulators. The CM simulator
simulates real-world combat scenarios and sends simulated
data to the relevant physical simulators. With the simulated
data, each physical simulator realizes its dynamics and be-
haviors by imitating the console panels of its corresponding
system. Finally, the DIS simulator performs a gateway role. It
links the existing physical models to external CPSs or their
models by generating compatible I/O data on both sides.
The proposed s increases the automation’s transparency,
both to the designer and to the user, by separating the
domain processing needed to build the system view from the
processing. The developed software provides parallel man-
agement of the external interfaces to the combat system and

internal interfaces between subsystems within the combat
system for simulation testing.

Specifically, we discussed several findings, including the
balancing of physical and computational abilities as well as the
importance of information technology and the statistical trends
between the models’ inputs and outputs. Models enable sim-
ulation and analysis, which can result in earlier identification of
design defects than prototyping can. MBSE is now a critical
enabler for managing the complexity when developing complex
modern systems like CPSs. We believe that the proposed systems
also will allow developers and the research community, in
general, to better understand open problems and their impact on
the broad applicability of model-based design technologies.
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The noise of a cab directly affects the comfort and labor efficiency of the operators. The optimization of the structure-borne
transmission path can obviously reduce the cab noise. The method of panel acoustic contribution analysis (PACA) is used to
reduce structure noise. However, most studies only consider the panel acoustic contribution of a single frequency, without
considering the contribution of major frequencies synthesis to confirm the optimized panels. In this paper, a novel method is
proposed based on composite panel acoustic and modal contribution analysis and noise transfer path optimization in a vibro-
acoustic model. First, the finite element model (FEM) and the acoustic model are established. Based on the acoustic transfer vector
(ATV) method, a composite panel acoustic contribution analysis method is proposed to identify the panels affecting the noise of
the field point. Combined with the modal acoustic contribution of the modal acoustic transfer vector (MATV) method, the noise
field point is confirmed in the area which has the most significant influence. Second, the optimization algorithm NLOPT which is a
nonlinear optimization is applied to design the areas. The noise transfer path optimization with vibroacoustic coupling response
can quickly determine the optimal thickness of the panels and reduce low-frequency noise. The effectiveness of the proposed
method is applied and verified in an excavator cab. The sound pressure level (SPL) the driver’s right ear (DRE) decreased
obviously. The acoustic analysis of the composite panel acoustic contribution and modal acoustic contribution can more ac-
curately recognize an optimized area than the traditional PACA. This method can be applied in the optimization of the structure-
borne transmission path for construction machinery cab and vehicle body.

1. Introduction

Noise, vibration, and harshness (NVH) is usually used to
evaluate the drivers’ comfort of a vehicle [1, 2]. With the in-
creasing academic attention to the environment and the
technical improvement of vibration and noise standards of
construction machinery, the NVH performance of construc-
tion machinery has been adopted by major manufacturers in
recent years. Drawing on the achievement of automotive NVH,
analysis methods and the design of construction machinery
NVH have been gradually formed with the finite element and
boundary element as the core [3, 4].

For analysis and control of vibration and noise in a cab,
continuous efforts have been made. Sheng and Tijs used the

wavenumber finite and boundary element methods to obtain
a numerical solution [5, 6]. Li used the experimental method
to obtain a structural modal of the body-in-white of a car,
which provides an excellent way to solve similar problems
[7, 8]. Mohanty identified that the frequency of structural
noise was less than 1kHz, which belongs to the low and
middle frequency range, and can be controlled by sup-
pressing structural vibration [9]. Cheung performed finite
element modeling of the vehicle cab after measuring the
random excitation. The low-frequency structural noise of the
cab was predicted when the contribution of the body panels
was analyzed [10]. Hyunwoo and Siano calculated the
acoustic response and predicted the noise by inputting
excitation [11-13]. Guo and Cheng reduced the structure-
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borne noise since the automotive body panel vibration was
controlled [14, 15]. Bao analyzed and predicted the sound
field inside the cab of the shovel loader using acoustic vi-
bration coupling, and the design was optimized by con-
firming the panel with the largest acoustic contribution [16].
Long and Wolft analyzed acoustic response, panel contri-
bution volume, and modal participation factor by applying
ATV and MATV methods for the cab of a truck, and the
panels were confirmed to be improved [17, 18]. Wu
established HELS-based near-field acoustic holography
(NAH) formulations that can analyze and rank the panel
acoustic contributions toward the acoustic field and
reconstructed the acoustic field inside the vehicle passenger
compartment [19]. At present, the traditional method for
PACA aims at the maximum sound pressure level peak at a
field point. Then the panels which contribute the most to the
maximum sound pressure level are recognized. Finally, the
panels are ameliorated to reduce noise. However, in practice,
there is often more than one sound pressure peak with small
differences in each other. The contributions of a panel are
also different at main frequencies. While the maximum peak
of the sound pressure is reduced at a frequency, the other
one may be increased at another frequency. Therefore, the
effectiveness of noise reduction is unsatisfactory. In this
study, a method of composite panel acoustic contribution
analysis is proposed, which takes the multiple frequencies
into consideration.

After recognition of the regions that contribute most to
the interior noise, it is necessary to optimize the panels. Han
compared three different conditions to affirm the optimum
proposal [20]. Liang used structural topology optimization
to modify the panels [21]. Most researchers used experi-
ments or topology optimization methods to optimize panels
to reduce the interior noise of a cab but rarely used opti-
mization algorithms in construction machinery. Optimi-
zation algorithms have been studied widely to solve
multiobjective optimization problems, such as the global
optimization algorithm [22, 23], the local optimization al-
gorithm without gradient [24-26], the local optimization
algorithm based on gradient [27-29], and so on. The op-
timization of reducing noise in a cab is a constrained,
multiobjective, and multivariable problem, which is suitable
for the optimization algorithm without gradient. Chan and
Kumar studied algorithms in the NLOPT library and se-
lected appropriate algorithm to solve the multiobjective
problem [30, 31]. The optimization algorithm in the NLOPT
library can meet the requirements.

In summary, the current research mostly focuses on the
single-frequency PACA while rarely considers the composite
contribution of the multiple frequencies when recognizing
the optimized panels. Furthermore, most of the transfer path
optimization methods are topology optimization or
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multischeme experimental comparison, while the ways of
combining the optimization algorithm with simulation
software are rarely used in a cab. In this paper, the theory
and method of composite panel acoustic and modal con-
tribution analysis are constructed. The composite panel
acoustic and modal contribution are integrated to determine
the improved panels and areas. Then, the transfer path
optimization coupling acoustic software, Python language,
and algorithm are used to optimize the panels and areas.
Finally, the effectiveness of the proposed method is verified
in an excavator cab.

2. Basis Analysis Theory

2.1. Composite Panel Acoustic Contribution Analysis Method.
Among the energy transferring from the vibration source to
the cab panel, the bending wave is the main fluctuation form.
The periodic average power transmitted by a simple har-
monic bending wave is expressed as

2 3
P = Vmax,nKka > (1)
where V.. , is the maximum normal velocity of a thin panel

structure, K is the bending stiffness, w is the angular fre-

quency, and k is the wave number. The vibration energy per

unit wavelength of a simple harmonic bending wave can be

expressed as

1
Ve KK

E max,n’ v

E= (2)
The transmission of vibration energy within a thin panel
can be determined by the maximum normal velocity at
different locations.
The wave equation governing sound field is as follows:
10°p
Vip=——5 (3)
P vg ot

where p denotes the sound pressure, v, denotes the speed of
sound, t denotes the time, and V> denotes the Laplace
operator. Refer to the panel theory, the vibration differential

equation of the panel structure in the cab is as follows:
’u
KV'u+ph
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where p, denotes the density of the thin panel, h, denotes the
thickness of the thin panel, and f, denotes the normal load
acting on the surface of the structure per unit area.

The finite element representation is established by ap-
plying the structural dynamics equation of the panel with the

wave equation and using the Galerkin method.
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where u; denotes the displacement column vector of the
node; p ¢ denotes the sound pressure column vector of the
node; M, C,, and K| are the mass matrix, damping matrix,
and stiffness matrix, respectively; F; denotes the column
vector of external load acting on the structure or the sound
cavity; the subscripts s and f denote the structure body and
the sound cavity, respectively; and A denotes the coupling
matrix of sound pressure and displacement. Neglecting the
sound absorption materials and damping materials, the
acoustic cavity damping matrix and structural damping
matrix are zero. Applying Fourier transform, the above
equation is transformed as follows:

(0’M; +iwC; + Kp)Pp = -w’p,ATU+Qp, (6)

where i = v/-1,U,, P 1> and Qy are frequency-domain pa-
rameters, while u,, j S and F; are the time-domain pa-
rameters. Since the acoustic cavity has no load other than the
wall panel vibration, the external load Q;=0.
Let
1

Z = .
—(Usz + l(UCf + Kf (7)

Then equation (6) is transformed to
P, =iwp;A"ZU,. (8)

It can be inferred that controlling the vibration speed of
the thin cab panel can affect the vibration energy and
acoustic radiation.

ATV illustrates the relation between sound pressure
response at a field point and surface vibration velocity.

Py = Apry (@)V, (w), (9)

where Pg. denotes the sound pressure at a field point,
AXTV (w) denotes the acoustic transfer vector, and V, (w)
denotes the normal vibration velocity of a panel. The
acoustic contribution is the algebraic sum of the acoustic
contribution of every element in the panel to the field points.
The mathematical formula of the element acoustic contri-
bution is as follows:

Z (10)

where P; ; denotes the acoustic contribution of the i th el-
ement in the j th panel to the field point.

Based on the structure-acoustic coupling equation, the
synthetic sound pressure at the field point within the
acoustic cavity is expressed as follows:

II
n M:

n
1
Py =) PN (11)
j:

where Pp‘me is the sound pressure generated by panel j at site
N and n denotes the number of all relevant panels. To
quantify the contribution of the panel vibration to the sound
pressure level at the field point, the sound pressure com-
ponent caused by any panel j at site N is projected in the

direction of the complex vector of the combined sound
pressure to obtain the conventional contribution of the panel
to the synthetic sound pressure.

PR Py
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The composite panel acoustic field contribution analysis
takes all sound pressure peaks into consideration, i.e., the
same importance is given to all sound pressure peaks.
According to the contributions to the overall sound pressure
level of the field point, it is necessary to give different
weighting to the sound pressure peaks, and the correction
coefficient 3 is introduced and defined as follows:

P;

B = (13)
Psite

(Pc)N,j = (12)

where P; is the peak sound pressure of interest frequency and
Pﬁltfs is the root mean square (RMS) value, and the com-

posite panel acoustic contribution is obtained as follows:

(PN = Zﬁ (PR (14)

2.2. Modal Contribution Analysis Method. The modal
acoustic transfer vector illustrates the relationship between
the sound pressure at the field point and the modal par-
ticipation factor, which takes into account the structural
modal on the basis of ATV. In accordance with the vibration
displacement vector of the surface, the normal vibration
velocity vector is projected to the normal direction of the
surface.

= jw- ®, - MRSP (), (15)

where ®, denotes the matrix of structural modal and
MRSP (w) denotes the matrix of modal participation factors.
The sound pressure at the field point can be calculated as

p ={ATV (w)}" X jo x ®,MRSP (w)

(16)
={MATV ()} x MRSP (w),

where MATV (w) denotes the modal acoustic transfer vector
and can be calculated as

(MATV (o)} = jo-{ATV(0)}" - @, (17)

The modal contribution of each frequency is calculated
by extracting the modal matrix to recognize the optimized
area.

3. Composite Panel Acoustic and Modal
Contribution Analysis Method

This paper uses a composite panel acoustic and modal
contribution analysis method to recognize the optimized
area and then uses a noise transfer path optimization with
vibroacoustic coupling response to determine the optimal
area to reduce low-frequency noise.



Figure 1 shows the process of composite panel acoustic
and modal contribution analysis. First, the FEM and the
acoustic model of a cab are established and coupled. The
structure model and the acoustic cavity model are calculated
for the modal participation factor. Based on the vibroa-
coustic coupling model and external excitation, the SPL at
the field point is calculated. The correctness of the vibroa-
coustic model is verified by comparison with experimental
and simulation results. Second, based on the ATV method,
the composite panel acoustic contribution analysis method
is proposed to identify the main panels affecting the field
point. Composite panel acoustic contribution analysis gives
different weighting to the sound pressure peaks. Combined
with the modal acoustic contribution of the MATV method,
the areas which have the largest influence noise at the field
point are confirmed in panels. Finally, the noise transfer path
optimization with vibroacoustic coupling response analysis
can determine the panel thickness and reduce low-frequency
noise. The optimization algorithm NLOPT is applied to
design the areas.

4. Application and Verification

This paper takes an excavator cab as the application target of
the new method. Excavators are the most widely applied
equipment in construction. For the purpose of reducing the
low-frequency noise caused by panel vibration in an exca-
vator cab, the composite panel acoustic and modal contri-
bution analysis and noise transfer path optimization are
applied. The optimization results are verified by an
experiment.

4.1. Numerical Model

4.1.1. The Cab Structural Model. The excavator cab is mainly
made of the welded panel and shell structure. Some struc-
tural parts such as small holes, chamfered corners, and tabs
that have less impact on the cab model are applied to
simplify the process. The material of the body in white is
Q235 with 210 GPa elastic modulus, 7850 kg/m? density, and
0.3 Poisson’s ratio. The glass is added around the FEM of the
body in white to constitute an enclosed cab. The elastic
modulus of the glass is 72 GPa, density is 2500 kg/m?, and
the Poisson’s ratio is 0.22. The cab is meshed with an average
mesh cell size of 10 mm. Figure 2(a) shows the FEM of the
cab with a cell number of 324072 and a node number of
319817. According to the procedure of solving the structural
model of the cab, the first four structural modes of the
enclosed cab are obtained, as shown in Figure 3. Most large
displacements in modal shapes are concentrated in the
glasses, which demonstrates that the glasses are prone to be
excited vibration.

4.1.2. The Cab Acoustic Model. The acoustic model is
established on the basis of the structural model. The material
of the acoustic cavity is air with 340m/s velocity and
1.22 kg/m? density. The frequency range caused by the panel
vibration is mainly 20-200Hz. To improve simulation
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accuracy, the length of the acoustic grid should meet the
requirements L < ¢/6 f ... where L denotes the length of the
divided acoustic grid cell, ¢, denotes the sound velocity, and
fmax denotes the maximum frequency. The maximum
length of the acoustic grid is 283.33 mm. The length of the
acoustic grid is set as 40 mm. Moreover, the acoustic model
is obtained with 9453 elements, as shown in Figure 2(b).
Figure 4 shows the first four acoustic modes of the excavator
cab. The structural modal and acoustic modal can be im-
ported to the vibroacoustic model for acoustic response
analysis.

4.1.3. The Cab Vibroacoustic Model. The structural model of
the enclosed cab is first inputted into the simulation soft-
ware. Then the acoustic cavity model also is imported. The
field points are set up in the acoustic cavity elements. The
excitation points are created under the cab. Finally, the
structure model and acoustic cavity model have achieved
mutual mapping by way of establishing the coupling face.
The vibroacoustic coupling model of the excavator cab is
established, as shown in Figure 5.

4.2. Numerical Analysis

4.2.1. Baseline Measurements. Figure 6 shows the process of
data acquisition in the excavator cab. The vibration accel-
eration in the Z direction of the cab suspension and the
corresponding one-third octave right ear sound pressure of a
medium excavator at idle speed (1050 rpm) are measured as
input to the panel acoustic contribution analysis, as shown in
Figures 7 and 8, respectively. A low-frequency band, mainly
20-200 Hz, possesses the main energy of sound pressure.
The frequencies corresponding to the sound pressure peaks
are 50 Hz, 100 Hz, and so on.

4.2.2. Acoustic Response Analysis. By acoustic response
analysis, the sound pressure at the field point connects with
the elements in FEM. The acceleration excitation of the
suspension is imported to the vibroacoustic coupling model.
The frequency range of the simulation is set as 20-200 Hz,
and the step size is 1 Hz. After the simulation calculation,
Figure 9 shows the comparison simulation results with
experimental results about SPL of DRE.

In the frequency range of 20-200 Hz, the tendency of the
simulation curve and the experiment curve is roughly ac-
cordant and the frequency corresponding to the peak also
coincides. It shows that the simulation results can be re-
flected the acoustic response and verified the accuracy of the
coupling model.

4.3. Composite Panel Acoustic Contribution Analysis. The
excavator cab is divided into 12 panels in the acoustic model,
and the panel numbers and the corresponding panel names
are shown in Table 1.

As an example, Figures 10 and 11 show the panel
acoustic contribution at 50 Hz and 100 Hz, respectively. The
panels have a great difference in contribution at diverse
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Acoustic cavity model Structure model [«—  Optimization based on Nlopt and Python
Acoustic cavity modal Structure modal Composite PACA, modal contribution analysis
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FiGure 1: The process of composite panel acoustic and modal contribution analysis.

(®)

FiGure 2: The structural and acoustic model of an enclosed cab. (a) The structural model. (b) The acoustic model.

frequencies, or even opposite contributions. Hence, it is
important to consider the composite contribution of the
main frequencies. The composite panel acoustic contribu-
tion analysis for the partitioned panels is calculated in ac-
cordance with equations (13) and (14). The histogram is
shown in Figure 12. From the figure, it can be seen that
panels 1, 3, 4, 5, 6, 7, and 12 have a positive contribution to
the overall SPL at the field point and the rest of the panels
have a negative contribution. Among the panels contrib-
uting positively, panels with a contribution degree greater
than 0.05 are the right glass, door glass, and bottom panel,
which need to be optimized.

4.4. Modal Contribution Analysis. The enclosed structure
modal obtained from the MSC Nastran solution is imported
into the acoustic software. Moreover, the calculation results
of ATV are also imported to map the structure modal to the
acoustic mesh, and the modal participation factor is cal-
culated. Then, the MATV matrix is calculated using ATV as
the modal transfer matrix and combining the modal par-
ticipation factors. Afterward, the MATV matrix is extracted
by combining the frequency corresponding to sound
pressure peaks in the DRE sound pressure response curve.
According to Figure 8, the frequency of the higher peak value
of sound pressure is 50 Hz and 100 Hz. Figures 13 and 14

show the value of the modal contribution of the cab modal at
50 Hz and 100 Hz, respectively.

The top five-mode orders in modal contributions at
50 Hz are 3", 4™, 6, 36™, and 40" orders, while the top five-
mode orders in modal contributions at 100 Hz are the 3",
4™ 6™ 23" and 25" orders. The related mode vibration
patterns are shown in Table 2, and the representative mode
vibration patterns are shown in Figures 15, 16, and 17. From
the representative modal vibration patterns, it can be con-
cluded that the regions with greater influence on the peak
sound pressure corresponding to 50Hz and 100Hz are
mainly the center of the door glass, the center of the right
glass, and the center of the bottom panel.

4.5. Structure Optimization and Verification

4.5.1. Structure Optimization. The method of composite panel
acoustic and modal contribution analysis identified the key
locations for improvement i.e. the door glass, the right side glass,
and the bottom panel. The optimization method of the noise
transfer path is adopted to reduce cab noise. Since the upper
part of the bottom panel is the seat and the bottom is the
hydraulic pipeline, it is not easy to change the structure. Thus,
the thickness optimization of the center of the bottom panel is
not considered. The structure of the excavator cab is optimized
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32.8 Hz: 2™ structural modal
(b)

44.9 Hz: 3" structural modal
(c)

46.8 Hz: 4™ structural modal
(d)

FiGURE 3: The structural modal of an enclosed cab. (a) 25.7 Hz: 1% structural modal. (b) 32.8 Hz: 2™ structural modal. (c) 44.9 Hz: 3¢

structural modal. (d) 46.8 Hz: 4™ structural modal.

using the NLOPT optimization program combining with the
acoustic software. The NLOPT script is shown in Figure 18. The
left side door glass center and the right glass center can be
optimized. NLOPT involves various kinds of optimization al-
gorithms with a uniform interface; the derivative-free optimi-
zation with LN_COBYLA function is suitable for the accuracy
and speed of the optimization.

Applying the same boundary conditions and excita-
tion conditions to the optimized model, the optimization
program is terminated after 20 iterations. Moreover, an
optimal design is found that the total weight of the whole
board is less than 35kg, and the sound pressure level is
low. After the optimization, the thickness of the glass on
the right is 0.00566 m, and the thickness of the left side
door glass is 0.0062 m. The optimized sound response in
the cab is analyzed. Figure 19 shows the optimized DRE
sound pressure curve and the original DRE sound
pressure curve. It can be seen that the SPL at the fre-
quency of 100 Hz is reduced from 53.06 dB to 51.36 dB.
Although the SPL in the frequency range from 120 Hz to
200 Hz increased, the total sound pressure has been

reduced by 2.3 dB, which indicates the direction of noise
reduction for the cab.

4.5.2. Experimental Verification. According to the results of
the structure optimization, it can be concluded that the
driver’s right ear noise can be reduced by increasing the
thickness of the right glass and left side door glass.

The manual scheme is experimented by adding a mass
block on the right glass and left side door glass, as shown in
Figures 20 and 21.

When the right ear noise is collected under the 1050 rpm
working condition, compared with baseline measurement re-
sults, as shown in Figure 22, the sound pressure level is reduced
by 3.18dB in the frequency band of 20 Hz-200 Hz, and the
overall sound pressure level is reduced by 2.25dB. The gap is
because the sound pressure level of 315Hz and 400 Hz and
other medium and high-frequency noise increases, which leads
to the noise level reduction of the whole frequency band. The
experiment proves that the low-frequency noise can be reduced
by thickening the panels.
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98.6 Hz: 1% acoustic modal 105.6 Hz: 2" acoustic modal 147.4 Hz: 3'4 acoustic modal

(a) () (©

184.7 Hz: 4™ acoustic modal
(d)

F1GURE 4: The acoustic modal of the cab. (a) 98.6 Hz: 1** acoustic modal. (b) 105.6 Hz: 2"¢ acoustic modal. (c) 147.4 Hz: 3" acoustic modal.
(d) 184.7 Hz: 4™ acoustic modal.
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FIGURE 5: Cab vibroacoustic coupling model.
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FI1GURE 6: Baseline measurements for vibration and noise.
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FIGURE 7: Acceleration excitation at 1050 rpm.
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TaBLE 1: Cab panel division.
Panel number Panel name Panel number Panel name
1 Right side glass 7 Left side door glass
2 Right fence panel 8 Left rear top glass
3 Front glass 9 Left rear bottom glass
4 Roof front glass 10 Rear side glass
5 Central roof enclosure 11 Rear side panel
6 Roof rear enclosure 12 Base panel
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FiGURrE 10: The panel acoustic contribution at 50 Hz.
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FIGURE 11: The panel acoustic contribution at 100 Hz.
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FIGURE 12: The composite panel acoustic contribution.
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FiGure 13: Modal contribution of the cab at 50 Hz.
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FiGURE 14: Modal contribution of the cab at 100 Hz.

TABLE 2: Manifestation of the relevant mode vibration pattern.

Modal order Modal vibration expression
3 Base panel

4 Right side glass

6 Door panel glass

23 Front glass

25 Door panel glass

36 Front glass, roof glass
40 Roof glass

Translational displacement magn
Occurrence 3

mm
5.42

4.88
4.34
3.8

3.25
2.71
2.17
1.63

1.08

The center of
bottom panel.

0.542

0
On Boundary

F1GURE 15: Third-order vibroacoustic coupling modal.
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Translational displacement magn
Occurrence 4
mm

11.3

The center
of right glass 102

9.07
7.94
6.81
5.67

4.54

2.27
1.13

0
On Boundary

FIGURE 16: Fourth-order vibroacoustic coupling modal.

Translational displacement magn
Occurrence 6
mm

7.63
6.87
6.11
5.34
- 4.58
. 3.82
3.05
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On Boundary

FIGURE 17: Sixth-order vibroacoustic coupling modal.
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#USER INPUT: Actran main input file
actran_MFR_file=‘coupled_MFR.edat’
structure_modal_file="structure_mode.edat’

#USER INPUT: number of iteration
n_iteration = 20

#USER_INPUT: the initial value
initial_thickness =[5,5]

#USER_INPUT: lower and upper band for the
variables

lower_band=[3, 3]
upper_band=[7, 7]

#USER_INPUT: mass limit
mass_limit = 35

FIGURE 18: Part of the optimized program script.

100 -

Sound pressure level (dB)

20 40 60 80 100 120 140 160 180 200
Frequency (Hz)
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FIGURE 19: Original and optimized sound response curve.

FIGURE 20: Manual verification on the left side door glass.
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O = Optimised: AutoPower right ear:S (A) 61.36

F1GURE 22: Comparison of right-ear noise experiment values of the
cab before and after optimization.

5. Conclusion

Reducing the vibration noise usually achieved by improving
the structure, but how to quickly and accurately identify and
optimize the structure with a large contribution, is a chal-
lenge. In this paper, a method of noise transfer path opti-
mization based on the composite panel acoustic and modal
contribution analysis is proposed. The acoustic transfer
vector method is used to analyze the acoustic characteristics
in the vibroacoustic model. To avoid the lack of considering
a single frequency contribution in the traditional panel
acoustic contribution analysis, the composite panel acoustic
contribution analysis that takes the multiple frequencies into
consideration is proposed. Synthesizing panel contribution
and modal contribution results, the panels and areas that
need to be optimized identified. The parameter optimization
method coupling acoustic software, Python language, and
algorithm is adopted for the target panel and areas. The
method is verification in an excavator cab. The acoustic
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response of the excavator cab is consistent with the ex-
perimental sound pressure curve at the field point. By op-
timizing the thickness of the right glass and left side door
glass, the overall sound pressure level at DRE is reduced by
2.25dB. The experimental result verifies the feasibility of
analysis and optimization of the noise based on the com-
posite panel contribution and modal acoustic contribution
methods, which provide a reference for passive noise control
in a cab.
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1. Introduction
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In this modern era, people utilise the web to share information and to deliver services and products. The information seekers use
different search engines (SEs) such as Google, Bing, and Yahoo as tools to search for products, services, and information. However,
web spamming is one of the most significant issues encountered by SEs because it dramatically affects the quality of SE results. Web
spamming’s economic impact is enormous because web spammers index massive free advertising data on SEs to increase the volume
of web traffic on a targeted website. Spammers trick an SE into ranking irrelevant web pages higher than relevant web pages in the
search engine results pages (SERPs) using different web-spamming techniques. Consequently, these high-ranked unrelated web pages
contain insufficient or inappropriate information for the user. To detect the spam web pages, several researchers from industry and
academia are working. No efficient technique that is capable of catching all spam web pages on the World Wide Web (WWW) has
been presented yet. This research is an attempt to propose an improved framework for content- and link-based web-spam
identification. The framework uses stopwords, keywords’ frequency, part of speech (POS) ratio, spam keywords database, and copied-
content algorithms for content-based web-spam detection. For link-based web-spam detection, we initially exposed the relationship
network behind the link-based web spamming and then used the paid-link database, neighbour pages, spam signals, and link-farm
algorithms. Finally, we combined all the content- and link-based spam identification algorithms to identify both types of spam. To
conduct experiments and to obtain threshold values, WEBSPAM-UK2006 and WEBSPAM-UK2007 datasets were used. A promising
F-measure of 79.6% with 81.2% precision shows the applicability and effectiveness of the proposed approach.

spamming. As the WWW is growing at an unprecedented
rate, the size of available textual data has become huge for any
end-user. Worldwide web size’s recent survey shows that the

Spamdexing or web spamming is described as “an intentional
act intended to trigger illegally favourable importance or
relevance for a page, considering the web page’s true sig-
nificance” [1]. Several researchers studied spamdexing issues
and found that twenty per cent of web hosts are spam [2].
Web spamming is a well-known challenge for search engines
[3]. It massively reduces the SE’s results quality. Several users
get frustrated while searching for important information
when they end up with inappropriate information due to web

web consists of 5.41 billion web pages. Thousands of web
pages are being added every day to the web corpus, and many
of them are either spam or duplicated [3]. Web spammers use
several creative spamming methods for dragging the Internet
users to their websites for taking different benefits from them.
The goal behind creating the spam pages is to cheat the SE so
that it presents spam pages that are entirely nonbeneficial and
irrelevant to the web users. The web spammer’s ultimate
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target is to improve the spam page’s rank on a search engine’s
results page. Besides, there is a substantial economic impact of
web spamming; a website with a higher page rank can qualify
for a large volume of web traffic and free advertisement.
During the past couple of decades, researchers from industry
and academia were working hard to propose some advanced
techniques for web-spam detection, but web-spamming
methods are also evolving and spammers are introducing new
spamming methods every day [4]. The research on web-spam
detection has become an arms race to challenge an opponent
who is consistently introducing new and advanced methods
[4]. If one can detect and remove all spam web pages, building
a robust and efficient Information Retrieval System (IRS) will
be possible. More efficient and advanced SEs, providing re-
sults consistent with the user’s search query, are currently
required. The next significant task would be to order the
retrieved web pages by their content or semantic similarity
between the search query entered by the user and retrieved
pages. The last step would be to present the arranged web
pages to the user. Web spamming has several adverse effects
on both search engines and end-users [5]. Spamdexing is not
only wasting storage space and processing resources but also
wasting time. As a search engine needs to index and store
many pages, extra storage space is required. Moreover, based
on the user’s search query, SE needs to search the vast corpus
of web pages, so more time is required for searching and
retrieving the relevant data. This weakens the search engine’s
effectiveness and reduces the end-user’s confidence in the
search engine [6]. Enhancement in antispamdexing tech-
niques is required to overcome web-spam attacks. Any
method that is used to obtain an undeservedly high rank for a
web page is web spamming. Generally, there are three types of
spamdexing techniques: cloaking, link-based spamdexing,
and content-based spamdexing. In cloaking, spammers offer
content to end-users that is entirely different from the content
submitted to the search engine spiders [7]. However, most
commonly used web-spamming techniques are content- and
link-based web spamming which are investigated in this
research work. All techniques used by web spammers to
change the logical view that a search engine has over the page
content are known as content-based web spamming [1]. Itis a
widespread type of web spamming [8]. Most of the search
engines use information retrieval (IR) models, such as BM25
[9], probabilistic models, statistical-language models [10], and
vector-space models [11]. These models are applied to a web
page’s content for ranking the web page, so content-based
web spamming is very popular among web spammers. To
manipulate the spam web pages’ content, web spammers
utilise vulnerabilities of these models [12]. For example, they
might use famous keywords many times on a spam web page
to increase the keywords’ frequencies, copy legitimate web-
site’s content, produce the content for spam web pages using
machine-generated techniques, and add dictionary’s words
on a spam web page, giving those words the colour of the
background so that these words cannot be seen on the spam
web page by the user and are only visible to search engine
spiders. These are some of the content-based web-spamming
techniques used by web spammers to obtain a higher page
rank on search engine’s results. Based on the structure of a
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web page, content-based web spam can be divided into five
subcategories: title spam, anchor-text spam, meta-tag spam,
body spam, and URL spam. Several other spamming tech-
niques which can target different algorithms used by search
engines exist [13]. Another widespread type of spamdexing is
link-based spamdexing. Davison [14] described the link-based
spamming as the links among several pages that are present
for a reason other than merit. To get recognition from link-
based algorithms, web spammers build link structures using
link-based spamdexing techniques. For example, the Pag-
eRank (PR) algorithm will allot a higher page rank to a web
page if several other top-ranked websites point to this page
with backlinks.

This research work focuses on the detection of both the
link- and content-based spamdexing techniques. An im-
proved framework for content- and link-based web-spam
detection is proposed. In the proposed approach, stopwords,
keywords frequency, part of speech, spam keywords data-
base, and copied-content algorithm are used to detect the
content-based web spamming. For the detection of link-
based spamdexing, we initially exposed the relationship
network behind the link spamming and then used the
neighbour pages and spam signals for link-based spam
identification. For this purpose, WEBSPAM- UK2006 and
WEBSPAM-UK2007 datasets are used. The results with a
promising F-measure and better precision show the pro-
posed framework’s effectiveness and applicability.

2. Literature Review

In response to the web-spamming challenge [12], different
researchers proposed various methods for identifying
content-based spamdexing. A group of researchers [3]
suggested a few critical content features. They introduced
HTML-based characteristics and text compressibility to
recognise the content spam. Piskorski et al. [15] explored a
considerable number of linguistic features. Latent Dirichlet
Allocation (LDA) [16] is widely used for text classification
tasks. Biro et al. enhanced the LDA and introduced modified
versions, linked LDA [17] and multicorpus LDA [18]
models, to detect spamdexing more efficiently. To detect
content-based spam web pages, Ntoulas et al. [3] applied the
decision-tree classifier. They proposed several features, such
as the number of words, the average length of words, the
visible portion of the content, and the anchor-text amount
within a web page. Another group of researchers introduced
the semisupervised method and combinatorial feature fu-
sion [17]. They used semisupervised learning to exploit
unlabelled samples and used a combinatorial feature fusion
technique to create new features and reduce the term fre-
quency-inverse document frequency (TF-IDF) of content-
based features. The results determined the effectiveness of
their strategy. Ntoulas et al. [3] did the most fundamental
work on the detection of content-based spamdexing algo-
rithms [18-20]. In their research article [20], they suggested
the use of statistical analysis. Spam web pages can easily be
classified using statistical analysis because web spammers
usually create spam pages automatically using the phrase
stitching and weaving techniques [1]. These spam web pages
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are specifically designed for search engine spiders to obtain a
higher rank in search engine results. These web pages are not
intended for real humans, so one can observe the abnormal
behaviour of these web pages. The researchers also reported
that there are a massive number of dots and dashes in the
URL of spam web pages and its length is exceptional. During
their analysis, they observed that out of hundreds of longest
hostnames, eleven were pointing to financial credit-related
web pages and eighty were referring to adult content. They
also found that these web pages themselves have a dupli-
cating nature; spam web pages hosted by the same host
almost contain the same content with minimal variance in
the word count. Spammers change the content on these web
pages very quickly. They gravely observed the content
changing feature for a specific host every week and they
tracked the changes on these spam web pages. Finally, they
concluded that, based only on content changing features,
97.2 per cent of the most active spam hosts can be detected.
Their research identified several other features, which can be
seen in [20]. In another research study, these researchers
worked on content duplication and concluded that large
clusters with similar content are spam [18, 19]. To identify
such clusters and duplicate content, they used the shingling
technique [21] which is based on Rabin fingerprints [22,23].
Another group of researchers [24] worked on machine-
learning models and various other features. They explained
how machine-learning models and different features could
help in web-spam detection. They achieved the best clas-
sification results by using easy to calculate content features,
LogitBoost, RandomForest, and several learning models.
During this work, they identified computationally de-
manding and global features; for instance, PageRank (PR)
could help very little in quality enhancement. Based on their
findings, they claimed that the selection of a proper ma-
chine-learning model is critical. Urvoy et al. [25] proposed
some features to identify the script- or machine-generated
spam web pages. The features are based on the structure of
the HTML page. For data preprocessing, these researchers
used a unique and nontraditional technique. They removed
all the content from the web page and only retained its
layout. Instead of examining the content of a web page, they
just examined the layout to identify the web page dupli-
cation. They used fingerprinting technique [22, 23] followed
by clustering and identified groups of spam pages which are
structurally near-duplicate. By matching the language
models [26] for web pages, a group of researchers [27]
proposed a technique for spamdexing detection in blogs.
Web spammers use link-spamming techniques for
various reasons ranging from malware propagation to
monetary activities. Due to the fast growth and volatile
nature of the Internet, spammers are introducing more
sophisticated techniques to generate more revenue [28-30].
Unfortunately, these practices have several negative impacts
on both search engines and user’s experience. For instance,
users get annoyed when they cannot find what they are
looking for and their systems face possibly high-security
threats due to malicious content on these spam web pages.
Similarly, spam web pages cause issues for search engines by
wasting useful resources of SEs. In the past few decades,

researchers developed several new antispamdexing tech-
niques to overcome this issue [31-33]. However, web
spammers keep a close eye on antispamdexing techniques
and continuously improve their spamming techniques to
avoid detection. Usually, search engines use the number of
inbound links and their ranking to determine a web page’s
popularity and reputation. If a large number of popular web
pages will link to a web page p, it will get a higher rank in
search engine results pages [34]. Though it is an excellent
technique to define the page ranking of p, spammers exploit
this technique to boost their page rank by increasing the
inbound links to it. Web spammers often use the so-called
Facebook search engine optimisation (SEO) groups, SEO
forums, paid-link services, subreddits, and SEO service
providers for this reason even though every search engine
provides guidelines to website owners for achieving a good
rank [35]. Several researchers from academia and industry
also worked on different techniques used for link-based
spamdexing detection. Based on these techniques’ working
mechanisms, all web-spam detection algorithms can be
subdivided into five categories. The first category deals with
recognising suspicious links, nodes, and their subsequent
downweighting [36]. The working mechanism of algorithms
in this category identifies weak and suspicious links and then
penalises them. Several issues in the HITS algorithm were
identified by Bharat et al. [37], for instance, the neighbour-
graph topic drift and the dominance of mutually reinforcing
relationship. To solve these issues, they proposed a method
in which they augmented content analysis with link analysis.
Another group of researchers [38] studied the same problem
and suggested a technique known as the projection-based
technique, and they used this technique for calculating
authority scores. They changed the eigenvector in the HITS
algorithm to get better results. In the second category,
spamdexing detection algorithms deal with the topological
relationship between a set of web pages with unknown and
known labels by applying various propagation rules for
computing the labels of other nodes [36]. One of the earliest
algorithms from this group is TrustRank (TR). TR uses
personalised PR to propagate the trust from a small seed set
of excellent web pages [39]. The third category represents the
graph regularisation techniques of link-based spamdexing
detection algorithms [40]. The algorithms utilise web graph
in this category for smoothing the predicted labels. Some
results proved the effectiveness of these algorithms. The
fourth group of spamdexing detection algorithms is based
on the label refinement on a web graph topology [41].
Usually, the researchers use machine-learning methods for
label refinement to classify general problems [42], but
several researchers used this method for web-spam detec-
tion. Finally, the last category of spamdexing detection al-
gorithms is extracting the link-based features for each node
and applying various machine-learning methods for
spamdexing detection [43]. As they are supported by most of
the link-based techniques, HITS and PR are the most critical
ones among all the above algorithms.

Abernethy et al. [40] proposed a combined approach of
content- and link-based features for spamdexing detection.
Their research offered a WITCH algorithm to detect



spamdexing, and they used a graph regularisation classifier
(GRC) with a support-vector machine (SVM). To differ-
entiate legitimate web pages from spam web pages, Egele
et al. [44] introduced a new technique and used a J48 de-
cision-tree classifier in their approach. They could detect one
spam page out of five spam web pages by decreasing the false
positive to zero. Prieto et al. [42] proposed a SAAD (spam
analyser and detector) spamdexing detection technique
based on a heuristic set. For testing and comparing the
SAAD with other existing benchmark techniques, they used
two public datasets, Yahoo! and e-mail spam (web-spam
corpus). Finally, after getting the results, they announced
that their proposed approach could generate a secure client
environment and protect the users from attacks. For
detecting spam web pages using weight properties, Goh et al.
[45] proposed a link-based approach. They defined weight
properties as the influence of one web node on the other.
They used the WEBSPAM-UK2007 dataset for their ex-
periments, and their results outperformed the benchmark
algorithms by up to 6.11 per cent improvement at the page
level and 30.5 per cent improvement at the host level. Roul
et al. [13] proposed a combined approach of content- and
link-based techniques for spamdexing detection. They used
part of speech (POS) ratio and term density to detect
content-based spam and explored the personalised PR to
classify web pages as nonspam or spam. For conducting their
experiments, they used the WEBSPAM-UK2006 dataset.
Finally, they compared their results with the existing
techniques. An excellent F-measure of 75.2 per cent shows
the effectiveness of their approach. The search engines’
performance for spamdexing detection can be improved by
combining content- and link-based spamdexing identifica-
tion techniques. However, few researchers have worked on
it, and very little work has been done using an integrated
approach. In our framework, for detecting the spam web
pages, we combined both content-based and link-based
features. Our results demonstrate the significance of the
combined approach and provide better results by obtaining
excellent F-measure as compared to existing standard
techniques.

3. Content-Based Spamdexing Detection

Content-based web-spamming techniques are easy to use
and are favoured among web spammers. To detect content-
based web spamming, we proposed an improved frame-
work [46]. To obtain the most appropriate threshold values
for conducting experiments, we first preprocessed the data
and then proposed and improved several different content-
based web-spam-detection algorithms. Each proposed or
improved algorithm can detect different types of content-
based web-spamming techniques, such as the proposed
stopword density technique and an improved POS tech-
nique that can detect the machine-generated content. The
keyword density technique can identify the keyword
stuffing on any web page. The keyword density technique
identifies spam web pages based on the number of spam
keywords on the page, and the copied-content technique
can identify the spam web pages created by copying the
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content from other useful websites. After proposing several
different content-based techniques, we combined all
techniques to propose a content-based web- spam-detec-
tion framework. The details regarding all of the improved
and proposed techniques and the proposed framework can
be seen in [46].

4. Revealing the Hidden Relationship behind
Link-Spam Network

Detecting newly evolved link-based spamdexing is a con-
tinuous process for SEs which is a hidden process from end-
users. Usually, in SEO communities, link spammers ex-
change the links of their web pages to create global link
farms. The standard web-spam-detection datasets (WEB-
SPAM- UK2007 and WEBSPAM-UK2006) are quite old,
and to propose an improved link-based spamdexing de-
tection framework, it is essential to identify and understand
the currently practised spamdexing techniques. To under-
stand new spamdexing techniques and to reveal the secret
relationship behind the link-spam network, we performed
some experiments to collect the data through data-collection
architecture. Several channels are used by individuals to
communicate with each other, and the most common of
them are Facebook SEO groups, SEO forums, and sub-
reddits. Individuals also contact SEO service providers to
improve their visibility in SERPs. Therefore, using tradi-
tional antispamdexing methods, it is impossible to detect
these link farms. We studied the spam web pages and the
behaviour of web spammers who are using Facebook SEO
groups, SEO forums, subreddit, and paid SEO services
during our experiments for data collection. We also
maintained the database of current spam web pages and
revealed the secret link-based spamming networks. For
revealing the secret network, we proposed an architecture
for data collection that allows us to identify the web pages
participating in link farms and to determine the web pages
using Facebook SEO groups, SEO forums, and subreddits to
improve their rank.

Moreover, we were able to reveal the secret relationship
between these web pages. We proposed this architecture to
study link spam and kept in mind that we will use this data
and knowledge to suggest and improve the web-spam de-
tection framework for link-based web spamming. The basic
concept behind our system is that link spammers mutually
exchange reciprocal links. More specifically, when a web
spammer X wants to increase the inbound links to X’s
website, X will contact other web spammers, and all of them
will mutually exchange backlinks. Usually, web spammers
use Facebook SEO groups, SEO forums, SEO subreddits, and
some other platforms to communicate with each other for
link exchange and other services. They exchange the links in
three different ways:

(i) When a web page x links to another web page y and
asks for payment or any other benefits instead of the
backlink in return, the link exchange is said to be
one-way. Usually, paid-link services sell the back-
links using this technique.
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(ii) When a web page x links to a web page y and in
return y links back to x, the link exchange is said to
be two-way. Two-way link exchange is popular
among web spammers.

(iii) In the three-way link exchange technique, web page
x does not link directly to web page y. Instead of a
direct link, a third web page z is used to create a
loop. For example, the web page x links to the web
page z, and the web page z links to x. Detecting this
type of link exchange is more problematic as
compared to the first two. By having this infor-
mation in advance, we can precisely identify all web
pages trying to improve their visibility in SERPs
using fraudulent techniques. Therefore, we have
designed crawlers for link exchange identification,
honeypot accounts for obtaining information and
data from web spammers in private messages, and
databases for storing URLs of all spam web pages.
We analysed ten leading Facebook SEO groups, ten
SEO forums, five subreddits, and two SEO service
providers. After one year, we identified 437,811 web
pages involved in link spamming. We discovered
several categories of web spammers during our
studies and determined that web spammers are
using almost all available platforms for increasing
their web pages’ ranks. They offer backlinks services
and provide Facebook likes, Twitter followers,
Instagram followers, YouTube subscribers, post
boosting, and video views for different social media
accounts connected to a specific website for which
they want to increase the page rank. Several web
spammers offered us their services for approving
Google AdSense for spam web pages during our
experiments. You can get the cracked version of all
SEO software on these platforms and authorise
Google AdSense to earn income from Google Ads.
After analysing all the spamming categories, we
observed two significant types of spammers with
unique features. Both the varieties behave differ-
ently, so other techniques are required to identify
their spam pages. Besides, a more in-depth analysis
of the data exposed evident variations in the type of
link exchange and helped us understand the secret-
relationship network. The secret-relationship net-
work between URLs displayed in public posts and
threads is different from the URLs sent through
personal messages. In short, our main contributions
are as follows:

(1) We gathered the corpus of web-spam links from
Facebook SEO groups, SEO forums, subreddits,
purchased links, and SEO service providers. We
also used the honeypot accounts for harvesting the
web-spam links from the web spammer’s
messages.

(2) We analysed all the links in our corpus. Instead of
entirely depending on the data gathered from dif-
ferent platforms, we crawled respective pages to
confirm the link exchange.

(3) We revealed several strategies and techniques used
by inexperienced and advanced spammers.

(4) We exposed different types of link farms, wheels, and
pyramids currently used by web spammers.

(5) We performed an in-depth analysis of spam web
pages and identified spam signals in spam pages.

(6) We used these spam signals in our framework for the
identification of link-based web spamming.

4.1. Data-Collection Architecture. Figure 1 represents the
general structure of our technique. The main components of
our architecture are (i) honeypot accounts; (ii) SEO groups,
SEO forums, and SEO services; (iii) web page crawlers; and
(iv) spam-links and paid-links databases.

Initially, we planned to execute SEO crawlers for har-
vesting URLs from Facebook groups, SEO forums, and other
platforms used in our experiments. However, we manually
collected the links from all platforms due to (i) some policy
restrictions of platforms, (ii) diverse technologies used by
different platforms for implementing their systems, and (iii)
difficulty faced by SEO crawlers in differentiating between
legitimate and spam URLs in different discussion groups.
These were the main reasons for collecting the spam URLs
manually and carefully instead of executing SEO crawlers.
The spam URLs are manually collected from public posts,
author’s signatures, and private messages.

4.1.1. Honeypot Accounts. Honeypot accounts are used to
attract web spammers and getting secret information from
them which is not available publicly. Hence, technically,
honeypot accounts are fake accounts created by us for
collecting unrevealed data from web spammers. Web
spammers only present this kind of information in private
messages, so honeypot accounts are advantageous in ex-
posing web spammers.

4.1.2. Spam- and Paid-Links Databases. We created two
types of databases: paid-links and spam-links databases. We
observed that some spammers are not interested in backlinks
and only offer one-way link exchange for money or other
benefits. Therefore, we added all such URLs to the paid-links
database. We also used several search engines and different
keywords to identify the services and URLs that are selling
the backlinks. The spam URLs, collected from public threads
and private messages, interested in two- and three-way link
exchange, were added to the spam-links database.

4.1.3. Web Page Crawler. We used the web page crawler to
map the link structure of the secret networks behind the
collected URLs. After defining a specific depth for crawling,
our web page crawler followed all outgoing links. For more
in-depth analysis, it stored the crawled URLs in our spam-
links database. We also defined the mechanism to check if a
URL is already crawled. During our experiment, we ob-
served that most of the spam web pages link other pages
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FiGure 1: Data-collection architecture for the spam web page.

from their main page. In short, we used a web crawler to
validate the link exchange.

4.1.4. Moz Pro. To obtain more accurate results, we used the
Moz Pro tool for identifying incoming links of initially
collected URLs from public threads, private messages, and
SEO services. Moz Pro identified the inbound links, and all
the links are stored in spam-links databases. Most web-
spam-detection techniques detect spam based on the rule
that spam pages usually point to other spam pages. Iden-
tifying inbound links will help us in generating a more
accurate spam-network graph.

4.1.5. Link Exchange Analysis. After gathering and storing
all the necessary information in the databases, we performed
the link exchange analysis and correlated the relationships
among crawled web pages. More specifically, we identified
the relationship between various entities and observed how
web spammers interact in link farms. Our approach can
recognise all three types of link exchange techniques. We
identified different types of link farms, link circles, and link
pyramids during our analysis, although three-way link ex-
change was more difficult to locate.

4.1.6. Web Graph. Representing spam web pages in
graphical form can provide a clear view. Therefore, we
generated a web graph to visualise the structure of different
link farms, link circles, and link pyramids. We recognised
significant players on the link exchange and how they create
combined link farms, link circles, and link pyramids. All this
information helped us in designing the improved framework
for the detection of link-based spamdexing.

4.2. Analysis of Facebook Groups, SEO Forums, Subreddits,
and SEO Service Providers. For our experiment, we selected
the best ten Facebook SEO groups, ten SEO forums, five
subreddits, and two SEO service providers and collected the
data for one year. We have selected the most active groups,
forums, subreddits, and two SEO service providers using
black-hat techniques. SEO service providers were carefully
chosen after analysing several services and applying the
selection criteria. The users use all these places for discussing
the SEO boosting methods, so we only target those dis-
cussion threads where users were talking about the link
exchange and SEO techniques. In total, we analysed 32,674
threads and extracted 137,842 unique URLs posted by 16,827
users and extracted 5,000 unique URLs from the documents
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provided by SEO service providers. They provided us with
these documents containing backlinks to our website as
proof of their work. Our results show that the ratio of replies
to each thread is 7.2, which means that for every web page
trying to increase its page rank, seven other web pages are
available for participation to achieve this target. During this
study, we identified two different types of link spammers
(beginners and experts). Beginners freely exchange their
websites in publicly available posts, while expert spammers
only exchange their websites in private messages. Our ex-
periments proved that spammers who exchange their URLs
through private messages are more suspicious and are part of
bigger link farms and pyramids. Another exciting aspect of
understanding the link-based spam network is calculating
the page authority, domain authority, and page rank of the
website requesting the link exchange. We used SEO Pag-
eRank and Moz Pro for calculating the page authority,
domain authority, and page rank. After calculating these
values, we noticed that most spam web pages have on av-
erage the domain authority of seven, page authority of fif-
teen, and page rank of two, while more than 92% of spam
web pages have on average the domain authority of twelve,
page authority of seventeen, and page rank of four. This
means that the owners of low-ranked web pages behave
differently from the owners of high-ranked web pages.
Usually, high-ranked web page owners do not exchange
links with low-ranked web pages; in some cases, we noticed
they are selling the backlinks for money. Every website has a
theme of content and the subject of most of the spam pages is
earning quick money, finance, travel, adult content, and
health. More in-depth analysis revealed that web spammers
exchange links with high-ranked or identical-ranked web
pages. In public threads, the spammers prefer a two-way
exchange while only a small percentage of spammers speak
about the one-way or three-way exchanges. On the other
hand, in the case of honeypot accounts, most of the
spammers are interested in one-way exchange, three-way
exchange, and link farms. Initially, through a manual ap-
proach, we collected 142,842 unique URLs from honeypot
accounts and SEO service providers. For our web crawler, we
used these URLs as seeds. In one year, we crawled more than
twenty-five million pages, and we were able to identify
437,811 web pages that were engaged in all three types of link
exchange. We, by analysing the data, found that the per-
centage of two-way link exchange is 90.86%, the three-way
link exchange percentage is 7.43%, and the one-way link
exchange (paid-links) percentage is 1.71%.

5. Data Preprocessing and Experiments for
Calculating the Threshold Values for Link-
Based Spamdexing

To perform our experiments, we used well-known datasets,
namely, WEBSPAM-UK2006 and WEBSPAM-UK2007, and
the data was collected using data-collection architecture. To
get more accurate results, we manually selected web pages
labelled as nonspam/spam by humans. We extracted some
link-based features for link-based spamdexing identification.

Finally, we obtained the most appropriate threshold values
that provided the fewest false positive ratios and high
F-measure through different experiments.

5.1. Paid-Links Database. We identified and collected
websites that were selling paid links during experiments
conducted through data-collection architecture. We also
crawled the Internet to search for services that are selling
paid links that might increase the ranking and visibility of
undeserving websites in search engine result pages. We
stored all such services and sites in the paid-links database.
We will use this database in our framework for link-based
spamdexing detection. Besides, we also stored all spam-web-
page links identified through data-collection architecture in
another spam-page database. Whenever our framework
marks a web page as spam, it will automatically store the
spam page’s link in the database for reuse in the future. This
will help us identify spam web pages and improve the ac-
curacy of our framework.

5.2. Spam-Signal Identification. We manually selected 2,000
spam/nonspam web pages identified during the data-col-
lection experiment and 3,000 web pages labelled as spam/
nonspam by humans from the datasets (WEBSPAM-
UK2006 and WEBSPAM-UK2007) to analyse web pages for
spam signals. We carefully examined all the web pages one
by one and identified the following potential spam signals:

(1) Single page website: many spam websites consist of
a single web page or very few pages. Though this
does not prove that every website with a single or
few pages is spam, several spam websites have one
or a few pages; hence, there is a correlation.

(2) Thin content: web pages having no or very little
content are known as thin content web pages. These
pages have no or little value to the user. Usually,
these pages consist of copied, machine-generated,
or low-quality affiliate content.

(3) No contact information: almost all the spam
websites do not have any contact information on
their pages. These websites rarely have real phone
numbers, e-mail addresses, or any other contact
information on their pages.

(4) Presence of spammy keywords: spam sites regularly
use particular words directly linked to spam topics
like earning money from home, getting free cash,
gaming, pharmaceuticals, adult content, and others.

(5) No SSL certificates: most of the spam web pages did
not invest in SSL certificates, though HTTPS is an
excellent trust signal.

(6) No links to social media accounts: usually, spam-
mers do not associate social media pages with their
spam web pages. During our analysis, we found that
nearly all spam sites had not associated LinkedIn
pages, and Facebook tracking pixel was rarely
present on these spam pages.



(7) External outgoing link: the outgoing link points to
an external or targeted domain and is different from
the link present on the source domain. Spam sites
host a massive number of nonrelevant external
outgoing links.

(8) Content to links ratio: on legitimate sites, the ratio
of the content and external links is balanced, while
spam sites have abnormal ratios of content to links.
We found that some spam pages consist of external
links only and there was no content at all.

(9) The ratio of incoming links: a widespread percep-
tion is that only legitimate sites backlink other
legitimate sites. In spam sites, we noticed that the
ratio of spam incoming links to legitimate incoming
links is higher, which is a significant spam signal.

(10) External links in navigation: spam sites host and, in
most cases, try to hide many external links in
toolbars, footers, and sidebars.

(11) A few internal links: during our page analysis, we
found that spam sites have very few internal links.
Usually, legitimate sites heavily link to themselves
internally to correlate the content. The absence of
internal links and navigation is one of the spam signals.

(12) URL length: spam pages character count (URL
length) is abnormally long and higher than average
size. For example, https://getcheapmedicines.
freeshipping.cheappharmacy.com shows the key-
word stuffing.

(13) Numerals in domain name: most spam websites
contain numbers in their domain names. There is a
strong possibility that domain names with numbers
in them are generated automatically; therefore, it is
a spam signal.

(14) Top-level domains (TLD): some of the top-level
domains are correlated with spam domains, for
instance, .cc, .pw, .pl, etc. Several spam sites use
these TLDs.

(15) Huge proportion of anchor text: in spam sites, the
content text proportion is minimal compared to
anchor text. A large amount of anchor text in a
website is a spam signal.

(16) Site markup proportion: in spam sites, the markup
proportion is abnormally small compared to
JavaScript and HTML where the proportion of
visible text is higher. Typically, legitimate sites
invest in a rich user experience with extensive
markup CSS and JavaScript.

(17) Broken links: typically, spammers do not maintain
and update their websites. We found a lot of broken
links in spam pages, which is a spam signal.

(18) Favicon: in today’s world, the favicon is considered
an essential part of any website, and legitimate
websites do use the favicon. Most spam websites do
not use the favicon because they change their
websites very quickly after getting benefits from it.
Missing favicon is a spam signal.
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(19) Page not found 404 error: during our analysis, we
frequently saw the 404 error on spam sites and the
reason behind this is that spammers change their
websites very often and they add and remove pages
daily, but they do not maintain the site properly.
Usually, they do not design a customised 404 error
page. The occurrence of too many 404 errors on a
website is a sign of a spam site.

(20) Meta description length: standard meta description
length is 44-164 characters, while spam sites con-
tain a too short or very long meta description,
which is a potential spam signal.

(21) Length of the title: the recommended length of a
title is 65-70 characters and spaces are included in
it, while spam sites use too short or very long titles,
which is a spam signal.

After identifying the spam signals above, we performed a
more in-depth analysis to determine spam signals’ effects on
any website. We randomly selected 5,000 nonspam/spam pages
from the datasets WEBSPAM-UK2006 and WEBSPAM-
UK2007, and the data was collected using data-collection ar-
chitecture. To get more accurate results, we manually selected
web pages labelled as nonspam/spam by humans. Then, we
crawled the URLs and removed all the URLSs that did not return
a 200 OK. Each spam signal is a potential warning which
indicates that a website might be spammy. If a website contains
more spam signals, this increases the probability that a website
is a spam site, so the total number of spam signals on a site is a
powerful predictor of spam. Therefore, we used spam signals to
predict a page because several legitimate sites might have one or
a few spam signals. We analysed the pages selected for this
experiment to show the relationship between the number of
spam signals and spam sites. Table 1 shows all the spam signals
with the odds ratio for each spam signal. For every spam signal,
we can calculate two different percentages: first, the percentage
of sites that contain the spam signal and are marked as spam;
second, the percentage of sites that contain spam signals and
are not marked as spam. The odds ratio increases the possibility
that if a site has a spam signal, it is spam. For instance, the first
row of Table 1 says that the site with a single page spam signal is
5.2 times more likely to be spam than the site without this spam
signal.

The overall spam score is an aggregate of twenty-one dif-
ferent spam signals. Table 2 shows the relationship between the
number of spam signals and the percentage of sites containing
those spam signals that humans labelled as spam. Danger levels
are divided into four different categories: low (<10%), moderate
(11-50%), borderline (51-89%), and spam (>90%).

6. Link-Based Spamdexing Detection

In this section, we present an improved framework for link-
based spamdexing detection. Figure 2 shows the flowchart of
the proposed framework. This framework uses three dif-
ferent methods, and every technique uses a unique feature to
identify link-based spamdexing. The training process is not
required as no machine-learning technique is used in the
proposed framework. The methods are as follows:
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TaBLE 1: Percentage of different spam signals.

Spam vs. nonspam ratio

Spam signals (0dds ratio)

Percentage of sites with spam signals
and marked as spam (%)

Percentage of sites with spam signals and
marked as nonspam (%)

Single page website 5.2
Thin content 4.08
No contact information 6.78
Presence of spammy 1132
keywords
No SSL certificates 13.01
No links to social media 9.43
accounts
External outgoing links 4.60
Content to links ratio 3.78
The ratio of incoming 9.17
links
Extgrna} links in 12.52
navigation
A few internal links 3.06
URL length 6.90
Numerals in domain 736
name
Top-level domains 11.17
Huge proportion of

2.15
anchor text
Site markup proportion 4.41
Broken links 1.19
Favicon 2.45
Page not found 404 239
error
Meta description length 1.72
Length of the title 2.70

18.87 5.39
26.67 5.09
19.28 2.07
23.59 2.32
27.30 3.83
36.18 10.98
21.47 6.75
36.48 5.89
20.06 1.96
16.08 5.89
32.76 6.60
21.69 3.63
35.44 4.69
21.29 11.18
26.78 7.66
10.36 8.87
17.50 7.96
11.37 5.09
15.27 9.47
13.78 5.59
10.70 3.88

TABLE 2: Spam score based on the number of spam signals in a
website.

Number of spam signals Probability of spam (%)

0 0.68
1 1.10
2 2.50
3 6.98
4 8.10
5 13.04
6 19.09
7 26.89
8 33.79
9 34.68
10 54.05
11 63.20
12 74.77
13 91.75.00
14 100.00
15 100.00
16 100.00
17 100.00
18 100.00
19 100.00
20 100.00

(1) link-based spamdexing detection using paid-links
database

(2) Link-based spamdexing detection using spam signals

(3) Link-farm detection using backlinks

All three techniques are discussed in detail in the fol-
lowing sections.

6.1. Link-Based Spamdexing Detection Using Paid-Links
Database. Backlinks play an essential role in ranking a
website high in search engine result pages, and they also have
a high impact on search engine ranking algorithms. That is
why backlinks to a website are essential. Web spammers use
different techniques to build these links and pay for the
backlinks to third-party domains. Paying for the backlinks is
strictly banned by search engines. This kind of web spam-
ming can be detected by using the paid-links database. A web
crawler is used to identify all backlinks of a web page Wpi.
After identifying all the backlinks, it will compare each
backlink of Wpi with links present in the paid-links data-
base. As paid links are strictly banned and considered spam,
a web page with backlinks found to match any link in the
paid-links database will be marked as paid-link spam.
Otherwise, the page Wpi will be tested by the spam signals
module. Figure 3 shows the algorithm for paid-link spam-
dexing detection using the paid-link database.

6.2. Link-Based Spamdexing Detection Using Spam Signals.
Every single spam signal is a potential warning which might
indicate that a website is spammy. Therefore, if the number
of spam signals is high on a web page, there are higher
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FIGURE 2: Improved framework for link-based spamdexing detection.
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FIGURE 3: Algorithm for link-based spamdexing detection using the paid-link database.
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chances that the page is a spam page. During our analysis
and experiments described in Section 5, we identified
twenty-one different spam signals and also found the effects
of each spam signal on a web page. Our results in Section 5
showed that if the number of spam signals on a web page
Wpi is equal to or greater than thirteen, the web page is
spam. Moreover, if the number of spam signals is less than
thirteen, there are chances that the page might not be spam,
so we need to run further link-based spam tests on all such
pages. Since outliers always exist in our experiments, we
observed some web pages with very few spam signals but
nonetheless marked as spam. There were some web pages
with a high number of spam signals on them, but they were
marked as nonspam. We have designed a custom web
crawler that can identify spam signals on any web page
Wpi. The working mechanism of the spam-signal-detection
module for spam-page identification is described as
follows:

(1) The spam-signal module will obtain URL of the page
Wpi from the previous module and then submit it to
the web crawler.

(2) The web crawler will analyse the page Wpi and will
identify the spam signals.

(3) After the spam-signal identification, it will count
spam signals on the web page Wpi.

(4) Finally, the spam-signal module will check if the total
number of spam signals on the page Wpi is equal to
or greater than thirteen. If the number of spam
signals is equal to or greater than thirteen, it will
mark the page as spam; otherwise, it will forward the
URL of the page Wpi to the next module for further
link-based spam-detection test. Figure 4 shows the
algorithm for spam signals detection using a web
crawler.

6.3. Link-Based Spamdexing Detection Using Link Farm.
Any group of websites on the Internet that hyperlink to every
other website in the group is known as a link farm. A link
farm is a clique in graph-theoretic terms. Although some
web spammers create link farms manually, many use au-
tomated tools and services to create link farms. Web
spammers use private-blog networks and link farms to boost
ranks of their websites.

The working mechanism of the link-farm-identification
module is as follows:

(1) The link-farm module will obtain the URL of the web
page Wpi from the previous module and submit it to
the web crawler

(2) The web crawler will crawl all the adjacent nodes
(outgoing links) of the web page Wpi

(3) The web crawler will crawl adjacent nodes one by one
to the defined depth

As Wpi and all its adjacent nodes are crawled, a web
graph is obtained and this web graph can be represented
with mathematical notations as shown below. Figure 5
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FIGURE 4: Algorithm for link-based spamdexing detection using
spam signals.

shows the algorithm for link-based web-spam detection
using link farm.

Let us say G = (V, E) is a directed graph, V represents the
nodes or vertices, and E represents the directed edges. G can
be described as a web graph in which V denotes the set of
web pages and E represents a set of links between pages.
Moreover, it is worth mentioning that if there are several
incoming or outgoing links between two pages, our algo-
rithm will consider only one link as proof of a connection
between two pages. We used the following notations and
definitions in this research.

The out-degree (od) of a web page Wpi is the total
number of outgoing links:

od(Wpi) = ) E,;. (1)

Wpi

The in-degree (id) of a web page Wpi is the total number
of inbound links:

id(Wpi) = ) E. )

Wpi

The formula in (1) and (2) can be used to create an
adjacency matrix. An element Aij=1 if web page Wpi has a
link to web page Wpj; otherwise, Aij=0. We can call it the
link/connectivity matrix.
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FIGUre 5: Algorithm for link-based spamdexing detection using link farm.

A :{ 1, if(Wp, Wp,) € E, 3)

0, Otherwise.

For a directed graph, the generalised n 4 n adjacency
matrix A is shown as follows:

ayy Gy Gy
Ayp Grp *° Gy

A= 7 T T (4)
al,n a2,n an,n

For checking reciprocal links between two web pages, the
algorithm will follow the following procedures. The pro-
cedures for link-farm identification are explained with the
help of the diagram in Figure 6. Consider that our web

crawler identified all the adjacent nodes and found all the
reciprocal links between the web page Wpi and all its
neighbouring nodes so that a web graph, shown in Figure 6,
is obtained.

Initially, it will create the adjacency matrix. If adjacent
nodes also have adjacent nodes other than the nodes ad-
jacent to Wpi, they will be ignored and will not be added to
the adjacency matrix. For instance, in the web graph in
Figure 6, Wpi has A, B, C, and D adjacent nodes, so only
these nodes will be considered for the adjacency matrix; the
nodes adjacent to A, namely, H and G, will be ignored.
Similarly, if a web page links back to itself, it will also be
ignored and will be represented with 0 in the adjacency
matrix. For instance, in the example above, node B is linking
back to itself and is, therefore, ignored. Accordingly, the
following will be the adjacency matrix for the web graph in
Figure 6.
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FIGURE 6: Web graph representing the websites and links.

01111
10111
A=111011 | (5)
11101
11110

Ifa,, = a,, = 1, this means there exists a reciprocal link
between WpI and Wp2; 1 in the adjacency matrix represents
the backlink and zeros represent no link. To confirm that
every web page in the group links to all other pages of the
group, the program will replace all Os with 1s and all 1s with
0s in the adjacency matrix. The following will be the new
adjacency matrix.

10000
01000
A= 00100 | (6)
00010
00001

Finally, the resultant adjacency matrix will be checked. If
the resulting matrix is an identity matrix, each web page in
the group links to every other page in the group, and Wpiisa
member of a link farm and will be marked as spam. If the
resultant matrix is not an identity matrix, the link-farm
module will mark every adjacent node of Wpi as Wp2
Wp3,..., Wpn and will apply the same link-farm detection
technique on every Wpn. If any adjacent node Wpn is a part
of alink farm, Wpi is not directly connected to any link farm,
but Wpi is a part of the link pyramid. Wpi will be marked as
spam.

7. Combined Approach for Content- and Link-
Based Spamdexing Detection

In this section, we discuss a combined approach used for
the identification of spam web pages. We combined the
content-based framework with a link-based framework so
that the final output of the content-based approach will be
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the input of the link-based approach. During our ex-
periments and analysis, we observed that web spammers
are practising different spamdexing strategies. Some
spammers only focused on content-based spamdexing,
some targeted the link-based spamdexing techniques, and
several were involved in both types of spamdexing at the
same time. Therefore, the combined approach for
spamdexing detection is better in that it can check any
web page for both techniques of spamdexing. It is possible
that a page is involved in content-based spamdexing but
does not involve link-based spamdexing techniques and
vice versa. For instance, if a technique is designed for
content-based spamdexing detection, the technique can
only detect the pages involving content-based spamdex-
ing. It will mark the web page as clean, which involves
link-based spamdexing. Unfortunately, several re-
searchers in the field focused on a single detection
technique only, and a few worked on a combined ap-
proach. The working mechanism of the combined ap-
proach is described as follows:

(1) The combined approach will accept a web page as
input and check the web page for content-based
spamdexing using the five different methods dis-
cussed in Section 6. If the web page involves content-
based spamdexing, it will mark the page as spam and
the process will stop there. However, if the web page
passed all the content-based spamdexing identifi-
cation checks, the URL of the web page will be
forwarded to the link-based spamdexing detection
section for further analysis.

(2) There are possibilities that a web page does not
involve content-based spamdexing but involves link-
based spamdexing only. Now, whether the web page
is engaged in link-based spamdexing will be checked
by scanning it using link-based spamdexing
methods. If the page is involved in link spamming,
then it will be marked as spam; otherwise, it will be
marked as nonspam. Figure 7 shows the complete
framework of the proposed combined approach.

8. Results

To conduct experiments, our verification set consists of
randomly chosen web pages labelled as spam and nonspam.
These web pages are selected from the dataset obtained
through experiments in Section 4, using WEBSPAM-
UK2006 and WEBSPAM-UK2007 datasets. These datasets
are well known and are most suitable for web-spam de-
tection due to the following properties:

(1) The datasets are a mixture of spam and nonspam web
pages practising several different web-spamming
techniques.

(2) All the researchers in the field can freely access the
datasets from the official website and use them as a
benchmark measure to detect spam web pages.

(3) The sample web pages in the datasets are random and
uniform.
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FIGURE 7: The proposed framework for the combined approach.

(4) The datasets consist of several different kinds of spam
pages created using many types of web-spamming
techniques.

(5) The web pages are split into training and testing sets
with both spam and nonspam labels. Therefore, these
datasets can be used to perform experiments and to
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detect both content- and link-based web-spamming
techniques.

(6) We used these datasets to obtain the optimised
threshold values for our proposed combined
approach.

There are 11,402 hosts in WEBSPAM-UK2006, but only
7,473 are labelled, while WEBSPAM-UK2007 contains
114,529 hosts in total, and 6,479 are labelled. The following
preprocessing steps are performed to obtain a dataset of five
thousand web pages:

(1) The web pages labelled as spam or nonspam by real
humans are considered

(2) We further filtered out the human label pages and
only considered the web pages that are currently
working/existing links

(3) Among the currently existing web pages, we only
considered web pages having at least one KB of
content

(4) Furthermore, the content of these web pages is
extracted and stored in a text file format

To implement the proposed combined approach, Python
was used, and a machine with 128 GB DDR3, 2x Intel Xeon
E5-2670 V2 2.5 GHz 10 Core, and operating system Ubuntu
14.04 was used for the execution of algorithms. As
F-measure is a standard approach for combining precision
and recall, we used the F-measure to compare our work with
other similar related works and to evaluate the proposed
framework. Our proposed combined approach for spam-
dexing detection achieved the results shown in Table 3.

9. Comparison with Existing Approaches

We compared our results with the following existing
techniques. The comparison results in Table 4 clearly show
that the proposed combined approach surpasses other spam-
detection techniques.

9.1. The Proposed Framework vs. Roul et al. [13]. We com-
pared the results of our framework with the work done by
Roul et al. [13]. For the identification of spam web pages,
they proposed a combined approach for content- and link-
based spamdexing. To identify the content-based spam-
dexing, they used part of speech ratio test and term density,
while for link-based spamdexing detection, they used the
personalised page ranking to categorise the websites as spam
and nonspam. For their experiments, they used the WEB-
SPAM-UK2006 dataset. Finally, they combined both of their
spamdexing detection techniques to achieve 72.9% precision
and 75.2% F-measure, listed in [47], which are significantly
less than those found in our results.

9.2. The Proposed Framework vs. Dia et al. [47]. Next, we
compared our empirical results with Dia et al. [47]. For spam
identification, they considered the historical web page in-
formation in their work. For improvement in spam
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TaBLE 3: Performance evaluation of improved framework.

Technique Precision (%)  Recall (%) F-measure (%)
Content-based 78.3 75.6 77
Link-based 73.5 69.7 71.5
Combined 81.2 78 79.6

TaBLE 4: Comparison of the proposed combined approach with
other standard techniques.

Combined techniques Precision Recall F-measure
The proposed framework 81.2 78 79.6
Roul et al. 72.9 77.6 75.2
Dia et al. 65 44.3 52.7
Benczur et al. 67.1 76.7 71.6
Egele et al. 51.2 35.6 41.9
Becchetti et al. 68.8 76.2 72.3

classification, they used content features from the old ver-
sion of pages. They combined the classifiers based on the
temporal characteristics and the current page content by
applying supervised learning techniques. With their method,
they extracted several temporal features from archival copies
of the web presented by Internet Archive’s Wayback Ma-
chine. For their experiments, they used the WEBSPAM-
UK2007 dataset. Dai et al. achieved an F-measure of about
52.7 and a precision of approximately 65, which are less than
what we achieved [47].

9.3. The Proposed Framework vs. Benczir et al. [48].
Further, we compared the results obtained from our
framework with the work of Benczur et al. [48]. They in-
troduced several features for web-spam filtering based on the
appearance of keywords. The keywords they used were either
highly advertised or frequently used in web spamming. Their
web-spam features used for spamdexing detection include
“the distribution of Google AdSense ads over pages of a site,”
“Google AdWords advertisement keywords suggestions,”
“the Yahoo Mindset classification of web pages,” and “online
commercial intention.” To perform their experiments, they
used the WEBSPAM-UK2006 dataset. They achieved an
F-measure of 71.6% with a precision of 67.1, which are less
than the results we obtained using our framework.

9.4. The Proposed Framework vs. Egele et al. [44].
Moreover, we compared our work with Egele et al. They
introduced a technique to recognise the spam web pages on
the search engine result pages. In the first step, the im-
portance of different page features is determined by them to
rank higher in the search engine result pages. Then, they
developed a classification technique based on the page
features to identify the spam web pages. For their experi-
mental work, they used the J48 classifier. Finally, they listed
the results of their experiments in Table 3 of Egele et al. [44].
They have achieved 51.2% precision and 41.9% F-measure,
which are less than the results we obtained through our
experiments.
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9.5. The Proposed Framework vs. Becchetti et al. [49].
Finally, we compared our work with the results of Becchetti
et al. [49]. Their technique used different content-based
features, for instance, redirection to other pages, presence of
unrelated keywords in URL, hidden text proportion on web
pages, and duplicate content. Similarly, they plotted a web
graph for link-based features and identified several page ranks
like “trust rank”, “degree-based measure,” and “truncated
page rank” of pages to identify the spam. As a base classifier,
they have used the C4.5 decision tree. To perform their ex-
periments, they used WEBSPAM-UK2002 and WEBSPAM-
UK2006 datasets [49]. By combining both content- and link-
based techniques, they achieved 66.8% precision and 72.3%
F-measure, significantly less than those found in our results.
The comparisons above clearly show that our proposed
framework for content- and link-based spamdexing detec-
tion is better than the above-mentioned five techniques.

10. Conclusion

Web spamming is a huge issue for people searching for
information on the Internet using search engines. It also
causes significant financial losses. Researchers have pro-
posed many web-spam-detection methods to overcome this
issue, but until now there is no single effective detection
method that can detect all types of web spam available on the
World Wide Web with high accuracy. In this research paper,
we presented an improved combined approach for content-
and link-based web-spam detection. We explored five dif-
ferent techniques for a content-based framework: stopword
density, keyword density, spam keyword density, part of
speech ratio, and copied-content test. Similarly, our link-
based spamdexing detection framework used a paid-link
database and spam-signal and link-farm identification
technique with collaborative detection to detect a nonspam
or spam page. We have used two datasets, WEBSPAM-
UK2006 and WEBSPAM-UK2007, and the dataset obtained
through our experimental work. An excellent and very
promising F-measure of 79.6% compared to other existing
approaches shows our framework’s robustness. We will
extend this research work by adding more content- and link-
based spamdexing detection features to this framework. We
believe that we can enhance our framework’s power to
identify a wide range of spam web pages by combining
techniques and using more features.
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The dynamic characteristics of the mechanical arm with a rigid-flexible structure are very complex. The reason is that it is a
complex DPS (distributed parameter system) with infinite dimension and nonlinearity in essence due to the rigid-flexible
coupling. So, accurately positioning and controlling the rigid-flexible mechanical arms could be difficult. Therefore, a model
reduction method of rigid-flexible mechanical arms based on the approximate inertial manifold is put forward. To repress the
residual vibration of the end of the mechanical arm, a feedforward control strategy is designed. The high-dimensional solution of
the vibration equation of the rigid-flexible mechanical arms is projected into the complete space composed of orthogonal
decomposition modes. By using Galerkin’s method, the system is simplified and the approximate solution is obtained through the
interaction between high-order and low-order modes. The truncated finite mode is also used to construct a lowest-order dynamic
model on the basis of approximate inertia manifold. Given the reduced-order rigid-flexible mechanical arms dynamic model,
dynamic response analysis is conducted to optimize the target position error and end residual vibration. A limited number of
sinusoidal signals approximately combine the input signal, by using the particle swarm optimization algorithm to optimize the
input signal, and the amplitude of the sinusoidal signal is corrected. The simulation results depict the superiority of the proposed
method, which greatly suppresses the end residual vibration of the mechanical arm and realizes the accurate positioning of the end
of the mechanical arm. In addition, the hardware experimental device of the rigid-flexible mechanical arms is constructed, and the
experimental verification of the above method is put into effect. The simulation results of angular displacement and end vibration
of the reduced model are accordant which is shown by the experimental results of the hardware platform.

1. Introduction

A flexible mechanical arm has the advantages of a high
weight ratio, low energy consumption, high efficiency, less
inertia, and safe operation. At present, most researchers are
focusing on flexible mechanical arms. However, less research
involves rigid-flexible mechanical arms [1, 2]. Rigid-flexible
mechanical arms have stronger operability and versatility,
higher payload, and more low total cost than traditional
flexible mechanical arms [3, 4]. They have been widely used
in scientific fields, such as medicine and space [5-8]. Just like
the cyber-physical systems, they also have more nonpara-
metric uncertainties [9] and complex factors, such as dy-
namic/static friction, joint flexibility, structural resonance

modes, and drive dynamics, than the traditional flexible
mechanical arms. Given the complex coupling relationship
between the state variables of the rigid-flexible mechanical
arms [10], the difficulty of modeling and vibration sup-
pression is greatly increased.

So far, many research studies on the modeling and
deformation theory have been done by many researchers
and achieved a series of results [11-13], for example, using
finite element method, virtual modal method, and other
methods to model flexible mechanical arm [14-17]. Various
dimensionality reduction methods are used in this field.
Researchers transform nonlinear partial differential equa-
tions from infinite dimension to finite dimension through
models. Some of the commonly used methods include the
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traditional Galerkin’s method (TGM) [18], inertial manifold
method [19], intrinsic orthogonality decomposition method
[20], and central manifold method [21]. When these
methods are applied to nonlinear dynamic analysis, the
question of how many modes should be included in the
solution will arise. When insufficient modes are considered,
the simplified system may not be topologically equivalent to
the original system. By contrast, excessive considerations
will bring difficulties to system analysis. In this way, the
sensitivity of the solution to disturbance is the key factor
affecting the accurate modeling of the nondynamic model.

This disturbance may come from the numerical error
and mode truncation of the above method, and this slight
disturbance may affect the system performance [22, 23]. The
approximate inertial manifold (AIM) has been widely used
in recent years. The asymptotic properties of some infinite-
dimensional dissipative dynamic systems will evolve. They
turn into a finite-dimensional compact set containing
nonlinear phenomena called global attractors [24, 25]. To the
best of the researchers’ knowledge, no research has intro-
duced the AIM into flexible mechanical arms or rigid-
flexible coupling mechanical arms for dimensionality
reduction.

Given that the flexible mechanical arm has under-
actuated variables, the controller for the underactuated
variables of the system is difficult to design directly to
converge in the study of position control. These difficulties
lead to the residual vibration of the end of the mechanical
arm in the movement process, which cuts down the accurate
positioning of the end of the mechanical arm. Therefore, the
residual vibration generated during the movement of the
flexible mechanical arm needs to be suppressed, which is the
key to achieving high-precision position control. At present,
the main vibration suppression methods are active control
and passive control [26, 27]. Passive control is mainly
achieved by adding a damping structure to the flexible
structure. As early as the 1980s, the authors in [28] dis-
covered that damping materials could be used to speed up
the attenuation of residual vibration. They then proposed to
increase the damping of the robot to achieve structural
vibration suppression. However, this will change the
structure of the mechanical arms. Active control includes
feedforward control and closed-loop control [29-31].
Closed-loop control is the measurement of vibration signals
by sensors and feedback to the control system. The control
system outputs instructions to control the end vibration,
including PID control, sliding mode control, robust control,
state feedback control, fuzzy control, adaptive control, and
neural network control [32-43]. The closed-loop control
method mentioned above has a certain effect on the vi-
bration restrain of the end of the flexible mechanical arm,
but it needs to increase the sensor to measure the end
deformation.

Moreover, constructing a complex feedback loop is
necessary for the control, which makes its implementation in
practical applications quite difficult. Feedforward control
does not need to add additional sensors, and the control
structure is very simple. Among them, input shaping is the
most widely studied [44, 45]. Yet, it needs to design the input
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shaping filter under some constraints. Many parameters are
also needed to be considered. For example, one should
consider the period, the number of pulses, and the amplitude
of the pulse signal. To address the above problem, the au-
thors in [46] proposed a feedforward control strategy that
does not consider the input shaping filter to restrain the
remains vibration of the long and flexible mechanical arm.
They expressed the starting and braking part of the input
signal as a Fourier series and optimized the coefficients of the
Fourier series with the goal of zero remains vibration.
Nevertheless, their methods only optimize the starting and
braking parts of the input signal. The coeflicients of the
Fourier series were also modified through trial and error.
Moreover, the selection of the higher mechanical harmonics
is undetermined, and whether precise positioning can be
achieved is not considered.

On the basis of the above problems, the
infinite-dimensional solution of the vibration equation of
the rigid-flexible mechanical arms is projected into the
complete space formed by the POD (proper orthogonal
decomposition) mode by using the AIM [47-49] in this
study. According to AIM, the vibration equation of an
infinite-dimensional rigid-flexible mechanical arm can be
changed into a finite-dimensional equation to extract
nonlinear phenomena. Then, the TGM is used to solve the
simplified system to obtain the interaction between the high-
order mode and the low-order mode. The proposed method
reduces the free degree of the system and improves the
calculation efficiency without significantly losing the accu-
racy of the solution comparing with the TGM. Given the
reduced-order rigid-flexible mechanical arms dynamic
model, dynamic response analysis is conducted to optimize
the target position error and end residual vibration. The
input signal is approximately combined by a limited number
of sinusoidal signals. The NF (natural frequency) of the
system determines the highest frequency of the sinusoidal
signal, to optimize the input signal, and the amplitude of the
sinusoidal signal is corrected using the particle swarm op-
timization (PSO) algorithm. The simulation results show
that this method cannot only achieve precise positioning but
also effectively suppress the residual vibration generated
during the movement of the rigid-flexible mechanical arms.

The main dedications of this study are as follows:

(1) Based on the previous detailed description of the
approximate inertial manifold theory, it is applied to
the nonlinear model of rigid-flexible mechanical
arms, and the model is simplified to obtain its lowest
dimensional approximate model. This dimension
reduction method not only retains the main char-
acteristics of the original system but also reduces the
degree of freedom of the system without significantly
reducing the accuracy of the solution. Therefore, it
brings great convenience for system analysis and
subsequent controller design.

(2) To restrain the residual vibration of the rigid-flexible
mechanical arms, a feedforward control strategy
based upon PSO is proposed. The input shaping filter
does not need to be considered.
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(3) The input signal is approximated by a combination
of a finite number of sinusoidal signals, and the
highest frequency of the sinusoidal signal is deter-
mined using the NF (natural frequency) of the
system. The natural frequency of the system is ob-
tained by physical analysis and simulation.

(4) According to the dynamic response of the rigid-
flexible mechanical arms, the PSO algorithm is also
used to adjust the amplitude of the sinusoidal signal
to achieve the purpose of optimizing the input signal.
While realizing the precise positioning of the rigid-
flexible mechanical arms, it effectively suppresses the
end residual vibration of the mechanical arm.

(5) For the lowest dimensional model of the rigid-
flexible mechanical arms, the feedforward control
method is used, and the input signal based on
particle swarm optimization is used as the input of
the model controller. The results show that this
method improves the calculation efficiency of the
model, realizes the accurate positioning of the end of
the flexible arm, and suppresses the residual
vibration.

The other parts of this paper are arranged as follows. Part
II builds the dynamics high-order model of rigid and flexible
mechanical arm. Part III reduces the model based on ap-
proximate inertial manifold to obtain the lowest-order
output model. Part IV conducts dynamic simulation anal-
ysis. An improved feedforward strategy about vibration
suppression based upon PSO to optimize input signals is put
forward in Part V. Part VI summarizes the achievements.

1.1. Dynamic Modeling of the Rigid-Flexible Mechanical Arms.
The structure of the research object is shown in Figure 1. The
rigid mechanical arm is connected to the fixed support base,
and the flexible mechanical arm is connected to the end of
the rigid mechanical arm by clicking the drive shaft. The
following assumptions are made in modeling: the flexible
mechanical arm can bend freely, after elastic deformation,
the intersecting surface is vertical to the deformation axis,
and the longitudinal deformation and gravitational potential
energy are ignored in Figure 1, and the cyber-physical
system composition diagram is depicted in Figure 2.

As depicted in Figure 1, the parameters are as follows:

[, is the length of the rigid mechanical arm
I, is the length of the flexible mechanical arm;

OXY is the inertial rectangular coordinate system with
the base as the origin

0,x, ¥, is the local coordinate system of the rigid
mechanical arm

0,%,¥, is the local coordinate system of the flexible
mechanical arm, and it turns with the turn of the
mechanical arm

0, is the rotary angle of the coordinate system
0,x, y,relative to the coordinate system OXY
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FiGure 1: Structure diagram.
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FIGURE 2: System composition diagram.

0, is the rotary angle of the coordinate system o,x, y,
relative to the coordinate system o,x,y,

According to the theory of Euler-Bernoulli beam and the
results of reference [50], the vibration equation of the rigid-
flexible mechanical arm can be obtained as follows:

£ (x,1) + 20EL "™ (x,1) + 6,ELw™ (x,1) = F(x,1),
(1)

where w (x, t) represents shift of the flexible mechanical arm
at the deformed position.

The dynamic boundary constraints of the flexible me-
chanical arm are as follows:

F(x,t) =p, [ll sin 0,07 +1, cos 0,0} —w(x, 1,‘)(91 + 92)2]
- Mp[l1 cos Qyw (L, )8, - w(lz,t)(é1 + 92)2

+l2('81 + 92) +1,67 sin 62],
(2)



where F(x,t) = £, [I;sin0,0% +1, cos 0,02 —w(x,t)(0,+
0,)°] - M, [1, cos 6,w (L, )0, — w(ly,t) (6, +6,)" +1,(6,+
0,) + 1,02 sinb,].

The influence of joint friction factors should be con-
sidered to describe the dynamic model accurately. The four
common static friction models are as follows: the Coulomb
viscous friction model, Coulomb friction model, static
friction Coulomb viscous friction model, and Stribeck
friction model. The Coulomb viscous friction model adopts a
continuous function to approximate the Stribeck friction
model, which is conducive to the realization of the control of
each joint motor. Therefore, the Coulomb viscous friction
model is used to obtain the friction torque of each joint of
the n-degree-of-freedom mechanical arm as follows [51]:

a4

where i=1,2, f; represents the Coulomb friction torque
coefficient, and f,; represents the viscous friction torque
coefficient. In this way, the modified dynamic model of
rigid-flexible mechanical arms can be obtained:
4
vie o ()
0x

v (3)

The coefficients of each matrix are given in Appendix A.

1.2. Model Reduction Based on Approximate Inertial
Manifold. The approximate inertial manifold is essentially a
Lipshitz manifold. When the time is large enough, the so-
lutions of all the original equations will be attracted into a
neighborhood of the manifold because its existence does not
need the spectral interval condition. Using the approximate
inertial manifold, it is possible for us to approximate and
study the long-time dynamic behavior of the original
equation with a finite-dimensional ordinary differential
system; this ordinary differential equation is the approxi-
mate inertial form to be studied in this paper.

Equation (4) is a system of partial differential integral
equations with nonlinear and strong coupling characteristics,
and the exact analytical solution cannot be obtained directly.
Therefore, dimensionality reduction is needed for the infinite-
dimensional nonlinear distributed parameter system.

The vibration equation (1) of the flexible mechanical arm
can be rewritten as follows:

2
% =20V (x,t) + &LV w(x, ) + f(x,1),  (5)
where V* = 8*/0x* and f (x,t) = F(x,t)/¢, is equivalent to
the external force.

The linear operator of Equation (5) can be defined as
Aw = 0*w/dx*. Following the TGM, in Equation (5), w (x, )
is the displacement at the deformation point x of the flexible
mechanical arm, namely:

w(x, 1) = ) T;(x)q; (1), (6)

i=1

Complexity

where T'; (x) is a characteristic function and g; = g; (t) is an
undetermined variable. Substituting (6) into (5) and con-
sidering the boundary conditions in (2), we have [50]

T; (x) = k;(sin A;x — sinh ;x) — cos A;x + cosh ;x, (7)
where A, is the eigenvalue, is the modal order, and

_cosh A1, +cos A,
P sinhAdy + sin A,

(8)

The solution of equation (5) is expanded according to the
orthogonal basis and using program of Galerkin, and the
approximate solution of equation (5) can be obtained.

) N d'T,
Z:Zqi(t)'ri(x)+Elzzqi(t) IEX)
=1 i1 dx

(9)

+

20EL, & . d'T,(x
2 4,0 (x)
2 i=1

; S e,

Let U = [g,,qy---»q,]" represent the orthogonal pro-
jection in the Hilbert space (H) onto the space strided over
the first n eigenfunctions of A and V = [g,.,15Gpo > - - - Geo) -
represent the rest, where U is the low module subspace and V
is the high module subspace with infinite dimensions. It
must be balance truncated, and the first N modes in all
modes are used for the approximate solution of the model
[22], which can be expressed by the inner product in H, and
then the following projections are obtained:

() =0, k=12,...,n (10)

(z:T¢) =0, k=n+1,n+2,---N. (11)

According to the above projections, we have

U +A (U, V,U,V) =0, (12)

V+A,(UV,UV)=0, (13)

where A, (U,V, U,V) andA, (U,V,U,V) are nonlinear
functions of 6,4, 6, 4.

By the spectral method combined with the Galerkin
truncation criterion, the infinite-dimensional rigid-flexible
mechanical arms system can be approximated to a third-
dimensional model (i.e., N =3) after truncation [50]. Then,
equation (6) can be written as follows:

3
w(xt) =) g (B (x). (14)
i=1

Combining (4) and (12)-(14), a five-dimensional model
of the rigid-flexible mechanical arms can be obtained as
follows:

0] [F.i(6.9.6,4 E\f u
MH+[ ’ q~7)]+[ ! ]=[ ] (15)

il LF,(0.4.6,9)] LEq+Kq] LO
where M = MTis the generalized symmetric inertia matrix,
6= (6,,6,)" is the rotation angle vector of the mechanical
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arm joint, q = (q;,4,-q;)" represents the modal value of
flexible mechanical arm deformation, u is the input resultant

torque to the joint, [Fl (6,9, é, q) F,(6,q, 9, q) ]Tis a vector
of nonlinear terms, E, = diag(y,,y,) is the positive and
definite damping matrix, and E, = diag(d;,6,, ;) is the
structural damping matrix [52]. Equation (14) represents a
five-dimensional strongly coupled nonlinear system based
on generalized coordinates. The values of elements in the
equation are shown in Appendix B.

Given that the nonlinear system (15) is a five-dimen-
sional system with ten-order, it is a very high-order non-
linear system and difficult for system simulations, analyses,
and controller design. Therefore, further truncation should
be applied to (14). In equations (11) and (12), U and V
contain low and high mode subspaces, and the modes in
lower and higher subspaces can be thought of as “active” and
“inactive,” respectively [22]. Thus, a low-dimensional model
may be obtained through the traditional Galerkin method by
setting the first derivative of V and V in equation (12) to 0
then only the following equation can be obtained without
considering equation (13)

U +A,(U,U)=0. (16)

Equation (15) means that the interaction between low
modes and high modes is ignored when following the

traditional Galerkin method. Nevertheless, on the basis of
AIM theory, the higher-order modes of the flexible defor-
mation displacement will soon decayed relatively to the
lower-order modes under the action of viscous damping
[22]. Thus, the derivatives of the higher-order mode V can be
set to be zero, thatis, V = 0 and V = 0. From (13), a form of
approximate inertial manifold can be built as

A,(U,U,V) = 0. (17)

Substituting the solution of (17),i.e.,V = ¥ (U, tU), into
(16), (17) becomes

A, (U,U,¥(U,U)) = 0. (18)

Equation (18) means that the low modes are used to
capture the behavior of the high modes in equation (13), and
the interaction between low modes and high modes is
maintained. Substituting V' = ¥ (U,U) and V = 0 into (12),
we have

U +A,(U,U,Y¥Y(U,U)) = 0. (19)
Letting n=1 in equation (12) and substituting (18) and

(19) into (13), a model with the lowest dimension (i.e., three-
dimension) can be obtained as follows:

(7,6,40,9)7 [ 000076,7 T[0T [n1-7pn]
6, J,(6,9,6,4) 0w 000 |6, 0 T -1p,
M|8,00|+|],(6,4.6,g)|+| 00 & 00 [[4, [+K|la |=|] o | (20)
G J4(6.g.8,6) | | 000 &0 0 0 0
[ J;(6,9.0,9)] Looood; ol Lgd L o

where

. 1 3 . 3 ..
J,(6,4,6,9) = —[Eezzlzg sin 0, + &,1, cos 6, Zhj(nqj(t)]ei - [zzlllg sin 6, + £,1, cos 6, ¥ h;(1)q;(t) (6,0,

j=1

=1

I
3 2
M, (zl cos 0,y J T (x)g; (£)dx + 21,1, sin 92)

i=1 0

. 3 3 . .
b, - [zele sin 6, ) h;(1)d; (1) - 26,L, Y q;(t)d; (t)](e1 +6,)

=i

i=1 0

=

1
3 2
+M, (ZZ1 cos 6, z J T; (x)g; (t)dx + 21,1, sin 92)9192,

o1 . :
J,(6,4,6,4) = [Zezllzg sin 6, + £,1, cos 6, ) h;(1)q;(t)

j=1

]é+yﬁwﬁﬁg
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3 3 3
(Z q; ()4, (1) +Mp<l§ + 3 hi(1)g; (1) - qu(t)qjm))
j=1 j=1 j=1

3
+ Mp<l1 cos 6, Y h;(1)g; (£) + 1,1, sin 02>0f,
j=1

Ji2(6.0.6,6) = —&5(8, +6,) q; + 61,6, sin 6, -k, (1), i=1,2,3. (21)

And solution (18) gives the following:

.. ) ) . \2
Qo = TrM33 _{ [2m33€212(61 + 02)% - ksmzs]% + €51y cos 6, - hy0ma; _(63 - ez(gl + 62) ””23)%}

EZZZGT sin 6, - hy

+¢,l, cos 6, - h39im33 B —
(6, +6,)" -6,

(22)

lez(f sin 6, - hymy;

. 1 .
N [kzez +8,6, + 61, sin azef}mB -

2
8,1, cos 0, - h,0,ms;

. . . .2 . )
q3 = TrMM3;3 _Jl [2m33€212(01 + 92)‘11 - k3m23]q1 + &1y cos 0, - hy6ms; _(63 - ez(el + 92) mza)‘h}

2,1,1,’ sin 0,

+ 6,1, cos 6, - h29?m33 e
6,(0,+6,) -6,

(23)

.2
palab; sin 6, - hymy,

. 1 ,
+ [k202 +8,0, +5p,h 30, sin 02]m33 -

where my; =4, _[i)z x - T (x)dx + Mpl2 ﬂ; I;(x)dx and
My = & [0 T, (x)dx.

Finally, substitute w(x,t) = ®,(x)q, + ©,(x)gq, + D5
(x)q; and w(x,t) = O, (x)q, + D, (x)q, + P;(x)g; into
equation (14) to get the low-dimensional output model of
rigid-flexible mechanical arms as follows:

w(x,t) =T, (x)gq, + T, (x)q, + I3 (x)gs. (24)

2. Dynamic Simulations

2.1. Model Simulation and Analysis. The initial state of the
rigid and flexible mechanical arms is assumed in a horizontal
position; the basic initial parameters are as follows:
0,=0,=91=9,=¢93=0. The joint input torque is
71 =7,=0.412N/m. The length, width, and height of the
flexible mechanical arm are 300 mm, 20 mm, and 15 mm,
respectively. Other parameters are shown in Table 1. The
relationship between modal and energy is obtained by
simulation as depicted in Figure 3. The first-order mode
accounts for 94.12% of the total energy, and the first three-
order modes account for 99.78% of the total energy. This
finding shows that the accuracy of the first three models is
very high, but only taking the first mode is not enough to
ensure the accuracy of the model.

pylycos 6, - hy ‘.9?””33’

2.2. Free-Response Dynamic Simulations. When the input
torque is 0 and only the initial state is given, the response
results of the approximate model obtained by the spectral
method and the exact solution are compared. The initial time
is £ =0, and the end time is ¢f=10s. The initial state of the
system is 0, =0, 0,=n/4, 91 = 92 =0,¢;=0,and i=1, 2, 3.
The initial value of the first derivative of all other generalized
variables is 0. The fourth-order Runge-Kutta formula is used
to solve the AIM-based low-order model and the TGM-
based truncated third-order model. The simulation results
are depicted in Figures 4-7.

In the free-response without input torque, 6, (¢) and 6,
() are finally stabilized, and the mutual influence between
the rigid-flexible coupling can be obtained. The end de-
formation of the lowest-order model based on AIM is
almost similar to that of the truncated flexible model based
on TGM, as shown in Figures 4 to 6. They are all stabilized
at zero in the end because of the features of structural
damper of the mechanical arm itself. The simulation results
of the first-order system and the third-order system after
using the AIM approximation are the same, as shown in
Figure 7. This conclusion can further prove that the AIM
method is effective for model dimensionality reduction and
can retain the main characteristics of the original system
dynamics. Compared with the TGM-based truncation
method, the lowest-order system based on AIM has a
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TaBLE 1: Other parameter values of the rigid-flexible mechanical arms.

Parameter name Rigid mechanical arm Flexible mechanical arm
Length (m) L, =033 L, =0.30
Moment of inertia (kg-m?) J, = 0.0812 J, =0.138

Line density (kg-m?) ¢, = 0.4865
Elastic modulus (N-m?) EI, = 26.055

End mass (kg) M, =0.721 M, =05

0.0025

0.0020

0.0015

0.0010

Energy value

0.0005

8

0de
otder 10

FIGURE 3: Relationship of modes and energy.
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FiGure 7: End vibrations with the first-order model and the third-
order model.

smaller amount of calculation; according to this method, it
is very convenient to analyze the system and design the
controller.

3. Vibration Suppression Based on PSO

The AIM approximation model is used for numerical cal-
culation in this study, and the function coefficients of the
approximate input signal are optimized to suppress the end
vibration. Firstly, a series of continuous sinusoidal functions
approximate the input signal. The selection of the numbers
of the approximation function is determined by the natural
frequency, which is applied to the flexible mechanical arm to
minimize the target position error and the displacement of
end vibration. Then, using the PSO algorithm, the coeffi-
cients of each input function are optimized without con-
sidering the input shaping filter [44, 45]. In this way, the
calculation efficiency of complex dynamic response is

significantly improved, and the residual vibration is mini-
mized when the target position is reached. The control
structure diagram is depicted in Figure 8.

3.1. Optimization-Based Vibration Suppression and Precise
Positioning. In Figure 1, the input signals acting on Joint 1
and Joint 2 are represented by trapezoidal signals, as shown
in Figure 9. The expression is shown as follows.

At
—, 0<t<®,
®
u(t) =1 A, <t<(T - ), (25)
A(T -t
AT=O (¢ gyerer,

It is assumed that the operating cycle of rigid-flexible
mechanical arms is T. Therefore, the signal u (#) can be
approximately expressed by a linear combination of infi-
nitely many sinusoidal functions of different frequencies on
[0, TT and as depicted by the following formula:

kk <., .
u(t) = 5t n; k, sin w,t, (26)

where k,, is the coeflicient to be optimized and w,, =27n/T1is
the angular frequency. Theoretically, the greater the value
of n, the higher the fitting accuracy of the function. The
time acting on the signals of Joint 1 and Joint 2 is taken as
4s,and d is taken as 0.1 s. The fundamental frequency is 27/
T. When n is taken as 11, w, is close to the natural fre-
quency of the mechanical arms (as shown in Figure 6(b)).
In this case, the end vibration will not be suppressed but
increased. Thus, n is selected as 9. The parameters of the
input signal of Joint 1 to be optimized are kig, k11, k12
...... , k19. The parameters of the input signal of Joint 2 to
be optimized are ko, ky1, K22y - - .. . , ka9. These parameters
are combined as follows:
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FIGURE 8: The control structure diagram of feedforward.

FIGURE 9: Trapezoidal signal.
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FiGure 10: Optimization process diagram.

Y = [K1os ks connees K95 Kags Ky vvvs kg | € R, (27)

When y is determined, the input signals applied to Joint
1 and Joint 2 can also be determined. Using equations
(21)-(24), the relationship between the end vibration of the
rigid-flexible mechanical arms and the applied torque of
each joint is established. Therefore, the displacement of the
end vibration of the flexible mechanical arm can be shown
by the undetermined parameter y as follows:

N
w(t,y) = ) Ti(x)q; (£, y). (28)
i=1

Moreover, the final target position of the mechanical
arms after applying the input signal (25) is supposed to be

(04 d4), and the end position error function of the flexible
mechanical arm in the movement is built as follows:

e,(ty) = \/[otf —oty) +[8,-0my]. (29

The objective of this study is to minimize the error of the
mechanical arms reaching the target position and the re-
sidual vibration displacement at the end of the mechanical
arms. The objective optimization function is established as
follows:

c(y) = &lw(t, p)l + &ee, (1, 7), (30)

where & and &, are two weighted coefficients, and & +&, = 1.
The objective of the optimization is to minimize the ob-
jective function (30) by adjusting these parameters to be
optimized. In this way, the precise positioning of the end
position of the mechanical arms and the suppression of
residual vibration can be transformed into solving the op-
timal value of each parameter in equation (27).

The PSO algorithm [46] is a study based on predation
behavior of birds proposed by Kennedy et al. [46], because
the algorithm is simple in structure and easy to implement. It
is extensively applied since it can remember the current
individual optimal and global optimal and requires only a
few adjustment parameters [53]. It is a global optimization
algorithm of probability type. The advantage of the non-
deterministic algorithm is that the algorithm has more
chances to solve the global optimal solution. It does not
depend on the strict mathematical properties of the opti-
mization problem itself. The PSO algorithm is applied to
optimize the parameters in equation (27). In a searching
space with N-dimension, let the quantity of particles be m,
where the position of the ith particle is x; € R?, and its
velocity is v; € R".pbest; € R" represents the best position of
the ith particle.gbest; € R" represents the best position of all
particles. The velocity and position of the particles are
updated as follows [46]:

1

+1 +1 .
=X+, n=1,2,.,N,i=12,..,m),

Jl VI = 4o (pbest! — x7)) + cyr, (gbest! — x7),

(31)

where c;and ¢, are the contraction factors and r; and r, are
the arbitrary values between [—1, 1]. The detailed steps of
parameter optimization based on particle swarm optimi-
zation for the rigid-flexible mechanical arms are as follows.

Step 1. In these solutions space, 20-dimensional particles are
initialized as {x}, x5}, ..., x};},and their corresponding flight

velocities are recorded as {1},1},..., v }.

Step 2. Each particle is substituted into equation (26), and
the input signals of Joint 1 and Joint 2 are calculated. Then,
the modal coordinates of the flexible mechanical arm are
calculated according to equation (6). Subsequently, the
displacement of end vibration is calculated according to
equations (21)-(23) and (28). Finally, the fitness value of
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FIGURE 11: Optimization curve of the optimal objective function.

each particle is calculated according to the following
equation:

fi() = c(xi), i=1,2,..,N. (32)

Step 3. The local optimal values and the globally optimal
values are initialized, and the local optimal and the global
optimal positions are determined at the same time. If /=1,
then

{ fp—best = fg—best (33)

pP,=P,

Step 4. The local optimal and the global optimal positions
are recorded. The position and flight speed of particles are
updated in accordance with the following formula:

+1 _ 1 I+1
XiN =XiN T Vino

1+1 1 (34)

B ] I | 1
Vin =Vin T Clrl(ppN - xiN) + Cz”z(PgN - xiN)'

Step 5. Continue to execute the program until the minimum
value set by the optimization goal or the maximum number
of iterations is met.

3.2. Parameter Optimization Based on the PSO Algorithm.
Table 1 depicts the parameters of the rigid-flexible me-
chanical arms. The time of the input signal acting on Joint 1
and Joint 2 is 4 s. The parameter setting of the PSO algorithm
is as follows: ¢; and ¢, are constant values, which are set by
2.25; r; and r,€[-1,1], where r; is —0.3 and r, is 0.5. The
particle quantity is 60, the maximum iterations are 950, and
the minimum value of the optimization function is set by
107°. The weight of the optimization function is set by
&,=0.43 and &, =0.57 to ensure that the mechanical arm can
reach the target position.

The curve of the optimization process based on the above
algorithm is shown in Figure 11. It decreases monotonically
until meeting the conditions when the algorithm stops. In
this study, the objective function value is already less than

Complexity

the minimum setting value when the number of iterations
reaches 540 generations. The final parameters optimized by
the PSO algorithm are depicted in Table 2. The complete
input signal is depicted in Figures 12(a) and 12(b). The
optimized input signal is similar to the original input signal,
but the transition of the optimized input signal is smoother.

The original input signal and the optimized input signal
are applied to the rigid-flexible mechanical arms to compare
the end vibration of the flexible mechanical arm. The
movement of the end of the mechanical arms is depicted in
Figures 13(a) and 13(b). After applying the original input
signal for 4 seconds, the maximum amplitude of the residual
vibration is 16.12 mm. After applying the optimized input
signal for 4 seconds, the end position error is 0.56 mm, the
maximum amplitude of the terminal residual vibration is
476 mm, and the end residual vibration decreased by
70.22%. This process not only realizes to suppress the re-
sidual vibration of the end of the mechanical arms obviously
but also realizes to control the end position of the me-
chanical arms accurately and the improvement of the po-
sitioning accuracy of the mechanical arms.

4. Experimental Verification

A hardware experimental device of rigid-flexible me-
chanical arms is developed so as to verify the effectiveness
of the method of dimension reduction. The sensors consist
of three resistance strain gauges, which can measure the
deformation of different parts accurately. For the accurate
measurement of the strain force, the connection mode of
the half bridge power supply circuit of the mechanical arms
is selected. The strain force amplifier is used to accurately
measure the voltage signal and amplify the measured
voltage signal. Then, the fast data acquisition instrument is
used for data acquisition and A/D conversion for the
collected data. Finally, the terminal deformation of the
mechanical arms is calculated by computer, as shown in
Figure 14.

According to the software of the control card, a pulse
signal with a width of 5 seconds is given to the servo motor.
According to the motor encoder, the angular velocity of the
motor is obtained, and observing the voltage value of the
resistance strain gauge, then can obtain the deformation of
the end of the flexible arm through transformation. The
simulation results of the reduced dimension model are
compared with the experimental results, as depicted in
Figures 15 and 16.

(1) As depicted in Figure 15, the simulation conclusions
of the angular velocity of the flexible mechanical arm
are mainly accordant with the experimental con-
clusions, which demonstrate that the selection of the
spectral method and the dimension reduction
method of Galerkin truncation theory can accurately
reflect the characteristics of the dynamic model of
the flexible mechanical arm.

(2) As depicted in Figure 16, in the first 5seconds, the
simulation conclusions of the first-order model by
AIM are basically consistent with those of the
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TaBLE 2: Coeflicients optimized by the PSO algorithm.
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FiGure 12: Comparison of the input signal: (a) Joint 1 input signal; (b) Joint 2 input signal.
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FIGURE 13: Comparison of end angle and end vibration: (a) end angle; (b) end vibration.

directly truncated third-order modal model. When
the voltage signal is removed after the fifth second,
the vibration mutation in the terminal deformation
is removed slowly under the effect of structural

damping, which confirms that the overall goal can
further simplify the third-order system and lays a
foundation for the next research on the control of
rigid-flexible mechanical arms.
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(3) The experimental verification of vibration suppres-
sion is underway.

5. Conclusion

A dynamic model reduction method of rigid-flexible me-
chanical arms based on the approximate inertial manifold and
a new method of terminal residual vibration suppression
based on particle swarm optimization feedforward control are
established. Firstly, the approximate inertial manifold theory
is used to approximate the model of the rigid-flexible me-
chanical arms whose high-order mode of TGM is truncated
and acts on the low-order mode, and its low-order system
dynamics model is obtained. Then, the feedforward control
method based on particle swarm optimization is applied to
the dynamic model of the lowest-order rigid-flexible me-
chanical arm. The particle swarm optimization algorithm is
used to modify the amplitude and frequency of the input
signal composed of a limited number of sinusoidal signals
with uncertain parameters so as to reduce the target position
error and end residual vibration. The simulation results show

13

that compared with the original input signal before optimi-
zation, the maximum amplitude of end residual vibration of
rigid-flexible mechanical arms is reduced by 70%. Under the
action of optimizing the input signal, the target position error
is relatively small in the specified operation cycle. Simulation
results show that this method can achieve accurate posi-
tioning and improve the suppression effect of residual vi-
bration. The simulation results of angular displacement and
end vibration of the simplified model are basically consistent
with the experimental results of the hardware platform. The
future research work is to verify the feedforward control
method based on particle swarm optimization on the ex-
perimental platform and compare it with the simulation
results to verify the effectiveness of the method [54].
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The fog computing architecture allows data exchange with the vehicle network, sensor networks, etc. However, before exchanging
data, the nodes need to know each other and key exchange. Yashar et al. recently proposed a secure key exchange scheme for the
fog federation. However, their proposed scheme has a high computational overhead and is not suitable for fog federation.
Therefore, we have proposed a lightweight, secure key exchange scheme for the fog federation to reduce computational overhead.
To prove the lightweight, we have compared the proposed scheme with the Yashar design in terms of computing, and com-
munication cost AVISPA Tool was used for the formal analysis of the proposed scheme. Then, we simulated the proposed scheme
with the NS3 tool and compared it with Throughput, packet loss, Packet Delivery, and end-to-end delay with Yashar et al. scheme.

The results show that the proposed design reduced 3.2457 ms of computational overhead and 1,024 transmitted data bits.

1. Introduction

The spread of distributed systems such as the cloud [1] has
made it possible for users to access their data from anywhere
and share or process their data. Furthermore, with the ex-
pansion of various branches of computer science and the
relationship between these sciences, the development of
distribution systems has accelerated. Today, the Internet of
Things is connected to the fog layer and can generate
thousands of data at any time that are sent to the fog layer for
processing [2].

However, the fog layer needs to provide the necessary
security for data processing between its nodes before pro-
cessing the data. One of the most important challenges in
maintaining security is how to exchange the key from the other
side so that it is resistant to known attacks in the fog layer.

Novel remote user authentication and key agreement
scheme for mobile client-server environment scheme in 2013
were proposed by Sun et al. [3]. This scheme was not secure and
could not support the fog federation. In 2015, Li et al. [4]
proposed smart card-based mutual authentication schemes in
cloud computing. This scheme was not secure and could not
support the fog federation. Security and privacy preservation
scheme of face identification and resolution framework using

fog computing in the Internet of things was presented by Hu
etal. [5] in 2017; this scheme did not support fog federation and
key exchange. The scheme proposed by Jia et al. [6], Wazid et al.
[7], Chen etal. [8], Zheng and Chang [9], and Chen et al. [10] in
2019, 2020, and 2021 were all safe and supportive of mutual
authentication and key exchange. However, they are not
suitable for fog federation environments. Yashar et al. [11]
proposed a secure key exchange scheme in the fog federation in
2021. This scheme supported mutual authentication and key
exchange; however, this scheme is not lightweight. Table 1
shows a comparison of related work. Providing a secure and
lightweight key exchange scheme in a fog federation envi-
ronment is a challenge in this area.

1.1. Paper Contribution

(i) In this paper, we propose a secure lightweight key
exchange scheme for the fog federation

(ii) For formal security analysis, the proposed scheme
uses the AVISPA tool

(iii) The proposed scheme is compared with Yashar et al.
regarding computing cost, communication cost,
and security requirement
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TaBLE 1: Comparison of related work.

Related work Fog federation Secure

Mutual authentication Key exchange Lightweight

Sun et al. [3]

Li et al. [4]

Hu et al. [5]

Jia et al. [6]
Wazid et al. [7]
Chen et al. [8]
Zheng et al. [9]
Chen et al. [10]
Yashar et al. [11]
Proposed scheme

QAR R R MR R R R
AN N N N N N

NN N N N N N NN
SN N N N NS T NN
AR R R KR KRR RRR

v, the scheme is supported; X, the scheme is not supported.

(iv) The proposed scheme and Yashar et al. scheme are
simulated with the NS3 tool and examined in terms
of throughput, packet loss, packet delivery, and end-
to-end delay criteria

1.2. Paper Organization. The rest of the paper is organized as
follows. Section 2 reviews the Yashar et al. and network
model. The proposed scheme has been presented in Section
3. Section 4 provides a security analysis of the proposed
scheme with the AVISPA tool. Section 5 presents the per-
formance analysis and security requirements. Section 6
compares the proposed scheme’s simulation results with
Yashar et al. Finally, conclusions have been presented in
Section 7.

2. The Background

This section provides the ECC and network model and
problem statement and scheme of Yashar et al.

2.1. Review of ECC. 'The elliptic curve cryptography (ECC) is
a public key encryption method, which has been designed
based on an algebraic structure of elliptic curves on the finite
fields. The curves of the elliptic equations are in the form of
y+axy+by=x>+cx* +dx+e. In this equation,
R ={a, b, ¢, d, e}. These are real numbers that must satisfy
simple conditions. In these curves, a point is zero or a point
in infinity. For more information, you can refer to [12].

2.2. Network Model and Problem Statement. The network
model presented in Figure 1 shows that cloud servers are
at the top tier and can communicate with each other. In
the network model, there is a middle layer of fog nodes. In
this layer, there is a central fog whose main task is to
manage other fog nodes. The middle layer can be con-
nected to the top layer and the low layer. The purpose of
developing the haze layer was to reduce latency for bottom
layer processing. At the low layer are IOV, IOS, IOE, and
M2M devices. If these devices require high processing,
they send their data to the fog layer for processing. In the
fog layer, the central node needs to be aware of the identity
of the nodes so that they can exchange data with each
other. Furthermore, because the central node is being
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Ficure 1: Network model [11].

processed and managed, a secure, lightweight key ex-
change scheme is needed that can withstand known
attacks.

2.3. Notations. The list of notations used in this paper is
shown in Table 2.

2.4. Review of Yashar Et Al. The key exchange request steps
are as follows.

Step 1: Bob generates an RB message to request the key
exchange and transmits it to Alice. RB is calculated as
follows:
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TaBLE 2: Notations used for the proposed work.

No. Notations Description

1 IDA Identity of Alice (fog center)

2 IDB Identity of Bob (fog node)

3 NCa Nonce of Alice (fog center)

4 NCB Nonce of Bob (fog node)

5 Cha Challenging of Alice (fog center)

6 CHb Challenging of Bob (fog node)

7 Kas The public key of Alice (fog center)

8 Kbs The public key of Bob (fog node)

9 TA Timestamp of Alice (fog center)

10 TB Timestamp of Bob (fog node)

11 AT Expiration time

12 h Hash

13 I Concatenation

Bi = IDB, NCb, NHa, Kbs, TB,
HBi = h(Bi),
RB = HBi|Bi.

Step 2: Alice separates the file contents upon receiving
RB and then hashes Bi and compares the Bi' hash with
HBi. Then, if the hash of Bi and HBi are the same, she
checks the packet timestamp with the predetermined
AT. If the timestamp of the received packet is smaller
than AT, the packet is valid. Next, Alice generates RBi,
and Ai sends it to Bob. RB and Ai are calculated as
follows:

Bi‘ = h(Bi),
Check if Bi‘ = HBi,
Checkif TB < AT,

HRBi = h(IDB, NCb, CHb, Kbs, TA,),
RBi = (IDB, NCb, CHb, Kbs, TA, HRBi)Kbs.

Key generation by Alice is as follows:

(i) To generate a Galois field, Alice selects a large
prime number and calls it p. The field Zp might
have p—1 generators.

(ii) Alice selects one of the generators of Zp and calls
it G.

(iii) Alice selects an arbitrary number and calls it
a, and keeps it secrete. Then, the selected
numbers are substituted in equation (1) to
generate A:

A =Gmod P,
HAi = h (IDA, NCa, CHa,Kas, (P,G,A), TA),
Ai = (IDA, NCa, CHa,Kas, (P, G, A), TA, HAi)Kbs.
(1)

Step 3: Upon receiving Ai and RBi, Bob separates
the contents of RBi with his public key and hashes
the contents except for HRBi and compares RBi'
with HRBi. Then, continue the calculation as
follows:

RBidecrypt by key Kbs,

RBi‘ = h(IDB, NCb, CHb, Kbs, TA),
Check if RBi‘ = HRB;,

Checkif TA <AT.

Key generation by Bob are as follows:

Bob uses equation (2) to generate B. Next, to obtain the
shared key with Alice empowers A by b in the modulus of
P, according to equation (3), the result would be the shared
key agreed upon by Alice. In the next step, it calculate RAi
from the following relation and sends it to Alice:

B =G’ modP, (2)

K = A’modP = (G*)’mod P

G*’mod p, Ai decrypt by key Kbs, Ai‘

h(IDA, NCa, CHa, Kas, G, TA), Check if Ai‘
HAI, Checkif TA < AT,HAIi

= h(IDA, NCa, CHa, Kas, B, TB), RAi

= (IDA, NCa, CHa, Kas, B, HAi, TB)Kas.

(3)

Step 4: Alice opens RAi with her public key, hashes the
packet contents except for HAi, and compares RA{
with HAi. Then, Alice empowers B by a in the modulus
of P according to equation (4) to obtain the shared key.
Figure 2 shows the key exchange scheme of Yashar et al.
The shared key calculation is as follows:

K =B"mod P = (Gb)amodP = G**mod p
RAi decrypt by key Kas
RAi‘ = h(IDA, NCa, CHa, Kas, B, TB)
Checkif RAi ¢ = RAi

Check if TB < AT.

(4)

3. Proposed Scheme

This section presents the proposed scheme. The key ex-
change request steps are as follows:
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Bob

Alice

Choose NCb ,NHa

Bi =IDB,NCb,NHa,Kbs,TB,
HBi = h (Bi)

RB = HBi || Bi

via open channel RB

»
»>

RBi decrypt by key Kbs

RBi" = h(IDB,NCb,CHb,Kbs,TA)
Check if RBi" = HRBi

Check if TA < AT

Ai decrypt by key Kbs

Ai* = h(IDA,NCa,CHa,Kas,G"Na,TA)
Check if Ai® = HAi

Check if TA < AT

Generate key
Select b
B = G’ mod P

K =A"mod P = (G*)’mod P = G*’ mod p

HAi = h(IDA,NCa,CHa,Kas, B,TB)

RAi = (IDA,NCa,CHa,Kas, B, HAi,TB) Kas

via open channel RAi

v

Bi* = h (Bi)
Check if Bi" = HBi
Checkif TB < AT
HRBi = h (IDB,NCb,CHb,Kbs,TA,)
RBi = (IDB,NCb,CHb,Kbs,TA, HRBi) Kbs
Choose NCa,CHa
Generate key
Select P,G,a
A= G%*mod P
HAi = h (IDA,NCa,CHa,Kas, (P,G,A),TA)
Ai = (IDA,NCa,CHa,Kas, (P,G,A), TA, HAi) Kbs

via open channel Ai, RBi

A

RAi decrypt by key Kas
RAi* = h(IDA,NCa,CHa,Kas, B,TB)
Check if RAi" = RAi
Check if TB < AT
Generate key
K =B%*mod P = (G*)*mod P = G*’ mod p

FIGURE 2: The key exchange scheme of Yashar et al.
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Step 1l:calculates the fog node of the equa-
tionAl = (IDA,IDB, TA, Kas) and send it to the fog
center.

Step 2: the Fog center first checks the time stamp with
the expiration time; if the timestamp is shorter than the
expiration time, it stores the Kas key.

In the next step, he chooses the numbers
a,b, p,R1,R2, and NB and calculates them through
equations H1,B1,H2,B2, H3, and PB, through
equation (5). Finally, it sends B3 to the fog node:

H1 = h(IDA, IDB, Kbs),
Bl = (IDA, IDB, Kbs, H1),
H2 = h(a,b, p,R1,R2),

B2 =(a,b, p,R1,R2,H2), (5
PB = NB * G(R1, R2),
H3 = h(PB),

B3 = (PB, TB, H3, B1, B2)Kas.

Step 3: the Fog node first checks the time stamp with the
expiration time; if the timestamp is shorter than the
expiration time, it stores the Kas key. It then hashes B1,
B2, and B3 and compares it to H1, H2, and H3 to ensure
that the message is not tampered with. It then saves a, b, p,
R1, R2, and PB. The fog node selects a random number in
the next step, places it in equation (6), and obtains PA.

PA = NA + G(R1, R2). (6)

After the following calculations, it sends A2 and H4 to
the fog center:

H4 = h(PA),
A2 = (PA, TA, H4)Kbs.

Fog node through equation (7) calculates the common
key:

K = NA = PB. (7)

Step 4: the Fog center first checks the time stamp with
the expiration time; if the timestamp is shorter than the
expiration time, it first hashes A2 and compares it to
H4. Then, it checks the time stamp with the expiration
time; if the timestamp is shorter than the expiration
time, the fog center calculates the common key through
equation (8). Figure 3 shows the proposed scheme.

K = NB * PA. (8)

4. Security Analysis

This section presents the simulation results of the proposed
scheme with the AVISPA tool.

The AVISPA tool is a formal simulation to assess
whether a secure or insecure protocol [13]. AVISPA uses an
HLPSL language to describe and display the security
specifications of protocols. HLPSL is a role-oriented

language in which each entity plays an independent role
during the protocol implementation [14]. In HLPSL, a legal
role is conceived for the attacker, modeled by Dolew-yao
[15]. AVISPA has four built-in tools OFMC (On-the-Fly
Model-Checker) [16], CL-AtSe (Constraint Logic-based
Attack Searcher) [17], SATMC (SAT-based Model-Checker)
[18], and TA4SP (Tree Automata based on Automatic
Approximations for the Analysis of Security Protocols) [19]
that are used for security analysis. After parsing, the output
results indicate whether the protocol is secure or insecure.

4.1. Analysis of Simulation Results. Figures 4 and 5 show the
simulation results showing the proposed design with se-
curity tools OFMC and CL-AtSe. The simulation results in
the OFMC show that the total number of nodes visited for
the proposed scheme was 17 and with a depth of 4 in 0.14
seconds. The simulation results in the CL-AtSe show that the
total number of analyzed and reachable for the proposed
scheme was four states in translation time was 0.04 seconds.
Furthermore, the security analysis results with tools OFMC
and CL-AtSe show that the proposed scheme is secure.

5. Performance Analysis

In this section, the performance analysis of the proposed
scheme and security requirements are compared with
Yashar et al. The following symbols are defined to evaluate
the computing cost of the proposed scheme. Th is the ex-
ecution number of a hash operation. Pm is the execution
number of Point Multiplication. Pe is the execution number
of public key encryption. Pd is the execution number of
public key decryption. Se is the execution number of
symmetric key encryption. Sd is the execution number of
symmetric key decryption. The execution time to perform
the computation is as follows. Th=0.0023, Pm = 2.226,
Pe =3.8500, Pd = 3.8500, Se =~ 0.0046, and Sd =~ 0.0046. The
proposed scheme uses 1024 bit RSA.

5.1. Computation Cost. Table 3 shows a comparison of the
computing cost of the proposed scheme and the Yashar et al.
scheme. Our observations show that the Yashar scheme
consists of 7 Th, 3Pe, and 3Pd; the total cost is 23.1161 ms.
On the contrary, our proposed scheme consists of 8Th, 2Pm,
2Pe, and 2Pd; the total cost is 19.8704 seconds. Thus,
compared to Yashar et al., the proposed scheme reduced the
calculation by 3.2457.

5.2. Communication Cost. Table 4 shows a comparison of the
communication cost of the proposed scheme, and the Yashar
et al. scheme has a communication cost of 3, and the total
number of bits used is 3072. In our proposal, the communi-
cation cost is three, and the total number of bits used is 2048.
Thus, we reduced 1,024 bits sent over the scheme of Yashar et al.

5.3. Security Requirements’ Comparison. Our observations
show that the proposed scheme is resistant to defined at-
tacks. However, our proposal also cannot support device
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FIGURE 3: The proposed scheme.

Complexity



Complexity 7

% OFMC
% Version of 2006/02/13
SUMMARY
SAFE
DETAILS
BOUNDED_NUMBER_OF_SESSIONS
PROTOCOL
/home/span/span/testsuite/results/hlpslGenFile.if
GOAL
as_specified
BACKEND
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COMMENTS
STATISTICS
Parse Time: 0.00s
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Visited Nodes: 17 nodes
depth: 4 plies

FIGURE 4: Simulation results of the proposed scheme under OFMC.
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FI1GURE 5: Simulation results of the proposed scheme under CL-ATSe.

TaBLE 3: Comparison of computation cost.

Symmetric

Point . . Symmetric
No. Schemes fuilstsil(l)n multiplication frlllcbhc tli{gﬁ g;lcbrhc tl;zzrl enci(eytion key Total cost (;FnCSZ)
(Pm) P P (g) decryption
1 iiszf‘r 7Th 0 3Pe 3Pd 0 0sd 7Th+3Pe+3Pd  23.1161
2 Proposed  8Th 2 2Pe 2Pd 0 0Sd 8Th +4Pm + 2Pe +2Pd 19.8704

anonymity and session key agreement. Table 5 shows the
security requirements’ comparison of the proposed scheme
with the Yashar et al. scheme. Note: AF1: replay attack; AF2:
man-in-the-middle attack; AF3: insider attack; AF4: im-
personation attack; AF5: brute force attack; AF6: offline
password guessing attack; AF7: device anonymity; AF8:
mutual authentication; AF9: session key agreement; AF10:
key exchange, AF11: fog federation; AF12: OFMC; AF13:
CL-ATSE; : the scheme is supported; X: the scheme is not
supported.

6. Simulation and Result

In this section, a simulation of the proposed design with the
Yashar design is provided. In addition, simulation by
network simulation tool (NS 3 2.29 simulator) on the
Ubuntu-20.04.1 platform is provided. The hardware en-
vironment for carrying out NS3 simulation [20] was on
Dell Inspiron 5110 machine with Intel Core i5 2410 M/
2.30 GHz processor having 4GB RAM and 1TB HDD
(Hard Disk Drive).



TaBLE 4: Comparison of communication cost and the number of
bits.

No. Schemes No. of messages Total cost (in bits)
1 Yashar et al. 3 3072
2 Proposed 3 2048

TaBLE 5: Comparison of security requirements.

Scheme

Security requirements
tyreq Yashar et al.

Proposed

BN

AF1
AF2
AF3
AF4
AF5
AF6
AF7
AF8
AF9
AF10
AF11
AF12
AF13

SSSNSH AH KSSSAS

RSN N N N S N N NN

TABLE 6: Simulation parameters.

Parameters
Platform

Description
Ubuntu-20.04.1

Dell 5110, Intel Core i5, 4 GB
RAM, 1 TB HDD

Hardware platform

Tool used NS 3 2.29
Number of fog node 20
Number of fog center 10
Mobility of fog node 0
Mobility of fog center 0
Simulation environment area 300 * 1500 M
Loss model Friis loss
Transmit power 7.5dB
Routing protocol OLSR
Medium access control type IEEE 802.11
Wireless protocol 802.11 p
Communication range of fog 100 M

node to fog center

Simulation time 1800 seconds

6.1. Simulation Environment and Settings. The various pa-
rameters used in the NS3 simulations are provided in Ta-
ble 6. The simulation time of the proposed scheme was
1800 seconds. The number of fog centers is ten, and the fog
node is 20. Other parameters are as follows: the mobility of
the fog centers and fog node is 0 m/s, loss model is Friis loss,
transmit power is 7.5-dBm, medium access control type
IEEE 802.11, wireless protocol 802.11 p, routing protocol:
OLSR, and Simulation Environment Area is 300 * 1500M.

6.2. Simulation Results. 'The simulation results show that the
proposed scheme performs better in terms of throughput
than the Yashar et al. scheme. Figure 6 shows a comparison
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FIGURE 9: Comparison of end-to-end delay.

of the proposed scheme and Yashar et al. scheme in terms of
throughput. The proposed scheme has a much better per-
formance in packet loss than Yashar et al. Figure 7 compares
the proposed scheme and Yashar et al. scheme in packet loss.
In terms of packet delivery rate, the proposed scheme has
shown better performance than Yashar et al. Figure 8
compares the proposed scheme and Yashar et al. scheme
in terms of the packet delivery rate. Finally, in terms of end-
to-end delay, the performance of the proposed design is
better than that of Yashar et al. Figure 9 shows a comparison
of the proposed scheme and the Yashar et al. scheme in
terms of end-to-end delay.
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7. Conclusion

The secure key exchange in fog federation environments is a
major challenge. This paper presents a lightweight, secure
key exchange scheme based on ECC for fog federation
environments. The results of the AVISPA tool show that the
proposed scheme is safe, and the proposed scheme is
compared with Yashar et al. Comparison results show that
the proposed scheme has a lower computational and byte
cost. The proposed scheme is then simulated with the NS3
tool. The simulation results show that the proposed scheme
performs better in terms of throughput, packet loss, packet
delivery, and end-to-end delay than Yashar et al. In future
work, our goal is to provide a three-way key exchange
scheme in fog federation.

Data Availability

Data used to support this novel scheme are included within
the article.
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Spinal cord injury (SCI) is an existing incurable disease that brings great pain and life obstacles to patients. Spinal cord electrical
stimulation is an effective means to alleviate spinal cord injury. However, its complicated mechanism of action is still unclear. This
article aims to summarize several different spinal cord electrical stimulation methods, analyze the stimulation effect, and briefly
describe the current understanding of its origin and mechanism of action. In recent years, several application cases of the electrical
stimulation system of stimulation methods have confirmed its positive effects in spinal cord injury diseases and provided new
perspectives for the improvement of spinal cord injury. Finally, the possible development direction and corresponding challenges

of spinal cord electrical stimulation in the future are proposed.

1. Introduction

1.1. Spinal Cord Injury. Spinal cord injury (SCI) is a trans-
verse injury of the spinal cord caused by various pathogenic
factors (trauma, tumor, inflammation, etc.). The spinal cord is
part of the central nervous system and consists of a large
bundle of nerves that allow the brain to communicate with the
rest of the body (through the peripheral nerves). Once SCI
occurs, it will lead to spinal cord nerve dysfunction below the
injury level, such as sensory and autonomic dysfunction,
impaired motor function, and sphincter and autonomic nerve
dysfunction [1]. This brings great life pressure and psycho-
logical burden to patients and their families. Traumatic SCI
has the characteristics of acute onset, serious condition, high
disability-fatality rate, and so on. The treatment of traumatic
SCI is also a worldwide problem [2-4], and the incidence of
SCl is increasing year by year [5]. The high incidence of SCI is
mostly caused by traffic accidents, falls, violence, and other
factors [6]. After SCI, how to restore nerve function to enable
paraplegic patients to obtain motor ability is still a difficult
problem in life science.

There are surgical treatment [7], drug therapy [8],
physical rehabilitation [9], and other treatment methods for
patients with SCI. Surgical treatment is generally concen-
trated in the acute stage of spinal cord injury, but the in-
fluence of the timing of surgical decompression is still
discussed, and there are a large number of changes in clinical
practice [10]. Drug therapy generally plays a role in reducing
inflammation but does not play a significant role in the
improvement of motor function [8]. As a common treat-
ment, physical rehabilitation has been used in patients with
spinal cord injury and achieved certain results. However, the
individual specificity of physical rehabilitation treatment is
strong, and the universality needs to be improved [9]. In
addition, there are new treatments such as biomaterials or
stem cell transplantation [11, 12]. But the pathophysiological
mechanism of spinal cord injury is complex, changeable, and
multi-inducing, and the mechanisms are still unclear [13],
which brings great obstacles to the treatment of spinal cord
injury.

So far, great efforts have been made to solve this problem
in various fields around the world. SCI is no longer a single
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medical problem, but a life science difficulty to be overcome
in biomedical, mechanical and electronic, computer, in-
formation, and other fields. Engineering methods that
combine multiple fields are used to treat spinal cord injuries,
such as electrical stimulation techniques.

1.2. Electrical Stimulation Technique. Electric current can
cause responses in excitable cells, including neurons, and
can be used to produce sensory or motor feedback. Through
this principle, the researchers invented the electrical stim-
ulation technology and carried out the initial clinical ap-
plication. The spinal cord has become an attractive
stimulation target, because it retains motor and sensory
pathways below the injury level [14, 15]. The existing
methods of spinal cord electrical stimulation include epi-
dural electrical stimulation, transcutaneous stimulation, and
intraspinal electrical stimulation. Its effectiveness can be
verified by several examples, including hand grip [16],
walking [17, 18], protecting spinal motor neurons [19], and
bladder management [20].

Most of the early electrical stimulation techniques set the
stimulation parameters through the stimulation system and
did not form a complete closed-loop control. However, with
the development of science and technology, such as brain-
computer interface technology, electrical stimulation tech-
nology is gradually improved. As shown in Figure 1,
Depending on the recording method, neuroscientists dis-
tinguish between electroencephalogram (EEG), electrocor-
ticogram (ECoG), and local field potential (LFP). High-
frequency collection of single nerve cell discharges peak
potential spike [21]. Researchers can collect EEG as control
signals to extract the characteristic information contained in
the signals. By means of machine learning, the feature in-
formation is classified, and the mapping relationship be-
tween the feature information and the action is established
and transformed into stimulus signals. After that, when this
type of signal is collected again, the receptor can be stim-
ulated to produce the corresponding action, and finally the
motor function can be restored. This technique has also been
applied to solve the problem of SCI, and a breakthrough has
been achieved [22]. The purpose of this paper is to sum-
marize the different methods of spinal cord electrical
stimulation used to restore motor function, analyze their
advantages and disadvantages, and briefly introduce the
potential future of this technique.

2. Key Components of Electrical
Stimulation System

2.1. Electrical Stimulator. The electrical stimulator is used to
generate different stimulating currents, which are connected
to the electrode to achieve the purpose of transmitting the
current. In general, electrical stimulators can connect one or
more channels, each consisting of a pair of electrodes (anode
and cathode), and each channel is independent of each
other. The electrical stimulator can set different pulse pa-
rameters (amplitude, pulse width) and the stimulation se-
quence of each channel, resulting in different stimulation
strategies.

Complexity

2.2. Electrodes. The electrode is used to make direct contact
with the stimulated target to transmit electric current.
According to its placement position, it can be divided into
the implantable electrode and nonimplantable electrode.
Implantable electrodes are generally flaky (mostly epidural
electrical stimulation) or needle (mostly intraspinal electrical
stimulation), which need to be surgically implanted in the
body. It can be closer to the stimulus position but also
requires a smaller stimulus current, which is generally less
than 25mA. Nonimplantable electrodes are generally at-
tached to the skin above the spinal cord, do not require
surgical participation, are very suitable for temporary use,
and can adjust the stimulation position to produce the
desired effect (movement). Because the electrode and the
stimulation position are separated from the skin, it generally
requires a large current and will be controlled within the
120 mA, as shown in Table 1.

In addition to the electrode position and current, the key
factors affecting the effect of electrical stimulation are fre-
quency, pulse width, and so on. The stimulation frequency is
the rate of pulse transmission, which affects the speed of
muscle contraction. Exceeding 40 Hz will cause tetanic
contraction of muscles, and spinal cord electrical stimulation
is generally used at 20-25 Hz. Current amplitude and pulse
width will affect the stimulation effect at the same time, and
there is an inverse correlation between them, and they work
together to produce enough energy to produce a response. In
order to achieve the comfort of stimulating effect, the
current amplitude is generally controlled within 100 mA
[23].

2.3. Sensors. There may be sensors as auxiliary devices to
obtain better stimulation effects for different stimulation
strategies. For example, stimulus strategies based on inertial
sensors are more smoothly controlled [24], trigger algorithm
based on inertial sensor to assist paraplegic patients to swim
[25], using EMG signal electrical stimulation feedback
control [26], and so on. The prediction of motor behavior
based on sensor information [27, 28] and physical reha-
bilitation training can help patients return to normal life to
the greatest extent.

2.4. Control Systems. It is difficult to control the pulse fre-
quency, amplitude, pulse width, and other stimulation pa-
rameters for the electrical stimulation system. It is also the
most important part of the stimulation system. While
producing a stimulating effect, ensure the safety, comfort,
and individual differences of the system. These parameters
will affect the stimulation effect and ultimately affect the
patient’s rehabilitation progress. Appropriate stimulation
parameters will improve the efficiency of stimulation, and
unreasonable parameters are likely to hinder the patient’s
recovery.

The research on electrical stimulation control system
focuses on (1) open-loop and closed-loop control, (2)
control algorithm technology research, or (3) feedback in-
formation to the stimulator control unit through biological
signals or sensors [29, 30]. The control objects are mainly
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focused on stimulation frequency, stimulation amplitude,
etc. [15]. Researchers have verified through experiments that
closed-loop control may be more practical [31-33], as shown
in Figure 2.

3. Types of Spinal Stimulation

Spinal cord electrical stimulation technology first appeared in
the treatment of clinical cases in the 1970s. Initially, this
technology was used to delay muscle atrophy and anti-in-
flammatory symptoms caused by muscle waste in patients
with hemiplegia. It can also promote the speed of physical
recovery [34-36]. Spinal cord electrical stimulation is a rel-
atively new application for the recovery of motor function.
Researchers use this technique to treat paraplegia, paralysis, or
functional disorders caused by SCI or stroke [37-39].

Researchers have identified several effective forms of
electrical stimulation, which can be divided into (1) epidural
electrical stimulation, which places electrodes on the dural
surface of the spinal cord, (2) transcutaneous electrical
stimulation, where the electrode was placed on the skin
above the vertebra, and (3) intraspinal electric stimulation,
where the electrode was inserted into the spinal cord, as
shown in Figure 3. Different stimulation methods require
different stimulation parameters, and their mechanism of
action will be different [40]. The current view is that epidural
and transcutaneous electrical stimulation mainly stimulate
the baseline excitability of the spinal cord and reactivate the
intact circuit retained after SCI [41]. By activating the motor
cistern and the neural network in the spinal cord, the
electrical stimulation in the spinal cord can obtain the co-
ordinated movement of the whole limb [42].
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stimulation.

3.1. Epidural Electrical Stimulation. The electrode is placed
in the spinal cord epidural, through different current pa-
rameters to stimulate the electrode contact position, so as to
achieve the effect of treatment or adjuvant therapy, and this
technique is called epidural electrical stimulation. In the
study of spinal cord function and its ecological environment,
it is found that the functional modules of spinal cord can
produce complex motor behavior without brain input
[43, 44]. In fact, most of our daily actions escape our
conscious attention. It also shows that it is possible to di-
rectly stimulate the downstream of the SCI plane beyond the
SCI plane to cause the target movement of the moving
organs.

The researchers applied epidural electrical stimulation to
several animal models of SCI to verify the effectiveness of
this technique [45-48]. It is undoubtedly a good choice to
use small rodent models to verify this point of view. Gad
et al. pointed out that, after complete resection of the middle
thoracic spinal cord, adult rats can use spinal cord epidural
stimulation to step on an electrically driven treadmill. At the
same time, the effect of the combination of subthreshold
stimulation intensity and spontaneous load proprioception
to promote the walking and standing of hind limbs in
paralyzed rats was studied [49]. Alam et al. used epidural
electrical stimulation with different stimulation parameters
(including different stimulation frequencies and single and
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double stimulation electrodes) to train the forelimb grasping
ability of rats with SCI. They found that cervical epidural
stimulation increased the grip success rate compared with
the nonstimulation condition, and bipolar stimulation (C6—
C8+ and C6+ C8-) produced a larger spinal motor evoked
potential and led to a higher success rate of arrival and
mastery [50]. Studies in rats have found that epidural
electrical stimulation of the lumbar spinal cord can repro-
duce the natural activation of synergistic muscle groups that
produce motor function. Creating a suitable calculation
model may be able to break through the complex mechanism
of electrical stimulation. Capogrosso et al. designed a
computational model and conducted in vivo experiments to
study the types of fibers, neurons, and circuits that respond
to EES recruitment. As shown in Figure 4, the model can
predict the motor response induced by EES of various in-
tensities and positions and provides a mechanical frame-
work for the design of spinal nerve prosthesis system to
improve standing and walking after nervous system diseases
[51].

There is a certain gap between the anatomical structure
of rodents and human beings. For rodents, spinal epidural
electrical stimulation has achieved a good stimulation effect.
However, in human testing, sometimes it does not work as
well as in rodents. Studies have shown that EES cannot block
proprioceptive input in rats but can block a large number of
proprioceptive inputs in human body, which may be caused
by different lengths of neural circuits [52], as shown in
Figure 5. The results of Friedli et al. reveal that the funda-
mental differences in the essential anatomical and functional
characteristics of the motor system between primates and
rodents may lead to significant interspecific differences in
the nature and degree of spinal cord repair mechanisms. It is
suggested that although rodents are still very important in
promoting regenerative therapy, the unique response of the
corticospinal tract of primates after injury once again em-
phasizes the importance of primate models [53].

Some research teams set out to improve the electrical
stimulation of primate models. Capogrosso et al. implanted a
wirelessly controlled spinal cord stimulation system in
rhesus monkeys with unilateral corticospinal tract lesions,
which linked the online neural decoding of leg stretching
and flexion movements to stimulation protocols that pro-
mote these movements. Without prior training for monkeys,
the brain-spine interface restores the load-bearing move-
ment of paralyzed legs on the treadmill and on the ground
[54]. They made an in-depth study of the stimulation
mechanism of the cervical spinal cord, showing that the
lateral electrodes produce segmented recruitment of mo-
toneurons in the upper limb and regulate the muscle re-
sponse during exercise [55]. In order to explore the location
of stimulation, Mesbah et al. carried out the research by
means of statistics, discussed the mechanism of motor
function recovery, and finally determined the exact position
of the electrode [56]. Barra et al. recorded the muscle activity
of rhesus monkeys during the hand-holding task and found
that the task involved a stereotyped spatiotemporal map of
motor neuron activation and characterized the specificity of
EES delivery to the cervical vertebra segment. Finally, the

team designed a stimulation scheme based on these results to
reproduce the natural activation of motor neurons, thereby
promoting the movement of the upper limb after injury [57].
This result also confirms the importance of spatiotemporal
stimulation strategies for epidural electrical stimulation.

After exploration, epidural electrical stimulation can be
systematically applied to human beings with SCI. As shown
in Figure 6, patients with SCI are programmed into regular
stimulation codes and sent to implantable pulse generators
by collecting brain motor intention signals. The pulse
generator connects a lamellar stimulation electrode attached
to the dura matter of the L1~S2 segment of the spinal cord.
By sending regular stimulation signals to the distributed
contacts of the electrode, the lower limbs can be stimulated
to make regular swinging movements.

In addition, there have been a number of cases to prove
that spinal epidural stimulation has the effect of motor
function recovery [59-63]. In 2011, Harkema et al. con-
firmed that a patient who has a complete motor injury but
felt incomplete injury regained motor control after 2 years of
complete paralysis by lumbosacral spinal cord epidural
stimulation [64]. The David study showed that, 5 and 10
years after SCI, two adult women (48 years old and 52 years
old, respectively) resumed a certain degree of voluntary
exercise immediately after the implantation of the epidural
spinal cord stimulation system, and there was no prescribed
or obvious preconditioning training after the implantation
of the stimulation system [65]. Possover stimulated the
lumbosacral nerve in patients with chronic spinal cord in-
jury for a long time. In the experiment, all patients with
incomplete spinal cord injury regained voluntary control of
previously paralyzed muscles [66]. The selection of appro-
priate stimulation strategy is very important to promote the
standing of whole body weight-bearing stand with inde-
pendent knee extension [67].

The Wagner team used an implantable pulse generator
with real-time triggering to provide a series of spatially
selective stimuli to the spinal cord in a certain time sequence.
Within a week, this stimulation reestablished adaptive
control of paralyzed muscles during ground walking. The
exercise ability was improved during the rehabilitation
period. A few months later, the participants regained vol-
untary control of previously paralyzed muscles without
stimulation [58]. It is also shown that this kind of stimu-
lation can produce long-term therapeutic effect.

Different stimulation parameters can produce different
stimulation effects, and the influencing factors are complex
and changeable, which brings difficulty to the control.
Wenger et al. [46] developed a mechanical framework to
optimize neural regulation in real time to achieve leg height
simulation control during electrical stimulation. As shown
in Figure 7, a parallel loop with a combination of robust
feedback correction (PI controller) and predictive feedfor-
ward model is integrated by establishing a technical platform
of embedded control strategy. The step height (k) is col-
lected as the input, and the linear relationship between the
EES frequency and the step height is refined and iterated.
The controller combines the error (e;) and the predicted
value based on the current reference (r;) to adjust the current
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frequency (f;) to the stimulus frequency (f,,,) in real time,
so as to keep the step height within the set range of
parameters.

3.2. Transcutaneous Stimulation. Transcutaneous stimula-
tion refers to an electrode placed on the skin above the spinal
cord, which penetrates the skin to the spinal cord to produce
movement or grip [68]. To some extent, spinal transcuta-
neous stimulation increased the recovery of motor function
in patients with SCI similar to epidural stimulation [69, 70].

Studies have shown that surface spinal stimulation,
similar to epidural stimulation, can be used to enhance
muscle recruitment without adversely affecting residual
motion control in incomplete SCI [71]. The researchers
performed percutaneous electrical stimulation of the spine
in 15 SCI patients of different severity to restore their in-
dependent posture and found high levels of leg muscle
activity during the standing weight shift achieved by spinal
stimulation, depending on the muscle load. This suggests

that transcutaneous stimulation can be used to regulate the
lumbar spinal cord neural network to promote self-standing
after chronic movement and complete paralysis [72]. Spinal
cord stimulation and drugs can enhance the motor state of
the subjects when they step into the exoskeleton. In addition,
stimulation improved the coordination pattern of lower
limb muscles, resulting in more continuous, smooth step-
ping movement of the exoskeleton [73]. This method can
rejoin and train the spinal cord motor network of individuals
with long-term complete motor paralysis. In some special
cases, command selective activation of gastrocnemius and
soleus was also observed [74].

The latest study has found that the use of painless
transcutaneous electrical stimulation strategy to regulate the
physiological state of the spinal cord can promote stampede
in noninjured objects whose legs are in a gravity-neutral
position, and multipoint stimulation can more effectively
induce stepping movement [31]. Compared with the
stampede driven by the robot alone, 30 Hz percutaneous
spinal cord stimulation can increase the number of rhythmic
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muscles, enhance the activity of thigh muscles, and inhibit
cloning. This shows that the rhythmic movement pattern
produced by forced stampede is the response of spinal reflex
circuit to cyclic sensory feedback. Providing additional
stimulation and participation in spinal rhythm generation
networks, combined with treadmill training, may increase
rehabilitation outcome after severe SCI [75]. Similar to
epidural electrical stimulation, transcutaneous stimulation
also requires intensive treatment and physical exercise in the
process of spinal cord stimulation to maximize motor
function recovery [73]. After a long period of training, the
noninvasive percutaneous electrical stimulation of the spinal
network restores the movement and function of the hands
and arms. This method of stimulation may be more suitable
for patients with complete paralysis and long-term spinal
cord injury. In addition, muscle spasm was reduced com-
pared with invasive electrical stimulation, and the thera-
peutic effects of all six participants demonstrated long-term
neuroplastic-mediated functional recovery [76].
Transcutaneous stimulation is a noninvasive stimulation
that does not require surgery, so it is of sufficient interest to
many people. However, percutaneous muscle stimulation
has several practical limitations. Specifically, the skin has
higher resistance than nerve tissue [77]. Therefore, most of
them need higher current stimulation (>30mA) to have an

effect [78]. Sometimes, there is pain because of the location
and individual differences of the electrodes [79]. Electrode
placement and current intensity seem to be the key pa-
rameters to achieve selective response [80].

3.3. Intraspinal Electric Stimulation. The electrical stimula-
tion in the spinal cord is different from the epidural electrical
stimulation in that the electrode is implanted into the spinal
cord, and the nerve region in the spinal cord is directly
stimulated by the electrode power supply, because direct
stimulation of the spinal cord requires a lower threshold
current to induce movement than epidural stimulation, as
shown in Table 2 [81].

So far, there are few studies on spinal cord electrical
stimulation in humans, but the spinal cord stimulation
experiments in animals provide a good research basis.
Holinski used fine penetrating electrodes to stimulate the
enlarged ventral horn of the waist of 5 adult anesthetized
cats. The stimulation current of <100 yA activates the in-
herent motor network in the spinal cord, which can pro-
duce functional ground walking with bilateral
coordination. This suggests that ISES may be an effective
intervention for functional walking after SCI [82], as shown
in Figure 8.
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TaBLE 2: Comparison of stimulation current threshold of different stimulation modes of spinal cord [81].
) Threshold current (¢A) )
Motion type . . . . . o . Spine segment
Epidural electrical stimulation (EES) Intraspinal electric stimulation (ISES)
Hip flexion 250~320 88~110 T13
Hip extension 180~282 65~90 L2
Hip adduction 210~260 82~103 L1
Hip abduction 230~278 80~90 TLlf
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FiGure 8: Electrode and implant location [82].

Dalrymple used electrical stimulation in the spinal cord
and developed control strategies to achieve a cat model of
hemisection SCI for weight-bearing pedaling [83]. In ad-
dition, in a number of rodent experimental studies, intra-
spinal cord stimulation is used after specific exercise [84, 85].
There will be a lasting improvement in forelimb movement a
few weeks after the stimulation stops [85, 86]. These results
suggest the potential long-term effect of intraspinal stimu-
lation. Pairing intraspinal cord stimulation with rehabili-
tation physical training may have additional benefits, and a
specific study of the joint approach will be useful.

Different spinal cord stimulation methods may have
different mechanisms; the current view in this field is that
intraspinal cord stimulation may activate the motor cistern
and the inherent neural network in the spinal cord to
complete coordinated limb movement [87]. The epidural
electrical stimulation may increase the baseline excitability
of the spinal cord, so as to keep the nerve triggering
movement intact after SCI [41, 88].

4. Challenges and Prospects

Spinal cord electrical stimulation brings new treatment and
hopes to patients with SCI, which is very commendable.
With the improvement of technology, new stimulators,
electrodes, and other devices will be created, and new
stimulation strategies will also be proposed [55]. This will
further promote the development of electrical stimulation
technology and bring good news to patients. At present,
although the results of spinal electrical stimulation are ex-
pected to play an important role in enhancing motor

recovery, the potential for long-term and continuous im-
provement caused by this technique is likely to require
further improvement, such as the biocompatibility of im-
plants [89], noninvasive effectiveness [78, 79]. In addition, a
combination of treatments, such as exoskeletons [90, 91],
may be required, as well as medication [92], motor training
[58, 93].

4.1. Challenge. The current spinal cord electrical stimulation
technology needs to be further explored: first of all, the
motor function repair of patients has not formed a complete
circuit. The patient passively receives the stimulation signal
or instruction to make the corresponding action, and it is
difficult to receive the feedback signal of the stimulated
muscle. Although Urbin et al. [94] try to collect the EMG of
the target muscle and the foot ground-reaction forces (GRF)
signals implanted in the body to build the somatosensory
afferent pathway, there is still a long way to go before the
recovery of sensory function. In addition, most of the
existing motor function reconstruction systems are carried
out in the laboratory environment, although some envi-
ronments approximately simulate the reality. However,
experiments conducted in a laboratory environment do not
take into account all the availability factors that weaken the
functional reconstruction system, including artificial factors,
nonbrain effects, and the mental state of the user. Therefore,
it is meaningful to add mental and psychological assessment
options in future research plans, and a professional training
team for the use of the functional reconstruction system
should be prepared to make patients quickly and skillfully
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operate the system and put it into practice as soon as
possible. Finally, for the realization of motor function, all
kinds of rehabilitation methods need an appropriate control
strategy [83, 95-97]. At present, human action recognition is
not accurate in dynamic situations. Using different algo-
rithm recognition signals to recognize human activities and
motion parameters accurately to guide or remotely guide
electrical stimulation is a challenge. In the later development
process, breakthroughs in signal processing will be an im-
portant development direction for electrical stimulation. It
will be a long-standing challenge to be able to process
stimulus signals efficiently and accurately, and to develop
stable and efficient stimulus algorithms. In-depth discussion
of the contraction mechanism and internal relationship of
each muscle in the muscle group after electrical stimulation
is indispensable for patients to achieve motor function. The
related research on the mechanism of electrical stimulation
should be more detailed and rich, which will be conducive to
the development of motor function rehabilitation technol-
ogy of electrical stimulation.

4.2. Future Direction

4.2.1. Electrical Stimulation Technology Based on BCIL
Spinal cord electrical stimulation technology based on brain-
computer interface will be an important development di-
rection in the future, and the collected EEG signals can be
used as control signals to guide stimulation strategies. A
research team has applied the collected EEG signals to spinal
cord electrical stimulation and made a breakthrough in the
treatment of paralyzed patients. As an example, researcher
Millan and others collected EEG signals from patients with
upper limb paralysis caused by stroke and decoded motor
consciousness signals. The research team combined motor
consciousness signals based on BCI with spinal cord elec-
trical stimulation to induce significant recovery of upper
limb motor function, and the effect was still significant in 6
to 12 months after treatment [98].

This shows that this treatment is effective and persistent,
but it is worth noting that the design of brain signal detection
and control signal is difficult. This also opens up new doors
and challenges for the research direction of spinal cord
electrical stimulation technology, such as the detection of
EEG signals [99], new control method [97], and inflam-
matory reaction of intrusive electrode [100, 101]. In addi-
tion, spinal cord electrical stimulation based on BCI requires
patients to have good enough motor imagination to generate
motor electrical signals; otherwise, it is a difficult problem to
control spinal cord electrical stimulation [102-104]. The
motor function recovery of FES technology based on BCI
has achieved some results, but the curative effect and repair
mechanism are not completely clear [98, 105, 106]. This
requires further research by researchers, and it may be a
good method to establish a good computational model to
explore the signal loop [51, 107].

4.2.2. Electrical Stimulation and Drug Therapy. In some
cases, these pharmacological treatments can enhance the
effects of exercise training and epidural stimulation [108].
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This combination intervention may target the internal en-
vironment of the injured spinal cord to further increase its
excitability and enhance the effectiveness of therapeutic
electrical stimulation. It was found that chondroitinase gene
therapy could significantly enhance the upper limb function,
improve the forelimb performance and grip, increase the
spinal information transmission, and reduce the pathology
of the injured spine after spinal cord contusion in rats [109].
Chondroitinase transmitted by canine mucosal olfactory
ensheathing cells combined with rehabilitation can enhance
the recovery after SCI [110]. In addition, stem cell trans-
plantation has always been a hot topic in the treatment of
SCI and has an early positive effect [111]. Electrical stim-
ulation has a positive effect on stem cell transplantation, and
stem cell and neural progenitor cell therapy can also improve
hand stretching performance and hand function [112].
Based on these findings, it may be possible to use electrical
stimulation to direct stem cells to damaged parts of the body,
becoming an important treatment.

4.2.3. Development of Neuroprosthesis. Lagging science and
technology and production capacity hinder the development
of electrical stimulation system nerve prosthesis and cannot
achieve the desired goal, but with the development of
technology, there may be a big breakthrough. The compo-
sition or auxiliary devices of some electrical stimulation
systems will be improved, such as electrodes for transmitting
stimulus signals [113], stimulators for generating stimulus
pulses [114], sensors for transmitting control source signals
[25], and exoskeletons for sports training [115].

In addition, feedback control based on neural prosthesis
may promote the progress of electrical stimulation tech-
nology. Many researchers use the collected needle electrode
EMG for the detection and diagnosis of SCI related diseases,
including muscle activation evaluation [116], improved
EMG control [117, 118], evaluation of motor neuron loss
[119], muscle fatigue detection [120], prosthetic EMG
control [121], and other fields. The acquisition of surface
EMG is closely related to the placement of electrodes,
electrode materials, and the number of channels [122-125].
It can be used as a reference for the control of electrical
stimulation signal and the evaluation of rehabilitation effect
in exercise rehabilitation.

5. Summary

In summary, spinal cord injury brings tremendous physical
and psychological pressure to patients, causing inconve-
nience and even loss of life. Researchers have made great
efforts to improve the lives of patients with spinal cord injury
in their respective fields. This article first introduces the
different causes of spinal cord injury and various existing
treatment methods and briefly introduces the current un-
derstanding of its origin and mechanism of action. Most
importantly, this article provides a detailed review of the
treatment methods of spinal cord electrical stimulation.
Several different spinal cord electrical stimulation methods
and corresponding electrical stimulation systems were
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discussed, respectively, and the stimulation effects were
analyzed. Finally, this article analyzes the challenges and
future directions of the spinal cord electrical stimulation
system and gives possible potential research programs.
Whether it is advanced stimulation equipment or sophis-
ticated stimulation strategy, spinal cord electrical stimula-
tion technology provides practical help for people with
mobility difficulties. This technology helps patients achieve
things that were impossible before and even participate in
daily life, greatly reducing the burden of life and improving
self-confidence. Looking to the future, in order to solve the
multifaceted effects of SCI and restore the complete func-
tion, a combination of multiple treatments and long-term
treatment and training may be needed.

The latest treatment method combining cell transplan-
tation and electrical stimulation has brought new treatment
improvements and has made progress in animal models
[126]. The pathophysiological mechanism of spinal cord
injury is complicated. So far, the mechanism and process are
not fully understood [127]. It is worth noting that com-
prehensive treatments such as surgical biomaterials, stem
cell transplantation, drug therapy, and rehabilitation exer-
cises have been proven effective. And the functional
remodeling of neural circuits relies heavily on rehabilitation
exercises, such as electrical stimulation, physical training,
and brain-computer interfaces. In future research, we should
pay attention to the individual differences of patients. For
patients with incomplete injuries or no ruptures, more at-
tention may be paid to physical rehabilitation training, and
electrical stimulation systems are used for auxiliary treat-
ment. For patients with large-scale fracture injuries, surgery
or bioprosthetic transplantation may be required to help
establish new neural circuits, maximize the effect of reha-
bilitation, and ultimately promote the research of spinal cord
injury to have greater breakthroughs in treatment and re-
habilitation and more fields.
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Pursuer navigation is proposed based on the three-dimensional proportional navigation law, and this method presents a family of
navigation laws resulting in a rich behavior for different parameters. Firstly, the kinematics model for the pursuer and the target is
established. Secondly, the proportional navigation law is deduced through the kinematics model. Based on point-to-point
navigation, obstacle avoidance is implemented by adjusting the control parameters, and the combination can enrich the ap-
plication range of obstacle avoidance and guidance laws. Thirdly, information fusion weighted by diagonal matrices is used for
decreasing the tracking precision. Finally, simulations are conducted in the MATLAB environment. Simulation results verify the

availability of the proposed navigation law.

1. Introduction

tVarious navigation and obstacle avoidance methods are the
important issues. The proportional navigation is a method
well known and widely applied in the aerospace community.
In [1], the augmented IPN is deduced for interception. In [2],
the authors present a new homing guidance law using well-
known BPN to perform an impact time constraint and
impact angle constraint. Over and above the case of infinite
maneuverability of the missile, the full condition that cap-
tures a nonmaneuvering target is deduced in [3]. Real-time
navigation is given in [4] by integrating the backstepping
method and neurodynamics model. In [5], the proportional
navigation applied to missile guidance problems is tailored.
In [6], the authors propose collision avoidance strategy for
multiagent. A receding horizon control method for con-
vergent navigation of the robot is given in [7], and this
method includes a scientific procedure for the generation of
potential control sequences. In [8], a modified cooperative
proportional navigation is presented to avoid singularity,

and the time-to-go control efficiency under the small leading
angle is improved in this paper. The capturability of 3D PPN
against the lower speed freely-maneuvering target for the
homing phase is restudied in [9], extending the NOR
method of the 2D PPN to 3D space. In the study of [10], pure
proportional navigation (PPN) and a look angle-constrained
guidance law consisting of PPN and look angle control are
designed. In [11], a novel augmented proportional naviga-
tion (APN) is proposed for midrange autonomous ren-
dezvous, and the midrange autonomous rendezvous can be
absolutely implemented. The application of proportional
navigation to the pursuer requires improvements. The
presentation of this paper is different from the classical
presentation. The proportional navigation is proposed by
using the flight path and heading angles of the pursuer. This
presentation is more proper for the pursuer than the classical
presentation, where proportional navigation is proposed in
accordance with the lateral and vertical acceleration. Then,
the presentation of proportional navigation can be easily
adapted to the collision avoidance mode since the
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proportional navigation is written as a function of the flight
path and heading angles of the pursuer. It allows a rapid
change in the path of the pursuer under proportional
navigation.

In the study of [12], obstacle avoidance and navigation
are addressed by using the model-based control method.
This method can be used for both online and offline. In [12],
the proportional navigation is written based on the robotic
steering angle. Moreover, the collision avoidance mode is
implemented by using proportional navigation. Notwith-
standing the method of [12] seems to be quite competent,
and it sustains the following problems.

(1) The control law for the orientation angle can con-
tinue to be expanded

(2) The proportional navigation was proposed by as-
suming no sensor noise

(3) Information fusion is not combined with the pro-
portional navigation to improve the tracking process

In this paper, the work is mainly motivated by the study
in [12]. The aim of this paper is to consider the solution of
the pursuer tracking toward a target in the 3D space. Based
on the geometric relationship of pursuer-target, this paper
presents the polar kinematics models. In this paper, the
proportional navigation is given in terms of the flight path
and heading angles for the pursuer. Moreover, the pro-
portional navigation can also be adapted to the collision
avoidance mode. The method can be used for indoor and
outdoor navigation as well, especially to reach goals that are
at a long distance from the pursuer, and as a result, they are
out of the range of view of the sensors (such as the camera),
but their position is known to the pursuer.

The proportional navigation of Belkhouche and Bel-
khouche [12] was proposed by assuming no sensor noise.
For sensor noise, the filter method can be used to improve
the tracking process. As studied in [13], a data-driven
method combining the EKF and RBF neural network is
given to estimate the internal temperature for the lithium-
ion battery. In [14], the particle filter is applied to predict the
aging trajectory of the lithium-ion battery. Even though the
algorithm of Belkhouche and Belkhouche [12] seems to be
quite efficient, it suffers from that Kalman filter techniques
are not used for dynamic state estimation. Various multi-
sensor fusion methods have been studied to solve this
problem. Under the optimal fusion criterion of Sun and
Deng [15], the multisensor fusion decentralized Kalman
filter is obtained. In [16], the authors propose the two-sensor
information fusion steady-state Kalman filter. In [17, 18],
distributed optimal information fusion filter theory is pre-
sented under the classical Kalman filter. The device are
argued in [19] in accordance with sensor data fusion
methods, sensor design, and prototype setup. Based on
multisensor fusion, a hybrid indoor localization system is
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given in [20]. In [21], the authors present the information
fusion Kalman filter weighted by scalars. In [22], the
functional equivalence of two optimal measurement fusion
methods is proved under the steady-state Kalman filter.
Information fusion weighted by diagonal matrices is pro-
posed in [16-18]. As studied in [12], this method is not
considered the negative influence of sensor noise. Based on
the above control theory of information fusion, the control
strategy of [12] can be further improved. In this paper, the
proportional navigation combined with information fusion
weighted by diagonal matrices are used to implement more
reasonable tracking performance.

Control objective of this paper is to implement pursuer
navigation and obstacle avoidance using a easy and valid
model-based control law. It can be applied to both online
and offline navigation and obstacle avoidance. This method
consists of a family of methods for pursuer navigation under
proportional navigation, where this paper applies the pur-
suer kinematics equations combined with the geometric
rule. The challenge of this paper is how to design the control
law for proportional navigation and implement obstacle
avoidance. To deal with the challenge, this paper presents the
polar kinematics models of pursuer-target. The control law
of proportional navigation is given in terms of the flight path
and heading angles for the pursuer. Under sensor noise, two-
sensor information fusion is applied to improve the control
law. Moreover, the proportional navigation can implement
collision avoidance by using point-to-point navigation.

The contribution of this paper is mainly to present three-
dimensional proportional navigation to implement tracking
the target, outperforming the pure proportional navigation
(PPN) in terms of interception time. Under sensor noise,
two-sensor information fusion together with proportional
navigation can enhance the tracking precision. Moreover,
obstacle avoidance is implemented by using point-to-point
navigation combined with proportional navigation.

The remainder of this paper is organized as follows. The
dynamic model of pursuer-target is derived. Then, the
proportional navigation law is discussed. This paper designs
the control method of obstacle avoidance. Two-sensor in-
formation fusion is used in this paper. Simulation results are
given to formulate the availability of the obtained results,
and then, some conclusions are drawn.

2. Dynamic Model

The geometry of the navigation is illustrated in Figure 1. In
the 3D coordinate system, the linear velocity of the pursuer
is vp. The flight path and heading angles are 0, and ¢p,
respectively. LOS for target-pursuer is TP. op is the pitch
angle of TP, and yrp is the yaw angle of TP. rp is the relative
distance pursuer-target.

Based on [23, 24], the differential equations for 7-p, op,
and yrp are
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FIGURE 1: Geometric relationship of pursuer-target.

F1p = —Vp €os(op — Op)cos (yrp — ¢p) + vy cos (app — Or)cos (yrp — dr),
TrpOrp = Vp Sin (UTP - GP)COS (YTP - ¢P) — vpsin (UTP - 9T)C05 (YTP - ¢T)7 (1)

Tp COS OppYrp = Vp €08 Op sin (YTP - ‘/5P) —vr cos O sin (VTP - ¢T)

Since the target is motionless, one can have v = 0, and
thus,

Frp = —vp cos (orp — Op)cos (yrp — ¢p),
r1pOrp = Vp sin(opp — Op)cos (yrp — ¢p), (2)
T'rp €OS Oppfrp = Vp cos Op sin (yrp — ¢p).
The robustness of the method is a critical issue. It is
should be noted that this method belongs to a family of

methods in terms of the kinematics equation and geometric
rule. These methods are famous for the robustness.

3. Three-Dimensional Proportional
Navigation Law

This paper designs the proportional navigation law in
conformity to the pursuer flight path and heading angles as
follows:

{ 0p (t) = Gopp (£) + 6, (3)

¢p () = Eyrp (8) + s
where G and E are the navigation constant with
(G=1; E>1) and § and y are the deviation angles.

Combining equation (2) with equation (3), the differ-
ential equations for rqp, orp, and yrp are

Frp = —vp c0s[(G — 1)op + 8]cos ((E = 1)yrp + ),
rrp0rp = —Vp sin((G = 1)orp + 8)cos[(E = Vyrp + 4,
Trp COS OppYrp = —Vp €08 Op sin[(E — 1)yrp + p).

(4)

Results in relation to the pursuer that tracks an im-
movable point are given as follows.

Theory 1. By  using  pure  pursuit  with
(G=E=1;6=yu=0), the pursuer can reach the target
from any original condition.

Proof. Combining (G = E =1, § = y = 0) with equation (4),
it can be written as

T;TP = _VP. (5)

Since pp <0, rpp is decreasing and the pursuer can reach
the target, with the final flight path angle 0, (t;) = opp (t,)
and heading angle ¢, (f ;) = yrp (£).

This completes the proof. O

Theory 2. By  using  deviated  pursuit  with
(G=E=1,6#0, andpu+#0), the pursuer can reach the
target when
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T 7 3w 6 Trp is a decreasing function when
o€ [_E’E] ord,u € [5’7] (6) dandy € [-n/2,m/2] or Sand y € [7/2,37/2].
This completes the proof. O

Proof. On the basis of the first equation in the relative ki-

) ! Theory 3. For G>1and E > 1, the pursuer navigating under
nematics model, one can obtain

equation (3) reaches the target for nearly all original states.

frp = —Vp COS § COS . (7)
R F Proof. Combining (G > 1; E > 1) with equation (4), it obtains

. Vp .
Orp = —fsm[(G ~1)orp + 8]cos[(E — Dyrp + 4] = frp(0rps Y1p)>
P

(8)
. vp cos(Gorp +90) .
= E-1 = s .
Y1p rrp <08 Orp sin( 1 + #] = grp (F1p Vrp)
This system has four equilibrium solutions, namely, (OT"‘P3 =2nm+m-0/G-1, yﬁg =2nm - u/E - 1), and
(ofp, = 2nm = 0/G = 1,yfp =2nm—u/E-1), (ofp, =2nm+m—08/G = 1,yqp =2nm+m—p/E—1).
(o7p, = 2nm = 08/G = 1, ygp =2nm+m— y/E - 1), After partial deviation, it can be obtained that
0
E - (G = 1)cos[(G — Dop + 8]cos[(E — 1)ypp + 1],
90p r'rp
0
e _ v (E - 1)sin[(G — Doyp + 8]sin[(E — D)ypp + 1),
oy Trp
15 Vp . (G- 1)sin(Gop + 6)cos opp + sin[(G - 1)op + 6
agTP=—P51n[(E—1)YTP+H] (Gorp +9) . TP [ TP ]’ 9)
Orp  Trp cos”opp
0 v cos(Gopp + 0
gre _ _Vp. (E - 1)cos[(E = 1)yrp + ¢] M
Oyrp Trp €OS Op
(E-1)v cos[(G + 1)op + 8| + cos[(G—1)op + 8
- _ PCOS[(E _ I)YTP +‘“] [ TP ] . [ TP ]
rTp 2 cos opp

By linearizing near each equilibrium solution, one has
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L aGTP (JT*PA;’YT*M) aYTP (‘T;Pq ’V;m)

_(G-Dvp

r'rp

(E-1)vp cos[(G+ D)app + 6] -1

2
Cos Opp

Ay O

(o)

0 Ay

21 rp

The characteristic roots A;; and A;, of T, are with
(A;; <0andA,, <0), the characteristic roots A,; and A,, of
T, are with (A,; >0andA,, >0), the characteristic roots
Ay and Ay, of T, are with (A;; >0andA;, <0), the

2
cos Orp

characteristic roots A,;, and A,, of T, are with
(A4; <0and Ay, >0). According to Hartman and Grobman
theorem of [25, 26], only (o7, y7p,) is asymptotically
stable.



Since the solutions for orp and yrp approach their as-
ymptotically stable equilibrium positions, one can get
orp — Opp, =2nm —6/G —landyrp — yfp =
2nm —ulE -1 with time. Since
opp — 2nm —6/G - land yprp — 2nm — pu/E - 1 with
time, cos[(G — 1)oqp + 6]cos[(E — 1)ypp + 4] is positive in
[t;,tf], t; 2 y; then, one can get rrp <0 after ¢;.

This completes the proof.

At t,, the proportional navigation law is

{10p(ty) = Gorp (to) + 86p (ty) = Eyre (ty) +p.  (11)

Then, two cases are

(i) Select (G, E) and (9, 4) according to equation (11)
on (GandE>1).

(ii) Put into use heading regulation which deduces 0,
and ¢, from their original values to the values which
satisfy equation (11) for (G,E) and (6,u). This
method which gives more adaptability for the se-
lection of (G, E) and (6, y). O

4. Obstacle Avoidance

For simplicity and without loss of generality, obstacles are
denoted by spheres ;. Spheres S; has d as a radius.

Points E, and E, are shown in Figure 2.7; andr; are the
distances from the pursuer to E; and E,, respectively. The
differential equations for r;, o, and y; between the
pursuer and the center of obstacle S; are

ik =—Vp cos(GaTP +6 - a]-k)cos(EyTP +y- yjk),
rjk('rjk =—vp sin(GaTP +6 - ajk)cos(EyTP +U- yjk),

7 €OS 0 4 jx = —vp €08 (Gopp + 6)sin(EyTP tu- ij)-
(12)
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With k = 1and 2, one can identify whether the pursuer is
oncoming or deviating from the obstacle based on equation
(12). The pursuer is in a collision when

{0p(0) € [0;.0,,]0p (1) € [1).71,]: (13)

where ¢0; <o, andy; <y,;. The avoidance course of the
1 J2 N J2

proportional navigation is
{GJTP (t)+d¢ [Ujl’ sz]EyTP (t) + ué [le’ ij] > (14)

when the pursuer is within a definite distance d,, from the
obstacle.

This section can provide free or obstacle directions,
which is designed in consideration of the obstacles as
follows:

q; :{ L, ep (t) € [ajl’ajz] ¢P(t) € [yjl’yfz]’
]

(15)
0, otherwise.

With Q= u¥X #-19j> where K is the total amount of
obstacles.

Point T, corresponds to a free direction. T, is the point
where the pursuer starts deviating from a possible obstacle.
When (r; — d) <d,), the pursuer is driven to an intermediary
target that occurs in a free direction.

O‘TP and yTP denote the pitch angle and yaw angle of
pursuer target measured at point T, at time £%, and UTP and
yTP the pitch angle and yaw angle pursuer-point T1 mea-
sured at point T, at the same time. ((TTP , )/TP ) and

(UTP ’YTP ) are

0
Zp — zp(t o Jr— yP(tl)
tan opp — —tan yrp, — (to)’
\/(XT xp(t1)) "'(}’T - )’P(t1 LR AN
(16)
0
1 zZr, = ZP(t1) 1 yr, — )’P(ﬁ)
tan opp = == =tan yrp = S (to)’
VCer, = xe(11)) + (e, = (e i Ee
where (xr, yr,2y,) are the coordinates of point T',. For the 5. Two-Sensor Information Fusion
flatness of the path, then
0 . Two-sensor discrete-time system is
{ GoOrpg + 09 = G107p + 0, (17)
Eopopo + Ho = Exyipo + e {x(r+1) = Bx(1) +w(1)y;(1) = \;x(1) + v (1), i=1and2,
(18)

One can determine values of (G,,d;) and (E,, y,) that
fulfill equation (17) and move the pursuer to point T,. If the
pursuer suffers other obstacles, this strategy is repeated.

where
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(xp, yp» 2p)

<y

FIGURE 2: Representation of obstacle avoidance.
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Based on [27], the local optimal Kalman filter is
x;(1l7) = [I, - K; (1)Y;]Bx; (- 1]t — 1) + K; (1) y; (1),
K;(1) = Py (el - DYT[Y,P;(zlr - DYT + R]
P,(trlt—1) = BP,(t - 1]t - 1)B" + GQG',
P, (zl7) =[I,, - K; (7)Y;]P; (z|T - 1).
(20)
Thus, the optimal Kalman filter is

X (717) = {1 (D)%, (z]7) + {, ()%, (1]7). (21)

The optimal matrix of weight coeflicients designed in

[17, 18] can be calculated as
(= diag(txil, Qs ,(xm), i=1land2, (22)

where the optimal weight coeflicients are

R ok

" P!+ Py 2P,
. (23)

o = Pl - pl

Py + P} - 2P},

where P} and P}, are the diagonal element of P; and P,. The
error covariance matrix is

_ PP (L)

= ————i=12,...,n (24)
Py + P, - 2P},

0i

The trace of the error covariance matrix for information
fusion is

trPy (7]7) = Pyy + Py + -+ + Py (25)

where trP, <trP;, i = 1 and 2.
By using the Kalman estimator, fusion position of the
target (xr_,yr, »2r, ) and the pursuer (xp_, yp_,Zp, ) can

be obtained. Thus, Op, = arctanzy, —zp /

2 2 _
\/(xTFu B xPFu) + (yTFu - yPFu) and Ve = arCtanyTFu Vs,
Ixr,, — xp, . Under two-sensor information fusion, equation
u u
(3) is written as

{ Op,, (t) = Gog, (t) + 6,
’ (26)

¢p,, (1) = Eyp, (8) + .

6. Simulation Results

This section proposes several simulations, where tracking
can be implemented under proportional navigation. In this
section, distances velocities and time have been with units to
achieve realistic results.

Example 1. The original position of air wvehicle is
(12m, 12m, 12m), with 0, (t,) = 7 and ¢, (¢,) = /2. The
aerjal target is situated at (110m,110m,150.6 m); thus,
orp (ty) = m/4 and yqp (t,) = /4. The solutions for the two
approaches discussed above are as follows.

(1) Since (0, (ty) = 7, ¢p (ty) = n/2) and (opp (t,) = 7/4,
yrp (ty) = n/4), (G, 6) and (E, p) are calculated such

that
n:Gg+&
BT 7
2 4

There exists an infinite number of methods for (G, )
and (E, y) which satisfy equation (27), and hence,
there exists an infinite number of possible trajec-
tories for the air vehicle. One can take [(G = 3,6 =
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n/4), (E=3,u=-n/4)] or [(G=2,6=mn/2),(E=
1.5, u = 7/8)]. Thus, the trajectory of the air vehicle is
predefined by the original conditions and the values
of (G, 6) and (E, p). As illustrated in Figure 3, the air
vehicle can reach the aerial target using this method.

(2) (G, 0) and (E, p) are predetermined, and the heading
regulation phase is necessary. Heading regulation is
to take the air vehicle (6, ¢},) from the initial values
to the intermediary values (HP ,¢P ) that satisfy
equation (11). One can take (G = 2.5, 'S = 37/8) and
(E = 2.2, = —7/20).

There exist various potentialities for the selection of
(x> ¥pr 2h). One takes (xh, yh,25) = (101.9m, -
101.5m,125.3m);  thus, @, =1.6lrad and
¢P =3.2rad. One takes (xP,yP,zP) = (105.5m, -
132.8 m, 161. 7m); thus, 6, =133rad and
¢}3 = 3.26 rad. Some methods from control theory
are applied to the intention of heading regulation.
The air vehicle navigation applying this method is
shown in Figure 4. The dashed lines illustrate the
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path of the air vehicle under the heading regulation
phase. This method can give more adaptability for
the selection of (G, 6) and (E, u).

Example 2. Comparison with the PPN, and this example will
be considered. The original position of the air vehicle is
(22m,300m,400m), and the aerial target is situated at
(880m,—208m,30m). In the first case, one can take
(G =3.8,E = 4.9). From Figures 5 and 6, it is observed that
the air vehicle navigating under proportional navigation
reaches the aerial target before the PPN. The interception
times are 45 s and 54 s for proportional navigation and PPN,
respectively. In the second case, one can take
(G=22,E=6). From Figures 5 and 7, the interception
times are 50 s and 63 s for proportional navigation and PPN,
respectively. This example indicates that proportional
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FIGURE 8: Online deviation at the appearance of spherical obstacles.

navigation can implement tracking the target, out-
performing PPN in the field of interception time.

Example 3. At the appearance of spherical obstacles in a
complicated environment, the point-to-point navigation
method is applied to reach the aerial target and avoid the
obstacles. The pursuer initiates from the initial position
(0 m,0m, 0m) and aims to reach the aerial target situated at
(300m, 300 m, 424.2m). As illustrated in Figure 8, online
deviation towards intermediary aerial targets T, T,, T, and
T, is applied with the following different control parameters.
Phase PT,: (G =2,8 = n/4) and (E = 1.2, u = 371/40). Phase
T\Ty: (G=2.1,6=-101/34) and (E = 6.8, = 1071/21).
Phase T, T5: (G =2.1,8 = —n/4) and (E = 4, y = 7/3). Phase
T3T,: (G=1.3,6 =-n/4) and (E = 2,y = n/2). Phase T,T:
(G=2,0=n/4) and (E = 1.2,y = 37/40). The path of the
air vehicleisP — T, — T, — T3 — T, — T. These
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FIGURE 9: Filtered trajectory under proportional navigation.
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FIGURE 10: Enlargement in tracking result of Figure 9.

points can be selected so that the differences from the titular
trajectory are small, which keeps smoothness of the tra-
jectory. The air vehicle applies the point-to-point method to
navigate towards the aerial target and avoid the obstacles.

Example 4. Under sensor noise, the initial position of the
purser is (20m,20m,20m) and the target is situated at
(90m, 90 m, 118.98 m). Thus, one can take (G = 2,8 = n1/8)
and (E = 2,y = —n/8). In this case, two-sensor information
fusion weighted by diagonal matrices together with pro-
portional navigation is given to enhance the tracking pre-
cision. Figure 9 shows the filtered trajectory under
proportional navigation. Enlargement in tracking result of
Figure 9 is shown in Figure 10. The analysis of tracking
performance indicates that the more higher the precision,
the less the trace of the error covariance matrix. From
Figure 11, one obtains trP; (k|k) > trP, (k|k). As a result, the
trace of error the covariance matrix under information
fusion is lower than the value of the single sensor. Then, two-
sensor information fusion provides proportional navigation
with more accurate target estimates. This example shows
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that the fusion result is better than that of the single sensor
and the fusion method is effective.

7. Conclusion

This paper proposes a method for pursuer navigation under
proportional navigation. The control strategy is primitive
and depends on only the position of the target. For obstacle
avoidance, this paper can avoid it by adjusting the control
parameters. In the presence of sensor noise, the proportional
navigation combined with information fusion weighted by
diagonal matrices can achieve more reasonable interception
performance. The method opens new directions for research,
such as navigation using the proportional navigation under
kinematics of pursuer and dynamics constraints and the
influence of the control parameters, especially G and E.
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The mechanical ventilation of human body is a complex human-computer interaction process. High flow nasal cannula oxygen
therapy (HFNC) is a new type of ventilation, which is often measured by lung pressure, respiratory work, and other parameters.
The purpose of this paper is to analyse the pressure, flow, and strain rate of upper respiratory tract with different flow and oxygen
concentration by using finite element simulation, to guide professionals to adjust the appropriate flow and oxygen concentration
parameters of HENC machine. This paper studies the complex human-computer interaction environment of human respiratory
tract and ventilation airflow. The 3D model of respiratory tract established by the conversion of image scanning data was taken as
the research object. The flow state of the gases in the respiratory tract was judged by Reynolds equation. After that, RNG K-¢ model
was applied to the research object, and the simulation diagram of airway pressure, flow rate, strain rate, and trace diagram of
flowing particles were obtained under the finite element method. The results explain some clinical phenomena in HENC and guide

people to make better use of mathematical tools to study human-computer complex environment.

1. Introduction

The main clinical manifestations of patients with respiratory
diseases are dyspnea, cough, expectoration, and other
symptoms, which have serious adverse effects on the physical
and mental health and quality of life of patients. At present,
many measures and methods for the treatment of respiratory
diseases are put forward. Oxygen therapy is the most com-
monly used treatment of respiratory diseases. Traditional
oxygen therapy uses a nasal catheter or mask to inhale oxygen.
It can help improve the respiratory function of patients with
respiratory diseases, promote the functional indicators of
patients to return to normal quickly, and delay and block the

development trend of the disease, to improve the prognosis of
patients. However, traditional oxygen therapy is difficult to
achieve enough humidification degree and temperature, and
the oxygen flow rate is limited. High flow nasal cannula
oxygen therapy (HENC) is the latest respiratory support
technology, which can meet the needs of airway humidifi-
cation, proper temperature, and oxygen flow rate at the same
time. These advantages make it more comfortable for patients
and are rapidly promoted in clinical practice [1]. The oxygen
from the electromagnetic flow proportional valve is fully
mixed with the air and heated and humidified by flowing
through hot water and finally enters the human body with a
high flow rate and appropriate temperature and humidity.
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HENC has the following advantages [2]: (1) it can provide
more stable and higher inhalation oxygen concentration than
the ordinary therapy, which can meet the needs of patients’
spontaneous breathing [3]; (2) high flow airflow can reach or
exceed the maximum inspiratory flow of patients’ active in-
spiration, which can reduce inspiratory resistance and respira-
tory work [4]; (3) it can warm and humidify the gas to body
temperature, which can reduce the heat and water consumption
of patients with respiratory distress, and maintain the airway
mucociliary function in the best state; (4) high flow airflow
washes the dead space of upper airway, reducing anatomical
dead space and improving patient ventilation efficiency [5, 6]; (5)
high flow airflow provides a certain level of end-expiration
positive airway pressure, which can open alveoli and increase
lung volume; (6) HFNC does not need a completely closed path
and is convenient to eat and communicate [7], while it can
increase the comfort of patients [8]. These advantages were also
evaluated in vitro under different flow rate, intubation size, and
air leakage [9]. HFNC has also been shown to protect against
respiratory failure and reintubation after extubation [10].

As a new way of ventilation, it has shown great prac-
ticality. Miguel-Montanes pointed out that HFNC signifi-
cantly improved preoxygenation and reduced the incidence
of severe hypoxemia [11]. Messika demonstrated that HFNC
is effective for oxygenation in a small number of acute re-
spiratory failure (ARF) through single centre study [12].
Nishimura cites others studies to conclude that HENC is an
effective early treatment for adult respiratory failure [13].
Spoletini suggested that HFNC is not only more comfortable
than NIV but also relieves more pain of patients with
dyspnea [14]. Manizheh compared the efficacy and safety of
HENC with nasal CPAP for respiratory support in pre-
mature infants with respiratory distress syndrome (RDS)
[15]. Schlapbach used it in hospital transfer of children with
critical disease and found that the treatment rate was sig-
nificantly higher than that of noninvasive ventilation [16].

The flow field analysis involved in this study is the
analysis of nasopharynx and trachea, including nasal cavity,
nasopharynx, oropharynx, pharynx, and trachea. These parts
are not only the channels of air, but also have the functions
of defense, regulating air temperature, and humidity. Due to
the complexity of the structure, the simulation results of
computational fluid dynamics (CFD) technology have be-
come an important reference for clinical research, which can
be used to design and improve the high-flow nasal cannula
oxygen therapy. Therefore, ensuring the accuracy of CFD
simulation results and making a reasonable analysis of the
results became the key to the study.

In this study, the flow field is analysed by FLUENT
software, which replaces the physical model to grid model
and calculates approximate solution of pressure or velocity
in each grid so that the complex problem of the whole flow
field state in respiratory tract is turned to a simple grid
problem. It is not only highly accurate, but also suitable for
the complex shape of respiratory tract. CFD to respiratory
tract can not only effectively simulate the air distribution
during oxygen therapy but also obtain the velocity and
pressure of each point in the trachea. It is of great signifi-
cance for diagnosing and treating respiratory diseases,
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adjusting HFNC equipment to the appropriate state ac-
cepted by patients, and reducing ventilator injury of patients.

This method is helpful for professionals to understand
the airway condition of patients with different flow and
oxygen concentration and can provide doctors with certain
reference when adjusting the flow and oxygen concentration
of HENC. It can provide sufficient inspiratory flow and
oxygen supply level, thus reducing inspiratory resistance and
respiratory work, increasing ventilation efficiency, and
avoiding airway damage to patients.

2. Methods

The method of flow field analysis is divided into the following
steps: establishing geometric model, analysing flow form and
flow model, setting material and boundary conditions, setting
analysis steps, completing analysis, and postprocessing.

2.1. Geometric Model of Upper Respiratory Tract. In geo-
metric model, two-dimensional (2D) model has simpler
modelling, but for complex respiratory system, three-di-
mensional (3D) model is almost used to describe the struc-
tural characteristics of respiratory system in recent years. At
present, the following methods are mainly used in the es-
tablishment of three-dimensional model: (1) the classic an-
atomical model is Weibel A model, which is an ideal
geometric symmetry model. After that, some scholars put
forward the lung model of asymmetric bifurcation region [17]
and the asymmetric bifurcation bronchial tree model [18]. (2)
The 3D model is established based on the transformation of
image scanning data. 3D reconstruction software for com-
puted tomography (CT) or magnetic resonance imaging
(MRI) greatly facilitates the generation of 3D models, such as
Mimics software. Obviously, the latter modelling method is
closer to the real human respiratory tract and has more
geometric details. However, due to the influence of noise and
image resolution, the important parameters of smaller airway
still need to be obtained by anatomical model [19].

The model studied is a 32-year-old female’s upper re-
spiratory tract and trachea. The surface model of respiratory
tract wall was established by Mimics software (as shown in
Figure 1), and then, SIMENS NX software was used to
transform the surface model into a solid model. Then, the
solid model of cavity was extracted (as shown in Figure 2)
and finally meshed the model in FLUENT software (as
shown in Figure 3). In the model of endonasal cavity, the
diameter of nasal tube is 5mm, the diameter of nostril is
10mm, the axial length of nasal cavity is 73.29 mm, the
transverse length of nasal cavity is 30.28 mm, the axial length
of throat is 86.14mm, the axial length of trachea is
109.38 mm, and the diameter of trachea end is 19.5 mm.

During oxygen therapy, the mixed gas flows from the nostril
to the lung. The blue section is the air inlet, and the red section is
the air outlet. The model has 653723 grids and 194538 nodes.

2.2. Flow Model of Airflow during Ventilation. To obtain the
flow form, it is necessary to set the ventilation flow rate
higher than the maximum flow rate of nature breathing,
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FIGURE 1: The structure model of airway wall based on CT scan.
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F1GURE 2: Solid details of airway filled based on the structure model

of airway wall.

FIGURE 3: Mesh details of airway filled based on the structure model
of airway wall.

which is among 40-60 L/min commonly. In the model, the
diameter of nasal tube is assumed to be 5mm, so the
ventilation flow rate is selected as 32 m/s. Simultaneously,
there are three kinds of operation conditions: 50 L/min and
60 L/min to describe the conditions of medium flow rate and
high flow rate. Therefore, the gas flow rates under the three
conditions are 32m/s, 40 m/s and 48 m/s respectively. The
calculation of Reynolds number is as follows:

Re = 1, (1

where v is the velocity, p is the density of air oxygen mixture,
d is the diameter of gas vent, and y is the dynamic viscosity
of air oxygen mixture.

The supply gas of the ventilator is a mixture of air and
oxygen. In the finite element simulation, the density and
dynamic viscosity of the gas mixture should be determined.
These two variables are affected by the nature and com-
position of each molecule in the gas. The proportional valve
of the oxygen therapy machine controls the amount of
oxygen, and the fan controls the amount of air, which re-
flects the mixing degree of the gas mixture. The density and

dynamic viscosity of the gas mixture can be calculated by the
linear relationship of the mixing ratio of air and oxygen.
When the mixing ratio of oxygen and air is a (0%
<a <100%), the density and dynamic viscosity of mixed gas
meet the following requirements:

p=1293(1-a)+ 1.429, (2)

(= 18.448(1 — ) + 20.55a, (3)
qV.O

o= 4)
Qv air

According to Reynolds number, laminar and turbulent
models can be judged. The general fluid motion equation is
Navier-Stokes (N-S) equation:

p(aa—‘t/+(V-V)V> = f—VP+uV°V. (5)

It can be written in rectangular coordinates:
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where p is the density of the fluid, P is the pressure, V is the
velocity vector, u, v, and w are the velocity components of
the fluid at point (x, y, and z) at time ¢, f is the external force
on the fluid per unit volume, and y is the dynamic viscosity.

According to the calculation, the Reynolds numbers of
40 L/min, 50 L/min, and 60 L/min at 70% mixing ratio of
oxygen and air at the narrowest part in the airway are 11155,
13943.75, and 16732.5 respectively, indicating that the three
cases are turbulent flow, and from the physiological point of
view, the existence of turbulence can enhance the contact
between the airflow and the mucosal boundary layer, and
improve the heating and humidifying effects of the air
passage on the air.

The solution of N-S equation is very dependent on initial
and boundary conditions. For turbulence, the initial con-
dition is to add random turbulence disturbance, which
causes the uncertainty and randomness of the obtained
turbulent solutions. Therefore, in addition to the general
fluid formula, it is necessary to introduce specialized tur-
bulence equations.

In the selection of turbulence model equations, some
studies [20] have shown that: in the case of higher gas flow
rate, several commonly used turbulence models (LES model,
K-¢ model, standard k-w model, SST K-w model) are
compared. Among them, the standard k-w model has the
least difference between the simulation and experimental
results. In addition, compared with RNG K-¢ model [21], the
traditional K-e model is a high Reynolds number model, but



it takes the whole upper respiratory tract as turbulence,
which will lead to poor performance. RNG K-¢ model [22] is
a low Reynolds number turbulence model, which considers
the laminar flow and turbulent flow in the simulation
process. The RNG model adds a condition to the ¢ equation,
which not only effectively improves the accuracy, but also
takes the turbulent vortex into account, which has a high
credibility in the numerical simulation of airflow in the
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Among them, C,, = 1.42, C,, = 1.68, G, is the genera-
tion of turbulent kinetic energy caused by mean velocity
gradient, G, is the turbulent kinetic energy generated by
buoyancy, Y, is the contribution of wave expansion to the
total dissipation rate in compressible turbulence, a; and «,
are the reciprocal of the effective Prandtl numbers of K and ¢,
and S and S, are the source term. In this study, buoyancy
and compressibility of flow are not considered.

The differential equation of turbulent viscosity is as
follows:

2 .
p k) % .

d<— = 172 dv. 9)
Veu W -1+C,

In (9), the calculation of some parameters is shown as
follows:

. Hesy
V= ) (10)
U
C, = 100. (11)

Expression of turbulent viscosity is as follows:

2
u= pCH?, (12)

where C, = 0.0845.

The statistical method of renormalization group theory
in RNG theory provides turbulent Prandtl numbers «; and
a, for formulas 7 and (8), which are set as fixed values in
standard K-¢ method. Reciprocals of effective Prandtl
numbers o) and «, are derived from RNG theory:

| o= 1.3929 | o+ 2.3929 %37

= Hmol (13)
lap — 1.3929] |, +2.3929 Ut

where a;, = 1.0. In this paper, the Prandtl numbers have little
influence on the flow field, but they increase the calculation
work, so o = a, = 1.393.

R, is an additional term in the & equation, which is
expressed as follows:
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respiratory tract. Jeong et al. showed that the RNG K-ee
model was more consistent with the experimental values
than the traditional K-¢ model when simulating the upper
respiratory tract of a patient. Therefore, RNG K-ee model
equations are used in this study [23].

The RNG K-ee model is shown as follows. K equation is
equation of turbulent kinetic energy and & equation is
equation of turbulent dissipation rate:

+G+Gy—pe=Y + S, (7)

2
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where 7, = 4.38 and § = 0.012.

3. Materials and Boundary Conditions

The material studied is a mixture of air and oxygen. The
mixture density is calculated according to the formula with
the oxygen and air mixing ratio mentioned previously. In
this study, we analysed the oxygen concentration varying
from 21% to 100%, and the oxygen and air mixing ratio is 0%
to 100%. The density and dynamic viscosity of the gas
mixture can be calculated by these data. In this study, the
reduction of total density of mixed gas caused by the in-
troduction of water vapor is not considered because of the
very little pressure of saturated vapor pressure of water in the
gas from HENC equipment.

There are four flow surfaces in the nasal cavity and a flow
surface at the end of the trachea. These five surfaces are the
boundary interfaces. In most cases of inhalation, the nasal
cavity does not get additional air from the outside but relies
on HENC ventilation. The mechanical ventilation surfaces
are also the flow velocity input surface, and the surfaces from
nostril and trachea are set as the pressure output surface and
the pressure value is atmospheric pressure. On expiration,
the space where the nostrils are not intubated is set as the
pressure output surface, and the pressure value is atmo-
spheric pressure. The surfaces of the HENC ventilation
surface and trachea are the flow rate input surface.

3.1. Analysis Steps Setting. The transient solver based on
pressure is used in the finite element calculation. The ini-
tialization and calculation are started from the inlet. The
SIMPLE method is used to solve the coupling of pressure
and velocity. The time step is set as 0.1 s, while the number of
time steps is 20 and the maximum number of iterations is 30.
After calculation, the fluid movement time is 2's, which is
enough for single exhalation or single inhalation.

In the follow-up analysis, simulations are first taken out
to compare the different effects of inhalation and exhalation
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on the airway under the same conditions, and then, the
pressure, velocity and path lines are compared to analyse the
difference of airway flushing effect under different flow rates
and the influence of different oxygen concentration on
airway pressure and flow rate.

4. Results

4.1. Comparison of Flow Field in Different Breathing States.
Through the comparison of inspiratory and expiratory parts,
it can be seen that the parameters of flow field are quite
different on inhaling and exhaling. Figure 4 shows the
pressure contrast isoline of the airway at 70% oxygen ratio
and 40 L/min flow rate. It can be seen that the pressure of
1.5cm H,O can be reached on inhaling, and the minimum
pressure is —1 cm H,O. The highest pressure appears in the
nasal cavity, especially at the top of the nasal cavity and the
part near nasal concha, while the lowest pressure appears in
the trachea. Generally speaking, the pressure from the nasal
cavity to the trachea gradually decreases.

During exhalation, the highest pressure (about 2.7 cm
H,O0) is produced at the end of the trachea, while the lowest
pressure (about 1.7 cm H,O) is produced at the place, where
the nostrils connect with the outside world. However, the
maximum pressure of expiration is still higher than that of
inspiration. Simultaneously, the obvious irregular places,
oropharynx and pharynx, have no pressure mutation. From
the perspective of respiratory work, the pressure difference
between the nasal cavity and trachea as well as the un-
changed volume of the airway during inhalation provides
part of the breathing work, reducing the extra work of the
respiratory muscles of the lung and increasing patients’
comfort.

Compared with the pressure, the flow rate shows a
significant difference (shown as Figure 5). The maximum
velocity (about 10 m/s) appears at the place near nostril.
Except the velocity near the gas inlet and junction of larynx
and trachea, velocity of all parts presents a low velocity state,
most of which are between 0 and 1.5 m/s. During exhalation,
the maximum flow rate also appears at gas vent (over 10 m/
s). There is also a concentration of the flow velocity at the
junction of the larynx and the trachea, and there is a larger
velocity area in the trachea. That is because the gas coming
out of the lung meets the narrow larynx when exhaling,
which causes the velocity increase of this part. The excessive
air oxygen mixture gas flows to the atmosphere through the
space where the nostrils are not intubated, resulting in the
high velocity of the place.

The strain rate can be multiplied by the viscosity to
obtain the shear stress, which represents the force on airway
wall. The strain rate is larger in the front of nasal cavity,
oropharynx, and upper part of trachea, and the maximum
value (about 13800) occurs at the junction of larynx and
trachea, which is also prone to shear deformation. The
maximum strain rate at the nasal cavity is 15000/s, which is
generated in the front of the nasal cavity. The maximum
stress at the larynx is 13500/s in the transition narrow area
between the nasopharynx and oropharynx. The maximum
strain rate of the trachea is 13000/s at the upper end of the

trachea. In general, both inspiratory and expiratory strains in
the front of the nasal cavity and the larynx should be paid
more attention. Figure 6 also shows the strain rate of normal
breathing on airway. It is found that the strain rate of HFNC
at 40 L/min is increased compared with that of normal
breathing. Although the maximum strain rate increase is not
obvious, it is obvious that the range of larger strain region
widens.

As shown in Figure 7, the left figure shows the path lines
measured by particle ID during inhalation. In the process of
inhalation, high flow gas is injected from nasal tube, and
there are obvious gyrations in the vent and inferior nasal
meatus, which is more due to the complexity of the air gap in
the nasal cavity. Apart from the obvious turbulence at the
junction of trachea and larynx, laminar flow features are
more obvious in the trachea. The right figure shows the path
lines during exhalation. In the process of exhalation, the gas
from the trachea affects the airflow state of HFNC, making
oxygen and air mixture unable to reach the nasopharynx. In
addition, there is an obvious swirling turbulence in the nasal
cavity, which finally flows out through the nostril. The gas
also presents a similar laminar flow state in the trachea and
an obvious turbulence in the nasal cavity. On exhaling, the
oxygen and air mixture from the nasal tube forms turbulence
in the nasal cavity, which then flows to the atmosphere from
the nostril gap. Therefore, a certain amount of oxygen is
maintained in the turbulent part, which dilutes carbon di-
oxide from the lungs and reduces the amount of carbon
dioxide brought into the original nasal cavity during the next
inhalation to achieve the purpose of flushing the dead zone
of nasal cavity.

Figure 8 shows the time map of particles in the airway.
When exhaling, the gas from the trachea conflicts with that
from HFNC equipment, leading to a large convection in the
front of the nasal cavity.

4.2. Comparison of Flow Rate and Oxygen Concentration.
Figure 9 shows the maximum pressure comparison in dif-
ferent ventilation flow rates. Under the flow rate of 40 L/min,
the pressure of a large area of upper respiratory tract is
between 0.5 and 0.8 cm H,0, and the smaller part reaches a
pressure of 1.7 cm H,O. The pressure of trachea (about —0.5
to 0.2 cm H,0) is lower than that of upper respiratory tract.
At 50 L/min and 60 L/min, the pressure of upper respiratory
tract is also higher than that of the lower respiratory tract,
whose maximum pressures are 2.0 cm H,O and 2.3 cm H,O
and minimum pressures are —0.4 cm H,0 and —-0.1 cm H,O,
respectively. In addition, with the increase of ventilation
flow, the maximum pressure and minimum pressure in-
creased in varying degrees. This airway pressure difference
increases with the increase of flow rate, which indicates that
high flow rate gas can reduce the respiratory work required
by respiratory muscles and increase the comfort of patients.

By comparing the airway velocity under different flow
rates, the maximum velocity is generated at the contact part
between the nasal cavity and the nasal tube, and the velocity
is far lower than the ventilation velocity at the position with
larger cross-sectional area. At same positions, the change
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trend of the flow rate is the same. In addition, the second
largest velocity is generated at the junction of the larynx and
trachea, and the minimum is in the middle and rear part of
nasal cavity. Figure 10 shows comparison of maximum
velocity at different ventilation flow rates.

According to the pressure comparison of respiratory
airway under different oxygen concentrations, it is found
that the pressure of nasal cavity is greater than that of throat
and trachea. Simultaneously, with the increase of oxygen
concentration, the maximum pressure of each part decreases
to varying degrees, which can be seen in Figure 11.

On choosing the median plane as the analysis plane to
compare the oxygen concentration (as shown in Figure 12),
it can be seen that the maximum velocity decreases with the
increase of oxygen concentration and the area of high ve-
locity area is also reduced, while the minimum flow rate is
basically unchanged. This is because the viscosity of the gas

mixture increases with the increase of oxygen concentration,
and the friction force of intermolecular motion is large.
When the initial velocity is the same, the instantaneous
velocity at the same position will decrease with the increase
of viscosity. The maximum velocity is produced at the
junction of larynx and trachea, and there is no obvious
change in other areas, indicating that the difference would be
more obvious when the flow diameter is reduced.

5. Discussion

Based on the finite element analysis method, the cavity in the
three-dimensional model of respiratory tract established by
image scanning data conversion is taken as the research
object. It is found that when inhaling, the greatest pressure is
concentrated in the nasal cavity, and the highest velocity is
concentrated in the vent and junction of the larynx and
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trachea. The most easily damaged parts by shear stress are
the front of the nasal cavity, near the vent, and junction of
larynx and trachea. When exhaling, the greatest pressure is
concentrated in the trachea, and the highest velocity is
concentrated in the nasal vent. The most easily damaged
parts by shear stress are the front of the trachea and the
upper end of the trachea. In addition, the particle trace states
and characteristics of different inlets are obtained by
comparison. Then, different flow rates are compared, and it

is concluded that even if the change of flow rate is not
obvious, the increase of flow rate also leads to the increase of
pressure. On comparing different oxygen concentrations,
the flow rate decreases with the increase of the oxygen
concentration.

In this study there are some assumptions. First, the flow
of gas meets the simplified setting. The simplified design is
that the fluid is in one-dimensional isentropic flow, and the
physical properties are uniform in the inlet and outlet flow
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cross-section, the flow does not shrink at the nozzle, the  gas and airway wall is not considered. Without considering

gravity is ignored, and the specific heat of the fluid is  the fluid-structure interaction, the elastic deformation
constant. Second, the fluid-structure interaction between the =~ caused by gas filling would not be considered, and the
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influence of actual elastic deformation on the airway would
not be considered. The nasal cavity of human body is
composed of bone and cartilage and the mucosa and skin
covered on its surface. Some scholars regard the soft tissue
around the upper respiratory tract as a linear -elastic
structure and simulate the airflow [24], which is widely used
as a preliminary study on the interaction calculation of air
flow and soft tissue [25]. However, this study focuses on the
flow field state of the inner cavity, fully considering the
internal velocity, pressure, strain rate, and path line. This
paper also focuses on the possible pressure concentration,
strain concentration position, internal pressure range, ve-
locity range, and so on. Finally, the patient will not breathe
through the mouth during ventilation.

In the acquisition of research objects, this study used
Mimics software to convert the CT scanning data of airway
into three-dimensional model, so that the position of ven-
tilation port, nasal cavity, larynx and trachea can be clearly
seen in the model. However, the obtained model is STL file,
which is suitable for 3D printing directly but cannot be
edited, so that it is impossible to extract the lumen directly.
Therefore, it is necessary to convert it into a 3D model to the
surface solid. SolidWorks software is used and the ideal
effect is obtained. After that, the editable solid is obtained in
the SIMENS NX software using the commands of combined
surface, suture surface, and building solid. Finally, in the
geometry module of ANSYS Workbench, the surfaces of
inlet and outlet are generated, and the filling command is
executed to generate the fluid part, which is the research
object.

In terms of conclusion analysis, this study not only uses
the overall contrast figure but also uses the longitudinal
sectional contrast ﬁgure. However, the transverse sec-
tional comparison is not selected because of its less dis-
tinctiveness. For example, when studying the velocity
comparison of different oxygen concentrations, the
maximum velocity at 0.01m, 0.03m, and 0.06 m away
from the front end of nasal cavity changes slightly, so the
middle longitudinal section is selected as the contrast
section, which not only shows the whole character of the
respiratory tract studied but also reflects the position of
the maximum pressure.

The shortcomings of this study are as follows.

(1) The fluid-structure interaction of the oxygen air
mixture flow on the respiratory tract is not con-
sidered, so the research can only focus on the flow
field analysis but does not consider the shear damage
of the gas flow on the trachea wall.

(2) This study is based on the finite element simulation.
The mesh fineness can affect the simulation effect. It
would be more visual and accurate if more details in
the trachea could be analysed using a more refined
mesh in the future.

(3) The RNG K-¢ model used in this paper has some
advanced significance, but the complete flow field
analysis needs to be verified by experiments. The
follow-up study will be based on solving these
shortcomings. It is hoped to obtain more accurate and
realistic respiratory airway flow field under HFNC.

6. Conclusion

Based on the finite element analysis method, the three-di-
mensional model of trachea established by the conversion of
image scanning data is taken as the research object, and the
conclusion that the flow state presents turbulent state under
different breathing states, flow rates, and oxygen concen-
trations is obtained. After that, RNG K-& model is used to
solve the turbulence state of each position. The pressure, flow
velocity, and strain rate simulation diagram of the airway
under the finite element method are obtained.

(1) During inhalation, the greater pressure is concen-
trated in the nasal cavity, and the high flow velocity is
concentrated at the junction of larynx and trachea.
The parts easily damaged by shear stress are the front
of nasal cavity, near the ventilation port, and junc-
tion of larynx and trachea. During exhalation, the
greater pressure is concentrated in the trachea, the
high flow rate is concentrated in the nasal vent and
the front end of the trachea, and the severe shear
stress is in the upper part of the trachea.

(2) The maximum movement time of particles in in-
halation is less than that in exhalation. Oxygenated
gases can reduce the dead space by increasing the
oxygen content in nasal cavity.
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(3) Flow rate and oxygen concentration affect the re-
spiratory-related parameters. A large flow of gas can
produce a large pressure difference, which can re-
duce inspiratory resistance and respiratory work.
With the increase of oxygen concentration, the
maximum flow rate decreases.

In future research, the shear damage of the air flow in the
trachea wall will be considered, and a more precise grid will
be used to analyse more details in the trachea intuitively and
accurately.
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