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To diagnose an illness in healthcare, doctors typically conduct physical exams and review the patient’s medical history, followed
by diagnostic tests and procedures to determine the underlying cause of symptoms. Chronic kidney disease (CKD) is currently
the leading cause of death, with a rapidly increasing number of patients, resulting in 1.7 million deaths annually. While various
diagnostic methods are available, this study utilizes machine learning due to its high accuracy. In this study, we have used the
hybrid technique to build our proposed model. In our proposed model, we have used the Pearson correlation for feature
selection. In the frst step, the best models were selected on the basis of critical literature analysis. In the second step, the
combination of these models is used in our proposed hybrid model. Gaussian Naı̈ve Bayes, gradient boosting, and decision tree
classifer are used as a base classifer, and the random forest classifer is used as a meta-classifer in the proposed hybrid model.
Te objective of this study is to evaluate the best machine learning classifcation techniques and identify the best-used machine
learning classifer in terms of accuracy. Tis provides a solution for overftting and achieves the highest accuracy. It also
highlights some of the challenges that afect the result of better performance. In this study, we critically review the existing
available machine learning classifcation techniques. We evaluate in terms of accuracy, and a comprehensive analytical
evaluation of the related work is presented with a tabular system. In implementation, we have used the top four models and built
a hybrid model using UCI chronic kidney disease dataset for prediction. Gradient boosting achieves around 99% accuracy,
random forest achieves 98%, decision tree classifer achieves 96% accuracy, and our proposed hybrid model performs best
getting 100% accuracy on the same dataset. Some of the main machine learning algorithms used to predict the occurrence of
CKD are Naı̈ve Bayes, decision tree, K-nearest neighbor, random forest, support vector machine, LDA, GB, and neural
network. In this study, we apply GB (gradient boosting), Gaussian Naı̈ve Bayes, and decision tree along with random forest on
the same set of features and compare the accuracy score.

1. Introduction

Nowadays, chronic kidney disease (CKD) is a rapidly
growing disease, and millions of people die due to lack of
timely afordable treatment. Chronic kidney disease patients
belong to low-class and middle-classincome-generating
countries [1, 2].

In 2013, about one million people died due to chronic
kidney disease [3]. Te developing world sufers more from
the chronic kidney disease, and low to average income
countries contain a total of 387.5 million CKD patients
where 177.4 million patients are male and 210.1 million
patients are female [4]. Tese fgures show that a large
number of people in developing countries sufer from
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chronic kidney disease, and this ratio is increasing day by
day. A lot of work has been done for the early diagnosis of
chronic kidney disease so that the disease could be treated at
an early stage. In this article, we are focusing on machine
learning prediction models for chronic kidney disease and
giving importance to accuracy.

Chronic kidney disease is a common type of kidney
disease that occurs when both kidneys are damaged, and
the CKD patients sufer from this condition for a long
term. Here, the term kidney damage means any kidney
condition that can cause improper functioning of the
kidney.Tis could be caused by any disorder or due to lack
of essentials like the glomerular fltration rate (GFR)
reduction [5]. Our proposed prediction model takes the
clinical symptoms as input and predicts the results using
the stacking classifer with the random forest algorithm as
a base classifer.

Machine learning is gaining signifcance in healthcare
diagnosis as it enables intricate analysis, thereby minimizing
human errors and enhancing the precision of predictions.
Machine learning algorithms and classifers are now con-
sidered the most reliable techniques for the diagnosis of
diferent diseases like heart disease, diabetes, tumors disease,
and liver disease predictions [6].

Diferentmachine learning algorithms used theNäıve Bayes,
SVM, and the decision tree for the classifcation purpose, while
random forest, logistic regression, and linear regression were
used for the regression purpose in the medical felds for the
prediction. With the efcient use of these algorithms, the death
rate can be minimized due to early-stage diagnosis and patients
can be treated timely. Along with maintaining the clinical
symptoms, chronic kidney disease patients should include
physical activities in daily life.Tey should exercise, drink water,
and avoid junk food.Te common symptoms of chronic kidney
disease are shown in Figure 1.

Tis article delivers an overview and analysis sub-
sequently followed by an implementation and evaluation of
the machine learning classifers used in CKD diagnosis.
Further, this article discusses the importance of machine
learning classifers in healthcare and explains how these can
make more accurate predictions. Figure 2 represents the
block diagram of the chronic kidney disease
prediction model.

Te core objective of this article is to propose and im-
plement a hybrid machine learning prediction model for
chronic kidney disease where due importance is given to
accuracy. In this article, we have analyzed the accuracy of
same dataset with respect to diferent machine learning
algorithms and compared their accuracy score so as to get
a better model. Our focus remains on the solution of
overftting problem using cross-validation while achieving
the highest accuracy to build a best hybrid model from the
combination of available popular machine learning classi-
fers such as decision tree, gradient boosting, Gaussian Näıve
Bayes, and gradient boosting. Te ultimate goal is to deliver
an accurate and efective treatment to CKD patients at
a reduced cost. Before we proceed further, we need to know
little more about common diseases of the kidney. In Table 1,

there is a list of some of the most common kidney diseases
(Table 2).

Te remaining portion of the article is organized as
follows. Section 2 contains the literature survey along with
the tabular comparison of the diferent machine learning
algorithms used and an analysis of the results. Section 3
contains the proposed methodology. Section 4 contains the
dataset details. Section 5 contains results and discussion.
Section 6 contains conclusion and future work.

2. Literature Review

Tis section covers research work related to algorithms
and assesses some algorithms based on their accuracy. In
research work [7], the data mining technique applied to
specifc analysis of clinical records is a good method. Te
performance of the decision tree method was 91% (ac-
curacy) compared to the Naı̈ve Bayesian method. Te
classifcation algorithm for diabetes dataset had 94%
specifcity and 95% sensitivity. Tey also found that
mining helps retrieve correlations of attributes that are no
longer direct indicators of the type they are trying to
predict. Similar work still needs to be done to improve the
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Figure 1: Symptoms in CKD patients [7].
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Figure 2: Block diagram of the machine learning hybrid model.
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overall performance of prediction engine accuracy in the
statistical analysis of neural networks and clustering
algorithms.

In [8], the authors described the prediction models using
machine learning techniques including K-nearest neighbor
(KNN), support vector machine (SVM), logistic regression
(LR), and decision tree classifers for CKD prediction. From
the experiment, it was concluded that the SVM classifer
provides the highest accuracy, 98.3%. SVM has the absolute
best sensitivity after training and testing performed with the
proposed method. Terefore, according to this comparison,
it could be concluded that an SVM classifer is used to
predict persistent kidney disease.

In the paper [9], they chose four diferent algorithms and
compared them to get an accurate expectation rate over the
dataset. Unlike all approaches that were presented, they got
the best results from the gradient boosting classifer. Te
models efectively achieve an accuracy rate of 99.80%,
whereas AdaBoost and LDA achieve 97.91% at a low value.
Also, the gradient boosting ML classifer takes much time to
make the prediction compared to others and has a higher
predictable value in both the curves (ROC and AUC).
Hence, an accurate expectation undoubtedly depends on the
preprocessing strategy, and the methods of preprocessing
must be approached cautiously to precisely achieve recog-
nized results.

In [7], the authors investigated the machine learning
ability, which is supported by predictive analysis so as to
predict CKD early. An experimental procedure was per-
formed by considering a dataset of 400 cases collected by
Apollo Hospitals India. In this article, two labels were used
as output/targets in this hybrid model (i.e., patients having
CKD and others who are healthy) and four diferent ma-
chine learning classifers were implemented. On the com-
parison of these classifers, the classifcation along with
regression tree, and the RPARTclassifcation model, showed
remarkably better results in terms of accuracy.Tey used the
information gain quotient for excruciating criterion, and
here the optimum spilling reduces the noise of the resulting
feature subsets. In this study, the RPART limited value of
criterion for the splitting was fve, meaning that splits re-
peatedly occur for the fve instances present in the leaf node.
In addition, they identifed an equivalent previous proba-
bility for the class attributes. Here, the RPART prediction
model used seven terminal nodes for the earlier predictions
of CKD. Te experimental results showed that the highest
AUC and TPR were obtained with the machine learning
prediction model, whereas the highest TNR (1.00) was
achieved with the model RPART. Te RPARTmodel could
be described as a set of rules for making the decision.
However, the major drawback of RPART is the consider-
ation of the single factor as a parameter in every division

Table 1: Description of common diseases of the kidney.

Diseases Description

CKD Chronic kidney disease (CKD) can occur when a disease or condition damages
kidney function, causing kidney damage to deteriorate over a few months or years.

Kidney stones Kidney stones (also called renal calculi) are hard pledges made of salts and minerals
that form inside your kidney.

Glomerulonephritis

Glomerulonephritis causes infection and damage to the fltering part of the kidneys
(glomerulus). It can occur quickly or could be over a longer period. Poisons,

metabolic wastes, and surplus fuid are not properly strained into the urine. Instead,
they build up in the body producing infammation and fatigue.

Polycystic kidney disease
Polycystic kidney disease (PKD) is a genetic disorder that can produce many cysts
flled with fuid and they grow inside your kidneys. Usually, they are harmless. Te

cysts can change the shape of the kidneys while making them much bigger.

Table 2: Equations for accuracy measurement.

S. no Authors Accuracy equations
1 Padmanaban and Parthiban [8] Precision i�TPi/TPi + FPi
2 Charleonnan et al. [9] ACC� (TP +TN)/(P +N)
3 Ghosh et al. [7] Te results of performance degree indices are dependent on TP, TN, FP, and FN
4 Fu et al. [10] Ext. values� points>Q3+ 1.5 (IQR) points<Q1− 1.5 (IQR)
5 Devika et al. [11] Accuracy� number of properly classifed samples/total variety of samples

6 Revathy et al. [12] Accuracy� (TP + TN)/(TP + TN + FP + FN) Accuracy�TP+TN/
TP+TN+FP+ FN

7 Nishat et al. [14] Accuracy� (TP + TN)/(TP + TN + FP + FN) Accuracy�TP+TN/
TP+TN+FP+ FN

8 Rabby et al. [13] Descriptive analysis of the data as well as the experimental results
9 Pouriyeh et al. [15] Finding most signifcant feature using chi-square test
10 Jabbar et al. [16] Experimental results only
True positive (TP)� list contains stated cases that are correctly categorized with CKD. False positive (FP)� list contains set that is inaccurately categorized
with CKD. True negative (TN)� list contains stated instances that are correctly categorized with CKD. False negative (FN)� list contains set of instances that
are exactly categorized with CKD.
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procedure, while considering diferent parameter combi-
nations could result in better CKD predictions. However, the
machine learning prediction model gives the lowest error
rate. Te major reason is that the MLP could adopt and
handle complex predictions. Te complex relationships
require hidden nodes and they are useful as they allow neural
networks to model between parameters while sometimes
deal with nonlinearity in data. Te overall results indicate
that the algorithms of machine learning give an inspiring
and a feasible methodology for earlier CKD prediction.

As we have already seen, there are diferent machine
learning prediction models and learning programs avail-
able to assist practitioners. In [5], they used a new selection
guide for predicting CKD. In this work, CKD is predicted
by using specifc classifers and a reasonable study of overall
performance. In this study, they performed the evaluation
of the Naı̈ve Bayes classifer, random forest, and artifcial
neural network classifers and concluded that the random
forest classifer performs better as compared to other
classifers. Te worth of forecasting CKD has been pro-
gressive. Several sustainable evolutionary policies can be
used to improve the outcomes of the suggested classifers.
Here, Naı̈ve Bayes, random forest, and KNN were applied
to predict CKD. Early diagnosis of CKD helps to treat those
afected well in time and prevent the disease from pro-
gressing to worse stage. Te early detection of this type of
disease and well-timed treatment is one of the main ob-
jectives of the medical feld.

In [10], a machine learning prediction model was de-
veloped for the early prediction of CKD. Te dataset gives
input features gathered from the CKD dataset and the
models were tested and validated for the given input fea-
tures. Machine learning decision tree classifer, random
forest classifer, and support vector classifer were con-
structed for the diagnosis of CKD.Te performance analysis
of the models was assessed on the basis of the accuracy score
of the prediction model. On comparison, the results of the
research showed that the random forest classifer model
performs much better at predicting CKD as compared to
decision tree and support vector classifers.

Te kidneys play a vital role in maintaining the body’s
blood pressure, acid-base sense of balance, and electrolyte
sense of balance, not only needed to flter toxins from the
body. Malfunction is accountable for insignifcant to mortal
illnesses, in addition to dysfunction in the other body or-
gans. Terefore, researchers all over the world have dedi-
cated themselves for fnding techniques to accurately
diagnose and efectively treat chronic kidney disease. As
machine learning classifers are increasingly used in the
medical feld for diagnosis, now CKD is also included in the
list of diseases that could be predicted using machine
learning classifers. Te research to detect CKD with ML
algorithms has enhanced the procedure and consequence
accuracy progressively. Tey proposed the random forest
classifer (99.75% accuracy) as the maximum efcient
classifer among all other classifers. Te study demonstrates
the efective handling of missing values in data through four
techniques, namely, mode, mean, median, and zero-point
methods. It also evaluates the performance of machine

learning models under two scenarios, with and without
tuning the hyperparameters, and observes signifcant im-
provement in the classifers’ performance, which is visually
presented through graphs [11].

Overall, the motive of the study is to examine the ap-
plicability of specifc supervised machine learning classifers
in the feld of bioinformatics and ofer their compatibility in
detecting several serious diseases such as the diagnosis of
CKD at an early stage [12].

Tey built an updated and profcient machine learning
(ML) application that can perceptually perceive and predict
the state of chronic kidney disease. In this work, the ten most
important machine learning methods for predicting per-
manent kidney disease were considered. Te level of ac-
curacy of the classifcation algorithm we used in our project
is as good as we wanted.

For the prediction of disease, the frst most essential step
is to detect the disease that is costly in developing countries
like Pakistan and Bangladesh. Te people of these countries
mostly sufer from this. Currently, CKD patient proportion
is increasing rapidly in Pakistan and Bangladesh. So, in that
article, the authors tried to develop a system that helps in
predicting the risk of CKD. In the proposedmodel, they used
and processed UCI datasets and real-time datasets and tried
to deal with missing data and trained the model using
random forest and ANN classifers. Ten, they implemented
these two algorithms in the Python language. Te accuracy
they got with the random forest algorithm is 97.12% and that
with ANN is 94.5%, which is relatively very good. By use of
this proposed method, risk prediction of CKD at an early
stage is possible.

In [13], the authors predicted CKD based on sugar levels,
aluminum levels, and red blood cell percentage. In this
perception, fve classifers were applied, namely, Naı̈ve
Bayes, logistic regression, decision table, random tree, and
random forest, and for each classifer, the results were noted
based on (i) without preprocessing, (ii) SMOTE with
resampling, and (iii) class equalizer. Random forest classifer
has been observed to give the highest accuracy at 98.93% in
SMOTE with resampling.

2.1. Comparison of Machine Learning Classifers for CKD.
In this section, a comprehensive comparison of the state of
the art is presented in the form of a table. Te evaluation is
formed in the aspect of accuracy, which can be compre-
hended in Table 3. Te table has eight features that are
described below:

Author: this contains the names of the authors of each
article along with the reference.
Year: this column provides the year of the paper’s
publication.
Input data: this column shows the type of dataset that
was used as input for the machine learning classifers.
Disease type: Tis section shows the type of disease that
was predicted by using diferent classifers. It shows the
best classifer found in the research paper, which is the
classifer with the maximum accuracy.
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Classifers: this column signifes the diferent machine
learning classifers that were used in the research and
the comparison between them.
Tool: Te column represents the programming lan-
guage or the framework that was used in building the
model. Te researchers used these tools to preprocess
the input data, then create a prediction model, and
fnally go to the testing stage.
Cross-validation: this column gives information about
the validation of the classifers and makes a comparison
of diferent research papers regarding folds of cross-
validation used.
Accuracy: Te accuracy of the outcomes of the rec-
ommended model is represented in this column. If the
article crisscrosses a comparison, the accuracy column
only contains the accuracy percent of the best classifer
confrmed by the author.

2.2. ML Classifer with Highest Accuracy. Te machine
learning algorithms that we analyzed from the above lit-
erature are listed in Table 4 and Figure 3.

3. Proposed Methodology

Te proposed hybrid model is implemented in Python with
pandas, sklearn, Matplotlib, Plotly, and other essential libraries.
We have downloaded the CKD dataset from the UCI re-
pository.Tedataset contains two groups (CKD represented by
1 and non-CKD represented by 0) of chronic kidney disease in
the downloaded information. Te machine learning algorithm
that has best accuracy is selected for analysis and imple-
mentation so that repeated results are produced. We have also
developed a hybrid model based on knowledge that we gained
during the analysis and implementation. Te hybrid model
consists of Gaussian Näıve Bayes, gradient boosting, and de-
cision tree as base classifers and random forest as a meta
classifer. We have selected the tree-based machine learning
algorithms for achieving the highest accuracy, while at the same
time, it can handle the overftting problem. In this paper, we
detect the outliers with the violin plot as shown in Figure 4. As
a solution of this problem, we implement the k-fold technique
and design our model in such a way that it can reduce the
problem of overftting along with achieving the highest ac-
curacy. Te classifers are discussed as under.

3.1. Naı̈ve Bayes (NB). Te NB classifer is related to the
group of probabilistic classifers and is constructed on the
basis of the Naı̈ve Bayes (NB) theorem. It takes up vigorous
independence between the component’s/features, and it
contains the most crucial part of how this classifer creates
forecasts. It can be built easily and is appropriately used in
the medical feld for the prediction of diferent diseases [15].

3.2. Decision Tree (DT). Te decision tree classifer has
a tree-like confguration or fowchart-like construction. It
consists of subdivisions, leaves/child nodes, and a root/
parent node. Here inner nodes comprise the features,

whereas the subdivisions epitomize the outcome of every
check on every node. Decision tree is one of the commonly
used classifers for classifcation determination because it
does not need abundant information in the feld or place
constraints for it to work [15].

3.3. Random Forest (RF). In the ensemble and stacking
classifcation approach, the random forest (RF) is the most
efective algorithm among the other machine learning al-
gorithms. In prediction and probability estimations, random
forest (RF) algorithm has been used. Random forest (RF)
classifer consists of many decision trees. Tin Kam Ho of Bell
Labs introduced the concept of random forest in 1995, where
each decision tree casts a vote to determine the object’s class.
Te RF method is the combination of both bagging and
random selection of attributes. Random forest classifer has
the three hyperparameter tuning values [16].

(i) Number of decision trees (n tree) used by the
random forest classifer

(ii) Size of the minimum node in the trees
(iii) Number of attributes employed in splitting every

node for every tree (m try). Here, m is the number of
attributes.

Table 4: Machine learning algorithms and classifers.

Articles Classifers Highest accuracy (%)
1 Decision tree 91
2 SVM 98.3
3 GB 99.80
4 MLP 99.5
5 Random forest 99.84
6 Random forest 99.16
7 Random forest 99.75

8 GNB 100
Decision tree 100

9 Random forest 97.12
10 Random forest 98.93
Bold values represent the highest accuracy in the literature.

91%
98.30%

99.80%
99.50%

99.84%
99.16%

99.75%
100%

100%
97.12%

98.93%

Highest Accuracy

Decision Tree
SVM
GB
MLP
Random forest
Random forest

Random forest
GNB
Decision Tree
Random Forest
Random Forest

Figure 3: Comparison of machine learning classifers.
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Figure 4: Continued.
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Some of the advantages of the random forest classifer
are listed as follows.

(i) For ensemble learning algorithms, the random
forest is the most appropriate choice

(ii) For large datasets, random forest classifer
performs well

(iii) Random forest (RF) is able to handle hundreds of
input attributes

(iv) Random forest can estimate which attributes are
more important in classifcation

(v) Missing value can be handled by using random
forest classifer

(vi) Random forest handles the balancing error for class
in unbalanced datasets

3.4. Gaussian Naı̈ve Bayes (GNB). Gaussian Näıve Bayes
(GNB) calculated the mean and standard deviation of each
attribute at the training stage. To calculate the probabilities for
the test data, mean and standard deviation were used. Due to
this reason, some values of attributes are too big or too small
from the value of the mean calculated. It afects the classifer
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Figure 4: Violin plot of attributes.
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performance when testing data patterns have those attribute
values and gives sometimes wrong output labels [22].

3.5. Hybrid Model. We use the concept of stacking for our
hybrid model. As a type of ensemble technique in stacking,
multiple classifcation models were combined with a main/
meta classifer. One after the other, multiple layers were
placed, where the models pass their predictions, and the
upper most layer model makes decisions on the base of the
combination of diferent models as a basemodel.Temodels
in the low layer get attributes as input from the original data.
Te topmost layer of the model gets output from the lower
layers and gives the results as a fnal prediction. Te stacking
technique involves using multiple independent machine-
learning models as input to process the original data. After
that, the meta classifer is used to predict the input along with
the output of each machine learning model and individual
algorithm’s weights are estimated. Te algorithms that are
performing best are selected, and others having low perfor-
mance are removed. In this technique, multiple classifers as
base model are combined and then, by using diferent ma-
chine learning algorithms, are trained on the same dataset
through the use of a meta-classifer [23]. Figure 5 shows the
fow diagram for the proposed hybrid model.

Te execution of the model with the sequence of the
steps is given below:

(i) Collect the data of CKD from UCI repository
(ii) Exploratory data analysis (EDA) is performed on

that dataset
(iii) Tis dataset is split into two parts: test data and

train data
(iv) Apply the cross-validation of 10 folds
(v) Train the base models Gaussian Näıve Bayes, gradient

boosting, and decision tree with the train set giving
the predictions as M1, M2, and M3, respectively

(vi) Te output of the base models M1, M2, andM3 and
test set data serve as input for random forest as
input for training

(vii) Once the random forest gets trained, it gives the
prediction on the basis of training dataset and the
output predictions of the base models

In this study, we have considered the UCI CKD dataset,
and this dataset is split into two parts. 80% of data is used for
training purposes as an input to the machine learning al-
gorithms. We exploited the Gaussian Näıve Bayes, gradient
boosting, decision tree, and stacking classifer with random
forest algorithm which was used to predict the chronic
kidney disease for 20% test data as input and plotted the
predicted values and compared their values. Our proposed
methodology has the following advantages.

(i) We implemented four machine learning algorithms
that are decision tree, gradient boosting, Gaussian
Näıve Bayes, and random forest. We applied
stacking classifers to build the hybrid model that
combines these four algorithms.

(ii) We analyzed the accuracy of the same dataset with
respect to diferent machine learning algorithms
and compared their accuracy score to get the
best model

(iii) We implemented a stacking classifer technique to
build a new model with improved accuracy

4. Dataset Details

We selected 14 attributes from the dataset that we are
using from the UCI repository dataset of chronic kidney
disease as input features as shown in Table 5 where age
attribute shows the patient’s age, bp indicates the blood
pressure, sg indicates the specifc gravity of the urine, al
indicates the level of aluminum in the patient urine, bgr
(blood glucose random) indicates the blood sugar level
glucose tolerance, su represents the sugar level, bu in-
dicates the blood urea, sod indicates the amount of so-
dium, sc indicates the serum creatinine, pot indicates the
amount of potassium, hemo indicates the hemoglobin,
and pcv indicates the packed cell volume. Further, wc
indicates the white blood cell count, and rc indicates the
red blood cell count.

To identify the number of chronic kidney disease pa-
tients and the number of healthy ones, we performed the
visualization on the CKD dataset, which can be seen in the
histogram plot in Figure 6. Here 0.0 represents the healthy
cases, while 1.0 represents the chronic kidney disease pa-
tients. In this dataset, there are 250 chronic kidney disease
patients, while 150 are healthy people.

Te Pearson correlation feature selection method is used
to get the best combination of features for the prediction of
chronic kidney disease. Te correlation of the 14 attributes
and 1 output label is presented in Figure 7.

When we go from the exploratory data analysis stage to
the pair plot visualization, it is observed to be very helpful as
it gives the data that can be used to fnd the relationship
between attributes for both the categorical and continuous
variables. We import the Seaborn library to get pair plot. Te
information about all the attributes is in one picture and is
clear. Te statistical information is in attractive format
represented with pair plot as shown in Figure 8.

Te violin plots are used for all the attributes in ex-
ploratory data analysis that are used in the hybrid model.
Tese can give additional useful information like density
trace and distribution of the dataset. Te violin plots give the
whole range of dataset which cannot be shown by box plot.
Te violin plots of all 14 attributes are given in Figure 4.
Figure 9 shows the comparison of diferent models’ accuracy
scores in the form of a chart.

 . Results and Discussion

Machine learning algorithms such as gradient boosting,
Gaussian Näıve Bayes, decision tree, and random forest
classifer were used in the proposed hybrid model. Tese
diferent machine learning classifers were used as a com-
bination for the chronic kidney disease predictions.Tis also
overcomes the overftting problem and results in higher
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Figure 5: Flowchart for the proposed model.

Table 5: Te attribute set with their data types.

# Attributes Full form Data type Nonempty value Missing values
0 age Age foat64 400 0
1 bp Blood pressure foat64 400 0
2 sg Specifc gravity of urine foat64 400 0
3 al Level of aluminum foat64 400 0
4 su Sugar level foat64 400 0
5 bgr Blood glucose random foat64 400 0
6 bu Blood urea foat64 400 0
7 sc Sugar level foat64 400 0
8 sod Amount of sodium foat64 400 0
9 pot Amount of potassium foat64 400 0
10 hemo Hemoglobin foat64 400 0
11 pcv Packed cell volume foat64 400 0
12 wc White cell foat64 400 0
13 rc Red cell foat64 400 0

Computational Intelligence and Neuroscience 11



accuracy. In order to improve accuracy and to come up with
a novel approach as compared to the existing work, we have
implemented the proposed hybrid model with the best
combination of GB, GNB, and decision tree, along with the
random forest classifers [24–27]. Te results described in
Table 6 show that diagnosis of chronic kidney disease is
efective using the random forest with combination as
a stacking technique in the hybrid model. Gradient boosting
achieves 99% accuracy, random forest achieves 98% accu-
racy, and our hybrid model achieves 100% accuracy, and at
the same time, it has reduced the chances of overftting.

In order to fnd the contributions to the development of
prediction models for chronic kidney disease, a regional
basis analysis is performed. As discussed in the Introduction
section that the developing countries’ population sufers
more from chronic kidney disease, it was observed that most
of the research work is performed in developing countries. A
summary of this region-wise contribution is presented in
Figure 10.
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Figure 8: Pair plot of each attribute.
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Figure 9: Accuracy score of implementedmachine learning classifers.

Table 6: Accuracy score of implemented machine learning
classifers.

ML algorithms Accuracy (%)
Gradient boosting 99
Gaussian Naı̈ve Bayes 93
Decision tree 96
Random forest 98
Hybrid model 100
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Figure 10: Region-wise contributions.
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6. Conclusion

Chronic kidney disease is considered as one of the prom-
inent life-threatening diseases in the developing world. Te
most obvious cause seems to be lack of physical exercise.Te
medical practitioners used a number of diagnosis processes
and procedures, where machine learning is the recent de-
velopment. In this paper, we have selected machine learning
because in terms of accuracy, it performs better as compared
to other available approaches. In this article, we have used
the Pearson correlation feature selection method and ap-
plied the same on machine learning classifer. GB, GNB,
decision tree, and random forest are the base classifers for
the stacking algorithm, whereas these are implemented with
the cross-validation on the basis of accuracy score. In this
study, we evaluated these algorithms on the same dataset.
Furthermore, we have used dataset of CKD from the UCI
directory that contains 14 attributes and 400 instances. On
the basis of these attributes, our proposed stacking model is
able to predict whether the person is a CKD patient or not
with 100% accuracy. Best features are selected using the
Pearson correlation method, and the stacking algorithm is
implemented with the best machine learning classifers. Te
cross-validation enhances the performance of the stacking
model. As we have worked on the chronic kidney disease
data of the binary group, the stacking algorithm performs
better with these combinations of algorithms. We can im-
plement the stacking technique for the prediction of other
diseases to get better accuracy score.
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Infectious diseases are always alarming for the survival of human life and are a key concern in the public health domain.Terefore,
early diagnosis of these infectious diseases is a high demand for modern-era healthcare systems. Novel general infectious diseases
such as coronavirus are infectious diseases that cause millions of human deaths across the globe in 2020. Terefore, early, robust
recognition of general infectious diseases is the desirable requirement of modern intelligent healthcare systems. Tis systematic
study is designed under Kitchenham guidelines and sets diferent RQs (research questions) for robust recognition of general
infectious diseases. From 2018 to 2021, four electronic databases, IEEE, ACM, Springer, and ScienceDirect, are used for the
extraction of research work. Tese extracted studies delivered diferent schemes for the accurate recognition of general infectious
diseases through diferent machine learning techniques with the inclusion of deep learning and federated learning models. A
framework is also introduced to share the process of detection of infectious diseases by using machine learning models. After the
fltration process, 21 studies are extracted and mapped to defned RQs. In the future, early diagnosis of infectious diseases will be
possible through wearable health monitoring cages. Moreover, these gages will help to reduce the time and death rate by detection
of severe diseases at starting stage.

1. Introduction

At the end of 2019, the infectious disease, coronavirus, broke
out in China and spread across the globe in a few months.
Te World Health Organization (WHO) declared that
COVID-19 (Coronavirus Disease-19) is a deathly pandemic
and resulted in diferent sorts of challenges around the world
[1]. Although the patterns are still clear, studies indicate that
this major issue will continue to exist over the next few years.
COVID-19 is a general infectious disease that afects the

human respiratory system. One of the general infectious
diseases is SARS (severe acute respiratory syndrome), in-
fuenza, and cold viruses, which are well-known. Further-
more, despite being exposed to these diseases, only a small
percentage of the population produces antibodies, according
to surveys conducted in various nations. Tis proves that
most patients will regularly require examinations by a
limited number of doctors in short intervals due to resource
constraints. Infectious diseases are usually diagnosed by
using at least one of these three tests: chest X-ray, RT-PCR
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(reverse-transcriptase polymerase chain reaction), and
computed tomography.

In sputum or a nasopharyngeal sample, the RT-PCR
assay detects viral RNA (ribonucleic acid). It requires the use
of specialist materials and equipment that are not widely
available, and it typically inconveniently takes 12 hours
because patients with an infectious disease must be identifed
and monitored as quickly as possible. Tests that use RT-PCR
to determine results performed on the same patients at
diferent times throughout the illness were found to be
inconsistent, resulting in a high false-negative rate [2]. CT
scan and 3D radiography images from intelligent diagnostic
devices are used in a variety of clinical perspectives. Most
hospitals lack the necessary equipment for this process.
Patients are observed and treated on the base of clinical
history. Te equipment required for this examination in
CXR (chest X-ray) is less cumbersome and easily adjusted.
Tese resources are, for the most part, efortlessly accessible
[3].

With the rapid evolution of electronic health records, it
is now easier to use data for predictive modelling and
subsequent advancements. Diferent applications and ap-
proaches in healthcare involve distributed machine learning,
including electronic health records and chatbots, to detect a
pattern in clinical status, detect the type of cancer treatment,
and identify unusual diseases or infections and pathology.
Contactless COVID-19 patient identifcation is carried out
through the classifcation of COVID-19 cough samples, and
the detection of these symptoms is accomplished by using
advanced algorithms and procedures, resulting in more
relevant, tailored, and accurate patient care. In addition,
sensors are introduced that both monitor the temperature
with facial recognition and upload each person’s record to a
directory [4]. Organizations are increasingly focusing on
developing more efcient algorithms and using the potential
of deep learning to build acceptable solutions in tackling
exact, real-world challenges in the health sector.

To overcome the challenges of patients who are unaware
of their symptoms at the frst stage of the disease or who
cannot go for a regular check-up for many reasons, DL can
be used to analyse electronic health records. Due to its
transformative potential, DL is a subset of ML (machine
learning) and AI (artifcial intelligence) that adds a new layer
of complexity to medical technology solutions. Te
healthcare industry is using DL efcient records with ef-
ciency and exceptional speed [5]. Te modern healthcare
system is extremely helpful, which makes prediction pro-
cesses fast, efcient, and accurate with good learning ability,
and more benefts lie within the neural networks formed by
using AI and ML. Te design and working of DL neural
networks are like the system of the human brain. Because of
multilayer networks and technology, it can be easily man-
aged and sifted through vast quantities of data that would be
lost or missed. Networks in deep learning can solve complex
problems and can handle reams of data, which is very helpful
in the profession of healthcare and federated learning [6].

Deep learning is currently used in the electronic health
record to anticipate healthcare-associated illnesses and to

minimize administrative load [7]. Medical practitioners
focused on healthcare concerns as a result of reducing ad-
ministrative difculties and enhancing access to essential
patient records [8]. Te use of biomedical data in deep
learning is becoming increasingly important in the age of
healthcare. Te use of electronic health records helps to
make sure that the proper medication and prescription are
provided to the persistent environment and molecular traits
[9]. By learning about all infectious diseases and their cure,
the right treatment can be given to the target patient. It is
difcult to examine the symptoms of infection and identify
which kind of infection the patient is sufering from. Deep
learning can work for the detection of these diseases by using
an efcient framework with the help of its efective learning
feature [10]. Figure 1 shows the impact of using federated
learning-based monitoring gages for the detection of in-
fectious diseases.

Tis systematic study is designed to highlight diferent
machine learning approaches, especially federated learning,
for accurate detection. It highlights some future possibilities,
which help to design diferent wearable gages for the early
diagnosis of diferent infectious diseases. Diferent social
media platforms are used for the detection of location of
infectious diseases [11]. Trough social media platforms,
infectious diseases can be detected easily. For instance,
messages from Weibo, Facebook, Instagram, WhatsApp,
and Twitter have demonstrated their use as data sources for
detecting and evaluating infectious illnesses [12]. Moreover,
it thoroughly overlooks the architecture view of federated
learning, which plays a vital role in mapping the local
training data to centralized training master data [13]. For the
execution of a systematic study, diferent research questions
are designed to investigate general infectious disease
monitoring games using a federated learning scheme. In this
study, four electronic databases, ACM, IEEE Access,
Springer, and ScienceDirect, are used to extract recent
studies from 2018 to 2021. Te extracted studies answer the
RQs and how machine learning approaches are used for the
recognition of diferent infectious diseases.

2. Materials and Methods

To detect infectious diseases with more efectiveness and
accuracy, a systematic literature review is carried out. Te
best possible research questions are highlighted to support
the research problem.

RQ1: How do diferent machine learning algorithms
play a vital role in the early identifcation of infectious
diseases?
RQ2: What is the robust impact of smart healthcare
systems in recognition of diferent infectious diseases
through distributed machine learning and deep
learning models?
RQ3: What is the infuence of diferent federated
learning models on the inclusion of the CNN (con-
volutional neural network) in the detection of infec-
tious diseases?
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2.1. Search Process. Diferent search strings are produced to
search related studies. Tese search strings are then applied
to fnd related results. Tese factors can then be used to
improve healthcare systems by using the search string as a
guide. Machine learning algorithms and smart healthcare
systems can also be identifed by using search queries.
Various digital platforms are used to search for related
studies. Google Scholar, IEEE digital library, and ACM are a
few of them. To improve the accuracy of the search process,
innovative strategies are implemented into the search
strings.

(“Infectious diseases detection” OR “COVID-19”) AND
(“Infectious disease recognition” OR “Infectious diseases
classifcation”) AND (Machine learning algorithms”) AND
(“Intelligent healthcare systems”) AND (“Distributed ma-
chine learning”) AND (“Federated learning in healthcare”).

2.2. Inclusion and Exclusion Criteria. Our study is primarily
focused on healthcare and improving it by using machine
learning techniques. To achieve this, the inclusion/exclusion
criteria are established to obtain results that are related to the
research problem. Table 1 highlights the inclusion scheme of
the collected studies, and Table 2 represents the exclusion
scheme that supports the cleaning process.

2.3. Data Collection and Cleaning. Tere are plenty of ways
to collect data, but electronic databases are the most used in
the extraction of data. Te data were extracted from four
main electronic databases from the relevant literature. Tese
electronic databases are IEEE, ACM, ScienceDirect, and
Springer. Research questions are focused on data collection,
with only relevant research studies added to support the
questions. After applying the inclusion and exclusion cri-
teria, the extracted studies are used to do a systematic lit-
erature review. Te extracted literature supports our

research problem, while Figures 2 and 3 support the data
collection and cleaning process.

After diferent fltration schemes, 21 articles were
extracted from databases and mapped to defned RQs, Ta-
ble 3. Moreover, the highlighted mapping of fetched articles
to RQs declares those parameters of the federated learning
scheme, which help to design in the future in terms of
monitoring infectious diseases wearable gages.

3. Discussion on Current Trends

In this section, a mapping of related work is carried out to
discover how many selected papers are related to the re-
search questions. Tese selected studies are discussed in the
bibliometric analysis. Te selected study covers all research
questions about how machine learning is used for the
recognition of infectious diseases.

3.1. Architectural View of Centralized Machine Learning
Techniques. Deep learning models consist of increased
volumes of unsupervised data to produce complex repre-
sentations with greater accuracy than machine learning
traditional approaches. Hierarchical learning is simulated by
using artifcial multilayer neural networks. Tis allows all
layers to generate various attributes by using raw infor-
mation. High-end machines are required for DL algorithms
because they work with a large amount of data and provide
advanced solutions [14]. As a result, deep learning relies
heavily on the graphics processing unit. Te feature ex-
traction improves performance and decreases the data
complexity in ML. Learning high-level functions and data
without the manual input of domain experts is possible with
deep learning algorithms [15]. In regard to the test phase, the
deep learning algorithm is much faster than machine
learning algorithms and provides more accurate results [16].
To identify solutions to complex health issues and provide
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Figure 1: Use of infectious diseases monitoring gages.
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patients with long-term treatment, the algorithms of ML and
DL are applied [17]. Providers of healthcare can beneft from
medical images by merging them with demographic data

[18]. In addition to DNNs and RNNs, there are also
probabilistic neural networks (PNNs) and feed-forward
neural networks (FFNNs). Most DL systems use CNNs

IEEE Access 121 37 8
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Figure 2: Study fltration and selection process.

Table 1: Inclusion scheme in the study collection.

No. Inclusion criteria
1 Discuss the optimized methods of machine learning
2 Discuss the limitations of the use of distributed machine learning with the comparison of federated learning
3 Papers discuss the fow of federated learning in biomedical application
4 Papers discuss the detection of COVID-19 via deep learning models

Table 2: Exclusion scheme for the cleaning process.

No. Exclusion criteria
1 Not the English language scholarly article.
2 Parameters of distributed machine learning are not defned clearly
3 Results are not clearly defned in biomedical applications
4 Parameters of federated learning are not defned clearly

RQ 1

Keyword 1
Machine Learning,

Methods

Result Result Result

Inclusion/Exclusion
Criteria

Result Result

36453 3675 21 10 121

Result Result Result Result Result
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Figure 3: Structural diagram of the study extraction process.
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Table 3: Bibliometric measurement.

Ref# Key factors Merits Demerits Mapping Year

[2]

EHRs (electronic health records) are
supplemented with hierarchical

information frommedical ontologies
by using a GRAM (graph-based

attention model)

GRAM is performing excellently.
When the data are inadequate, it

works well.

Improvement is needed in the way
this method incorporates knowledge
DAG (directed acyclic graph) into

neural networks.

RQ2 2017

[7]
Restricted Boltzmann machines and
autoencoder stacked units’ networks

are implemented

Comparing the results of deep
learning methods, which have highly

precise values

Experiment with a broader scope of
preprocessing methods is needed. RQ3 2016

[8]
To identify infectious disease host

genes, a machine learning
classifcation technique is developed

Wide-scale host gene prediction
connected to infectious diseases is

made possible.

Tere are no major benefts of not
being able to use a small-scale

dataset.
RQ1 2019

[12]
Comprehensive review study for the
diagnosis of COVID-19 via deep

learning models

A detailed review of diferent
diagnosis methods of COVID-19 by
using the diferent structures of the

CNN and ResNet-50 (residual
network-50) model.

Computational complexity factor
requires to highlight clearly RQ2 2019

[13]
Added recent research on the use of
DL (deep learning) to improve the

domain of health care.

Big biomedical data could be
translated into improved human
health by using deep learning

techniques.

Te development of applications
needs to be improved.

RQ2,
RQ3 2018

[10]
CNN is a perfect model to use for the

analysis of applications and
challenges of medical images.

It can detect infectious disease
outbreaks, among other applications.

System inconsistencies include
heterogeneity of data quality and

security.
RQ2 2021

[14] Use of neural networks in the
prediction of diseases.

Helps to identify how neural
networks can be helpful in detecting

infectious diseases.

Results and technical parts are
missing, which would be helpful in

implementing the framework
RQ2 2019

[15]
Medical, e-healthcare, and

bioinformatics applications of DL are
discussed.

Contains efective DL methods for
biomedical and health-related

applications.

In healthcare, distinctions between
deep learning technologies and
techniques need to be improved.

RQ2 2020

[16]
SAPS II and SOFA ratings (severity

scores) ML ensembles were
compared for quality check.

As per the results, the DL model
defeated most other techniques. Current data must be added. RQ2 2018

[17]
Privacy concerns are highlighted in
the fow of EHR through federated

learning.

A unique federated learning
framework proposed for efcient

diagnosis of diferent human diseases

At least discuss the computational
complexity in the fow of HER
through federated learning.

RQ3 2018

[18]
Te fusion-based federated learning
model for accurate detection of

COVID-19.

Medical image analysis for detection
of COVID-19 for better

communication and performance if
federated learning model.

Along with the accuracy factor, the
robustness parameter is missed in

the proposed model.
RQ3 2021

[19] Deep learning techniques are used
which are working in healthcare

Exposed a few key areas of medicine
where DL computational methods

can have a positive impact.

Some other techniques of deep
learning are not discussed RQ2 2019

[20] Driver drowsiness is predicted by
using a deep CNN model.

Helps to create an improved system
that detects driver drowsiness by

using the deep CNN

Needs further improvement in eye
detection speed. RQ1 2019

[21]
DeepSol, a novel protein solubility
predictor based on deep learning, has

been proposed by researchers.

DeepSol has overcome the
limitations of its feature selection

step and two-stage classifer.

It can be projected with DeepSol to
lower costs. RQ2 2018

[22]

FML (federated machine learning)
thoroughly discusses the diferent
parameters of training and testing

the ML models.

A comprehensive review of the
concepts of vertical and horizontal

federated learning models.
Moreover, we thoroughly discussed
the applications of FML inclusion in

healthcare applications.

Compromises detailed discussion
on security protocols when

electronic health records move from
one node to another node.

RQ3 2019
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(ResNet and GoogleNet) and recurrent neural networks
(RNNs) (LSTM and GRU (gated recurrent unit)). Stacking
autoencoders is also popular in machine learning [19].

3.2. Convolutional Neural Network. Te input, hidden, and
output layers are regular neural network layers. Tis is
because every layer contains neurons, and each neuron of
the present layer is connected to a neuron of the previous
layer, so all neurons are of high weightage. Tis method is
efective in predicting simple and small data but fails when
dealing with complex data objects and translations. Cells are
only connected to their nearest neighbours in the con-
volutional layer, and all cells have the same weight. Figure 3
highlights the structure of the CNN with the inclusion of
input, output, and hidden layers.

In the fgure of the CNN, we will treat eyes as a separate
object in image detection; it will not fnd eyes all over the
image. Te CNN requires images of a fxed size as an input,
and preprocessing is required to achieve output. Tese key
features are then stored in a database for preprocessing
before they are sent to an application. Features of these
images are detected and used for further image detection and
classifcation. Figure 4 shows the fow of the CNN. Layers
such as the convolutional pooling and ReLU (rectifed linear
activation function) functions, as well as a fully connected
layer, are all used to build the network. It is divided into
several layers of kernels. Each kernel covers a specifc feature

of the object with specifc dimensions. Kernel 1 will detect
the eyes of the object, kernel 2 will detect the nose, kernel 3
will detect its lips, and kernel 4 will detect the shape of the
object. Next-layer classifcation and accurate prediction will
be based on these vectors [20].

Input Hidden Output

Convolutional
Layer

Pooling
Layer

Relu
Layer

Fully
Connected

Figure 4: Structure of the convolutional neural network (feed-
forward).

Table 3: Continued.

Ref# Key factors Merits Demerits Mapping Year

[23]

An evolutionary algorithm is
proposed for training a DNN (deep

neural network) model for the
estimation of morbidity of
gastrointestinal infections.

Compared to the extensively used
ANN (artifcial neural network) and
MLR (multiple linear regression)
models, this model is much more
accurate at predicting disease

morbidity.

Further samples should be collected,
and pollutants should be

determined.
RQ2 2017

[24]
On the MovieQA question

answering dataset, a model is
presented.

Models are learning matching
patterns for the selection of the right

response.

To improve machine reading
comprehension, the system should
include entailments and answers.

RQ1 2018

[25]
Tis study introduced the

independently recurrent neural
network.

By learning long-term dependencies,
IndRNN (independently recurrent
neural network) helps to prevent

gradient explosion and
disappearance.

It is not possible to improve the
performance of the LSTM (long

short-term memory) by raising the
size of parameters or layers.

RQ1 2018

[26]

Te performance of ML networks is
compared to that of feed-forward
neural networks, also with logistic

regression.

Te XGB (gradient-boosted trees)
model, which was found to be the
most accurate, outperformed the
logistic regression in terms of

calibration.

Tere is a need for further research
to improve the prediction of
administrative information.

RQ1 2020

[27]

Te RNN technique can be formally
developed for diferential equations

by using the RNN canonical
formulation.

Signal processing-based analysis of
RNNs and vanilla LSTMs and
comprehensive treatment of the

RNN concepts using descriptive and
meaningful notation are presented.

Te augmented LSTM system is
efective, but it needs to be enhanced

with more techniques.
RQ1 2020

[28]
Developed a wearable body sensor

fusion data-driven deep RNN
activity recognition system.

A human’s functionality and lifestyle
can be determined based on physical

actions by using body sensors.

A human behaviour monitoring
system can further be evaluated in

real-time on overly complex
datasets.

RQ1 2020
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Max or average algorithm is used for the feature map to
decrease its range. Tis algorithm increases the speed of the
pooling layer.Te supreme area of a particular featuremap is
taken as input and places in the same area are returned as
output in the max-pooling process. When using average
pooling, a feature map of average size is used as input.
Negative values are converted to zero in the ReLU layer.
Using activation, classify the input into a fully connected
layer and assign it a class score.

Infectious disease instances are detected with the help
of an extremely basic CNN model. Tis model contains a
single convolutional layer with sixteen flters. Tese flters
are followed by the batch normalization layer, the ReLU
layer, two fully connected layers, and the fnal layer, the
SoftMax layer. A preprocessed picture dataset is read into
the input layer of the model.Tese images are subjected to a
separate preprocessing phase. Images are cropped and
resized during the preprocessing stage. Primarily, the
purpose of convolutional is to extract features from a
picture dataset and establish a spatial connection between
image pixels in the image. To decrease the number of
training epochs required for deep network stabilization and
training, a batch normalization layer is used. As a result of
the use of the ReLU layer, the negative pixels in the
convolved features are replaced by zeros. A nonlinearity
map of CNN’s features is generated by using this function.
Te primary job of the fully connected layer is to classify the
recovered features from picture datasets into classes. Te
function of the Softmax layer is purely for determining the
activation function results from the probability values of
the preceding layer. In the diagnosis of infectious diseases,
the values can be classifed into two classes: “0” and “1.” In
the last output layer of the CNN model, results from the
previous layer can be labelled. Terefore, for instance, a
COVID-19 value of “1” indicates a positive case, while a
non-COVID-19 value of “0” indicates that the chest X-ray
or CT was normal [21].

3.3. Recurrent Neural Networks. Because of its memory, the
RNN can analyse data sequences of variable length and store
them in its database. In addition, it takes into account the
previous input state [22]. When making predictions, it uses
information from its past, and an infnite number of steps
are repeated indefnitely to propagate information through
its hidden state over time [23]. Figure 5 shows the structure
representation of the RNN.

It manipulates current and recent past states to produce
a new data output [24]. Te output is used to determine the
previous state for the next time step. RNNs have short-term
memory because of this role. In addition to language gen-
eration and DNA sequence analysis, it is also used in text
assessment, sound analysis, time string analysis, and many
other applications because it is extremely efcient for data
sequences that occur in time. A simple and robust RNN is a
good model to use [25]. Figure 6 describes the internal fow
of the RNN model. (See Figure 7)

Because the CNN only focuses on the current input state,
it has no memory and is unable to handle sequential data
[26]. It is, therefore, essential to employ an RNN model for

the improvement of the prediction and to manage sequential
records. Ten, the RNN model feeds itself data by using the
output as a previous state for the next time step. Data can be
checked over time using RNNs [27].

3.4. Deep Neural Network. Te layered architecture of ad-
vanced systems is used in DNN’s architecture and imple-
mentation. Processing power and hardware performance are
required for performing complex tasks. Models such as the
DNN are used for classifcation and regression purposes.
Classifcation results are more precise in complex classif-
cations than the method itself [28]. For several years, DNNs
were deemed impractical because they required too much
computational power to train and process, for instance, real-
time applications [29]. Due to advancements in hardware
and synchronization by GPUs (graphics processing units)
and big data, DNNs are now considered a major techno-
logical innovation in the feld [30].

3.5. Probabilistic Neural Network. Feed-forward neural
networks, such as PNNs, are commonly used to solve
classifcation and pattern recognition concerns. A non-
parametric function and a Parzen window approximate the
PDF function for each class in the PNN. A PNN structure
consists of 4 layers, an input pattern layer, as well as a
summation and output layer.

Te greatest operational advantage of the PNN is that the
training is quick and easy. As soon as a pattern from each
category is recognized, the network can begin generalizing to

Input Hidden

Current state
+ Previous

State

Output

Figure 6: RNN structural diagram.

Output

Sofmax activation function
for classifcation

Rectifed Linear
Unit Layer

Lion

Fully Connected
Layer

RELU Layer

Pooling Layer
(Max/ min/ Avg)

Eyes Nose Lips Shape

Convolutinal Layers

Figure 5: Te internal fow of the CNN model.
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new patterns. As more patterns are discovered and saved in
the network, the generalization improves, and the decision
boundary becomes more complex.

3.6. Reinforcement Learning. In reinforcement learning,
there is no way to predict the outcome, so the system must
choose the best course of action. Reward-based learning is
also called a behaviour-based process. In the reinforcement
learning system, you receive a reward based on behaviour.
Critics point out that the current situation is better than it
was in the past. Figure 8 represents the environment. Agent,
reward, state, and action are the fve components of a re-
inforcement learning agent [31].

Tomaximize the positive reward, reinforcement learning
focuses on agents’ intelligence. Reinforcement learning
difers from supervised learning because, in supervised
learning, there is no need for input or output labels. As such,
it aims to strike a balance between previous and current
information. Using techniques from dynamic programming,
the environment acts like a Markov decision process [32].

In reinforcement learning, there is no way to predict the
outcome, so the system must choose the best course of
action. Reinforcement learning is behaviour based. In the
reinforcement learning system, get the reward according to
the behaviour of the object. Critic information shows the
current state rewards concerning the past. Tere are fve
elements of reinforcement learning: agent, environment,
reward, state, and action [33].

3.7. Architectural View of Federated Learning. A “federated
learning” technique involves training an algorithm without
exchanging information between servers containing local
data samples or other clustered edge gadgets as compared to
conventional centralized machine learning methods, in
which all local datasets are transferred to a single server and
trained using the master model that will further globally
train the peer nodes [34]. Data access rights, data privacy,
heterogeneous data access, and security are factors that can
be addressed with the help of federated learning. Pharma-
ceutics, telecommunications, and IoT (Internet of Tings)
are among the industries where federated learning is used in

efective applications [35]. Figure 9 represents the archi-
tecture of federated learning, which highlights the training of
local data and synchronizes it with the master model of the
ANN.

Without unambiguously trading samples of data, the
goal of federated learning is multiple datasets stored in local
nodes used to train machine learning algorithms. To create a
linear model that is shared by all endpoints at some fre-
quency, the models are trained locally using data samples
collected locally [36].

More efective machine learning approaches can be used
to improve smart healthcare systems. Using a distributed
machine learning model to detect infectious diseases will
provide more accurate and justifed outcomes [37]. Te
disease detection systems or devices are lacking in quality
and reliability; there is room for future research in dis-
tributed machine learning approaches to improve disease
detection technology [38]. Tis will beneft the healthcare
business as well as human health. Human life will be
safeguarded by accurate predictions made at the appropriate
moment and with good medical records.

4. Future Work: Incremental Federated
Learning Model

In contrast to distributed learning, which maximizes
computing power, federated learning focuses on training a
dataset that is heterogeneous [39]. A widely known

output of previous act
as input for next with

current input state

Input

Input Output Output Output Output

Current
state +

Previous
State

Current
state +

Previous
State

Current
state +

Previous
State

Current
state +

Previous
State

Current
state +

Previous
State

Current
state +

Previous
State

Current
state +

Previous
State

Hidden Hidden Hidden Hidden

Input Input Input Input Input Input

Figure 7: Sequential RNN model.

Environment

Reward

Agent

Figure 8: Reinforcement learning basic diagram.
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underlying assumption in distributed learning is whether the
local datasets are identically distributed and the same size,
even though it also aims to train a single model on multiple
servers. For federated learning, these hypotheses are not
applicable; rather than homogeneity, datasets tend to be
heterogeneous and have a range in size. As a result of their
dependence on inefective communication media, clients
who are participating in federated learning could be un-
predictable battery-powered systems and wireless technol-
ogy (IoT devices and smartphones), but in distributed
learning, all nodes are used as data centers with advanced
computing capabilities and high-speed network connec-
tions. Federated learning is a smarter model with a lower
legacy and less power consumption.

Tese machine learning approaches are very efcient in
detecting infectious diseases more accurately with their
efcient algorithms and frameworks. Smart healthcare
systems can further be upgraded by implementing more
efective machine learning approaches. Te detection of
infectious diseases will give more accurate and justifed
results by using distributed machine learning approaches.
Tese infectious diseases can include the detection of
hepatitis (B or C), malaria, dengue, tuberculosis, and
COVID-19 as well. Te use of decentralized learning can
make detection and prediction accurate and will be able to
work with the latest data as well as old data. Te framework
of federated learning can be helpful in learning about
decentralized data.

Globally
trained
model

Local
Data

Local
Data

Local
Data

Local
Data

Master
Model

Locally trained

model

Figure 9: Te architecture of federated learning.

Local Model
trained on
local data

Healthcare

locally trained
model

Master
Model

Final
Result

Parameters learned by local
models

Healthcare

Healthcare

Healthcare

Figure 10: Incremental federated learning integrates into current digital healthcare systems.
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In the future, smart healthcare systems can be upgraded
for the recognition of diferent infectious diseases by using
distributed federated learning clusters. Figure 10 displays the
next generation healthcare systems that will help to robustly
recognize diferent infectious diseases. In distributed fed-
erated learning clusters, every smart healthcare system has
locally trained a model for the prediction and recognition of
diferent diseases. Moreover, the distributed federated
learning clusters will take all parameters from these smart
healthcare systems and generate a master model [40]. Such a
master model will not take data for learning. Instead, it will
take all parameters of smart healthcare systems and train
itself through these parameters to generate a master model.

Furthermore, the master model will be the initial model
of the next round, and at every round of training, the master
model will learn more. Tis master model will have the
training experience of models of all healthcare systems, so it
will predict more accurately. Figure 11 is a representation of
the master model increment after every round.

Te above-highlighted model can be improved with time
and will predict more accurately.Tis distributed technology
will get parameters from multiple healthcare system models.
Tese systems will have a local model, and that local model
will work with machine learning algorithms to predict the
results. Te parameters of these local models will be
transferred to a decentralized master model. Tis master
model will learn from all parameters and predict accord-
ingly. Tis model will help to learn from the present and
previous models. Te local model will learn from the new
data at every round, and then, the master model will learn
from the parameters of the local model. Te master model
will also learn from the parameters of previous local models.
Terefore, the use of a decentralized learning approach will
be helpful in improving the performance of smart healthcare
systems and the recognition of infectious diseases.

5. Conclusions

With the rapid advancement in the modern healthcare
system, machine learning is used for the detection of in-
fectious diseases.Tese healthcare systems play a vital role in
the detection of infectious diseases, maintaining healthcare
records, and in communication with doctors.Te healthcare
systems are giving the healthcare industry easy and more
efective ways to cure and identify diseases. A systematic
literature review is carried out to identify upgrades in smart
healthcare systems. Kitchenham guidelines are followed to
extract the literature from the study by using four electronic
databases. Diferent technologies and machine learning

algorithms are used in the detection of infectious diseases.
Tese algorithms are working on centralized data for pre-
diction, due to which it is difcult for healthcare systems to
learn the latest data and to deal with the latest technologies
with innovations. Tese machine learning approaches are
very efcient in the more accurate detection of infectious
diseases with their efcient algorithms and frameworks.
Smart healthcare systems can further be upgraded by
implementing more efective machine learning approaches.
Te use of decentralized learning can make detection and
prediction accurate and will be able to work with the latest
data as well as the old. As a result, a framework based on
federated machine learning is introduced in this study.
Wearable devices will be used to assist in the earlier de-
tection of infectious diseases through federated learning.
Federated learning is a smarter model with a lower legacy
and less power consumption. Federated learning will be
helpful in the precise detection of infectious diseases, which
will also reduce the chance of death. Te healthcare com-
munity will also be able to use it for the detection of COVID-
19 and will work with the software industry to further
improve it. Te detection of infectious diseases will give
more accurate and justifed results by using distributed
machine learning. Tese infectious diseases can include the
detection of hepatitis (B or C), malaria, dengue, tuberculosis,
and COVID-19 as well. Moreover, these gages will help to
reduce the time and death rate by detection of severe diseases
at starting stage. Te accuracy and sustainability of the
healthcare gadgets will be carried out by using these
algorithms.
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As the network is closely related to people’s daily life, network security has become an important factor afecting the physical and
mental health of human beings. Network fow classifcation is the foundation of network security. It is the basis for providing
various network services such as network security maintenance, network monitoring, and network quality of service (QoS).
Terefore, this feld has always been a hot spot of academic and industrial research. Existing studies have shown that through
appropriate data preprocessing techniques, machine learning methods can be used to classify network fows, most of which,
however, are based on manually and expert-originated feature sets; it is a time-consuming and laborious work. Moreover, only
features extracted by a single model can be used in classifcation tasks, which can easily make the model inefcient and prone to
overftting. In order to solve the abovementioned problems, this study proposes a multimodal automatic analysis framework based
on spatial and sequential features. Te framework is completely based on the deep learning method and realizes automatic
extraction of two types of features, which is very suitable for processing large-fow information; this improves the efciency of
network fow classifcation. Tere are two types of frameworks based on pretraining and joint-training, respectively, with
analyzing the advantages and disadvantages of them in practice. In terms of evaluation, compared with the previous methods, the
experimental results show that the framework has good performance in both accuracy and stability.

1. Introduction

Te rapid development of the Internet makes the Internet
technology penetrate into all aspects of people’s lives. Te
quality of the network environment is closely related to the
physical and mental health of human beings. At present,
various types of bad website trafc or apps will push bad
information or use network viruses to infringe on privacy, so
it is very important to classify various network applications
in a timely and efective way. Network fow classifcation
refers to the use of a certain algorithm to construct a

classifcation model, which can be used to classify network
fow of various applications. It is a fundamental work for
providing various network services such as network security,
networkmonitoring, and quality of service (QoS).Terefore,
this feld has always been a hot spot in academic and in-
dustrial research [1]. With the continuous development of
the Internet of Tings, many devices are connected to the
network, and network fow classifcation has become an
important part of this scenario [2]. New network applica-
tions based on diferent devices are emerging with the
mutual information interaction between applications which
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has prompted the network to face the status quo of large
throughput and difculty of network fow classifcation. It is
urgent to deal with large and complex types of network fow
and improve the efciency of classifcation.

So far, scholars have proposed many diferent network
fow classifcation techniques. Tese technologies are mainly
divided into four categories: port-based, deep packets in-
spection (DPI)-based [3], machine learning (ML) [4–6], and
deep learning methods (diferent from traditional machine
learning methods, deep learning is listed separately for better
discussion). On the one hand, due to the development of
network technology itself, classifcation techniques used
previously such as port detection are no longer adequate for
the current network fow classifcation. Along with the
importance of data privacy, deep packet inspection is no
longer favored by researchers and engineers. With the rise
and vigorous development of artifcial intelligence tech-
nology, intelligent classifcation technology has become an
important direction for researchers. Network fow classif-
cation technology based on machine learning and deep
learning has emerged as the main method of current clas-
sifcation research. Tis study summarizes the diferent
methods based on machine learning and analyzes the main
methods of deep learning to propose a multimodal frame-
work, which not only improves the classifcation accuracy
but also enhances the stability of the model. Te main
contributions of this study are as follows:

(i) Te network fow classifcation based on spatial
features and time series features is studied by using
visualization methods

(ii) A multimodal network fow classifcation method is
proposed, which integrates diferent network fow
features to improve the stability and accuracy of the
classifcation model

(iii) a comprehensive analysis of the diferences in
structure and training methods of the two types of
models in multimodal framework and their ad-
vantages and disadvantages and solid experiments
on the ISCXVPN2016 dataset

Te study is structured as follows. Te second part
summarizes the related work in the feld of network fow
classifcation, and the third part discusses the research
methodology, including the data processing, the structure of
the framework, and diferences between them. Te fourth
part is the comparison of experimental results and analysis.
Te ffth part is the conclusion and future work. For the
convenience of writing, the acronyms used in this article are
listed in Table 1.

2. Related Work

As the basic task of many network services, network fow
classifcation has always been the focus of research in aca-
demic and engineering felds. So far, network fow classi-
fcation technologies are mainly divided into four categories,
namely, port-based, deep packet inspection, machine
learning, and deep learning method.

Te earliest network fow classifcation technology is to
use port number of UDP or TCP protocol at the transport
layer. Tis method is easy to implement with lower algo-
rithm complexity, so it is often used to detect certain
specifed port applications. However, with the diversifcation
of applications and protocols, as well as the emergence of
port hopping and port masquerading technologies, this
method is no longer reliable and can only be used as an
auxiliary method. Many current network applications use
port numbers that are diferent from common ports to
bypass operating system access control permissions [7],
while some other network applications encapsulate diferent
services into well-known streams such as HTTP protocol-
based streams or conversation, these operations usually
reduce the accuracy of port-based network fow classifca-
tion [7]. In fact, Madhukar and Williamson [8] proved that
nearly 70% of network fow cannot be classifed correctly
using the port-based identifcation method.

DPI refers to the identifcation of the unique fngerprint
characteristics refected in the payload of each packet and
then the detection of specifc network fow [9, 10]. If the
payload of the network fow and the known application or
protocol can match in certain features, then it can be
considered that this network fow is the known application
or protocol with a high probability. For example, some
traditional load data fngerprint features include: “ \ GET”-
http, “0×13Bit”-Bit torrent p2p, “PNG”0× 0d0a-MSN
messenger, “USERHOST”-IRC, “ARTICLE”-nntp, and
“SSH”-ssh Internet trafc [11]. Compared with port-based
method, its accuracy is greatly improved. Although the DPI
method is very accurate for the network fow classifcation, it
also requires scientifc research staf to extract characteristic
fngerprints of network fow, and to maintain and update the
existing fngerprint database from time to time, which is a
very resource-consuming task.

In recent years, researchers tried to use the statistical
characteristics of network fow and machine learning al-
gorithms to classify network fow. Diferent network fow
will produce diferent trafc characteristics that can be used
to distinguish, such as the distribution of data packet size,

Table 1: List of the acronyms used in this study.

Acronym Defnition
QoS Quality of service
RNN Recurrent neural network
DPI Deep packets inspection
GRU Gated recurrent unit
FCBF Fast correlation-based flter
CV Cross validation
LDA Linear discriminate analysis
CONV Convolutional layers
SAE Sparse autoencoder
NN Neural network
FC Fully connected layers
CNN Convolutional neural network
ML Machine learning
LSTM Long and short-term memory
SFS Sequential forward selection
RTT Round-trip time
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data packet arrival time, fow length, and fow duration.
Among them, Moore and Zuev [12] proposed a method
based on the naive Bayes principle which builds a Bayesian
classifer for supervised learning, combining with the fast
correlation-based flter (FCBF) algorithm and kernel esti-
mation technology, the method can achieve 95% accuracy.
In [13], authors used nearest neighbour and linear dis-
criminate analysis (LDA) to classify various applications.
Te experimental results showed that supervised ML algo-
rithms are also able to separate trafc into classes with
encouraging accuracy. In [4], authors used Bayesian net-
work, C4.5 decision tree, naı̈ve Bayes, and naı̈ve Bayes tree
methods to give common features set for classifcation with
diferent feature selection algorithms. In [14] authors used a
variety of diferent algorithms to flter the wrong label data in
the original data set to obtain a more accurate training data
set, and used machine learning to retrain the fltered data to
obtain a more accurate and stable classifer. In [15], authors
extracted the unique characteristics of various application
during the information commutation, and realized a
lightweight classifcation method for network application.
Although the classic machine learning has solved the
problems that cannot be settled with methods based on the
port or DPI, it also faces many new problems. Te frst
problem is feature selection, as machine learning methods
rely on manually and expert-originated feature sets, which
requires a lot of manpower to choose a feature set by
themselves. Te second problem is feature extraction, as the
feature set that performs well for a specifc data set does not
have universal applicability in practice.

With the rapid development of deep learning in the feld
of artifcial intelligence, researchers have tried to transfer
deep learning methods that shine in computer vision pro-
cessing, natural language recognition to the feld of network
fow classifcation. In [16], authors used neural network
(NN) and sparse autoencoder (SAE) network to classify
specifc network protocol trafc and achieved a high ac-
curacy. In [17], authors explored online trafc detection
methods. In this study, the basic idea is to employ a compact
nonparametric kernel embedding based method to convert
early fow sequences into images which can be trained in
convolutional neural network (CNN) and its accuracy ex-
ceeds 99%. Classifcation tasks can also be accomplished
using network fow sequential information [18]. In [19],
authors investigated the classifcation and prediction per-
formances of LSTM networks, using real server-generated
trafc streams, experiment result showed that LSTM is able
to classify and predict the occurrence of highly intensive
trafc fows accurately. In [20], authors used CNN LSTM
network and their various combinations to detect network
fows, which the classifcation accuracy for applications
reached 96%. In [21], CNN and CNN & LSTM was used to
classify mobile applications where the payload of the frst few
packets were mainly used to achieve high accuracy. In [22],
authors focused on three practical problems which are
network bandwidth, network fow duration, and network
fow detection and then proposed a multitask training
method, that is, frst used the CNN network to train the
network bandwidth and duration tasks and then trained the

network fow classifcation task. Based on this training
method, it had achieved better result than the previous CNN
& RNN method. In [23], authors proposed to introduce the
capsule network into the feld of network fow classifcation,
and combined the advantages of CNN & LSTM network to
achieve high accuracy of network classifcation. Giuseppe
Aceto etc. in [24] provided a wide experiment analysis based
on multimodal framework (CNN+LSTM) for classifcation
of encrypted mobile trafc. Tis work provides guidance for
the subsequent exploration of multimodel fusion. Ten, in
[25], authors further proposed a novel multimodel multitask
deep learning approach and DISTILLER classifer, it can
solve diferent trafc classifcation simultaneously. Liu et al.
[26] proposed a method which applied RNN to encrypted
trafc classifcation. Moreover, the framework added a
multilayer structure which can explore sequential charac-
teristics deeply and experiment results outperformed the
state-of-the-art methods. In [27], authors tried to use ex-
plainable artifcial intelligence to improve multimodel be-
havior, the experiment results showed that the proposed
method provide global interpretation, rather than sample-
based ones. Table 2 lists an overview of the above literature
citations.

3. Research Methodology

3.1. Dataset. In this article, we used two diferent datasets
including the USTC dataset provided in [28] and the
ISCXVPN2016 dataset [29] provided by the Canadian Institute
for Cybersecurity.TeUSTCdataset has 10 categories of normal
trafc such as FaceTime and Gmail generated using IXIA BPS
(Professional Trafc Simulator); this study will use this dataset
for feature analysis of network fow classifcation. Te
ISCXVPN2016 dataset is captured at the University of New
Brunswick which contains raw pcap fles of several trafc types.
Te dataset provides labels with diferent categorization, such as
AIM chat, Gmail, Facebook, chat, and streaming . Te
ISCXVPN2016 dataset is publicly available for researchers, and
this study will use this dataset to conduct experiments and
compare the experimental results. For more details on the
captured trafc and the trafc generation process, refer to [29].

3.2. Method Background. In the following sections, the
background of the proposed framework is presented.

3.2.1. Feature Selection and Classifcation. Network fow has
an obvious hierarchical architecture: according to the
general TCP/IP system structure, the network fow is
packaged into data units in diferent layers which is unique
to each layer. Te frame of the data link layer is the lower-
level data that can be studied which receive the data frame
from the upper layer and disassemble it into data in the form
of bit stream.Terefore, the frame contains diferent types of
features in network fow that can be distinguished, so it is
very important to take the frame of data link layer as the
basic research object for network fow classifcation. In
practice, the frame is easy to obtain, and all the protocol
packets can be directly captured which are passing through the
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network card. For example, using wireshark and tcpdump can
capture any data packet of interest. In the feld of trafc clas-
sifcation, the usage of machine learning methods based on
trafc characteristics has greatly improved the accuracy of
classifcation compared with the previous methods [12, 30].
Research on this type of method shows that the key to improve
the accuracy of network fow classifcation lies in the usage of a
suitable classifer and the ability to design a fow feature set
which is based on diferent types of trafc that can meet the
classifcation specifcations as shown in Figure 1.

3.2.2. Spatial and Sequence Features. Tis part mainly an-
alyzes the spatial and sequence features of network fow. In
[16], the author proposed that the application of deep

learning methods can realize the automatic extraction of
network fow features, which is more suitable for the clas-
sifcation requirements than the manually and expert-

Table 2: Summary of methods in the literature employing machine and deep learning models.

Ref. Model Data Eva metrics Contribution
[12] Naive bayes — Accuracy A vast improvement over traditional techniques

[13]
Nearest neighbour (NN) and

linear discriminant
analysis(LDA)

WAND Error rate
Using trafc traces from a variety of network locations,

demonstrate the feasibility, and potential of the
approach

[14] Noise elimination, random
forest(RF) ToN and ISP Accuracy, F1

Te framework delivers consistently superior
performance to other trafc classifcation schemes in

the presence of unclean training data

[15] A classifer based on Weka’s
classifers library — Recall, precision,

accuracy

Authors suggest a fngerprint that is based on zero-
length packets, hence enabling a highly efcient

sampling strategy

[16] NN and SAE TCP fow data Precision, recall Te approach solves the problem of nonautomation
and poor adaptation in traditional ways

[17] CNN
Data including 5
protocol and 5
application

Accuracy Propose a nearly end-to-end framework for online IP
trafc classifcation

[19] LSTM Real server-generated
trafc Accuracy

Te LSTM NNs prove to be a highly efcient
computational model capable of solving real server-

generated trafc

[20] CNN and RNN Internet of things
trafc

Recall, precision,
accuracy, F1

Te study shows the performance of CNN and RNN
models and a combination of them

[21] CNN and LSTM Mobile trafc Recall, precision,
accuracy, F1

Introduce two deep learning models for mobile app
identifcation

[22] RF, CNN, RNN, multitask
learning QUIC and ISCX Accuracy Multitask learning approach out-performs, or

performs as accurately as the transfer learning

[23] Capsule network UTSC-2016 Recall, precision,
accuracy, F1

Tis study proposed an end-to-end trafc
classifcation method and used the capsule network

model for trafc classifcation

[24] CNN, LSTM, SAE Encrypted mobile
trafc

G-mean, accuracy,
F1

Tis study provided a wide experiment analysis based
on multimodel framework (CNN+LSTM) for

classifcation of encrypted mobile trafc

[26] RNN, autoencoder Encrypted trafc
True positive rate,
false positive rate,

FTF

Tis study provided the framework containing a
multilayer structure which can explore sequential

characteristics deeply and import the reconstruction
mechanism which can enhance the efectiveness of

features

[25] CNN, RNN ISCX VPN-nonVPN Accuracy, F1
Tis study proposed a novel multimodal multitask
deep learning approach and DISTILLER classifer, it
can solve diferent trafc classifcation simultaneously

[27] CNN, RNN MIRAGE-2019 Accuracy, F1, G-
mean, precision

Tis study used explainable artifcial intelligence to
improve multimodel behavior, the experiment results
showed that the proposed method provide global
interpretation, rather than sample-based ones

Packets

Flow

characteristic

Packets
Preprocessing M

achine Learning

Test data prediction

subsample

Figure 1: Te processing of machine learning.
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originated features. In the article, authors used NN and SAE
network to extract and classify the features of the processed
network fow. Compared with the previous machine learning
algorithms, the accuracy has been greatly improved. In the data
preprocessing stage, the data packet obtained by the data link
layer is used as the processing object, and packet is represented
in the form of byte stream with the usage of the data packet
extraction tool. After preprocessing, the data is sent to the neural
network for training with the purpose of automatic extraction of
feature.

Inspired by the successful application of CNN in the feld
of image processing, the authors in [28] stated that the
network data can be represented by a matrix as shown in
Figure 2, that is, the fow sequence Fp(x), transformed into a
matrix Mp, can be expressed as

Fp(x)⟶M
p
ij(n × n), x � n × i + j. (1)

In this way, there is a one-to-one correspondence between
the specifc matrix Mp and the network fow Fp(x). For each
node M

p
ij of the matrix, the value range is (0–255), which is the

same as the range of each pixel value of the grayscale image, so
there is a one-to-one correspondence between the matrix Mp

and the gray image Tp. Te network fow classifcation is
transformed into grayscale image classifcation and network
fow feature extraction is transformed into grayscale image
spatial feature extraction.

It should be noted that although the abovementioned
network fow classifcation task can be transformed into image
classifcation, the extracted features are only the feature repre-
sentation in the network fowgraph, not the characteristics of the
network byte stream, however, graph structure information is
still very useful for feature analysis in this paper. On the one
hand, if the feature is a unique feature of the network fow, it
must be expressed in the form of a specifc pixel in the map to
form a specifc spatial structure and this is the basis for the CNN
to extract the spatial features of the network fow. On the other
hand, the area formed by the feature also refects the focus of the
model in the classifcation task, which provides a reference for
the analysis of classifcation features in this paper.

(1) CNNModel Construction. CNN is widely used in the feld
of image pattern recognition. It is a kind of deep learning
model which contains a large number of convolution op-
erations. A complete CNN includes several convolutional
layers (CONV), pooling layers (POOL), and fully connected
layers (FC). Te common architecture patterns are shown as
follows.

INPUT⟶[[CONV]×N⟶POOL]×M⟶[FC]×K.

(2)

Te parameters of the convolutional layer are composed
of some learnable flter sets (convolution kernels), which can
capture the image features of the previous output layer, and
another layer, pooling layer which is mainly responsible for
subsampling. At last, a set of fully connected layers are often
used to capture high-level features of an input.

Tis article uses the above architecture to learn features
and classify the processed network fow which contains four
convolutional layers (conv2d), two pooling layers (max
pooling), three dense connection layers (dense) and one
fattening layer (fatten), each data transformation in the
model uses a normalization process (batch normalization).

(2) HANModel Construction. Compared with converting the
network fow to the graph and extracting the spatial feature
information to complete the classifcation task, it is more
straightforward to use the recurrent network to classify the
network fow and extract the sequence information features
of the network fow. Te experiments in this section refer to
the processing ideas of [31], mainly classify the network fow
through the hierarchical attention network (HAN) [32], and
display the feature distribution characteristics in the clas-
sifcation process through visualization technology.

Tis section adopts the byte-packet-stream processing
mode, that is, a network fow label corresponds to a three-
level data fow, this obvious hierarchical data structure is
similar to the structure of token-sentence-article. Te pro-
cessing mode of network fow classifcation is shown in
Figure 3.

Tis experiment uses the USTC dataset and divides the
dataset into training set, validation set, and test set, which
account for 60%, 20%, and 20% of the resampling data set,
respectively.

Table 3 lists the classifcation results of the twomodels on
the USTC test set. It can be seen from table that the two types
of models have achieved high accuracy on the classifcation
task, and the models perform well.

Tis study randomly selects 120 samples in the test data
for testing and uses Grad-CAM [33] technology to visualize
spatial features. Te visualization results are shown in
Figure 4; among them, red represents the feature with higher
activation degree and blue with lower activation degree, and

…… ……

{

byte

Figure 2: Schematic diagram of network fow transformed into a grayscale graph.
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in the grayscale image, 0 represents black and 255 represents
white. Trough visualization, we can see the distribution of
important features of network fow classifcation in the CNN
model.

From the class activation map, it can be seen that most of
the features involved in network map classifcation are
concentrated in the network fow header information, some
of the features used for classifcation are concentrated in the
tail of the data, and a small part of the map information also
includes features in the middle. From the comparison of the
original grayscale images, it can be seen that for MySQL, the
black tail indicates that there is no network fow data in the
current area, and the reason why the data information is not
used for feature extraction is that MySQL does not have a
unifed representation in the grayscale image space., that is,

feature extraction is more difcult. Compared with the
information in the data, the structural information displayed
by the map itself is more prominent and obvious, so the
features used for classifcation are concentrated in the tail. A
small number of features in the middle also show this feature
distribution. For example, the middle features of Gmail are
mostly concentrated on the boundary between the blank
data area and the data area, which also refects the unique
feature structure information of the graph. Furthermore, in
the WoW class, although the network graph also presents
obvious structural features, the structural features of the
information features of the WoW class are more obvious
than those of the blank data area.

Next experiment randomly selects 10 samples of each
type of network fow for attention visual analysis of HAN
model. Table 4 lists the visualization results of 10 types of
network fow in the data set. Te packet attention column
represents the weight value of the packets in the network
fow (the shade of red indicates the value), and the byte
attention column represents the internal data of each net-
work stream in hexadecimal, and identifes the weight value
corresponding to each byte, in which blue indicates that the
weight is larger, and green indicates less weight.

It can be seen from the table that when using sequence
features to classify network fows, it shows diferent char-
acteristics from spatial features in convolutional networks.
When there are multiple data packets in the same fow, there
is a specifc packet that has a greater impact on the fnal
classifcation, but the sequence characteristics of other
packets with less impact are similar to those of packets with

Bi-GRU

……

Softmax

Bi-GRU Bi-GRU Bi-GRU

U1 U2 Un

Bi-GRU Bi-GRU

W11 W12 W13 W14 W21 W22 W23 W24 Wn1 Wn2 Wn3 Wn4

Figure 3: HAN for network fow classifcation.

Table 3: Accuracy (%) of models on the test set.

Type HAN CNN
BitTorrent 99.92 99.75
FaceTime 99.92 100
FTP 100 99.92
Gmail 99.92 99.33
MySQL 100 100
Outlook 100 99.92
Skype 100 100
SMB 100 100
Weibo 100 99.92
WoW 100 100
Average 99.98 99.88
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greater impact. As shown in the table, the information
column lists the bytes with larger weights. Te top ones
include tcp.option_kind, tcp.option_len, ip.hdr_len, ip.len
and other bytes. Tese features are related to network fow
environment variables.

Byvisualizing the featuresof the two typesofmodels, it can
be found that the spatial features based on the network fow
graph are similar to the network fow sequence features. From
the perspective of feature distribution, the features with high
weights are located in the frst half of the network fowdata. At
the same time, there are diferences between the two types of
features. When the spatial features of the data are not enough
to distinguish the types of network fows, themodel prefers to
use the spatial structure information of the graph, but the
sequence information can only be extracted from the network

fow itself. Terefore, both spatial features and sequence
features can be used for network fow classifcation tasks, and
the two types of features are distinguished from each other.

3.3. Proposed Classifcation Method. After obtaining the
spatial and sequential features of the network fow, a natural
idea is whether the classifcation accuracy can be improved if
both types of features are used in the classifcation task.
Based on the above two types of models, this study proposes
a multimodal framework that uses the two types of features
to classify the various types of network fow.

In [22, 34, 35], the authors proposed that for the same
network, fnding the best set of auxiliary tasks will improve
the trafc classifcation which should be treated similar to

BitTorrent Facetime

Outlook Skype SMB Weibo WoW

FTP Gmail MySQL

Figure 4: Class activation map for network fow classifcation.

Table 4: HAN attention visualization.

Type Packet
No.

Packet
attention Byteattention Information

BitTorrent 1 1 … 0x1 0x8 0x54 tcp.option kind, tcp.option len
Facetime 1 1 … 0x45 0x1 0x12 0xb ip.len, ip.hdr len, data

FTP 3 0.98 … 0x4 0xe4 0x40 ip.len, ip.id
Gmail 2 1 … 0x8 0x62 ip.len

MySQL 1 1 … 0x65 0x72 0x73 0x8 0x70 0x61 0x73 data
Outlook 1 1 … 0x8 0xa 0x1e timestampvalue, tcp.option kind

Skype 1 1 … 0x8 0xa 0x6d
0xab

kind, tcp.optiontcp.option len, tcp.dstport
SMB 1 0.74 … 0x8 0x8e tcp.option kind, tcp.option len

Weibo 3 0.87 … 0x45 0x5 0xc0 ip.hdr len, ip.len, tcp.option kind
WoW 1 1 …

…
…
…
…
…
…
…
…
…
…0x8 0x5f tcp.option kind, tcp.option len, ip.hdr len

0x1

0x0
0x10x1

0x10x1
0x10x1
0x10x1
0x0
0x10x1

0x0
0xa

0xe

0x10
0xa

0xdc
0xa

0xa

0x11 0xf6
0xd8 0x40
0x84 0x0
0x5 0x4a

0x6 0xc4
0x400x40
0xf5
0x15
0xc30xb6
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hyper-parameter tuning. Te abovementioned idea of
multitask training can be expressed as: for the same network,
using similar tasks to train separately, which can improve the
efciency of the network to complete the fnal task. Ten, on
the contrary, for the same task, there is a way to use diferent
combination of methods to improve training efciency of
the target task.

3.3.1. Multimodal Network Flow Classifcation Model.
Trough the abovementioned analysis, we can extract spatial
features through the CNN model and sequential features
through the GRU model to build the multimodal frame-
work. Tere are two main ways to build the framework.

(1) Model Pretraining (Model A): Te Framework Based
on Pretraining. Te framework based on pretraining refers
to: train the networks, respectively, and select the charac-
teristics preliminary, then integrate the selected features of
each network and send them to the secondary network for
further screening, as shown in Figure 5.

Te model in Figure 5(a) shows the structure of the
multimodal classifcation model based on pretraining.
First, the pcap fle is segmented, and the data is pre-
processed to form the input data format fle (image and
byte stream), and then sent to the the convolutional layer
and the downsampling layer to extract and simplify the
data features. Te spatial features and sequence features
of the network fow are extracted through the GAP layer
and the GRU layer, respectively, and the extracted two
types of features are then sent to the feature fusion
module to form fusion features. Te dense layer and
softmax are used for output of classifcation.

Figure 5(b) shows that the features used in Figure 5(a)
are extracted from the two submodels through pre-
training. Figure 5(c) shows that the model parameters in
the frst half of the model in Figure 5(a) are actually
frozen and do not participate in the training of the entire
model. Te training part is mainly the parameters of the
feature fusion part.

Strategy of combination: during the training processing,
the features of the same type will be completely extracted
layer by layer, at last, it will focus on the features useful for
the task. For example, in the feld of image recognition and
classifcation, with the usage of heat map [33], it is easy to
fnd the important feature which will be helpful for the fnal
task. However, this type of feature set is still redundant for
the entire training task. Each feature in the mixed feature set
does not necessarily contribute to the fnal classifcation task
and same feature may have diferent weights in diferent
models. Terefore, it is necessary to further flter the
extracted features. In order to flter the combined features,
this article adds a layer of weight learning to the second step
to realize the automatic assignment of the weight of each
feature.

Assuming that the feature set is θ, and each feature is
represented as θi, the weight of θi can be calculated by the
following equations:

wi � tanh ui · θ + bw( , (3)

αi �
exp wi( 

t exp wi( 
. (4)

We calculate the dot product of the weight and the
original feature and recombine it into a new feature set θτ :

θτ � concatenate αi · θi . (5)

Te classifcation task is implemented through a fully
connected layer and softmax layer.

Based on the abovementioned the framework design, on
the one hand, it is benefcial for the framework to flter
feature sets automatically, which meets the processing re-
quirements to allocate diferent feature sets for diferent
types of network fow. On the other hand, by analyzing the
attention of each feature, we can further study the impor-
tance of each feature to the classifcation task.

In summary, two types of features are extracted from the
trained network previously, after integrating the extracted
features, they are sent to the second learner for training again
to complete the fnal task. Tis training method needs to be
divided into two steps. Te performance of the frst step
learner directly afects the second.

(2) Model Joint-Training (Model B):Te Framework Based on
Joint-Training. Te main idea of this method lies in the
combination of models, that is, the characteristics learned by
the two types of models are directly combined in one
network to construct a wide and deep large-scale network
model as shown in Figure 6. Te extracted features are more
diverse and accurate than that of a single network, and can
be directly used for classifcation tasks. Te framework only
needs a single-step training to obtain a useable model.

(3) Comparison of Two Types of Frameworks. Although the
abovementioned models are based on the idea of integration
of mixed feature, they are very diferent in the way of
framework construction and training method.

Framework Construction.Model pretraining can actually
be divided into three models, including two basic models,
namely, the CNN model for extracting spatial features and
the GRU model for extracting sequential features, and a
secondary model. In the secondary model, it is necessary to
design a proper extraction strategy of input data. In this
study, the attention-like mechanism is used to realize the
automatic learning of feature weights. Model joint-training
is one model essentially. Te characteristic of model joint-
training is wide and deep, that is, in terms of width, the
integration of multiple models is adopted to expand the
longitudinal direction of the framework, and for the depth,
the feature extracted by the basic model is relearned and
trained to expand the horizontal direction of it.

Training Method: Model pretraining is divided into two
steps in the training method. Te frst step is to train basic
models to complete the preliminary feature extraction. Te
second step is to send the extracted features to the secondary
model to complete the fnal training task. In fact, the above
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training can be referred to as one training step, as the training
task is completed on the secondary model fnally, not on the
basic model. Model joint-training only needs one step for
training, that is, sending the data to the network for training
directly, which is an end-to-end training model actually.
Considering training task in practice, although model pre-
training needs to complete the training of threemodels, the basic
model can be trained in parallel and separately, which is more
fexible for actual operations. In contrast, it seems that model
joint-training only needs one step to train, actually, the time and
hardware parameters required in the training environment are
higher than those of model pretraining due to the high com-
plexity of joint training and the inability to perform parallel
processing.

Notably, it is worth to mention that the multimodal
framework idea is diferent from the ensemble strategies,
which is widely adopted in machine learning competi-
tions. Ensemble strategies improve the efciency of the
ensemble model through reducing the deviation and
variance between basic models by adjusting the data set
or combination of training result, like boosting inte-
gration [36, 37], bagging integration [38] and stacking
integration. Te multimodal framework is the integra-
tion of extracted patterns from diferent dimensions to
produce the fnal result. It is to integrate the data from
diferent perspectives to make the collected information
more comprehensive with assigning diferent weights

according to diferent features automatically that making
the framework more robust and efcient.

3.3.2. Te Framework Cross-Validation Criteria. In order to
verify the reliability of the mentioned framework, we used
k-fold cross validation on the training data to conduct ex-
periments on diferent data sets. Specifc algorithm 1
implementation is as follows.

3.3.3. Te Framework Evaluation Criteria. To evaluate the
performance of the multimodal framework, we have used
accuracy (Ac), recall (Rc), precision (Pr ), and F1 score (F1)

metrics [39–42]. Te abovementioned metrics are described
mathematically as follows:

Ac �
TP + TN

TP + TN + FP + FN
100%, (6)

Rc �
TP

TP + FN
100%, (7)

Pr �
TP

TP + FP
100%, (8)

F1 �
2 · Rc · Pr
Rc + Pr

100%, (9)
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Figure 6: Te framework based on joint-training.
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where TP, TN, FP, and FN stand for true positive, true
negative, false positive, and false negative, respectively.

4. Experiment

Te experiment is divided into four steps.

(i) Converting raw data to trainable data
(ii) Network fow spatial feature learning, mainly using

CNN to classify the grayscale images
(iii) Network fow sequential feature learning, mainly

using GRU network to classify network fow digital
sequences

(iv) Hybrid feature learning, which uses the multimodal
framework to classify network fow

Te TensorFlow [43] is used as an experiment software
framework that runs on Windows 10 home edition with
Intel(R) Core (TM) i5-9300H CPU @ 2.40GHz and 8GB
memory. An Nvidia GeForce GTX1650 GPU is used as an
accelerator. Te mini-batch size is 256 and the cost function
is categorical cross-entropy. Adam optimizer built-in Ten-
sorFlow is used as an optimizer, training time is about 70
epochs.

4.1. Dataset and Preprocessing. In this article, we used the
ISCXVPN2016 dataset [29] mentioned in A. In order to
better compare the experimental results, this study relabels
the dataset according to the classifcation method of the
literature [44]. Under-sampling is also applied according to
the number of data set. Sampling is a simple method to
tackle this problem. Hence, to train the proposed frame-
work, using the under-samplingmethod, we randomly select
samples of major classes until the classes are relatively
balanced.

Te dataset above is obtained from the data link layer.
From hierarchical perspective, at the data link layer, the
frame header information contains physical connection
information, such as MAC address and other protocol
content. Te network transmission layer also contains IP
address information. Tese data play a key role in network

stream transmission, but they cannot provide any valuable
information in the feld of network fow classifcation and
even training networks will use the address information to
classify the network fow, which is ridiculous in practice.
Terefore, in the data preprocessing part, the MAC and IP
addresses are directly removed to eliminate the impact on
the training task due to diferent addresses.

Te second step is fle cleaning, which is to clean up
duplicate network stream fles and empty fles to avoid bias
when training the network.

Finally, due to the need of using deep learning network
to train the data, the data length standard needs to be unifed.
TCP and UDP protocol headers have of diferent length. In
order to unify the length of the transport layer, we inject
zeros to the end of UDP segment’s headers to make them
equal with TCP headers. Finally, according to the literature
[16], most of the valuable information is at the header of
payload data. In this article, the frst 1225 bytes (35 × 35) are
intercepted as the research object in the ISCXVPN2016
dataset to balance the accuracy and simplicity of the
experiment.

Trough the analysis of the number of data samples, we
found that it is very diferent with the number of samples of
various types of data. In the literature [45, 46], experiment
results show that the performance of the learner will de-
crease due to the unbalanced number of samples, and this
study will adopt a random sampling method until the
number of various fows is relatively balanced. According to
the network fow generated by diferent application types,
this study relabels the data set and divides the network fow
into 17 categories, as shown in Table 5.

Te dataset is divided into the training set, validation set,
and test set, which respectively account for 60 %, 20 % , and
20 % of the resampled dataset.

4.2. Results of the Multimodal Framework. Since the
framework combines CNN and GRU, it is necessary to
convert the network fow into trainable grayscale images and
digital sequences, respectively. In the spatial and sequential
features section above, we discussed how to convert the

(1) Begin:
(2) Break the data into k folds. Data capacity per fold is N;
(3) Construct model joint-training based on CNN model and GRU model;
(4) for each i in [0, k]do
(5) validation data� data [N: (i + 1) × N];
(6) training data� rest of data;
(7) train CNN model [i] on the training data, observe it on the validation data;
(8) train GRU model [i] on the training data, observe it on the validation data;
(9) construct model pretraining [i] based on CNN model [i] and GRU model [i];
(10) train model pretraining [i] and model joint-training;
(11) Model pretraining [i] prediction on the test data;
(12) Model joint-training prediction on the test data;
(13) end for
(14) End

ALGORITHM 1: k-fold cross validation used to test the stability.
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network fow into amatrix and then into a grayscale image in
[28], which is the input into CNN for training. Figure 7
shows part of the grayscale images of ISCXVPN2016 data set
after network fow conversion. Figure 7 lists visual pictures
of part of the network fows which shows vividly that for
diferent types of network fow, it is distinguishable for
texture characteristics of the picture. Te above analysis can
infer that after the network fow is converted to grayscale
image, the diferent network fows have distinguishable
features, and the same types have consistent ones.

In the part of input data of GRU, similar to the text
processing method, the value corresponding to each byte of
the network fow is similar to the token after the text
tokenization which can be called network fow token, then
associating it with vector by using embedding method.Tese
vectors are combined into a sequence tensor, which is input
into the GRU.

Table 6 shows the performance of four types of models
(CNN, GRU, model pretraining, model joint-training) on
the test set. Experiments show that the multimodal
framework has entirely extracted network fow character-
istics to distinguish each application accurately.

In order to show the experimental results of the model on
the test set in more detail, this study draws a heat map based
on the prediction results of each type of network fow. At the
same time, hierarchical clustering is used to analyze the
relationship of each type of network fow [47]. Tis method
uses Euclidean distance as the distance metric, average as the
agglomeration method, and reveals the diferent relation-
ships among the diferent types of network fows. Here, we
just show the result of the model pretraining and joint-
training, as shown in Figures 8, 9. Te fgures indicate four

models have achieved high classifcation accuracy. In
particular, model pretraining and model joint-training
have similar results in accuracy and are better than the
basic model. Te clustering reveals that there are simi-
larities between AIMchat and ICQ, skype and e-mail.
Furthermore, there are similarities between Gmail,
AIMchat, and ICQ. Tis is consistent in practice, as both
AIM and ICQ provide online chat functions, and skype
and e-mail also provide chat services based on the online.
Te conclusion is similar to [44] but more accurate which
reveals the true relationships among the diferent types of
network fows. Network fow classifcation shows a
certain relationship because of the functional similarity
of the applications abovementioned, which just shows
that the network fows are classifed on the basis of
extracting features accurately.

4.3. Comparison. In this section, we compare the experi-
mental results of network fow classifcation based on the
ISCXVPN2016 dataset in recent years. Among them,
Yamansavascilar et al. [48] used the k-NN method to
classifcation, Lotfollahi et al. [44] used a method called
“Deep Packet,” namely SAE and CNN to classify network
fow. It can be found from Table 7 that both model pre-
training and model joint-training outperform two methods
above.

It should be noted that Yamansavascilar et al. used
machine learning methods to implement classifcation based
on manually and expert-originated feature sets. Lotfollahi M
et al., model pretraining and model joint-training use deep
learning methods. Tis article has analyzed the shortcom-
ings of classifcation based on manually and expert-origi-
nated features, and automatic extraction of network fow
features based on deep learning is more suitable for practical
applications with the development of intelligence.

According to [44], we compared the results of the
ISCXVPN2016 data set based on diferent machine learning
methods, where the decision tree depth parameter is 2,
random forests is four, regression (with c� 0.1), and naive
Bayes with default parameters. As shown in Table 8, com-
bined with Table 6, we can fnd that the classifcation based
on deep learning is better than that of various machine
learning. Tis shows the power of deep learning tools, es-
pecially in processing big data tasks and is consistent with
the analysis results of the III-B1.

Figure 10 further shows the experimental results based
on the deep learning on the test set. It indicates that the two
types of the multimodal framework outperform the method
based on “Deep Packet” in network fow classifcation.

facebook skype

icqemail

Figure 7: Grayscale images of diferent types of network fows.

Table 5: Type of network fow in ISCXVPN2016.

AIMchat E-mail Facebook ftps Gmail
Hangouts icq Netfix Scp Sftp
Skype Spotify tor Torrent Vimeo
Voipbuster Youtube

Table 6: Four models’ performance for the network fow
classifcation.

Model Ac(%) Pr(%) Rc(%) F1(%)

CNN 98.52 98.55 98.50 98.52
GRU 99.21 99.24 99.19 99.22
Model A 99.41 99.46 99.38 99.42
Model B 99.45 99.47 99.45 99.46
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Figure 8: Heatmap of test results for eachmodel; the abscissa represents the true label of each type of network fow, and the ordinate represents the
predicted label. Te color represents the predicted probability. (a) CNN model, (b) GRU model, (c) model pre-training, (d) model joint-training.
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Figure 9: Hierarchical cluster diagram; the tree structure reveals the distribution of network fow clustering. (a) CNN model, (b) GRU
model, (c) model pre-training, (d) model joint-training.
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Table 7: Te comparison between the multimodal framework and other methods on the “ISCXVPN2016” dataset.

Study Metric Result (%) Alg.
Yamansavascilar et al.[48]

Accuracy

94 k-NN
Deep Packet (2020) 98% CN
Te multimodal framework 99.41 Model pretraining
Te multimodal framework 99.45% Model joint-training

Table 8: Te comparison between the multimodal framework and other machine learning methods on the “ISCXVPN2016” dataset.

Method Pc Pr F1
Decision tree 0.90 0.90 0.90
Random forests 0.91 0.90 0.90
Logistic regression 0.91 0.91 0.91
Naive Bayes 0.40 0.34 0.26
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Figure 10: Continued.
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Figure 10: Comparison of each class experiment result with the benchmark model. (a) Precision of models, (b) recall of models, and (c) F1
score of models.
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Figure 11: Continued.
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Figure 11: Distribution map of attention value of each type of network fow; the ordinate is the network fow type, and the abscissa is the
number of extracted feature. (a)Te spatial feature extracted by CNN; (b) the sequential feature extracted by GRU; the intensity of the color
indicates the contribution of a certain feature to the fnal classifcation result.
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Figure 12: Experiment results based on the method 4-fold cross validation. (a) Accuracy of models, (b) Precision of models, (c) recall of
models, (d) F1 score of model.
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4.4. Discussion. In this part, we try to explore why the mul-
timodal framework has better performance. Basic learners with
relatively good performance observe the data from diferent
dimensions and obtain part of the information of the truth, but
not all of the information. Only by gathering all kinds of in-
formation together canwe get amore accurate description of the
data. In order to ensure the efectiveness of the multimodal
framework, the key lies in the diversity of the learners. Te
deviation of diferent learners is from diferent perspectives; after
integrating the diferent learners, the framework will cancel each
other in these deviations, so the result is more stable and
accurate.

Te abovementioned two models are the CNN and GRU
model for extracting spatial and sequential features. Te two
types of models are diferent, so the deviations in the
classifcation can be ofset by each other, so as to achieve
more stable and accurate classifcation results.

Figure 11 is our attention analysis based on the features
extracted by model pretraining. Te two types of basic models
are integrated into input data after extracting 256 and 128
features of each training object, and then sent to the secondary
learner for training. As can be seen from Figure 11, on the one
hand, the proportion of sequence features used by secondary
classifers is much larger than that of spatial features, because the
classifcation accuracy of GRU network using sequence features
is higher than that of CNN network classifcation. On the other
hand, from the perspective of usage of the overall feature, in the
secondary classifer, both spatial and sequence features partic-
ipate in the fnal classifcation task, which indicates that the
above two types of features both contribute to the classifcation
task and promote the classifcation efciency of the model.

Figure 12 shows the result of models trained on the
diferent data based on k-fold cross-validation. It can be seen
from the fgure that the Acc scores of the result of the CNN
model vary from 98.07 % to 98.52 %, and the scores of the
GRU model are (99.01 %-99.21 %). Te scores of model
pretraining are (99.29 %-99.41 %), and the values of model
joint-training are (99.23 %-99.45 %). Although the perfor-
mance of the basic model is slightly diferent on diferent
data sets, the multimodal framework has improved the
performance of the basic model.

In III-C1, we compared the two types of models and
found that compared with model pretraining, model joint-
training requires higher training conditions and more time.
Table 9 shows the specifc parameters of each model. Fig-
ure 13 shows howmuch time it needs to build amodel on the
training set of 113004 fows and validation set of 37668 fows
in each epoch based on the same training environment
mentioned above. As shown in the fgure, model pretraining
requires less training time thanmodel joint-training, and the
basic models in model pretraining can be processed in
parallel. It seems that the model pretraining has more ad-
vantages in practice. But the latter one is an end-to-end
model, if the size of sample data is relatively insufcient and
data enhancement is allowed for training tasks, model joint-
training is more powerful, and model pretraining is limited
to the dataset used by the basic model. From this perspective,
it is more fexible in selection of data set comparing model
joint-training with model pretraining.Terefore, in practice,
it is necessary to select the proper model according to the
specifc training task.

5. Conclusions

To solve network security problems, this study proposes a
new method of network fow classifcation based on deep
learning: the multimodal framework which is based on
pretraining and joint-training, respectively. To the best of
our knowledge, this is the frst time that such a framework
has been proposed in the feld of network fow classifcation.
Experimental results show that the framework outperform
similar work done in recent years based on the data set
ISCXVPN2016. At the same time, the multimodal frame-
work is a deep learning network, which is handy in pro-
cessing big data. More data is conducive to the improvement
of the framework performance, moreover it can realize the
automatic extraction of network fow features, saving a lot of
manpower and time which has good practical signifcance.
We believe that the multimodal framework is a meaningful
attempt in the feld of network security, and it is also very
useful for the construction of a human physical and mental
health system.

In the next step, we can adopt more methods suitable for
network fow classifcation and expand the framework to
build a better classifcation model. At the same time, it is
possible to explore new network for network fow classif-
cation tasks. For example, in [23], the author proposed that
the capsule network can improve the efciency of classif-
cation tasks, which can be considered as a new direction for
future research. With the continuous improvement and use
of transformer in the feld of feature extraction, it also has
great inspiration for the feature extraction of network fow.

In the experiment, we extracted the high-level infor-
mation features of the network fow and studied the impact
of feature extraction on the classifcation task. In order to ft
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Figure 13: Time consumption of diferent models.

Table 9: Comparison of model parameters.

Model CNN GRU Model A Model B
Params 424,145 150,673 346,769 589,713
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the experimental results, high-level information may lose
some important information, causing the extracted features
to not fully refect the unique information of the network
fow. At the same time, due to the usage of CNN, it is difcult
to extract the global information of the features, and it may
also afect the classifcation results. New technologies, such
as the Conformer structure [49], can be applied to the feld of
network fow classifcation; moreover, we can explore other
feasible technologies.

Finally, this article mainly discusses the feasibility of the
framework using unencrypted datasets to conduct experi-
ments. In practice, as information security has received
much attention, network encryption has become the
mainstream. Te next step is to conduct experiments based
on the encrypted network fow for better application in
practice.
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encrypted trafc classifcation using deep learning: experi-
mental evaluation, lessons learned, and challenges,” IEEE
Transactions on Network and Service Management, vol. 16,
no. 2, pp. 445–458, 2019.

[25] G. Aceto, D. Ciuonzo, A. Montieri, and A. Pescapé, “Distiller:
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To consistently assess a patient’s internal and external wellness and diagnose chronic conditions like cancer, Alzheimer’s disease,
and cardiovascular disease, wearable sensing devices are being used.Wearable technologies and networking websites have become
incredibly common in the medical sector in recent times. The condition of a patient’s health can be influenced by a number of
factors, including psychological response, emotional stability, and anxiety levels, which can be evaluated using social network
analysis based on graph theory-based techniques and these ideas, known as “social network analysis” (SNA) are used to study
relationship phenomena. Therefore, numerous uses for SNA in health research are possible, ranging from social science to exact
science. For example, it can be used to research cooperative networks of healthcare providers and hazard-prone behaviors,
infectious disease transmission, and the spread of initiatives for health promotion and prevention. Recently, a number of machine
learning-based healthcare solutions have been proposed to track chronic illnesses utilizing data from social networks and wearable
monitoring devices. In our suggested approach, we are using an intelligent system with the assistance of wearable sensors for the
classification of cancer based on DNA methylation, an important epigenetic process in the human genome that controls gene
expression and has been connected to a number of health issues. A mixed-sampling imbalanced data ensemble classification
technique is created with the help of biomedical sensors to address the problem of class imbalance and high dimensionality in the
Cancer Genome Atlas (TCGA) massive data. This technique is based on the Intelligent Synthetic Minority Oversampling
(SMOTE) algorithm. The false-negative rate significantly rises as a result of this, to give a larger data set, a new minority class
sample will be first obtained. The noise created during the sample expansion process is actually any data that has been acquired,
preserved, or altered in a way that prevents the system that initially conceived it from accessing or utilizing it. Noisy data boosts the
amount of space needed excessively and can also drastically influence the findings of any data collection investigation and
therefore can also affect the sample sets of one or the other class, resulting in the class imbalance which acts as a common problem
in ML datasets. The Tomek Link method is then used to eliminate this noise, producing a reasonably balanced data set. Each layer
selects two random forest structures using the cascading forest structure of the deep forest (GC-Forest) algorithm to increase the
generalization ability of the model and create the final classification model. Experiments using DNAmethylation data collected by
employing biosensors from six tumor patients reveal that the mixed-sampling unbalanced data ensemble classification technique
may increase the sensitivity to the minority class while maintaining the majority class’s classification accuracy.

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 4334852, 9 pages
https://doi.org/10.1155/2022/4334852

mailto:mulugeta@dadu.edu.et
https://orcid.org/0000-0001-6281-8711
https://orcid.org/0000-0003-2407-8091
https://orcid.org/0000-0002-7569-7856
https://orcid.org/0000-0002-2160-4511
https://orcid.org/0000-0002-6511-9622
https://orcid.org/0000-0001-5415-2972
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4334852


RE
TR
AC
TE
D

1. Introduction

The manufacturing of therapeutic devices has advanced
much in the last 20 years, with attention to the significance of
sustaining human health. Biomedical sensors are being
utilized more extensively as wearable devices that enable real
informationmonitoring, such as fitness trackers, wristbands,
and watches. Possessing smart materials integrated into
them that track real-time data (heart rate, blood glucose,
plasma levels, etc.) to guide healthcare professionals. As
promising tools for online human research, devices have
thus been in surge demand. Current method followed cancer
monitoring and other diseases that ought to be attached to
critical ports for machine learning and deep forest approach
neural networks for ailment detection. In recent years,
predictive models of cancer classification combined with
biological and genetic data have enabled a more accurate
assessment of cancer risk [1]. DNA methylation has become
one of the most important epigenetic modifications in
cancer research, with studies showing abnormal DNA
methylation patterns in “tumor” tissues compared to
“normal” tissues [2]. Using machine learning (ML), massive
and difficult data sets can be incorporated. The patient
experience and outcomes might be optimized by employing
these data sets. The creation of functional genomic is tightly
linked to a specific treatment approach. Genetic code col-
lection, for instance, may rise by double factors every two
years. In contrast, the speed of innovation in a virtual
machine has been exceeded by the rise in computational
power, linked with the quick reduction in the expense of
genotyping. Thus it is only happening with the miracles of
ML.Therefore, a new line of research in the field of biological
information involves applying machine learning theories
and techniques to locate oncogene-related DNA methyla-
tion regulatory sites, examine the mechanisms behind the
development and incidence of cancer, and discover fresh
cancer indicators [3].

The Cancer Genome Atlas (TCGA) is currently one of the
most comprehensive cancer sequencing databases, and the rich
cancer sample data provides a prospect for developing cancer
classification models [4]. The TCGA is a research that employs
genetic sequencing and bioinformatics to assemble a list of
genetic alterations that cause cancer and thereby plays a sig-
nificant role inDNA sequencing.The key aimwas to implement
increasedDNA sequencing approaches to improve the diagnosis
of cancer, management, and control through a profound un-
derstanding of the genomics of the ailment. Like most data, the
data in TCGA is inherently imbalanced, which means one or
more classes have significantly lower proportions in the training
data than the other classes.There is an imbalance resulting in the
wrong classification in the detection and identification of cancer
sequencing, and this issue can also be termed as the high di-
mensional and class imbalance data. The classification of these
highly imbalanced data suffers from the majority class, resulting
in increased false negative rates [5]. A mixed-sampling imbal-
anced data ensemble classification technique based on the

Intelligent Synthetic Minority Oversampling (SMOTE) algo-
rithm is developed with the help of biomedical sensors to ad-
dress the problem of class imbalance and high dimensionality in
The Cancer Genome Atlas (TCGA) massive data.

Hence, to solve the problems of class imbalance and high
dimensionality issues in the data set of cancer classification
model, the main contribution of our study is to propose an
integrated intelligent classification model embedded with
biomedical sensors and mixed sampling. The minority
sample set is expanded using the intelligent SMOTEmethod,
and the boundary and noise data are removed using the
Tomek Link algorithm, resulting in generally balanced
training data. On the basis of ensuring the classification
accuracy of the majority class, it also imports the training
data into the Gcforest model and successfully improves the
classification accuracy of cancer minority class samples.

The ML and DL techniques employed in the analysis of
cancer development are explored in this work. The bulk of
predictions mentioned is associated with particular ML
inputs and targeted sample management [6]. To improve
academic approaches and prepare the way for information
and analyse of medical research, we focused on analyzing
and evaluating countless research AI and machine learning
approaches, strategies, and perspectives in this study [7]. To
categorize the various cancer kinds according to the tissue
from which they emerged, we employed SVM, Naive-Bayes,
Extreme-gradient-boosting, and RF machine learning
models. RF outperformed the other predictors, achieving
99% reliability. In fact, we employed local interpretable
model-agnostic explanations to assess relevant methylated
patterns to identify specific disease classifications [8]. The
vision of medical guidance will move toward speedier
modeling of a new medication for each patient via medical
application of machine learning and artificial intelligence in
cancer diagnosis and therapy. Experts may work together in
real-time and disseminate expertise digitally using the AI-
based systematic approach, which has the power to heal
millions of citizens. By fusing genetics and intelligent sys-
tems, the study presented game-changing medical innova-
tions in this study and highlighted how oncologists might
gain from intelligence support for focused cancer care [9].

1.1. Organization. The study is organized into several
modules where the first module provides the introduction to
the problem statement followed by the 2nd section which
states about the various methods involved in the study.
Section 3rd discusses about the analysis and discussions
regarding the experiments conducted and investigations
performed, followed by the ultimate section which provides
the conclusion of the study.

2. Methods

The mehods here, are separated into three stages: data
preparation, feature selection, and model training and
validation. In the preprocessing step, the intelligent SMOTE
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algorithm is employed to maintain a balanced class distri-
bution, and the Tomek Link under-sampling approach is
utilized to remove noise from the data which is the main
parameter that is considered in the gene sequencing because
noisy data boosts the amount of space needed excessively
and can also drastically influence the findings of any data
collection investigation, therefore, affects the sample sets of
one or the other class resulting in the class imbalance which
acts as a common problem in ML datasets. Thus, only genes
with cancer-causing mutations were examined to limit the
data’s feature space. COSMIC and CIVic Internet database
resources were used to collect data. Create a classification
model using the Gcforest technique, the model was tested on
six distinct forms of cancer obtained from biomedical
sensors embedded on the patient’s body [6, 10]. The data on
DNA methylation came from https://portal.gdc.cancer.gov/
repository. Figure 1 displays the technical flow chart of the
research in this paper.

2.1. Data Preprocessing

2.1.1. Data Processing. DNA methylation data for 28 cancer
types was released by the TCGA study. Raw data (0×1) may
be downloaded from the TCGA website and mapped to
particular data spots or ranges (eg, chr19 :19033575 indi-
cates location 19033575 on chromosome 19). The Broad
Institute’s FireBrowse, which maps numerical values to
particular human genes labelled using HGNC nomencla-
ture, is used to preprocess DNA methylation data in this
research [7, 8]. Each sample file has a TCGA identification
number that specifies whether it is a tumor tissue or a
normal tissue (e.g., TCGA-2F-A9KW-01: tumor type: 0109
(category 1), normal type: 10 19). (Category 0) [9]. Table 1
shows the statistics of six tumor types from the TCGA
database that has quite extensive sample data.

2.1.2. Sampling. The data from TCGA is substantially
skewed, as seen in Table 1, due to the nonuniform distri-
bution of the target classes. For cancer samples, current
classification algorithms offer good accuracy, but limited
sensitivity for normal samples [11]. As a result, this research
provides a mixed sampling approach that is used when a
sample strategy calls for the use of two or more fundamental
sampling techniques. These approaches are employed for
evaluating and modifying processes that influence the ex-
ecution of evidence-based solutions. These techniques fur-
ther optimizing the normal sample sensitivity while
maintaining excellent accuracy.

(1) Technique of Intelligent Synthetic Minority Sampling
(ISMOTE). The author has presented Intelligent SMOTE
(Intelligent Synthetic Minority Oversampling Technique),
an enhanced approach based on the random oversampling
algorithm [12]. To balance the dataset, fresh samples are
inserted into a limited number of comparable samples.
Rather than using a random oversampling approach that just
copies the sample, the SMOTE algorithm creates a fresh
sample from scratch, bypassing some categorization

filtering. The SMOTE algorithm works on the following
principle:

(1) Calculate the distance between each sample x in the
minority class and all samples in the minority class
sample set using the Euclidean distance as the
standard, and determine its k closest neighbors.

(2) Determine the sampling ratio N based on the sample
imbalance ratio, then randomly choose multiple
samples from the k-nearest neighbors for each mi-
nority class sample x.

(3) Create a new sample from the old sample using the
procedure for each randomly picked neighbor (1).

pi � x + rand(0, 1) × yi − x( , i � 1, 2, . . . . . . , N, (1)

where x is the sample, rand (0,1) represents a random
number in the interval (0,1), and yi is the k-nearest
neighbors.

(2) Tomek Link. The concern is that while the Intelligent
SMOTE approach extends the sample space of the mi-
nority class while balancing the class distribution, the
space initially belonging to the majority class sample may
be “invaded” by the minority class, resulting in model
overfitting. To overcome this issue, the Tomek Link
method [13] is used to remove noise points or boundary
points, which effectively solves the “intrusion” problem.
The Tomek Link algorithm is based on the following
principle: assume that the sample points xi and xj belong
to separate categories, and that the distance between them
is represented by d(xi, xj). If there is no third sample point
xl such that d(xl, xi) < d(xi, xj) or d(xl, xj) < d(xi, xj) holds,
call (xi, xj) a Tomek Link pair. If two sample points are
Tomek Link pairs, one of the samples is either noise (too
much deviation from the normal distribution) or both
samples are on the border between the two classes. It
means that these assumptions are necessary to make
separate categories of the data to analyse the noise and the
normal data set. These assumptions are mandatory for the
removal of ambiguity. Furthermore, by inserting the
Euclidean distance between the sample point and the
original sample point and its neighbors, the research in
this article ensures that the inserted data has a fair re-
semblance with the original sample. The Tomek Link
technique is employed after the SMOTE algorithm has
extended the minority samples. The Euclidean distance is
calculated and sample points with low similarity, referred
to as noise points or boundary points in the text, are
discarded.

2.1.3. Blood Pressure Measurement Using Biomedical Sensors.
Blood pressure is one of the four vital signs of the human
body, which can reflect the systolic function of the heart.The
pulse transit time (PTT) is the core principle of noncontact
blood pressure measurement. It was initially estimated by
ECG and PPG jointly, and then the author measured it by
two rPPG signals, which opened the rPPG noncontact

Computational Intelligence and Neuroscience 3

https://portal.gdc.cancer.gov/repository
https://portal.gdc.cancer.gov/repository


RE
TR
AC
TE
D

measurement of blood pressure prelude. From the literature,
the calculation formula of BP estimated by PTT can be
known as follows:

BP � b + c∗PTT. (2)

B, c are related to the elasticity of human blood vessel
walls. Based on this concept, the author proved for the first
time that the value of multipoint PTT of the body can be
calculated in a noncontact way and developed a noncontact
multiparameter measurement system based on this. The
author has designed a framework for adaptively selecting
rPPG modules based on the Gaussian model and proved the
high correlation between PTT and BP by analyzing the
characteristics between rPPG signals [13]. The quality of the
signal pulse plays a vital role in estimating PTT based on
rPPG. Authors improved the Kalman filter to improve the
signal-to-noise ratio of the rPPG signal and show more
apparent peaks to improve the estimation accuracy of PPT.
In addition, the blood pressure monitoring method based on
multipoint pulse wave phase difference has also been proved
to have good measurement accuracy in addition to the PTT
estimated by the single-point signal peak due to the influence
of the body’s voluntary movement. The author collects
signals from the radial artery of the left hand and the end of
the finger to calculate the PPT. The experiment proves that
the correlation between the calculated PTT and blood
pressure reaches 0.79, which is higher than that of the single-
point pulse wave phase difference calculation method that
only uses a single signal to calculate the PTT. However, the
author also pointed out that the multipoint measurement
method has higher requirements on the camera’s frame rate.

2.1.4. Heart Rate Variability Measurement Using Biomedical
Sensor. HRV, a parameter closely related to heart disease, is
an essential indicator of whether the heart rate is abnormal.
ECG has always been the standard equipment for HRV

detection, and the characteristics of QRS complexes analyse
the difference between heartbeat cycles in terms of clinical
use. Studies have shown that the pulse wave and HRV signal
have an equivalent relationship. Still, the time-domain parts
of rPPG movement are easily affected by noise, and pulse
wave signal characteristics (64) have become an effective
method. Each skin patch provides a pulse signal, which is
selected from the time domain and frequency domain
features of multiple passwords and combined with practical
information to improve the discriminability of rPPG for
abnormal heart rate detection under noise and unnatural
interference. In addition, atria fibrillation can lead to ab-
normal PPG signals. Therefore, Pereira et al. proposed a
dual-window support vector machine classification model
based on this feature. After testing, the model showed good
performance on a dataset consisting of many patients.
Generalization performance and test performance; also
using the dual-window detection strategy, authors used the
periodic variance maximization algorithm to extract the
rPPG signal. Periodic Variance Maximization also is a newly
developed technique used to extract the cardiac signal
embedded within the RGB temporal patterns in remote-
photo-plethysmography-signal (rPPG). By integrating the
two strategies, the PVM algorithm seeks to determine the
required signal’s unknown period. Two procedures are used:
first, an incremental subdomain dissection process that
creates a periodicity-maximizing basis for a particular fre-
quency, then secondly, a global optimization tabu search
algorithm is employed to identify the frequency with the
highest global periodicity across the search space. For any
type of biosensor measuring scenarios without vibration, the
suggested technique is utilized to retrieve any desired signal
of deviations from a blend of data and can adaptively detect
the peak through the dual-window, which successfully
improved the detection effect of rPPG on HRV. In the
frequency domain, the power information of high frequency
and low frequency is another indicator of whether the heart

DNA Methylation Dataset Intelligent
SMOTE

Tomek Link Standardization

Feature selectiongcForestVerify

CIVic COSMIC

Figure 1: The technical flow chart of the research in this paper.

Table 1: DNA methylation data used in this paper.

Tumor type Abbreviation #patients Tumor-1 Normal-0
Breast invasive carcinoma BRCA 885 790 95
Lung adenocarcinoma LUAD 490 463 34
Urothelial bladder carcinoma BLCA 435 410 22
Prostate adenocarcinoma PRAD 546 497 53
Lung squamous cell carcinoma LUSC 416 370 44
Thyroid cancer THCA 562 504 59

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

rate information is abnormal. Still, it is also easily affected by
noise. The author separated the noise and signal into in-
dependent components based on ICA, showing better ex-
perimental results than EVM. HRV analysis based on rPPG
is still in the laboratory stage, and the clinical use, and di-
agnosis of other arrhythmia-related physiological diseases
based on HRV will be the focus of future research.

2.2. Data Preprocessing. The TCGA DNA methylation data
in diverse cancer types include about 20 000 protein-coding
genes as distinctive characteristics. Feature selection is
critical in this instance [14]. As a result, only those genes that
have been scientifically recognized as having cancer muta-
tional importance are targeted by the research. The Cancer
Gene Census (COSMIC) and Clinical Interpretation of
Variants in Cancer (CIVC) were used to find these genes
(CIVic). The COSMIC Cancer Gene Census (CGC) is a
benchmark in cancer genetics used in fundamental research,
medical reporting, and pharmaceutical development. It is an
elite description of the genomes creating human cancer.
While as (CIVic) describes the therapeutic, predictive, an-
alytical, and inducing relevance of hereditary and physio-
logical variations of all types. CIVic is an elite aspect of
learning for Clinical-Interpretation-Variants in cancer. To
facilitate the transparency and open generation of current
and reliable variant analyses for use in cancer targeted
therapies, CIVic is dedicated to accessible code, increased
samples, accessible app programming interfaces (APIs), and
traceability of substantiating evidence.

2.3. Intelligent Classification Model. Authors devised the
Gcforest technique, a decision tree-based ensemble algo-
rithm [15]. The two essential elements that make up the core
of Gcforest are Cascade Forest and MultiGrained Scanning.
The makeup of the Cascade Forest is as follows:The decision
trees that make up each forest in the cascade forest are
composed of a number of random and utterly random
forests. Random forests at each layer and overall ensure the
model’s heterogeneity. Figure 2 depicts the particular cas-
cade forest structure.

Two full random forests (black) and two random forests
(red) make up each layer of the cascade forest in Figure 3
(blue). Each random forest also contains 30 entirely random
decision trees, each of which randomly chooses a feature for
splitting until the examples contained in each leaf node
belong to the same class. The best base value for splitting is
picked for each decision tree by selecting sqrt (d) features
(the sum of the features of d inputs) at random. When the
effect cannot be further enhanced, the cascade forest iter-
ation comes to an end.

Each forest contains many decision trees, each of which
will determine a class vector result (for example, three
classes, as shown below), then combine all decision tree
results, and then take the mean to generate the forest’s
results. The final decision result is a three-dimensional class
vector, and Figure 4 depicts the decision process for each
forest. Each forest will choose a three-dimensional class
vector in this manner. Returning to Figure 3, each of the four

forests in the cascade forest can choose a three-dimensional
class vector, then average the four class vectors, and finally
take the highest value. The final classification result is the
category that corresponds to the value.

2.4. Evaluation Indicators. Recall/Sensitivity-: The larger the
value of Sen/Rec, the larger the disease is judged to be
diseased, and the smaller the missed detection (FN).

Rec � Sen �
TruePositive

TruePositive + FalseNegative
. (3)

Precision-: Precision, that is, the proportion of all
positive predictions that are correctly predicted.

Prec �
TruePositive

TruePositive + FalseNegative
. (4)

F1 is the ratio of the arithmetic mean to the geometric
mean, the bigger the better.

F1 � 2 ×
Prec × Rec
Prec + Rec

. (5)

The response sensitivity and specificity ROC curve is a
comprehensive measure of continuous variables. It allows
for a natural comparison of various trials on the same scale.
The bigger the diagnostic value, the more convex and closer
the ROC curve is to the top left corner, which is useful for
comparing various indicators the area under the curve may
be used to assess the diagnostic accuracy.

3. Analysis and Discussion

Training set: test set ratio of the DNAmethylation data using
biomedical sensor received from TCGA is 7 : 3. Figure 5
illustrates the PCA 2D plot of the training data, which
demonstrates that the sample data distribution is extremely
imbalanced.
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Figure 2: DNA methylation data.
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Table 2 shows the model performance comparison of
four classification methods, CcForest, Logistic Regression
(LR), Random Forest (RF), and Deep Belief Network (DBN),
and the same indicators has been represented in Figure 6
[16, 17]. It can be seen from Table 2 that the four classifi-
cation algorithms have high accuracy for the majority class
samples, but poor sensitivity on the minority class, which is
caused by the imbalance within the data [18].

To solve the above problems, the SMOTE algorithm
proposed in this paper is combined with the mixed sampling
model of the TomekLink algorithm to preprocess the DNA
methylation data. The PCA two-dimensional map of the
processed DNA methylation data is shown in Figure 7, and
the data distribution is relatively balanced [19].

After the data obtained from bio medical sensors are
standardized, the four classification models are compared
again. As shown in Table 3, after using the mixed sampling
model proposed in this paper, the evaluation indicators Sen/
Rec, Pre, and F1 of the four classification models for the
minority class have been greatly improved.

Comparing Table 2 and Table 3, it can also be found that
among the four classification models and Figure 8 dem-
onstrates the performance indicators of the four models after
mixed sampling, whether before or after sampling, the
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Table 2: Performance indicators of the four models before mixed
sampling.

Method
Sen/Rec Pre F1

0 1 0 1 0 1
LR 0.705 0.974 0.790 0.976 0.750 0.977
RF 0.795 0.989 0.845 0.990 0.824 0.989
DBN 0.757 0.980 0.825 0.984 0.795 0.977
GcForest 0.834 0.989 0.846 0.994 0.843 0.991
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Gcforest algorithm has the best classification effect. To
clearly and intuitively compare the performance of the four
classification models as shown in Figures 9 and 10, shown
are the ROC curves of the four classification models, and the
comparison shows that the deep forest Gcforest algorithm
has the best performance [20]. This is due to the high di-
mensionality of the DNAmethylation sequencing data using
biomedical sensors in this study, and the multi-granularity
scanning structure in the Gcforest algorithm uses a sliding

window to preprocess the input data features, and its rep-
resentation learning ability is further improved. Secondly,
the obtained features are input into the cascaded forest of the
Gcforest algorithm for training. The cascaded forest com-
bines the input features with the original features. Through
the learning of random forests and complete random forests
in two-level cascaded forests, compared with logistic re-
gression, Random Forest, Deep Belief Network, and the
correlation between features can be learned more fully, so
the best performance is obtained. In addition, compared
with the deep belief network, the Gcforest algorithm has
fewer model parameters and is easy to train, which is more
advantageous in small datasets in cancer classification re-
search [21].

In addition, in this study, a comparative analysis of the
influence of different neighbor’s k and sampling ratio N on
the comprehensive evaluation index F1 in the Gcforest
classification model is also carried out, the best performance
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Table 3: Performance indicators of the four models after mixed
sampling.

Method
Sen/Rec Pre F1

0 1 0 1 0 1
LR 0.863 0.980 0.871 0.983 0.868 0.980
RF 0.915 0.989 0.915 0.993 0.919 0.990
DBN 0.895 0.985 0.901 0.987 0.903 0.981
gcForest 0.939 0.987 0.940 0.994 0.936 0.993
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Figure 8: Performance indicators of the four models after mixed
sampling.
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is when k� 5. Table 4 shows the influence of different
neighbor k and sampling ratio N on F1.

There are two main reasons for the analysis:

(1) When the sampling ratio is N� 100, the balanced
positive and negative sample data still have a large
imbalance, which makes the experimental results
insignificant.
When the sampling ratio is N� 300, the number of
samples expanded after balancing is much larger
than the original samples. Since various over-
sampling operations such as the SMOTE algorithm
are essentially “out of nothing,” the performance of
the model after balancing is not obvious as

demonstrated in Figure 11. The statement implies a
comparative analysis of the influence of different
neighbor’s k and sampling ratio N on the compre-
hensive evaluation index F1 in the Gcforest classi-
fication model. However, in the main study, to
address the issue of class imbalance and high di-
mensionality in The Cancer Genome Atlas (TCGA)
massive data, a mixed-sampling imbalanced data
ensemble classification technique based on the In-
telligent Synthetic Minority Oversampling (SMOTE)
algorithm with the aid of biomedical sensors is
developed and is essentially a significant model. This
leads to a significant increase in the false-negative
rate and is used to expand the minority sample set,
which effectively improves the classification accuracy
of cancer minority class samples under the as-
sumption that the majority class classification ac-
curacy will be maintained.

(2) Regarding the selection of the nearest neighbor k,
when k� 3, the model complexity is high, overfitting
is easy to occur, and the learning estimation error
increases; when k� 7, although the learning error is
reduced, due to the sample the data set is small, and
when k is 7, the data far from the sample will also
affect the classification result of themodel, increasing
the approximation error of the model learning.

4. Conclusion

It can be difficult to extract relevant information from the
vast amount of healthcare data that wearable computing
devices collect and to accurately analyse that data to make an
effective diagnosis. To successfully analyse the data that has
been taken from biomedical data and analyse it to uncover
unrecognized chronic disease signs and forecast a patient’s
care, artificial intelligence systems and semantic knowledge
are required. Additionally, for intelligent healthcare, mul-
titasking deep learning models like Deep Forest that can
analyse sensor data are required. This research proposes an
integrated intelligent classification model for cancer diag-
nosis that is embedded with biomedical sensors and uses
mixed sampling to overcome the aforementioned problems
with the unbalanced data set. The minority sample set is
expanded using the intelligent SMOTE technique, and the
boundary and noise data are removed using the Tomek Link
algorithm. The training data is utilized to significantly in-
crease the classification accuracy of cancer minority class
samples after being imported into the Gcforest model, as-
suming that the classification accuracy for the majority class
will be preserved. The experimental findings show that the
imbalanced data ensemble classification model embedded
with biomedical sensors based on mixed sampling proposed
in this paper can significantly increase the classification
accuracy of the majority class. This is based on the com-
parison of models such as Logistic Regression, Random
Forest, and Deep Belief Network DBN sensitivity to class.
Additionally, when applied to small, unbalanced datasets,
the Gcforest classification model using the intelligent
SWORT algorithm outperforms the deep belief network
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Table 4: Influence of different neighbor k and sampling ratio N on
F1.
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N� 100 N� 200 N� 300
0 1 0 1 0 1

k� 3 0.894 0.980 0.914 0.988 0.885 0.981
k� 5 0.906 0.990 0.937 0.992 0.894 0.986
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Diabetes is a chronic disease that can cause several forms of chronic damage to the human body, including heart problems, kidney
failure, depression, eye damage, and nerve damage.�ere are several risk factors involved in causing this disease, with some of the
most common being obesity, age, insulin resistance, and hypertension. �erefore, early detection of these risk factors is vital in
helping patients reverse diabetes from the early stage to live healthy lives. Machine learning (ML) is a useful tool that can easily
detect diabetes from several risk factors and, based on the �ndings, provide a decision-basedmodel that can help in diagnosing the
disease. �is study aims to detect the risk factors of diabetes using ML methods and to provide a decision support system for
medical practitioners that can help them in diagnosing diabetes. Moreover, besides various other preprocessing steps, this study
has used the synthetic minority over-sampling technique integrated with the edited nearest neighbor (SMOTE-ENN) method for
balancing the BRFSS dataset. �e SMOTE-ENN is a more powerful method than the individual SMOTE method. Several ML
methods were applied to the processed BRFSS dataset and built prediction models for detecting the risk factors that can help in
diagnosing diabetes patients in the early stage. �e prediction models were evaluated using various measures that show the high
performance of the models. �e experimental results show the reliability of the proposed models, demonstrating that k-nearest
neighbor (KNN) outperformed other methods with an accuracy of 98.38%, sensitivity, speci�city, and ROC/AUC score of 98%.
Moreover, compared with the existing state-of-the-art methods, the results con�rm the e�cacy of the proposedmodels in terms of
accuracy and other evaluation measures. �e use of SMOTE-ENN is more bene�cial for balancing the dataset to build more
accurate prediction models. �is was the main reason it was possible to achieve models more accurate than the existing ones.

1. Introduction

Diabetes mellitus is a metabolic disease caused by the
presence of an excessive amount of glucose in the blood due
to the inadequate secretion of insulin or insulin resistance
[1]. �e pancreas is the main source for producing insulin, a
crucial hormone that is responsible for transferring the

converted glucose through the bloodstream to di�erent body
parts [2]. Furthermore, the inappropriate secretion of in-
sulin causes the glucose to persist in the blood, which ul-
timately causes a surge in the sugar level in the blood [2].
�is disease causes a huge economic burden and has
attracted deep public concern globally [3]. According to [4],
diabetes has hugely burdened the US economy, with a total
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estimated cost of 327 billion in 2017, including the directmedical
cost of 237 billion and 90 billion in reduced productivity. It is
evident from several estimations and forecasts that diabetes is
related to augmented mortality and has increasing prevalence
[5]. As per the report of [6] discussed in [3], the worldwide
prevalence of diabetes was around 9.3% in 2019 among adults,
accounting for a total of around 463million adults with diabetes;
the report further predicted that this number may increase to
700 million in 2045. According to a report [7], around 422
million people have diabetes globally, of whom the majority live
in low and middle income countries, and around 1.5 million
mortality cases are due to diabetes every year.

Diabetes has three different types: type 1, type 2, and
gestational [2, 4]. In most cases, patients recover from
gestational diabetes after delivery, while prediabetes can be
controlled through proper diet and exercise [2]. Type 1
diabetes is mostly detected in people under 30 years of age
[8]. However, type 2 diabetes develops at a later age [4] due
to obesity and insulin resistance of cells [2], high blood
pressure, dyslipidemia, arteriosclerosis, and other related
diseases [8]. In addition to these risk factors, recent ex-
periments show that some environmental endocrine dis-
turbances might cause the occurrence of diabetes [3].
Among the types of diabetes, type 2 is predictable and
preventable because it occurs at a later age due to lifestyle
and other risk factors [4].

Diabetes is a common disease that affects people
worldwide and increases the risk of life-threatening long-
term complications such as heart disease and kidney disease,
among others [9]. However, if diabetes is detected at an early
stage, patients can live longer and healthier. Approaches of
artificial intelligence (AI) and machine learning (ML) have
changed and affected every sector. Generally, the medical
sector is one of the vital sectors where healthcare makes great
use of such technology in terms of detecting and diagnosing
some critical diseases [10, 11]. One of them is the use of ML
to identify the risk factors of diabetes at the early stage and
diagnose the disease before complications occur. While ML
methods have increased the accuracy of medical diagnosis
while reducing medical costs [12] of diagnosing and without
surgical intervention. In the literature, several attempts have
been made to detect and diagnose diabetes.

)is study aims to develop prediction models for
detecting the risk factors that cause diabetes and to provide
decision-based models for diagnosing this disease at an early
stage. For this purpose, several ML techniques are used to
provide an accurate model that can help medical practi-
tioners in diagnosing this disease. )e experimental results
show the higher performance of the proposed models in
terms of accuracy and other evaluation measures. )e better
performance of the proposed models provides support for
using these models as a decision support system to detect the
risk factors of diabetes and help medical doctors in diag-
nosing diabetes mellitus at an early stage.

)e rest of this study is organized as related work has
been described in the next section, followed by a detailed
methodology. Section 4 describes the experimental setup;
Section 5 describes the results and discussion. Section 6
concludes this study.

2. Related Work

In this section, domain-specific studies are analyzed to
understand the trends and techniques used in the existing
studies for detecting the high-risk factors of diabetes using
ML methods. For this purpose, several databases were ex-
plored with various keywords for searching related studies.
)e databases searched included Google Scholar, Science
Direct, IEEE Xplore, MDPI, and several others. In the
existing studies, most of the researchers have used the Pima
India diabetes dataset (PIDD) for detecting, diagnosing,
early diagnosing, building smart applications, and other
functions for diabetes patients. For example, in [8], two
datasets (i.e., a private dataset and the PIDD) were used. )e
authors used principal component analysis (PCA) and
minimum redundancy maximum relevance (mRMR) for the
dimensionality reduction. Several ML algorithms were used
for detecting diabetes. )e results reported that RF out-
performed other methods with an accuracy of 80.84% for the
private dataset, while the PIDD yields an accuracy of 77.21%.
Similarly, [13] attempted to detect diabetes patients using
ML methods. )ey used the PIDD and used the PCA
methods for dimensionality reduction. A bootstrapping
method was used to compare the performance of the trained
models. )e reported results show better performance of
SVM and AB classifiers after the bootstrap operation that
both achieved an accuracy of 94.44%.

Reference [4] attempted to build risk prediction models
for type 2 diabetes. )ey used the BRFSS-2014 dataset and
trained several ML models. In the dataset, the class im-
balance issue was handled using the SMOTE method in
order to avoid bias.)e experimental results showed that the
overall performance of the neural network (NN) showed a
higher accuracy rate of 82.41% than all other measures.

In [14], the authors proposed a comparative study of ML
methods for the efficient diagnosis of five major diseases,
including diabetes. )e authors used the BRFSS dataset and
trained logistic regression and RF models based on it. )e
theme of the study is to predict the percentage of chronic
diseases based on the inputs via a chatbot in which sug-
gestions are provided using modeled and interactive data
visualization to lower the risk. )ey have attempted several
experiments with different parameters and concluded that
RF with 100 trees and a maximum depth of 10 achieved
better results than LR, detecting diabetes with an accuracy of
86.80%.

In [15], the authors used 24 different classification al-
gorithms for detecting diabetes in the early stage. )e ex-
periment was performed using MATLAB. )e model
performance was evaluated using cross-validation. )e au-
thors reported that the LR was the best fitted model of all
24MLmethods used in the study, as LR reached an accuracy
rate of 77.9%.

A study conducted by [16] used the PIDD and trained 7
different ML models. In this approach, a feature selection
was used in which two of the features were dropped. )e
highest accuracy of LR and SVM reached around 77%-78%
in both split and k-fold validations. )e same dataset was
also used for training the NN model with different hidden
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layers, learning rates, and iterations. )e authors concluded
that NN with 2 hidden layers outperformed other methods
with an accuracy rate of 86.6%.

An attempt was made by [9] to detect diabetes using
ML methods. In this study, the authors used two datasets
(i.e., the PIDD and another dataset) and applied several
ML algorithms. Various preprocessing steps, such as
label encoding and normalization, were utilized for
improving the accuracy rate of the prediction models.
)e author reported that SVM outperformed the rest of
the methods with an accuracy rate of 80.26% on the
PIDD, while DT and RF outperformed the other datasets
with an accuracy rate of 96.81%. Based on the prediction
model, the author developed a smart web application.

)e authors of [17] used the PIDD for predicting dia-
betes using ML methods. A total of five ML algorithms were
applied to the processed data, with two additional extracted
features. )e models were trained using the split method,
with 70% of the data used for training and the remaining
30% used for testing. )e model’s performance was mea-
sured using evaluation measures. )e reported results
reached the highest accuracy rate for the RF model at
88.31%.

)e risk factors for diabetes are outlined in [2] using ML
techniques. )e data collection was carried out using a
survey distributed randomly to Indian participants, and 251
responses were received. )ree ML algorithms were used:
LR, SVM, and RF. )e reported results show that LR out-
performed the other two methods and achieved an accuracy
rate of 96.02%. Likewise, a study conducted by [18] applied
various machine learning algorithms to a dataset consisting
of 520 observations containing data about both new and
diabetic patients. )e experimental results exhibited higher
accuracy achieved by the bagged method, at 97.7%.

A novel approach of hybrid firefly bat optimized fuzzy
artificial neural network (FFBAT-ANN) was proposed by
[19] for diagnosing diabetes. In this approach, the fuzzy rules
were produced using the LPP method by identifying the
features related to diabetes, and the classification was per-
formed using the FFBAT-ANNmethod.)e reported results
show the high performance of the proposed method in that
FFBAT-ANN achieved a higher accuracy rate of 74.4%.
Table 1 summarizes the related work.

3. Methodology

)is section will discuss the step-by-step methodology used
for conducting this study. Data analysis was performed using
Python. )e rest of the steps will be discussed in the fol-
lowing subsections.

3.1. Data Collection. )e data collection was carried out
from the publicly available data source Kaggle [20], which
was collected from the behavioral risk factor surveillance
system (BRFSS) [21]. )e collected data is a cleaned version
of the BRFSS, which consists of a total of 253,680 records
reflecting the actual responses to the survey conducted by
the CDC’s BRFSS2015. )e dataset comprised a total of 22
features, including the class feature. )e class variable
(Diabetes_binary) is a binary variable indicating whether the
patient has diabetes. More specifically, “0” indicates no
diabetes, and “1” indicates prediabetes or diabetes. More-
over, this study used the whole feature set for training the
proposed models. Figure 1 shows the features of the dataset.

3.2. Data Preprocessing. One of the challenging steps in
building prediction models, and especially healthcare de-
cision support systems, is to prepare the data in a manner
conducive to the achievement of reliable results. )e raw
data collected from real-world scenarios is often incomplete,
imbalanced, and not clean [22, 23]. )erefore, before
training the model with real-world data, various pre-
processing steps must be used to enhance the quality of the
data [24]. ML provides several methods for cleaning the
data. For example, the missing values can be handled with
imputers, etc. In this study, several steps were utilized for
handling the inconsistencies in the dataset.

Although the data has no missing values, the dataset was
extremely imbalanced, as shown in Figure 2. In an imbal-
anced data scenario, the data of a certain type are fewer in
number than the other types of data in a dataset [25]. Most of
the time, the minority class type is of interest for investi-
gation. In Figure 2, the class labeled “0.0” represents 86.07%
of the data, while the class labeled “1” accounts for only
13.93%. To balance the class types in a dataset, researchers
use various methods, such as the SMOTE [26], random

Table 1: Summary of related work.

S. No. Ref. Dataset Preprocessing method(s) Outperformed method(s) Model accuracy (%)

1 [8] Private PCA, mRMR RF 80.84
PIDD 77.21

2 [13] PIDD PCA SVM, AB, bootstrap 94.44
3 [4] BRFSS-2014 SMOTE NN 82.41
4 [14] BRFSS Different parameters used RF 86.80
5 [15] — — LR 77.9
6 [16] PIDD Feature selection NN 86.6

7 [9] PIDD Label encoding, normalization SVM 80.26
Other DT, RF 96.81

8 [17] PIDD Features extraction RF 88.31
9 [2] Private — LR 96.02
10 [18] Private — Bagging 97.7
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oversampling, and other subtypes. In the SMOTE method,
the minority class is oversampled in which the minority class
samples are considered and generate synthetic samples in
the feature area based on the selected k number in the KNN
[27].

In this study, the imbalanced dataset problem was
handled using SMOTE-ENN. SMOTE-ENN [28] is a
powerful method that merges the advantages of both
SMOTE and ENN, with SMOTE oversampling the minority
class and ENN undersampling the majority class samples
[25]. Moreover, ENN drops any samples whose class types
are different from the class of at least two of its three nearest
neighbors; hence, any sample that is inaccurately classified
by its three nearest neighbors is dropped from the training
dataset [29]. )e application of SMOTE-ENN for handling
the imbalanced dataset problem achieved better perfor-
mance than the single SMOTEmethod. Similarly, the dataset
was normalized using feature scaling, in which the data were
transformed between 0 and 1. Feature scaling is a useful
method for enhancing model accuracy.

3.3. Prediction Models. In this study, various ML models
were applied to the BRFSS dataset. For the building of each
model, hyperparameter tuning was performed to choose the
best fitted set of parameters that are optimal for achieving
the best performance of the model. )e models achieved
high performance in terms of accuracy, and other evaluation
measures were finalized for predicting the high-risk factors
of diabetes. )e following section discusses the finalized
prediction model for this study.

3.3.1. KNN. KNN is an ML method that classifies the data
based on the nearest proximity of training data in a feature
set [30]. In this method, the classifier attempts to find the k
number of closely similar samples from the training set for
predicting the class label of a new sample. Furthermore, the k
number is set to an odd number, which ensures that the
majority of a class is recognized clearly [31]. In this method,
the k number is set to 3 to achieve higher accuracy and other
evaluation measures.

3.3.2. RF. RF is an ensemble machine learning technique
that utilizes several DT to create a forest. In this method,
each DT in the forest is trained using randomly selected
training data and a subset of features [31]. Moreover, the
main parameter for this method is the number of trees [32].
)e majority of trees selected by the RF are the ultimate
selection of the classification [33]. In this study, the number
of trees was set at 50 for building the RF model. )e model
evaluation shows the higher performance of the RF model
with the best-fitted parameters.

3.3.3. XGBoost. XGBoost (XGB) is a recently developed ML
algorithm proposed by Chen and Guestrin [34] in 2016. )is
is an enhanced algorithm based on gradient boosting DT
that can significantly build boosted trees and execute them in
parallel [35]. In the iteration process, gradient boosting seeks
to enhance the robustness by dropping the loss function of
the algorithm as well as the gradient direction [25]. XGB
trains multiple classifiers slowly and sequentially. Like RF,
the boosting algorithm is using DT, but it depends on in-
dividuals how to utilize them [36]. In this study, the number
of trees was set to 100 based on the suggested hyper-
parameter tuning test for building the XGB model.

3.3.4. Bagging. Bagging is an ensemble learning method
combining several classifiers using training data, in which
different training data are presented for learning in each
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Figure 2: Imbalanced dataset.
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Figure 1: Dataset description.
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instance. Moreover, the new training set is generated by
randomly selected examples with replacements from the
original training set. A class achieving the majority of votes
wins [37]. Moreover, in this method, several trees using a
bootstrap sampling of the training set are created and in-
tegrated into their individual predictions to achieve the final
classification. In this study, the number of trees per
hyperparameter tuning is set to 100 with the bootstrap
method. )e model shows higher performance in terms of
accuracy and other evaluation measures.

3.3.5. AB. AB is an ensemble ML method that aims to
integrate several weak classifiers and transform them into
strong ones [38]. In this method, DT is used as a default base
estimator for training the model. )e base estimator in AB is
a weak learner in which every tree is trained to reduce the
weakness by learning from the trees being trained that are
boosted using weights. Moreover, this is a loop-based
method in which weights are assigned to train the data in
every iteration of the loop. )e iteration process continues
until the accurate classification of the data is confirmed [37].
Per the hyperparameter tuning, the number of trees was set
to 100 for building the AB model.

3.4. Model Evaluation. Model evaluation is the practice of
measuring the prediction results of the model built and then
comparing those results against the real data, which is
generally known as test data [39]. For model evaluation,
there are several methods available, but this study utilized
the percentage split method. In this method, the processed
dataset was split into two sets; 70% of the whole dataset was
used for training the aboveproposed models, and the
remaining 30% was used for testing the efficacy of the
proposed models. )e model evaluation shows the higher
performance of the proposed model.

4. Experimental Results

4.1. Experimental Setup. )e prediction models discussed in
the above sections were applied to the BRFSS dataset for
detecting the risk factors associated with diabetes, which can
be useful for diagnosing diabetes in patients at an early age.
As noted above, the dataset was initially split into two
subsets; the training set comprised 70% of the total dataset,
while the remaining 30% was used as the testing set. During
the experiment, several attempts were made to finalize the
best classifiers to accurately detect the risk factors.)erefore,
a hyperparameter test was utilized to set the most suitable
parameters of each classifier to maximize the likelihood of
predictions in terms of selecting an accurate model that can
help medical practitioners in decision-making about dia-
betes patients. After running several experiments with best
fitted parameters on the processed data, and the best clas-
sifiers according to accuracy and other measures were used
to report the results.

In the experimental phase, for building each model, a
confusion matrix is computed, which provides four im-
portant values: true-positive (tp), true-negative (tn), false-

positive (fp), and false-negative (fn), as shown in Figure 3.
)e model evaluation was performed on the basis of these
four values using the following measures:

(i) Accuracy is the ratio of correctly identified diabetes
patients to the whole number that is predicted [40].
Equation (1) shows themathematical representation
of accuracy.

Accuracy �
tp + tn

tp + tn + fp + fn
. (1)

(ii) Precision, a measure calculated using equation (2),
is the ratio of correctly identified patients with
diabetes to all patients with diabetes [41].

Precision �
tp

tp + fp
. (2)

(iii) Recall or sensitivity, calculated using equation (3), is
the ratio of correctly classified diabetes patients to
the whole numbers in that particular class [41].

RecallorSensitivity �
tp

tp + fn
. (3)

(iv) F-measure is the weighted average of precision and
recall [40] and is mathematically calculated using .

F − measure �
(2∗ Precision∗Recall)

Precision + Recall
. (4)

(v) Specificity is a performance measure of a model that
is defined as the ratio of correctly classified patients
without diabetes to all patients who do actually have
diabetes [41]. Specificity is also known as true-
negative rate (TNR).

(vi) ROC is a visualized curve that measures the per-
formance of classifiers at various thresholds, while
the AUC is a measurement of separability between
the class labels. A higher AUC value shows a higher
performance of the model in terms of accurately
differentiating between patients with and without
diabetes [40].

5. Results and Discussion

Comparing the experimental results of the proposed method
to the existing state-of-the-art methods in the literature, our
proposed method showed high performance in terms of
accuracy, precision, sensitivity, specificity, f-measure, and
ROC/AUC score. Table 2 shows the comparison of the
proposed method to prominent existing studies using the
BRFSS dataset. Although the proposed prediction models
showed higher performance compared to the existing, Ta-
ble 2 reported the KNN results in the comparison table.

On the BRFSS dataset, our proposed method showed
higher performance than the existing methods in that KNN
achieved an average test accuracy of 98.363%; precision,
sensitivity, and f-measures of 98%; and ROC/AUC score of
98.3%, which are the highest values so far. )e reason the
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proposed methods were able to achieve high accuracy and
other evaluation measures is the use of the SMOTE-ENN
method, which is used for balancing the dataset in the
preprocessing step. )e SMOTE method alone was also
tested on the BRFSS dataset, but the performance of the
proposed models was not much different from that found in
the existing studies. )erefore, the use of SMOTE-ENN is
more powerful than the SMOTE method alone.

Similarly, our KNN method also outperformed those of
other studies that used other prominent datasets, such as
PIDD and other private datasets, as shown in Table 3. )is

shows the reliability of our proposed method for predicting
the risk factors of diabetes.

Moreover, the individual performance of each proposed
method with a detailed discussion is shown in the following
tables and figures. Figure 4 shows the accuracy of the
proposed methods in predicting the high-risk factors for
detecting and diagnosing diabetes patients at an early stage.

Moreover, the proposed methods were also evaluated
using precision, sensitivity, specificity, f-measure, and AUC
scores. Precision, which is also referred to as positive pre-
dictive value (ppv), here refers to the fraction of accurately
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Figure 3: Confusion matrix.

Table 2: Comparison of the proposed method with existing studies used BRFSS dataset.

Study Dataset Method Accuracy (%) Sensitivity Specificity AUC
[4] BRFSS-2014 NN 82.4 0.378 0.902 0.795
[14] BRFSS-2017 RF 86.8 — — —
Proposed method BRFSS-2015 KNN 98.36 0.98 0.98 0.983

Table 3: Comparison of the proposed method with existing studies that used other datasets.

Study Dataset Method Accuracy (%) Precision Sensitivity Specificity F-measure

[8] Private RF 80.84 — 0.85 0.767 —PIDD RF 77.21 0.746 0.799
[13] PIDD SVM, AB 94.44 0.971 0.910 — —

[16] PIDD LR,SVM 78.85, 77.71 0.788, 0.774 0.789, 0.777 — 0.788,0.775
NN 88.6 — — —

[17] PIDD RF 88.31 0.88 0.86 — 0.87
[2] Private LR 96.02 0.887 0.857 — 0.871
Proposed method BRFSS KNN 98.36 0.98 0.98 0.98 0.98
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classified patients having diabetes over the total number of
patients who actually have diabetes [41, 42]. )e precision is
also called the confidence of the prediction model.

Sensitivity is the fraction of accurately classified patients
with diabetes over the total number of patients in that class
[40]. )e F-measure is the harmonic mean of ppv and
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Figure 4: Accuracy of the proposed methods.

Table 4: Model evaluation measures.

Classifier Precision Sensitivity Specificity F-measure AUC
kNN 0.98 0.98 0.98 0.98 0.983
RF 0.96 0.95 0.95 0.95 0.955
XGBoost 0.95 0.95 0.96 0.95 0.951
Bagging 0.93 0.94 0.94 0.94 0.946
AdaBoost 0.94 0.94 0.95 0.94 0.944
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Figure 5: ROC curves of prediction models.
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sensitivity [41]. Table 4 shows the model evaluation
measures.

)e values in Table 4 are the average measures for a model
evaluation that surpasses the values in the comparison inTable 2,
which shows the reliability of the proposed models in detecting
diabetic patients to help medical practitioners in diagnosing the
patients at an early stage.

Similarly, the model was also evaluated using the ROC
curves. ROC curves are highly beneficial for creating clas-
sifiers and visualizing their performance and are commonly
utilized in healthcare decision-making [37], because they
envisage the whole scenario of the trade-off between sen-
sitivity and false-positive rate across a set of thresholds and
are considered a powerful measure of a diagnostic test [43].
In the ROC, the AUC values decide the performance of a
model. )e higher the AUC score, the higher the perfor-
mance of a prediction. An AUC value close to the left upper
corner shows the high performance of the model. )e AUC
score shown in Table 4 is high, as it is very close to the left
upper corner, and this is reflected in the ROC graph, as
shown in Figure 5.

To summarize the above discussion, it is essential to prepare
the data in a high-quality manner, especially for prediction
purposes. Predictions are actually based on historical data from
which the hidden patterns are extracted to form the basis for
predicting the unseen cases.)erefore, the historical data should
be of high quality, especially when the predictions are made in
the healthcare field, where lives are at high risk. For these
reasons, several preprocessing steps must be performed to
remove outliers, handle the missing values, and balance the data
in a manner that allows for the building of high-quality pre-
diction models that can help medical practitioners in deciding
about a particular disease.

)e dataset used in this study was preprocessed in ad-
vance but was extremely imbalanced. )e data imbalance
issue was handled using SMOTE-ENN, which is a more
powerful method than the SMOTE method alone. )us,
several ML algorithms were applied to the processed data.
For the building of each model, hyperparameter tuning was
performed to choose the best fitted model architecture for
detecting the high-risk factors of diabetes. After running
several experiments with optimal model architecture on the
processed data, and the best classifiers according to accuracy
and other measures were used to report the results. In this
study, the finalized classifiers for detecting the high-risk
factors of diabetes are KNN, RF, XGBoost, Bagging, and
AdaBoost. )e results achieved by these models were also
compared to the existing state-of-the-art studies, and the
efficacy of our proposed methods was found to be higher in
terms of testing accuracy, precision, sensitivity, f-measure,
and ROC/AUC score. )is shows that the proposed models
can be used as a decision-making process for detecting high-
risk factors for diabetes and can also help medical practi-
tioners in diagnosing diabetes patients in the early stages.

6. Conclusion and Future Work

)is study was conducted to provide a system that can
automatically detect the risk factors of diabetes as well as to

provide an automatic decision-making system that can help
medical practitioners in diagnosing diabetes patients based
on risk factors. For that purpose, various preprocessing
methods were used to prepare the data to increase the
likelihood of prediction and increase the opportunity for
developing reliable models. Moreover, hyperparameter
tuning was performed for the building of each model to
finalize the optimal parameter set that can achieve the
maximum possible accuracies. )erefore, various experi-
ments were performed on the processed BRFSS dataset in
which the finalized methods discussed in the above sections
achieved the best possible results in terms of accuracy,
precision, sensitivity, specificity, f-measure, and ROC/AUC
score. Among them, KNN outperformed the best-fitted
model compared to others and even the state-of the art
methods available in the literature. )e reason behind the
high performance of the proposed method was the use of the
SMOTE-ENN method for handling the imbalanced dataset
problem. )e study has also attempted to use the SMOTE
method alone, but the results were not much different from
those of the existing studies. )e use of SMOTE-ENN made
it possible to achieve higher accuracies of the proposed
models compared to the existing ones. )is confirms the
reliability of the proposed method for detecting the risk
factors of diabetes as well as for providing accurate decision
support systems for diagnosing diabetes early before it
becomes chronic.

In the future, our model can be tested on other datasets
collected from different clinics and research centers. )e
model efficiency can be enhanced using other advanced
methods in the future.
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 e current work describes a blockchain-based optimization approach that mimics the psychological mental illness evaluation
procedure and evaluates mental �tness. Combining lightweight models with blockchains can give a variety of bene�ts in the
healthcare business. is study aims to o�er an improved review and learning optimization technique (SPLBO) based on the social
psychology theory to overcome the biogeography-based optimization (BBO) algorithm’s shortcomings of low optimization
accuracy and instability. It also creates high-accuracy solutions in recognized domains quickly. To retain student individuality,
students can be divided into two groups: Human psychological variables are incorporated in the algorithm’s improvement: in the
“teaching” step of the original BBO algorithm; the “expectation e�ect” theory of social psychology is combined: “�eld-inde-
pendent” and “�eld-dependent” cognitive styles. As a consequence, low-weight deep neural networks have been designed in such a
manner that they require fewer resources for optimal design while also improving quality. A responsive student update
component is also introduced to duplicate the e�ect of the environment on students’ learning e�ciency, increase the method’s
global search capabilities, and avoid the problem of falling into a local optimum in the �rst repetition.

1. Introduction

Machine learning algorithms can e�ectively identify possible
features from the provided data; therefore, they do not
require any hand-crafted characteristics throughout the
simulation. Neural network models can e�ectively identify
possible features from the provided data; therefore, they do
not need any manual features throughout the prediction
phase. Teaching-learning-based optimization (TLBO) is a
new heuristic algorithm proposed by author [1].  e algo-
rithm simulates the teaching and learning process design of
teachers and students. Students can acquire knowledge from
teachers’ teaching and understanding through interaction

between students.  e TLBO algorithm has the advantages
of few parameters, simple structure, and fast solution speed,
and its competitiveness mainly comes from the ingenious
design of the teaching and learning stages. Compared with
other typically improved intelligent optimization methods,
the TLBO algorithm also shows its outstanding performance
and advantages. However, simultaneously, it holds a large
number of drawbacks such as to take up a lot of resources
like storage and memory. It is a time-consuming procedure
because it requires several iterations and thus processing
takes a longer time than usual, which are the main concerns
of the TLBO algorithm. Furthermore, as compared with the
Genetic Algorithm (GA), TLBO allows the population to
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learn from the optimal individual in the teaching phase,
thereby improving the convergence speed of the algorithm;
compared with Particle swarm optimization (PSO), for a
single operator, TLBO introduces one more learning stage
than PSO, which is beneficial to improve the exploration
ability of the algorithm; compared with Cuckoo Search (CS),
TLBO provides interactive learning in the learning stage
method [2, 3]. It is precisely because TLBO has these ad-
vantages that scholars have never stopped studying it since
the algorithm was proposed. However, the TLBO algorithm
also has shortcomings such as low optimization accuracy,
poor stability, and slow convergence speed. Many scholars
have improved it from multiple perspectives. +e im-
provement direction is mainly divided into three aspects:
improving the teaching process, introducing weights or
adaptation factors, and combining with other intelligent
optimization algorithms. Among them, the improvement of
the teaching process refers to adding a self-study stage or
introducing new learning rules based on the original
teaching stage and learning stage [4]. Collaborative Learning
Model (CLM) is used for the learning phase. In the CLM
method, to guide the learners effectively, the teacher will
adaptively update its position according to the neighbor-
hood information in the self-learning stage [5]. A novel
optimization algorithm based on autonomous learning was
proposed and the authors remodeled the proposed algo-
rithm according to the three stages of the teaching process:
teacher’s learning, mutual learning, and self-learning be-
tween students. +e literature introduced a teaching and
learning algorithm with logarithmic helical strategy and
triangular mutation rule (LNTLBO) to enhance the explo-
ration and development ability in the learning stage [6]. +e
literature proposed a teaching and learning optimization
algorithm based on multi-reverse learning, established a
hybrid reverse learning model, and added a self-learning
stage based on search boundary guidance, making the al-
gorithm more robust to global search and local detection
capability [7].

+e literature adopted a different feedback learning stage
to speed up the convergence, further recording the previous
generation teachers and communicating with the current
teachers to provide comprehensive feedback to the learners
and supervise the learning direction to avoid wasting pre-
vious generation computation quantity [8]. +e literature let
teachers perform dynamic random search algorithms in the
later stage of the algorithm to improve the ability of the
optimal individual to explore new solutions [9]. For im-
provements in introducing weights or unknown parameters,
the literature has proposed Advanced Teaching Learning-
Based Optimization (ATLBO). New weight parameters were
introduced to improve the accuracy and speed up conver-
gence [10]. Authors have proposed the nonlinear inertia-
weighted teaching-based optimization algorithm
(NIWTLBO) [11]. +e algorithm introduces a nonlinear
inertia weighting factor into the basic TLBO to control the
learner’s memory rate. It uses a dynamic inertia weighting
factor to replace the original random number in the teaching
and learning stages. +e literature introduced the crossover
operator of the difference algorithm in the “teaching” stage

and the “learning” stage, and at the same time carried out an
adaptive local search according to the normal distribution
around the elite individuals to improve the convergence
speed and solution accuracy of the algorithm [12]. To en-
hance the performance of TLBO, many scholars try to in-
tegrate it with other optimization algorithms. +e literature
added an error correction strategy and Cauchy distribution
(ECTLBO) in TLBO, where Cauchy distribution is used to
expand the search space and correct wrong to avoid detours
for a more accurate solution [13]. +e literature combined
harmony search with the teaching and learning optimization
algorithm and proposed a hybrid optimization algorithm
(HHSTL) based on harmony search and teaching and
learning optimization, which enabled the algorithm to solve
more complex problems [14]. +e literature proposed an
improved teaching and learning optimization algorithm
(ITLBOBSO) incorporating the idea of brainstorming and
introduced Cauchy mutation and a random parameter as-
sociated with the number of iterations in the operator to
improve the performance of the algorithm [15]. +e liter-
ature proposed a hybrid search algorithm named HSTLBO,
in which HS mainly aims to explore unknown regions. In
contrast, TLBO aims to rapidly develop high-accuracy so-
lutions in known areas [16].

TLBO is a new heuristic algorithm that takes people as
the main body of activities and simulates teaching phe-
nomena. +e improvement of TLBO mainly focuses on
manufacturing the teaching process and combining it with
other algorithms. However, very little consideration is given
to people’s psychological and emotional factors, such as
considering the influence of psychological factors on be-
havior results from the perspective of people; individuals
with different personalities show different states in the same
environment.+is improvement makes the algorithm have a
specific revision in the optimization performance, but there
is still room for improvement in stability and convergence
speed. Figure 1 shows the mental state relation with the
students.

To further improve the algorithm’s performance, this
paper focuses on social psychology, considers human
emotions and behaviors, and simulates the impact of human
psychological factors on the results in the teaching process.
We apply the social psychological theory to algorithm im-
provement. First, the “expectation effect” theory is added to
the teaching stage [17]. +e theory states that in interper-
sonal interactions, one party has expectations of the other
party. +e party that has expectations will treat the other
party as he expects, thereby causing changes in the other
party’s behavior. It is reflected in the algorithm that the
individual teacher provides one-to-one teaching to the
students with good fitness value, and the teacher guides the
students who are taught one-to-one. +ey also change their
learning behavior and begin to learn from other students.
+e theory of “field independence-field dependence” is
added [18]. +is theory divides people’s cognitive styles into
“field-independent” and “field-dependent” according to
their different degrees of dependence on the external en-
vironment. Starting from the actual situation, considering
the different cognitive styles of international students, we
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simulated field-independent and field-dependent students
and adopted different learning strategies. After being taught
by teachers and learning from each other, students need to
digest knowledge points and evaluate their rankings. +e
learning method is extended or adjusted according to the
ranking situation, and thus the self-learning method ad-
justment phase is added after the learning phase [19].
Bandura’s “self-regulation theory” exists in psychology,
which shows that self-regulation includes three processes:
self-observation, self-judgment, and self-reaction. Accord-
ing to this theoretical score, different self-regulation strat-
egies are used for students in various positions to achieve a
better state. Finally, a series of test functions prove that the
improved algorithm has obtained better performance in
terms of optimization accuracy and convergence speed. +e
TLBO method has a number of flaws, including poor op-
timization accuracy, instability, and slow convergence time.
It has been improved by a number of academics from a
number of views.

Adding social psychology to algorithm improvement
also has specific innovations in intelligent optimization al-
gorithm improvement. +e current work describes a
blockchain-based optimization approach that mimics the
psychological mental illness evaluation procedure and
evaluates mental fitness. Combining lightweight models
with blockchains can give a variety of benefits in the
healthcare business. +is study aims to offer an improved
review and learning optimization technique (SPLBO) based
on the social psychology theory to overcome the biogeog-
raphy-based optimization (BBO) algorithm’s shortcomings
of low optimization accuracy and instability. Since people
are a complex system affected by their psychological state,
they will take timely measures to adjust their behavior to
seek a sense of self-protection.+erefore, compared with the
improved methods of other intelligent optimization algo-
rithms, incorporating human psychological factors can
make the algorithm improvement more flexible and allow
the algorithm to balance global search and local search. +is
research paper, focusing on the defects of low optimization
precision and slow convergence speed when solving

complex optimization problems of the teaching and learning
optimization algorithm, from the perspective of social
psychology, combined with the changes of people’s psy-
chological emotions, improves the original teaching and
learning optimization algorithm.

2. Blockchain-Based Teaching and Learning
Optimization Algorithm (B-TLBO)

B-TLBO is an algorithm designed to simulate the two stages
of teacher teaching and student learning in the process of
simulating class teaching. It uses the entire population as a
class, the best individuals in the population as teachers, and
the other individuals as students.+e concept of the B-TLBO
algorithm comes from the replicated class’s teaching process;
to better replicate the new state of middle school students in
the teaching phase, an adaptable student updating factor is
incorporated, and the method is expected to produce su-
perior results. +e algorithm is divided into the “teaching
stage” and the “learning stage.”

Figure 2 depicts the B-TLBO method that relies on the
teaching process of a repeated class and has two stages as
discussed. +e “teaching stage” refers to when the entire
student body learns from the teacher, while the “learning
stage” corresponds to when the students learn from one
another. +e total level of the population is improved by the
co-evolution of these two stages. In this study, N denotes the
total number of students (i.e., the population size), and d is
the number of subjects studied by each student (i.e., the
individual dimension). Each student is identified as Si � {S1,
S2, S3, Sn} with the fitness function f (xi) indicating the
student’s grade; the higher the fitness value, the higher the
grade. +e specific content of the algorithm is described in
two stages, namely the teaching stage and the learning stage,
respectively. +e best fitness value for each of the iteration
has been selected to convey the knowledge to the students in
the best possible way; similarly, the learning stage is the
technique of combined learning of all students in a group
after the accomplishment of the teaching stage and here the
fitness function is chosen to select the best student among
the students. Hence, we can complement that the two
methods in the BTLBO algorithm are employed for the
enhancement of the fitness functions. +e two techniques
are listed as follows:

2.1. Teaching Phase. In the teaching phase, the individual
with the best fitness value for each of the iteration will be
selected as the teacher TX. +e teacher imparts knowledge to
the students to improve the average grade of the whole class.
He hopes that the overall middle position of the class TM is
close to its TX. +erefore, the teaching method design is
given by formula (1):

ti,new � ti + ri tx − tftm , (1)

where ti,new represents the new state of student i after
learning in the teaching stage; ti is the original state of
student i before learning; ri is a random number on [0, 1];
the influence degree of the value generally takes 1 or 2. After

Mental State (0) Student (0)

Student (1)

Student (i)

Student (N-1)

Class

Mental State (1)

Mental State (2)

Mental State (N)

Figure 1: Mental state relation to student.
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the teaching phase is completed, the students update the
knowledge reserve, and each student decides whether to
update according to the new state or the original state. Take
the minimization problem as an example:

if f ti,new <f ti( . (2)

2.2. Learning Stage. +is stage simulates the process of
mutual learning among students after the class is over. To
further improve their learning level, students communicate
with other individuals in the class. Studenti randomly
selects studentj, compares the fitness values of the two
students, and subtracts the second-best student from the
position of the best student. Taking the minimum opti-
mization problem as an example, the learning is carried out
in the following way:

ti,new �

ti + rand ti − tj ,

f ti( <f tj ,

ti + randi tj − ti ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where randi is a random number on (0, 1). After the learning
period is over, perform the same update operation on the
students as in the teaching period again.

3. Teaching and Learning Algorithms Based on
the Social Psychological Theory

To further improve the algorithm’s performance, this paper
improves three aspects of the teaching and learning algo-
rithm from the perspective of human emotion and psy-
chology, combined with the social psychology theory.
Firstly, the “expectation effect” is introduced in the teaching
stage, and students who bear different expectations will

adopt different learning strategies. +e idea of “field inde-
pendence-field dependence” is presented at the learning
stage to distinguish the differences in the learning styles of
other students. Finally, considering the actual teaching
situation, a self-learning method adjustment phase is added
after the teaching and learning phases to adjust students’
learning methods in time.

3.1. Introducing the “ExpectationEffect”6eory to Improve the
“Teaching Stage”. Teachers always have higher expectations
for students with relatively good grades in daily teaching. To
get better grades, teachers will take one-on-one teaching or
set up advanced courses and other methods. An expectation
is a judgment about oneself or others that one expects to
achieve a specific goal or meet a confident behavioral ex-
pectation. Students with better grades will take active
measures to study harder to live up to teachers’ expectations
after teachers have focused on them. For example, they can
improve themselves by increasing their study time and
sharing their learning experiences with their classmates.+is
phenomenon is known in social psychology as the “Pyg-
malion effect” or the “expectation effect.” An expectation is a
judgment about oneself or others that one expects to achieve
a specific goal or meet a confident behavioral expectation.
+e behavioral outcome that results from expectations is the
expectation effect. In this statement, the author wants to
express the psychological aspect about the person’s expec-
tation of the other individual, and it means that an ex-
pectation is a kind of judgment about a person or somebody
that is referred as the “expectation effect.” Expectation
emphasizes the activity process of the individual’s psycho-
logical stimulation, while the expectation effect focuses on
the behavioral results produced by psychological stimula-
tion. +e literature introduced this theory into business
management practice [20]. +e results show that managers’
expectations of subordinates and how they treat associates
determine the work performance and career progress of
these subordinates to a large extent. Inspired by this, the
algorithm is improved: Classify students whose grades are
above the class average as outstanding students, and learn by
combining one-to-one teaching with teachers and learning
from other students, as shown in formula (4):

ti,new � ti + ri tx − ix(  + ri tr1 − ir2( . (4)

Students whose grades are below the class average will
study according to formula (5):

ti,new � ti + ri tx − ft ∗mean( . (5)

Among them, tr1 and tr2 are the status of any two
students in the class, and mean is the average level of the
classmates. When the fitness value of a student is higher than
the average, it will bear the high expectations of the teacher.
It can be seen from formula (4) that to meet the teacher’s
expectations in the learning process, in addition to relying
on its own knowledge state ti, the studenti also adopts one-
to-one learning from the teacher.

Teacher Student

Student

Student
Teacher-

Teaching Process

Learning ProcessLearner Learner

Figure 2: Teacher learning phenomena.
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Compared with formula (1), the student refers to the
average difference between the teacher and the class in the
learning process. Under this learning method, the space for
excellent students to improve their grades is limited, which
will reduce the speed of the algorithm converging to the
optimal solution. +e strategy of one-to-one learning from
teachers is added to the improved formula (4), which in-
creases the influence of teachers on students. +is design
allows outstanding students to approach teachers quickly
and enables students to jump out of their limitations. To
solve the problem of poor local search ability of the algo-
rithm and to speed up the algorithm’s convergence, a
strategy of learning from classmates is added to equation (4).
Students with an average score or above exchange experi-
ence with any classmate in the class, which improves
themselves and helps others, improve their performance,
thereby narrowing the gap between classes and accelerating
the process of convergence of the entire population to the
optimal value. When student’s fitness value is lower than
average, he does not bear the teachers’ high expectations,
and so his learning style will not change.

3.2. Introduce the “Field-Independent-Field-Dependent”
6eory to Improve the “Learning” Stage. +e concept of “field
independence-field dependency” is introduced throughout
the learning stage to distinguish between students’ learning
styles. In the learning phase of the standard teaching and
learning algorithm, individual students learn in a unified
way. However, in reality, students with different personal-
ities take different learning styles. For example, some stu-
dents are introverted and more independent and tend to
accumulate experience in learning alone; some are extro-
verted, good at socializing, and like to gain knowledge in
discussing and communicating with others. +ese two types
of students are called “field-independent” and “field-de-
pendent” types in social psychology, respectively. +e two
concepts of field independence and field dependence orig-
inate from the research on perception in literature. Field-
independent people tend to refer to themselves when
judging objective things and are not easily influenced and
interfered with by external factors; field-dependent people
tend to refer to the outside to process information and are
less independent and easily influenced by the outside world.
Due to differences in cognitive styles in learning activities,
field-independent and field-dependent students tend to have
different learning strategies. +e knowledge sources of field-
independent students are mainly composed of their
knowledge accumulation and discussions with very few
classmates; the knowledge of field-dependent students pri-
marily comes from a part of their knowledge and extensive
social discussions. In terms of algorithm design, considering
that different students are affected by the outside world at
different levels, a 0-1 matrix Wi is randomly generated to
simulate field-independent (1) and field-dependent (0)
students and take other learning methods for them. Strat-
egies: Field-independent students study with the learning
strategy of formula (2); field-dependent students study
according to the following strategy:

ti,new �
fti <ftj: ft ∗ ti + ri tx − ix(  + ri tr1 − ir2( ,

fti >ftj: ft ∗ ti + ri ix − tx(  + ri tr3 − ir4( .

⎧⎨

⎩ (6)

It can be seen from formula (6) that j-X, 3rX, and 4rX are
three randomly selected students, r1i and r2i are random
numbers on [0, 1], and tf is a scale factor, which is used to
reduce self-esteem at the previous moment. +e technique
works best when the f t value is set to 0.3 after several it-
erations. When WI is 1, it means that the individual student
in X is field-independent, and in the learning stage, it learns
according to the learning method of the original algorithm
and completely retains its own state at the previous moment.
When the value of WI is 0, it means that the individual
student ti is field dependent. Field dependence-field inde-
pendence is a form of learning control that has been ex-
amined. It refers to the degree to which humans are
influenced by inner or environmental stimuli when orga-
nizing themselves in time and making precise discrimina-
tions of their surroundings. Individuals who are field reliable
are better at learning social content and doing it in a social
context. People who work in the field in an independent
manner are less reliant on being given a system to follow and
are more self-motivated. In addition to randomly selecting a
student to study, it will also exchange experience with other
students and absorb some other people’s knowledge to
improve their own performance. At this time, the student ti
only retains part of their own state. Compared with the
middle school stage of the original algorithm, this design
weakens the influence of the state at the previous moment,
and at the same time enhances the communication between
individuals, reduces the probability of the algorithm falling
into the local optimum, and maintains the diversity of
understanding. Since the other half of the particles com-
pletely retain their own state, the convergence speed of the
algorithm is also guaranteed. To verify the impact of im-
proving the learning stage on the diversity of students, the
program breakpoints are set in the learning stage, and the
running results are shown in Figure 3.

Select some test functions in Figure 3, draw the student
position map when the algorithm iterates 30 times, and
compare the improved algorithm with the original B-TLBO;
we can find that the diversity of students has been greatly
improved.

3.3. Join the Self-Learning Method Adjustment Stage.
Students need to have a precise understanding of their
learning situation after two stages of learning through
teacher teaching and communication with students.
+erefore, self-assessment and regulation play an indis-
pensable role in efficient learning. Bandura proposed the
theory of self-regulation in the social learning theory em-
phasizing the internal reinforcement process of the indi-
vidual [21]. Self-regulation includes three primary functions:
self-observation, self-judgment, and self-reaction. People
observe self-behavior according to social activities’ stan-
dards, judge the gap between self-behavior and standards,
and make positive or negative evaluations of self based on
self-assessment.
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+e individual will have various inner experiences, such
as self-satisfaction, self-blame, and criticism, resulting in
self-regulation. People can use the effects of self-regulation
to adopt more appropriate strategies to achieve their goals.
Based on this theory, this paper adds a self-learning method
adjustment stage which means earning information or skills
via one’s personal endeavors rather than through official
instruction; after the teaching and learning stages in self-
learning, we acquire observation, judgment, and con-
sciousness which are efficient for boosting ones morale. It
also creates high accuracy solutions in recognized domains
quickly, providing students with a platform for self-reflec-
tion and timely adjustment of learning strategies. +e
specific settings of the self-learningmethod adjustment stage
are as follows: after the teaching stage and the learning stage,
the average score of the overall students is calculated, the
individuals whose scores are higher than the average score
are classified as excellent individuals, and the average score
of the beautiful students is calculated. +e class is divided
into three categories based on the overall average score and
the average score of outstanding students:

When the student’s grade is higher than the average
score of the excellent students, the student is an excellent
student, which proves that his learning method is efficient;
thus, the student will continue to study with his own
learning method, as shown in formula (7):

ti,new � ti. (7)

When a student’s grade is lower than the average grade
of outstanding students, but higher than the overall average
grade of the class, the student is an ordinary student, which
proves that his learning method is partially effective, but
there is still room for improvement, and the learningmethod
can be fine-tuned to obtain better grades, such as formula (8)
shows:

ti,new � ti + t
min
i + t

max
i  tr1 − tr2( . (8)

Among them, tr1, tr2 are (0, 1) random numbers, and
tmin
i and tmax

i are the upper and lower bounds of student i,
respectively. When the student’s grade is lower than the
average score of the class, it proves that the learning method

is ineffective, and the learning strategy needs to be changed
to a great extent. Here, the reverse learning method is used,
as shown in formula (9):

ti,new � t
min
i + t

max
i  − ti. (9)

+e self-learning method adjustment stage enables in-
dividuals to make full use of the population information and
adopt a better strategy to update. tmax

i and tmin
i represent the

sum of the upper and lower bounds of student i, which
provides a greater possibility for student i to change.
+erefore, a fine-tuning random number tr1 is added to
equation (8), such that individuals can still maintain di-
versity while converging. In formula (9), the sum of the
upper and lower bounds is used to subtract the value of the
previous state of the individual, which completely changes
the position of the individual, thereby increasing the effi-
ciency of the algorithm optimization. Putting this process
after the learning stage can help individuals discover their
own deficiencies in time and make adjustments quickly. It
reduces the probability of bad solutions appearing in the
iterative process, which helps improve the optimization
speed and accuracy of the algorithm. In addition, since the
B-TLBO algorithm idea originates from the teaching process
of the simulated class, to better simulate the new state of
middle school students in the teaching stage, an adaptive
student update factor is introduced to expect the algorithm
to obtain better results.

4. Experimental Results and Analysis

In this part, the performance evaluation of the algorithm
adopts the exact maximum fitness evaluation time to
evaluate the optimization accuracy of the algorithm. +e
proposed theory may be used to enhance the teaching and
learning methods in the early stages of learning, as well as to
solve more sophisticated optimization issues such as dy-
namic vehicle route optimization, parameter optimization in
numerous domains, and so on. For each test function, the
SPB-TLBO, B-TLBO, PSO, GA, and IA algorithms are run
independently 30 times to obtain the optimal solution, worst
solution, mean, and standard deviation, respectively.
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Figure 3: Students’ diversity.
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4.1. Datasets. +ese archives and repositories include
datasets that may be used for research purposes. Read the
terms of use carefully to verify that you are using the data
according to the standards set out by the data originator or
repository.

4.1.1. Inter-University Consortium for Political and Social
Research (ICPSR). Data from social science research may be
found in more than 500,000 digital files made available by
ICPSR. Science, history, and gerontology are among the
many disciplines represented. Other topics of interest in-
clude criminology, ageing, and healthcare issues in the
public and in the military and foreign policy. Moreover,
included are topics such as early childhood education and
ethnic minorities in the United States of America. Please
contact the Social Science Data Archive for help with ICPSR
data.

4.1.2. Data Archive on Substance Abuse and Mental Health.
Documentation linked to the collection, analysis, and dis-
tribution of behavioral health data is provided by the
Substance Abuse & Mental Health Data Archive
(SAMHDA). Various data formats, including SAS, SPSS,
State, and others, may be downloaded.

4.1.3. Data Repository for Criminal Justice Research and
Analysis. +e preservation, upgrading, and sharing of
computerized data resources; research based on archived
data; as well as specific courses in quantitative analysis of
criminal justice data are all part of the NACJD’s objective to
help researchers better understand the field of criminal
justice.

4.1.4. Odum Institute’s Data Verse. Researchers may use the
Odum Institute’s data management, archiving, and pres-
ervation services. Machine-readable data accumulated over
more than a century may be found at the Institute. Datasets
may be browsed and searched.

Based on the above four datasets, we are going to see how
well the method works in this paper. +is paper looks at the
standard accuracy rate (P), the recall rate (R), and the
microaverage F1 as indicators of how well the model does;
the formula for this is:

Precision(p) �
true Positive

True Positive + false Postive
,

Recall(R) �
true Postive

True positive + False negative
,

F1 �
2PR

P + R
.

(10)

In this paper, we evaluate four data on the entire
evaluating matrix, as shown in Tables 1–4.

Actual cases: +is stands for the number of attributes
predicted by the model to be positive and the real is also

positive; TP stands for actual case, which means the number
of attributes predicted by the model to be positive and real is
also positive; fake positives: +e number of attributes the
model predicts to be both positive and negative. False
negatives:+is is the number of attributes the model predicts
to be both positive and negative. FP stands for “false pos-
itives” [22].

+e proposed blockchain-based B-TLBO methods ac-
quire a maximum 89.64% accuracy over the ODUM data set,
whereas other methods acquire a maximum 79.52% accu-
racy, i.e., gain by SPTLBO as shown in Figure 4.

+e proposed blockchain based B-TLBOmethods acquire
a maximum 79.52% F1-score over the ODUM dataset,
whereas other methods acquire a maximum 69.65% F1-score,
i.e., gain by SPTLBO as shown in Figure 5.

+e proposed blockchain-based B-TLBO methods ac-
quire a maximum 78.52% recall over the ODUM dataset,
whereas other methods acquire a maximum 66.12% recall,
i.e., gain by SPTLBO as shown in Figure 6. +e proposed

Table 1: Accuracy of physiological prediction.

Methods
Dataset

ICPSR SAMHDA NACJD ODUM
SPTLBO 75.56 77.26 78.52 79.52
B-TLBO 81.56 85.05 86.35 89.64
PSO 79.52 76.52 74.23 76.25
GA 71.25 74.52 75.24 77.25

Table 2: F1-Score of physiological prediction.

Methods
Dataset

ICPSR SAMHDA NACJD ODUM
SPTLBO 65.23 63.45 68.45 69.65
B-TLBO 74.52 81.56 78.56 79.52
PSO 64.52 66.85 69.45 70.56
GA 61.56 66.45 65.45 68.52

Table 3: Recall of physiological prediction.

Methods
Dataset

ICPSR SAMHDA NACJD ODUM
SPTLBO 66.45 64.23 67.52 66.12
B-TLBO 75.62 80.23 79.52 78.52
PSO 61.25 64.25 67.52 69.23
GA 60.23 61.35 65.23 59.52

Table 4: Precision of physiological prediction.

Methods
Dataset

ICPSR SAMHDA NACJD ODUM
SPTLBO 59.52 60.23 64.56 66.45
B-TLBO 70.23 75.56 77.52 76.52
PSO 60.41 62.23 67.45 64.12
GA 56.23 56.23 60.49 61.85
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blockchain-based TLBO methods acquire a maximum
76.52% precision over the ODUM dataset, whereas other
methods acquire a maximum 66.45% precision, i.e., gain by
SPTLBO as shown in Figure 7.

5. Conclusion

In the teaching stage, the “expectation effect” theory in social
psychology is introduced to simulate the phenomenon that
teachers have higher expectations for outstanding students
such that individuals with better fitness values can move
closer to the optimal individual faster; in the learning stage,
the theory of field dependence simulates the differences in
the way students with different personalities acquire
knowledge, to preserve the diversity of results better and
avoid falling into local optimum; after the learning stage, a
self-learning method adjustment stage is added to allow
individuals to self-rank by adopting different strategies for
learning, thereby effectively improving the optimization
accuracy and convergence speed of the algorithm. +is
research paper, focusing on the defects of low optimization
precision and slow convergence speed when solving com-
plex optimization problems of the teaching and learning
optimization algorithm, from the perspective of social
psychology, combined with the changes of people’s psy-
chological emotions, improved the original teaching and
learning optimization algorithm. To verify the algorithm’s
performance, 25 test functions are selected for numerical
experiments. +e results show that, compared with the
original B-TLBO, PSO, GA, and IA algorithms, the SPTLBO
algorithm proposed in this paper has fast convergence speed,
high optimization accuracy, and stronger algorithm stability
when solving low-dimensional and high-dimensional
functions. +is research looks at social psychology, bearing
in mind human emotions and behaviors, and simulating the
impact of human psychological factors on educational
outcomes. It can be observed that taking human psycho-
logical elements into account while creating algorithms has a
positive impact on algorithm performance. +e target of
TLBOs is to generate high-accuracy solutions as rapidly as
feasible in recognized domains. +is theory can be used to
improve the teaching and learning algorithms in the early
stages of learning, as well as to tackle more sophisticated
optimization problems like dynamic vehicle path optimi-
zation, parameter optimization in numerous disciplines, and
so on.
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