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As one of the largest forestry ecological protection projects in China, the natural forest protection project has been implemented
for 20 years, and great changes have taken place in the natural resources and social appearance of the forest area.  is article
regards the implementation of the natural forest protection project as a policy impact and makes an objective evaluation of the
implementation e�ect of the policy through measurement and accounting. Based on the panel data of forestry total factor
productivity (TFP) in 31 provinces in China from 1997 to 2018, this article uses the double di�erence model to investigate the
impact of the policy impact of natural forest protection projects on the implementation of provincial forestry TFP from the
perspective of quasinatural experiment.  e results show that the natural forest protection project signi�cantly improves the TFP
of forestry in the province where the policy is implemented, and the higher the forest resource coverage, the more signi�cant the
provincial impact of policy implementation. From other in�uencing factors, the reduction of human investment, the ration-
alization of industrial structure, and the improvement of the level of scienti�c, technological, and economic development can also
e�ectively mend the TFP of forestry in the region.

1. Introduction and Literature Review

According to the results of the Ninth National Forest Re-
sources Inventory (2014–2018), China’s forest area is
220million hectares hm2, the forest coverage rate is 22.96%
[1], and the forest volume is 17.56 billionm3, realizing the
“double growth” of forest area and volume [2] in the past 30
years. China’s global contribution to forest protection and
a�orestation has been a¥rmed by the FAO. Since the 1980s,
China has put forward and implemented a number of
ecological plans, including the project of returning farmland
to forests, the construction project of a farmland shelterbelt
system in the Yangtze River and Pearl River basins, and the
natural forest protection project (NFPP). After the cata-
strophic �oods in the Yangtze River Basin, Songhua River,
and Nenjiang river basins in 1998, China decided to carry
out pilot projects of NFPP in key state-owned forest areas in

12 provinces (autonomous regions and cities) such as
Yunnan. In 2000, the execution plan of NFPP in the upper
reaches of the Yangtze River and the upper and middle
reaches of the Yellow River was approved and implemented
by the government, and then the implementation plan of
NFPP in key state-owned forest areas such as the northeast
and Inner Mongolia was issued. So far, NFPP has been
implemented in key forest areas of 17 provinces (autono-
mous regions and cities) in China, including Yunnan,
Sichuan Guizhou, Chongqing, Hubei and Tibet, Shaanxi,
Gansu, Qinghai, Ningxia, Inner Mongolia, Shanxi and
Henan in the upper and middle reaches of the Yellow River,
and Jilin, Heilongjiang, Hainan, and Xinjiang in Northeast
China.  e execution of NFPP is aimed at the deterioration
of the ecological environment caused by excessive con-
sumption of natural forest resources in China for a long
time.  e government has made major decisions from the
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perspective of social and economic sustainable development
strategy [3]. As the largest forestry ecological protection
project in China, the NFPP has been implemented for 20
years. )e total investment of the government has exceeded
400 billion yuan [4], and great changes have been brought to
pass in the natural resources and social outlook of the forest
area.

Now, the first phase of the NFPP has been successfully
completed. As the second phase of the project enters a
critical period, there are many problems to be solved around
the ecological protection project: how to objectively evaluate
the execution effect of NFPP? If the implementation effect of
the ecological protection project is significant, what influ-
encing factors have a significant impact on it? Previous
studies concentrate on the following three aspects: the first is
a summary of the practice of natural forest protection en-
gineering, which includes the implementation means and
achievements of natural forest protection engineering. For
example, Chen et al. [5] showed the time distribution and
researched hotspot evolution of the natural forest protection
engineering research field by drawing a visual knowledge
map and revealed the overall context of natural forest
protection engineering research in China; Cao et al. [6]
systematically analyzed the main characteristics and
methods of benefit evaluation of natural forest protection
projects by combining the research literature on benefit
evaluation of natural forest protection projects in China.)e
second is the research on the performance and value of
NFPP. For example, Qin and Zhang [7] used the fuzzy
comprehensive evaluation method to comprehensively
evaluate the performance of phase II policy execution of
NFPP in the Yichun forest region by constructing the
comprehensive evaluation index system of policy imple-
mentation performance of NFPP; Cui et al. [8] used the
relevant data and existing achievements of the natural
conservation project in Jingbian County to construct the
forest ecosystem service function evaluation index system
and evaluate the forest ecosystem service function value of
the natural conservation project in Jingbian County. )e
third is the research on the relevant impact of the natural
protection project. For example, Zang et al. [9] used the
panel data of 11 provinces in the west to study the impact of
project construction on farmers’ income using panel vector
autoregression and impulse response analysis; Zhai et al. [10]
used the forestry industry data of state-owned forest areas in
Heilongjiang Province to analyze the impact of the execution
of NFPP on the overall structure change of forestry industry
in state-owned forest areas. It can be seen that most of the
existing literature has focused on qualitative evaluation and
analysis of NFPP through literature induction and sorting,
there is a lack of quantitative evaluation based on quanti-
tative accounting, and the research objects or panel data are
mostly concentrated in natural forest protection projects in
the west, northeast, and other regions, )ere are few studies
on the evaluation of the implementation effect of the na-
tional natural forest protection project policy, especially the
combination with forestry total factor productivity (TFP).

)erefore, this thesis attempts to use the multistage
double difference method (did), use China’s provincial panel

data from 1997 to 2018, and from the perspective of forestry
total factor productivity, regard the execution of NFPP as a
policy impact, evaluate the implementation effect of the
policy, and provide a reference for China’s forest resources
management and ecological resources protection.

2. Methods and Materials

2.1. Model Setting and Method Selection. For studying the
policy effect of natural forest protection projects on forestry
total factor productivity, this thesis selects the double dif-
ference method (DID) to verify the policy implementation
areas. )e application basis of the double difference model is
to accurately divide the observation samples into the ex-
perimental group and the control group. In this article, the
provinces implementing the natural forest protection project
are selected as the “experimental group” and other provinces
as the corresponding “control group.” )e DID regression
equation is set as follows:

yit � α + β1didt + β2di + β3dt + μit. (1)

Among the explanatory variables of the above formula,
set the policy influence variable as yit;; the observation group
is d representing the experimental group and the control
group, respectively. )e year of observation is dt; μit is the
residual term. On the premise of referring to relevant re-
search, this article adds some control variables to the original
basic model. )e expanded DID equation is as follows:

Ypt � α + β1Treatpt × Yearpt + β2Treatpt + β3Yearpt

+ δXpt + cp + ηt + μpt.
(2)

In the equation, the subscript p represents the province
and t represents the observation year. In the assignment
Treatpt, 17 provinces or cities implementing ecological
protection policies, including Gansu, Guizhou, and
Chongqing, are experimental group 1, and other regions are
the control group 0. Yearpt is the implementation year of the
natural protection project, and the value assigned in 1998
and later is 1, and the other is 0; Xpt is the control variable; cp
is the regional fixed effect; ηt is the year fixed effect; μpt is a
random disturbance term. In equation (2), β1 is the key
concern coefficient; Treatpt ×Yearpt, which is the multipli-
cation variable reflecting the net effect of the policy. Sec-
ondly, parameterβ2 represents the time change of target
variables between the experimental group and the control
group if there is no natural forest protection engineering
policy, and parameterβ3 represents the difference between
the experimental group and the control group that does not
change with time. Equation (2) includes regional dummy
variables cp and year dummy variables ηt [11].

2.2. Index Selection and Data Source. )e explanatory var-
iable of this thesis is to measure the TFP of 31 provincial
forestries in China through the Malmquist index DEA
model with dynamic change in total factor productivity.
Malmquist index takes t period as the base period, and the
formula is as follows:
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(3)

In the above formula, MALM is the TFP of forestry from
t to t+ 1, PECH is the pure technical efficiency change index
from t to t+ 1, SECH is the scale efficiency change index
from t to t+ 1, TECHCH is the technical progress change
index from t to t+ 1, and EFFCH is the technical efficiency
change index from t to t+ 1. Moreover, xt and xt+1 are the
input vectors of units from t to t+ 1; yt and yt+1 are the
output vectors of units from t to t+ 1, respectively. Dt (xt, yt)
and Dt+1 (xt+1, yt+1) are the reference distance functions
based on the technologies in T and T+ 1, respectively. In the
above formula, the subscript v is the assumption of variable
returns to scale and C is the assumption of constant returns
to scale. )e calculation results are shown in Table 1.

After referring to the relevant research results, this thesis
selects a series of control variables to determine the eco-
nomic development level, urbanization level, opening-up
level, scientific and technological development level, in-
dustrial modernization level, government intervention level,
and natural disasters based on the three dimensions of
natural forest protection project implementation system,
management, and environment, taking into account the
availability of data indicators, forestry human capital level,
and other variables. )e variable value is determined as the
calculated ratio value. )e logarithm of regional per capita
GDP is used to represent the level of economic development,
the urbanization rate of the permanent urban population in

Table 1: Malmquist index and decomposition of average TFP of forestry in 31 provinces in China during 1997∼2018.

Region EFFCH TECHCH PECH SECH TFP
Shanxi 1.015 1.078 1.007 1.003 1.090
Inner Mongolia 1.046 1.019 1.000 1.046 1.052
Jilin 1.000 1.007 1.000 1.000 1.007
Heilongjiang 1.057 0.951 1.000 1.057 0.999
Henan 0.993 0.978 1.000 0.992 0.971
Hubei 1.014 1.015 0.996 1.018 1.025
Hainan 1.000 1.125 1.000 1.000 1.125
Chongqing 1.000 1.086 1.000 1.000 1.086
Sichuan 1.077 1.050 1.004 1.078 1.126
Guizhou 1.012 1.028 1.005 1.002 1.040
Yunnan 1.021 1.010 1.001 1.020 1.008
Xizang 1.000 1.004 1.000 1.000 1.004
Shanxi 0.981 0.980 0.994 0.983 0.948
Gansu 1.013 0.997 0.994 1.024 1.008
Qinghan 0.998 1.015 1.000 0.998 1.010
Ningxia 1.016 1.020 0.999 1.018 1.045
Xinjiang 1.010 1.041 1.003 1.008 1.051
Beijing 0.994 1.047 1.000 0.994 1.040
Tianjin 1.000 1.019 1.000 1.000 1.019
Hebei 1.001 1.042 1.000 1.001 1.042
Liaoning 1.007 1.007 1.004 0.997 1.003
Shanghai 1.000 1.046 1.000 1.000 1.046
Jiangsu 1.001 1.105 1.000 1.001 1.107
Zhejiang 1.000 1.161 1.000 1.000 1.161
Anhui 1.011 0.945 1.001 1.009 0.953
Fujian 1.008 1.079 1.000 1.008 1.080
Jiangxi 0.998 1.002 1.000 0.998 0.998
Shandong 1.000 1.040 1.000 1.000 1.040
Hunan 1.049 1.004 1.007 1.032 1.057
Guangdong 1.030 1.116 1.001 1.028 1.140
Guangxi 1.032 1.043 1.003 1.037 1.068
Average 1.012 1.034 1.001 1.011 1.043
Note. According to deap2 1, the software processing results are calculated according to the annual average.
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the proportion of the total population is used to measure the
level of urbanization, the proportion of import and export
trade represents the degree of opening to the outside world,
the investment of research and experimental development
funds represents the level of scientific and technological
development, and forestry is the second. )e proportion of
tertiary industry in the total output value of the forestry
industry represents the industrial structure, the proportion
of central government investment in the total forestry in-
vestment represents the degree of government intervention,
the area of forest diseases and pests represents the situation
of natural disasters, and the average annual salary of on-the-
job employees represents the investment level of forestry
human capital. )e data are mainly from the China Urban
Statistical Yearbook, forestry statistical yearbook, and da-
tabase of the National Bureau of Statistics from 1998 to 2018.
In this article, a total of 5859 samples from 31 provincial
regions in China from 1998 to 2018 are selected for empirical
verification; the descriptive statistics of specific variables are
shown in Table 2.

3. Empirical Results

3.1. Empirical Results and Differential Analysis. In this ar-
ticle, control variables are gradually added to the model
calculation to investigate the net effect of NFPP policies; the
estimated results are shown in Table 3. After the gradual
addition of control variables such as the implementation
system, management, and environment of NFPP, the co-
efficient symbol and significance of explanatory variables
have not changed essentially, indicating that the estimation
results are stable. Because the empirical results are between
0.0866 and 0.1057, which is significant at the confidence level
of 5%, they indicate that the execution of NFPP has sig-
nificantly improved the total factor production efficiency of
forestry in 17 provincial areas, such as Shanxi, Inner
Mongolia, and Jilin. Among the control variables affecting
the productivity improvement of natural forest protection
project, industrial structure, human capital, scientific and
technological development level, and economic develop-
ment level have a significant impact. Among them, the

Table 2: Descriptive statistics of samples during 1997∼2018.

Variable Mean value SD Minimum Maximum Sample capacity
Forestry TFP 1.0435 0.2558 0.3770 2.2530 651
Logarithm of regional per capita GDP 0.7296 0.9034 0.4271 2.6405 651
Population urbanization rate 0.4794 0.1627 0.1404 0.8961 651
Proportion of import and export trade volume 0.2928 0.3676 0.0168 1.7215 651
Investment in research and experimental development 223.4371 383.5977 0.1000 2,704.700 651
Proportion of output value of secondary and tertiary industries 0.4084 0.2351 0.0152 0.9521 651
Proportion of government supported investment 0.6422 0.2542 0.0691 1.0000 651
Area logarithm of forest diseases and insect pests 12.3041 1.1187 8.5839 14.5144 651
Average annual salary of on-the-job employees 2.7144 2.5151 0.3238 17.6654 651

Table 3: Regression results.

Variable Model (1) Model (2) Model (3) Model (4) Model (5)
DID 0.1057∗∗ 0.0892∗∗ 0.0866∗∗ 0.0882∗∗ 0.0877∗∗

(0.0447) (0.0431) (0.0420) (0.0410) (0.0410)
Industrial structure 0.1272∗∗ 0.1275∗∗ 0.1206∗ 0.1149∗

(0.0616) (0.0617) (0.0625) (0.0667)
lnpergdp 0.1699∗ 0.1699∗ 0.1534 0.1592

(0.0945) (0.0937) (0.1003) (0.1000)
RD −0.0001∗ −0.0001∗ −0.0001∗ −0.0001∗

(0.0000) (0.0000) (0.0000) (0.0000)
Wage −0.0155∗∗ −0.0154∗∗ −0.0150∗∗ −0.0146∗∗

(0.0062) (0.0062) (0.0061) (0.0062)
Urban-rate 0.0177 0.0319 0.0431 0.0309

(0.2608) (0.2850) (0.2851) (0.2793)
Trade-rate −0.0243 −0.0441 −0.0449

(0.0865) (0.0868) (0.0870)
Government intervention −0.0542 −0.0535

(0.0745) (0.0745)
Natural disaster −0.0103

(0.0289)
_cons 1.0038∗∗∗ 1.0548∗∗∗ 1.0557∗∗∗ 1.0741∗∗∗ 1.2040∗∗∗

(0.0361) (0.0934) (0.0911) (0.0950) (0.3637)
R2 0.2008 0.2191 0.2192 0.2203 0.2204
N 651 651 651 651 651
Standard errors in parentheses ∗p< 0.1, ∗∗p< 0.05, ∗∗∗p< 0.01.
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confidence level of human capital investment is significant at
5%, and the confidence level of industrial structure, science
and technology, and economic development is significant at
10%. )e results show that the degree of human capital
investment is the most significant among the control vari-
ables, which is mainly due to the significant improvement of
per capital production efficiency with the improvement of
scientific and technological development levels and the
increase of capital investment in natural forest protection
projects, which directly promotes the improvement of the
whole forestry production factors. On the other hand, the
improvement of the level of economic development in forest
areas has led to a rise in wage income and the increase in per
capita labor cost, which has also prompted relevant enter-
prises and business entities to improve their management
level and realize staff reduction and efficiency. At the same
time, the improvement of industrial structure, science and
technology, and economic development level offset the
impact of the prohibition of commercial logging on the
income of forestry enterprises to a certain extent, opened up
new financial resources, and provided financial support,
material basis and scientific and technological guarantee for
improving forestry TFP. Compared with human capital,
industrial structure, scientific and technological develop-
ment level, and economic development level, the level of
urbanization, the degree of opening to the outside world,
government intervention, and natural disasters have no
significant impact on the total factor production efficiency of
forestry. From the viewpoint of the characteristics of re-
gional economic structure, the implementation of natural
forest protection projects has been accelerated, and the
proportion of tertiary industry has increased. However, due

to the limitations of forest climate, land, and other resources
and the regulation of relevant laws and regulations such as
the forest law, the proportion of primary industry has not
been high in history, and the proportion of the agricultural
population is relatively low. )e execution of the NFPP has
brought about a very limited space for the transformation of
the agricultural population into the urban population, which
is not enough to constitute a significant impact. Similarly,
since the reform and development, China’s imports of forest
products such as timber have increased year by year, but the
cross-border flow of production factors such as forestry-
related funds, labor, and science and technology is not
significant. )e change of opening-up degree is mainly af-
fected by the endogenous economic growth and external
trade environment of forest areas and is not highly related to
the TFP of forestry. Most of the areas where the natural
forest protection project is implemented are state-owned
forest areas, and the degree of government intervention has
been relatively high, and the policy implementation has not
significantly improved the level of government intervention.
)e execution of NFPP increases the government’s invest-
ment in forest development, but a considerable proportion
of the funds is used for consumption and guarantee ex-
penditure, which is not significantly affected by the im-
provement of the forestry management level.

3.2. Grouping Verification Results and Differential Analysis.
For the sake of further studying the efficiency of resource
allocation and the action mechanism of influencing factors
in the execution of NFPP, the variables are grouped again in
this article. First, 31 provinces in China are ranked according

Table 4: Heterogeneity analysis and grouping regression results of forest resource coverage.

Variable Heterogeneity analysis Test group Test group Control group Control group
DID 0.1175∗∗ 0.1505∗∗ 0.1175∗ 0.1068∗ 0.0904∗

−0.0461 −0.0586 −0.0577 −0.0704 −0.063
did ∗ minor 0.0883∗

−0.0951
Structure 0.1107 0.1793∗ −0.0068

−0.0674 −0.0956 −0.1221
lnpergdp 0.1518 0.2704∗ 0.0234

−0.1003 −0.15 −0.1101
RD −0.0001∗ 0 −0.0002∗

0 −0.0001 −0.0001
Wage −0.0147∗∗ −0.0162 −0.0108

−0.0061 −0.0099 −0.0186
Urban-rate 0.0569 −0.376 0.5904

−0.2869 −0.4646 −0.4866
Trade-rate −0.0442 0.0393 −0.3076

−0.0864 −0.1008 −0.2237
Gov-invest −0.053 0.0521 −0.1498

−0.0752 −0.0841 −0.1306
lnarea −0.0131 −0.0383 0.0251

−0.0291 −0.0401 −0.0528
_cons 1.2256∗∗∗ 0.9264∗∗∗ 1.5644∗∗∗ 1.0863∗∗∗ 0.7535

−0.3605 −0.0463 −0.5066 −0.0547 −0.651
R2 0.221 0.2009 0.2321 0.2404 0.2647
N 651 315 315 336 336
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to the average annual forest coverage from 1997 to 2018, and
then the top 15 provincial regions with forest coverage and
natural forest protection projects, namely, Hainan, Yunnan,
Heilongjiang, Jilin, Shaanxi, Hubei, Sichuan, and Chongq-
ing, are divided into the experimental group. )e average
forest coverage rate in the past few years did not rank among
the top 15 in China, and the provincial areas implementing
the natural forest protection project, namely, Guizhou, Inner
Mongolia, Henan, Shanxi, Tibet, Ningxia, Qinghai, Xinjiang,
and Gansu, were used as the control group. )e heteroge-
neity analysis was carried out for the top 15 provincial areas
with forest coverage, i.e., the experimental group (see Ta-
ble 4). )e regression results show that the high forest re-
source coverage and natural forest protection project have a
useful impact on the TFP of forestry in this area, and the
impact of policy implementation is more significant.

tfpchit � β0 + β1didit + β2didit ∗minori + β3minort

+ β4controlit + ηi + ct + εit.
(4)

In the formula, minori is a dummy variable. If i province
ranks among the top 15 forest resources,
minori � 1minori � 1; otherwise, it is 0.

Forest coverage rate is an important reference index to
reflect the richness of forest resources. )e impact of NFPP on
forestry TFP is significantly positively correlated with forest
coverage rate, indicating that after the implementation of the
policy, the forest volume, area, and coverage rate in the area are
significantly improved, and the forest structure tends to be
more reasonable and the forest quality is significantly im-
proved. At the same time, the NFPP has invested huge funds to
significantly strengthen the implementation of policies and the
construction of provincial forest ecosystems, wetland ecosys-
tems, desert ecosystems, and biodiversity protection and
promoted the coordinated development of forest resources and
forestry industry in the region.

4. Conclusions and Policy Implications

4.1. Conclusion. Taking the Malmquist index of forestry TFP
in 31 provinces in China as the explanatory variable, based on
dimensions of policy management and the environment of the
execution of NFPP, this article regards the execution of NFPP
as a policy impact and calculates and analyzes the provinces
with and without policy execution through DID model. )e
results show that the execution of NFPP has a significant
impact on forestry TFP as a whole. )e reduction of human
investment, the rationalization of industrial structure, the
improvement of science and technology investment, and the
level of economic development can effectively improve the
allocation efficiency of factor resources among forestry pro-
duction, while the improvements of urbanization level and
opening-up, government intervention, and natural disasters
have no significant impact on the efficiency of forestry total
factor production. Similarly, in areas with high forest coverage,
the impact of NFPP on the improvement of forestry total factor
productivity is more significant.

4.2. Policy Implications

(1) Establish scientific natural forest protection and resto-
ration system to protect natural forests in an all-around
way. )e government should increase the support for
infrastructure construction in large forest areas. )e
construction of infrastructures such as power grid and
drinking water safety and the housing of management
and protection stations will be included in the con-
struction planning and overall arrangement of the su-
perior government, and the roads in state-owned forest
areas will be included in the relevant highway network
planning according to their attributes. Forestry man-
agement departments should actively fill the gap of
forest tending funds, appropriately raise the standard of
forest tending subsidies, gradually improve the quality of
forest resources, and speed up the transformation of
low-quality forest resources by expanding the scale and
scope of forest tending subsidies.

(2) Actively cultivate and expand the forestry scientific
research team and accelerate the transformation of
forestry scientific and technological achievements. Build
and cultivate a professional forestry technology appli-
cation and promotion team, apply modern information
technology and media channels, do a good job in
business training and information exchange, and help
grass-roots technicians master a variety of technologies
and equipment. Scientifically formulate talent training
plans, innovate talent usemechanisms, continue to carry
out professional and technical training, and cultivate a
group of high-quality forestry engineering managers,
high-level scientific researchers, high-level technicians,
and high skilled industrial workers, so as to ensure the
universal application of forestry digital platform, the
continuous improvement of scientific and technological
innovation drive, constantly make the team of engi-
neering managers better, and strengthen the talent
guarantee for forestry development.

(3) )e government should attach great importance to the
ecological protection of forest resources and improve
the regional forest coverage. First, comprehensively
summarize the implementation experience of natural
forest protection projects, appropriately expand the
scope of project implementation, strengthen man-
agement, protection, and law enforcement, and take
effective measures to protect natural forests. Second,
strengthen the management of artificial forest closure,
improve the canopy density of forest land, improve
biodiversity, and strengthen the transformation of
degraded forest stands. )ird, strictly manage forest
resources according to laws and regulations, bring the
forest land managed by nonforestry departments into
the statistical management of forest resources, and
strengthen the supervision of forest land to ensure that
the area of forest land only increases but not decreases.
Focus on encouraging the development of forestry
ecological products. Protect forestry ecological
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diversity, carry out the overall development of “land-
scape, forest, field, lake, and grass,” enrich the supply
form of forest ecological products, and improve the
development and utilization efficiency of forest eco-
logical products.
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Video summarization for educational scenarios aims to extract and locate the most meaningful frames from the original video
based on the main contents of the lecture video. Aiming at the defect of existing computer vision-based lecture video sum-
marization methods that tend to target speci�c scenes, a summarization method based on content detection and tracking is
proposed. Firstly, DBNet is introduced to detect the contents such as text and mathematical formulas in the static frames of these
videos, which is combined with the convolutional block attention module (CBAM) to improve the detection precision. �en,
frame-by-frame data association of content instances is performed using Kalman �ltering, the Hungarian algorithm, and ap-
pearance feature vectors to build a tracker. Finally, video segmentation and key frame location extraction are performed according
to the content instance lifelines and content deletion events constructed by the tracker, and the extracted key frame groups are
used as the �nal video summary result. Experimenting on a variety of scenarios of lecture video, the average precision of content
detection is 89.1%; the average recall of summary results is 92.1%.

1. Introduction

�e rapid development of computer technology and online
education means video has become an important resource
for students and educators. �e impact of the spread of
COVID-19 on traditional educational methods also makes
online video education play an increasingly important role.
In a large number of lecture videos, contents such as texts
and mathematical expressions can often summarize and
locate the videos. Automatically extracting and summarizing
these contents can e�ectively utilize educational video re-
sources and enable users to quickly browse the contents. �e
online education system can also conduct e�ective content
management of video assets through the technology of
lecture video summarization to achieve functions such as
indexing, browsing, retrieval, and promotion. Based on
these needs, the research on lecture video content sum-
marization technology is extremely valuable.

For general video summarization, there are many
methods that use a set of automatically extracted key frames
to represent the main content of the video [1, 2]. �ese
methods seek to �nd important scenes, objects, colors, and
moving objects in videos and usually follow three steps,
namely, video feature extraction, frame image clustering [3, 4]
or classi�cation, and key frame selection. However, these
methods do not scale well to lecture videos. A semantically
meaningful change, such as text popping up in a slideshow,
usually results in a rather subtle appearance change in the
video and is thus ignored by these methods. On the other
hand, the lecturer’s position movement can cause signi�cant
appearance changes, triggering extraneous key frames.

In these videos, lecturers usually use projection to
demonstrate the learning content or use blackboard,
whiteboard, paper, or electronic device screen for hand-
written interpretation. Content extraction faces challenges
such as complex backgrounds and occlusion. Also,
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mathematical formulas have complex two-dimensional
structures, and courses with a lot of math content are more
inclined toward handwritten demonstrations. ,erefore, the
methods of automatic speech recognition technology are not
fully applicable.

Traditional lecture video summarizations generally de-
sign algorithms based on teaching scene features. For aca-
demic videos based on slide presentations, Li et al. [5]
proposed a fully automated system to extract the semantic
structure of academic slide presentation videos, the system
automatically locates and tracks the projection screen, tracks
the sparse optical flow feature points in the screen region,
detects the slide progression by analyzing the feature point
trajectories, constructs a frame index with a large number of
feature appearances or disappearances, and extracts for each
slide a high quality, nonoccluded, geometrically compen-
sated images to generate a representative set of image lists
that reconstruct the main presentation structure of the slide,
and experimental results show that for this specific type of
video, the system is able to extract a more accurate repre-
sentation structure than general video summarization
methods. Davila and Zanibbi [6] first locate the whiteboard
region, use the lag image between Otsu’s binarization and
random forest binarizer to generate binary images of
whiteboard handwriting, generate spatio-temporal indices
for handwriting, and detect and eliminate content. Conflicts
between regions are time-segmented to extract key frames,
and tests on the AccessMath dataset show that the summary
method has a good compression ratio. Rahman et al. [7]
proposed a new visual summarization method for lecture
videos by dividing the video into multiple segments based on
the inter-frame similarity of the content and defining the
most representative images by estimating the importance of
each image in the segment, calculating the distance matrix
between images, and using a graph-based algorithm; the
proposed algorithm is significantly better than random se-
lection and cluster-based selection, and only slightly lower
than manual selection.

With the development of computer vision and deep
learning, much research is based on neural networks. Dutta
et al. [8] investigated the effectiveness of state-of-the-art
scene text detection networks for text detection in lecture
video scenes and built LectureVideoDB, a static frame
dataset of English lecture videos for this purpose; experi-
mental results show that existing methods perform poorly
on this dataset and need to be improved for application in
educational scenes; in this work, the EAST scene text de-
tection model [9] was used as a baseline to develop a system
for detecting and recognizing instructional video text, but
mathematical expressions and sketches as important ele-
ments were not annotated and evaluated. Since the lecturers
will perform various actions with semantic information,
such as writing and erasing, during the teaching process, Xu
et al. [10] proposed a method based on speaker action
classification, using the OpenPose pose estimator [11] to
extract body and hand skeletal data to calculate action
features and then using random forests and motion features
to classify speaker actions, segmented the video based on

handwritten content erasing actions to extract key frames
from lecture videos of handwritten whiteboard content as
video summary, and the summary results with good com-
pression. Davila et al. [12] proposed an FCN-LectureNet
model based on a fully convolutional neural network (FCN)
to extract English handwritten content from videos as binary
images, further generate a time-space index of handwritten
content, and create key frame-based handwritten content
summaries based on the time periods that change when a
large amount of content is deleted, and validation results
showed that this method outperforms some existing
handwritten lecture video summarization methods.

To sum up the above, most of the lecture video sum-
marization methods based on visual content extraction are
aimed at some specific scenes, such as slide teaching scenes
and whiteboard handwriting teaching, and are mainly in
English, which has a certain impact on the robustness and
generalization performance of the system. To address the
above difficulties, this paper improves the deep learning-
based text detection algorithm and expands the Chinese
teaching video dataset to detect text and mathematical
formulas in a variety of teaching scenarios. Use the Kalman
filtering and Hungarian algorithm to track content in-
stances, construct content instance lifelines to segment
lecture video based on the tracking result, and complete the
positioning and summary of lecture video key frames. ,e
main contributions of this paper are as follows:

(1) Combining DBNet [13], a scene text detection net-
work with differentiable binarization method, with
convolutional block attention module (CBAM) [14],
which has spatial and channel attentionmechanisms,
adapts DBNet to the detection of text, mathematical
formulas, and sketches in static frames of instruc-
tional videos to improve detection precision.

(2) A multi-target tracking method based on Kalman
filtering and the Hungarian algorithm is introduced
for content instance tracking, and adding content
instance appearance vector matching before geo-
metric position matching improves the tracking
method and reduces the false tracking caused by
simple geometric position matching.

(3) Lecture videos of advanced education lectures taught
in Chinese in various scenarios are collected to build
the dataset. On the video still frames, content such as
text is annotated for content detection training; key
frames are manually selected for comparison with
the automatically extracted key frames.

,e rest of the paper is structured as follows: the second
part elaborates the lecture video summarization method of
this paper; the third part analyzes and discusses the ex-
perimental results; the fourth part summarizes the paper.

2. Materials and Methods

,e overall flowchart of the proposed lecture video sum-
marization method is shown in Figure 1.
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2.1. CBAM-DBNet Content Detector. ,e real-time text de-
tection network DBNet with a differentiable binarization
method is used as a lecture video content detector to detect the
text and mathematical formulas in the lecture video. ,e
DBNet backbone network adopts ResNet [15] and uses de-
formable convolution [16] in the conv3-conv5 layers for feature
extraction. Deformable convolution can adaptively obtain the
morphological features and scale information of the target.
Deformable convolution can adaptively obtain morphological
features and scale information of the target, which facilitates
the detection of contents with extreme aspect ratios in still
frames of lecture videos.,e feature pyramid networks (FPNs)
[17] are used to upsample the conv2-conv5 layers and perform
feature fusion to deal with the multi-scale variation in de-
tection; in the output part of the network, the approximate
binarization map is calculated using the probability map P and
the adaptive threshold map T predicted during the training
process, and the detection bounding box is inferred from the
approximate binarization map.

Due to the existence of complex background, image noise,
and occlusion in teaching scenes, in order to increase the
differentiation between content and noncontent regions, this
paper adds the convolutional block attentionmodule (CBAM)
after the cov1 and cov5 layers of the backbone network of
DBNet to construct the CBAM-DBNet content detector for
spatial and channel attention to make the network pay more
attention to target objects such as text and mathematical
formulas in feature extraction of static frame images. CBAM is
added to the first and last convolutional layers of ResNet in
order to be able to use pretraining parameters without
changing the network structure. ,e structure of the CBAM-
DBNet detection network is shown in Figure 2.

,e differentiable binarization method of DBNet and the
convolutional block attention module (CABM) are intro-
duced as follows.

2.1.1. Differentiable Binarization (DB). In the
DBNet algorithm, the binarization operation is inserted into

the segmentation network for joint optimization in order to
adaptively predict the threshold value at each position of the
image in order to better distinguish the foreground and
background regions. However, the traditional standard
binarization function is not differentiable; a differentiable
approximate binarization function, called differentiable
binarization, is given in DBNet so that the binarization
operation can be trained together with the segmentation
network. ,e standard binarization and differentiable
binarization are shown in

Bi,j �
1, Pi,j > � t,

0, otherwise,

⎧⎪⎨

⎪⎩
(1)

􏽢Bi,j �
1

1 + e
−k Pi,j−Ti,j( 􏼁

. (2)

2.1.2. Convolutional Block Attention Module. ,e con-
volutional block attention module (CBAM) is a lightweight,
general-purpose feedforward convolutional neural network
attention module that contains the spatial attention module
(SAM) and the channel attention module (CAM). ,e
structure of CBAM is shown in Figure 3.

Given the feature map F ∈ RC×H×W as input, CBAM
inferred the 1D channel attention map Pca ∈ RC×1×1 and 2D
spatial attention map Psa ∈ R1×H×W in turn, and the overall
attention process is shown in

F′ � Pca(F)⊗F, (3)

F″ � Psa F′( 􏼁⊗F′. (4)

,e channel attention module, in order to calculate the
importance of different feature channels more efficiently,
compresses the input feature map F through the average
pooling layer and the maximum pooling layer, respectively,
and turns the featuremap of size C × H × W into two feature
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Figure 1: ,e flow of the method proposed in this paper.
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maps of size C × 1 × 1.�e compressed two feature maps are
convolved by a shared multilayer perceptron (MLP) oper-
ation, and the output results are summed at the element level
and activated by the sigmoid activation function to obtain
the feature map Pca(F) ∈ RC×1×1 with channel attention
weights. Pca(F) and the original feature map F are multi-
plied by channel to obtain the new feature map F′ with
channel attention weighting. To calculate spatial attention,
the feature map F is �rst passed through maximum pooling
operation and average pooling operation, respectively, to
form two feature vectors of size 1 ×H ×W, and the two
features are connected together to form a feature map of size
2 ×H ×W. �en, through a convolutional layer, the feature
map dimension changes from 2 ×H ×W to 1 ×H ×W. �e
1 ×H ×W feature map characterizes the importance of each
point on the feature map and is activated using the sigmoid
function to generate a feature map Psa ∈ R1×H×W with
spatial attention weights. �en, Psa is multiplied with F′ to
obtain the feature map F″ with channel attention and spatial
attention weighting as the output of the CBAM.

2.2. Tracker for Content Instances. Introducing Kalman �l-
tering and the Hungarian algorithm to deal with position
prediction and inter-frame data association in content in-
stance tracking, respectively, Kalman �ltering and the
Hungarian algorithm have played a signi�cant role in the
�eld of multi-target tracking [18–20]. In this paper, the
appearance feature matching module is added to the Kalman
�ltering and Hungarian algorithm-based multi-target
tracking algorithm [18] to integrate appearance features and
geometric location features for content instance tracking

and reduce the false tracking caused by simple geometric
location matching. �e tracking process is shown in
Figure 4.

�e speci�c steps of content instance tracking are de-
scribed as follows:

(1) �e initial frame detection result is used as the
tracked target of the tracker, and the Kalman �lter is
initialized. Kalman �ltering propagates the tracked
content instance target state to the subsequent
frames, correlates the detection result of the current
frame with the tracked target, and manages the
tracked target. �e state of the target is modeled as
shown in

M �[h, v, a, r, _h, _v, _a, _r]T, (5)

h and v represent the pixel position of the center of
the target bounding box; a and r represent the pixel
size and aspect ratio of the target bounding box,
respectively; ( _h, _v, _a, _r) corresponds to the motion
speed of the (h, v, a, r) components between the
front and rear frames.

(2) After embedding the content instance representation
information extracted by ResNet18 into a vector δ,
the cosine distance is used to calculate the similarity
between the representation vector stored in the track
and the detection result representation vector of the
current frame. �e cosine distance measurement
formula based on appearance features is shown in

dcha(i, j) � 1 − δTj δi, (6)

i and j represent the i-th trajectory stored in the
tracker and the j-th result detected by the detector,
respectively. �e cost matrix of the Hungarian al-
gorithm is constructed with dcha(i, j) for appearance
feature matching of content instances. �e Hun-
garian algorithm is a data association algorithm that
seeks the maximum match. It obtains the maximum
matching pair within the matching threshold
according to the cost matrix and the principle of
minimum cost. �e smaller the dcha(i, j) is, the more
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similar the two appear, and the more likely they are
the same tracking target.

(3) ,e Kalman filtering uses the (h, v, a, r) of the
tracking target as a variable to predict the target state
of the current frame and uses the IOU (intersection
and union ratio) between the predicted bboxpre set
and the detector’s detection result bboxdet set to
calculate the geometric similarity. Based on IOU, the
geometrical position distance measurement formula
is shown in

dgeo(i, j) � 1 −
area bboxi ∩ bboxj􏼐 􏼑

area bboxi ∪ bboxj􏼐 􏼑
, (7)

dgeo(i, j) is used to construct the cost matrix of the
Hungarian algorithm for geometric position
matching of content instances.

(4) If the geometric position matching result is con-
sistent with the appearance feature matching result,
the matching is successful, and the status of the
trajectory is updated. If the tracking target fails to
match continuously on subsequent frames for more
than Fmax frames, the tracking of the track is ended.

2.3. Video Segmentation and Summaries. According to the
content instance tracking results, the trajectories of all
tracked targets on the time axis in a complete teaching video
are obtained, including interference such as character oc-
clusion, as shown in Figures 5(a) and 5(b). ,e lifeline of the
content instance on the video timeline is constructed based
on the start and end times of the target trajectory, as shown
in Figures 5(c) and 5(d).

In order to extract a static summary of an instructional
video, that is, a set of key frames that best summarize the
video content, it is first necessary to divide the video into time
segments with semantic information. ,e semantic time
segments of instructional videos are usually updated to a set of
handwritten or projected instructional content. To start, end
with the group of instructional content disappearing from the

video. In this paper, inspired by Xu et al. based on identifying
speaker action erasure events and the FCN-LectureNet
method based on main content deletion events for video time
segmentation, the end of the content instance lifeline is used
as the signal, and the cumulative deletion events on the video
timeline are the basis for video segmentation. On the video
timeline, the visualization of the normalized content added,
deleted, and total area size is shown in Figure 6.

After the video is divided into several time sub-segments,
the static frames containing all the track objects of the
current segment are extracted as key frames in each segment
interval, as shown in Figure 7. A set of key frames extracted
from a complete instructional video is used as the summary
of the video.

3. Results and Discussion

3.1. Introduction to the Dataset. ,e dataset contains 5
Chinese online advanced mathematics lecture videos col-
lected on the Internet, including a variety of scenes and
content forms (projected and handwritten), some static
frames of the 4 videos are marked with content instances
such as text and mathematical formulas, and manual key
frame selection is performed for each video. To complement
the variety of lecture video scenarios, three English white-
board handwritten lecture videos from the publicly available
dataset AccessMath [21] were selected. ,e information for
each video is shown in Table 1.

In the training phase of the detection network, 4648
images were randomly selected as the training set and 1510
images were used as the test set; during preprocessing, data
enhancement was performed by randomly cropping the
image size to 640× 640 and randomly rotating (−10°, 10°).

3.2. Content Detection Evaluation Index and Experimental
Results. Using recall, precision, and F1-score as evaluation
metrics for content detection network, the evaluation
method uses the scene text detection evaluation method
DetEval [22], which considers three types of rectangular box
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matching, i.e., one-to-one, many-to-one, and one-to-many,
and uses the matrix to store the matching situation between
the annotation data G and the detection result D. As shown
in equation (8), the two matrices of recall and precision are
denoted by σ and τ, respectively. σ, τ are matrices of
|G| × |D|. ,e probability map, adaptive threshold map, and
detected bounding boxes of static frame content detection
are shown in Figure 8.

σij � R Gi, Dj􏼐 􏼑,

τij � P Gi, Dj􏼐 􏼑,
(8)

tr, tp ∈ [0, 1] are the matching judging thresholds of σ and τ,
respectively, and Match() is the matching function of G and
D. ,e rules of recall and precision calculation for a single
image are shown in equation (9).

ROB G, D, tr, tp􏼐 􏼑 �
􏽐iMatchG Gi, D, tr, tp􏼐 􏼑

|G|
,

POB G, D, tr, tp􏼐 􏼑 �
􏽐jMatchD Di, G, tr, tp􏼐 􏼑

|D|
.

(9)

,e final recall and precision are calculated in a similar
way as mAP, as shown in equations (10) and (11). ,e
combined evaluation index F1-score is the summed average
of both, as shown in equation (12).

Recall �
1
2T

􏽘

T

i�1
ROB G, D, i/T, tp􏼐 􏼑

+
1
2T

􏽘

T

i�1
ROB G, D, tr,

i

T
􏼒 􏼓,

(10)

Precision �
1
2T

􏽘

T

i�1
POB G, D,

i

T
, tp􏼒 􏼓

+
1
2T

􏽘

T

i�1
POB G, D, tr,

i

T
􏼒 􏼓,

(11)

F1 − score � 2
Recall · Precision
Recall + Precision

. (12)

For content detection of static frames of lecture videos,
the detection performance is improved when both de-
formable convolution and CBAM attention modules are
added to the backbone network ResNet50. ,e precision is
improved by 2.4%, the recall is improved by 4.5%, the overall
index is improved by 3.5%, and the results of the ablation
experiments are shown in Figure 9.

In Table 2, the content detection experiments of this
paper’s model are compared with the advanced text de-
tection models PixelLink [23] and TextSnake [24], and better
results are obtained by this paper’s method.

3.3. Video Summary Evaluation Indexes and Experimental
Results. ,e predicted key frames are compared with the
annotated data; i.e., the summary results are matched with
elements occupying the same space in approximately the
same time period as the annotated data. Recall, precision,
and F1-score are calculated as follows:

Recall �
TP

TP + FN
,

Precision �
TP

TP + FP
,

F1 − score � 2
Recall · Precision
Recall + Precision

,

(13)

where true-positive instances (TP) represent correctly pre-
dicted summary contents, and false-positive instances (FP)
and false-negative instances (FN) represent incorrectly
predicted (includes repeated predictions) and missing
predicted contents, respectively.

0 t

d<t

Key frame extraction point
Cumulative deletion of content instances

Figure 7: Video segmentation and key frame extraction.

Table 1: ,e information of the lecture videos.

Video number Video duration ,e number of speakers Scene ,e number of key frames
CLV01 8m17 s 1 Whiteboard projection 3
CLV02 25m22 s 0 Blackboard handwriting 4
CLV03 32m37 s 1 Blackboard projection 8
CLV04 33m11 s 1 Blackboard projection 8
CLV05 35m28 s 1 Whiteboard projection 9
AM_01 44m25 s 1 Whiteboard handwriting 7
AM_06 47m20 s 1 Whiteboard handwriting 11
AM_NM_03 41m27 s 1 Whiteboard handwriting 13
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In addition, the standard deviation (SD,����������������
􏽐

n
i�1 (Kp − Km)2/n

􏽱
) between the predicted key frame

number Kp and the manually marked key frame number Km

is calculated to represent the compression ratio of the
summary results.

As shown in Table 3, the summary results of the method
in this paper on lecture videos in various scenarios have
achieved good results. ,e average values of precision and
recall were 90.8% and 92.1%, respectively; the average
composite evaluation index F1-score was 91.3%.

Among the obtained summarization experimental re-
sults, the average recall, precision, and F1-score of hand-
written presentation video summarization results are 91.1%,
87.9%, and 89.3%, respectively, while the average recall,
precision, and F1-score of projected presentation video
summarization results are 94.1%, 95.3%, and 94.6%, re-
spectively.,e average summary performance of themethod
in this paper for lecture videos with handwritten presen-
tation is lower than that of instructional videos using

(a) (b) (c) (d)

Figure 8: Visualization of content detection: (a) video static frames; (b) probability map; (c) adaptive threshold map; (d) detected bounding
box results.
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Figure 9: Results of ablation experiments.

Table 2: Comparison of different text detection models.

Models Recall Precision F1-score
PixelLink 74.8 84.2 79.2
TextSnake 76.9 86.7 81.5
CBAM-DBNet 85.9 89.1 87.5

Table 3: Performance of summary results on lecture videos.

Video
number

,e number of key
frames Recall Precision F1-score

CLV01 3 100 100 100
CLV02 5 84.2 72.7 78.1
CLV03 9 100 94.1 97.0
CLV04 9 87.0 87.0 87.0
CLV05 7 89.3 100 94.3
AM01 7 92.6 100 96.2
AM06 10 97.9 89.2 93.0
AM_NM_03 10 89.8 89.8 89.8
Average 1.46 (SD) 92.1 90.8 91.3
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projected presentation, due to the fact that handwritten
content instances in lecture videos with handwritten pre-
sentation are usually irregular and the content instance
detector cannot segment these tightly connected text or
scribbled mathematical formulas as precisely as ground
truth annotations and projected content.

Since neither the geometric position nor the appearance
feature vector can distinguish the content instance with
slight changes, such as the change of individual numbers in a
mathematical formula, the method in this paper cannot
regard the content instance with slight changes as a new
content instance, which will reduce the recall rate of sum-
mary results. ,e method based on speaker action classifi-
cation may be able to better capture these details through the
speaker’s action, but it is only applicable to the video of the
speaker’s handwriting demonstration in the whole process.

4. Conclusions

Aiming at the fact that the current detection and summa-
rization methods based on the main visual content of ed-
ucational lecture videos are often based on specific scenarios,
a lecture video summarization system based on improved
DBNet text detection network, Kalman filtering, and the
Hungarian algorithm is proposed. ,e detection and
summarization cover Chinese and English, handwriting,
screen projection, and black and whiteboard scenes, and the
summary results achieve good recall.

However, there are some shortcomings in the meth-
odology of this paper, which will be improved in the future
by the following points:

(i) Improvements will be made to the detection net-
work to unify detection and tracking in one
framework, make better use of the timing infor-
mation of the video, improve detection system
performance, and experiment with lightweight
network structures.

(ii) Collect and label more data for more comprehen-
sive training and analysis to further improve the
robustness of the system.

(iii) ,e extraction and representation of the appearance
features of content instances will be improved so
that the improved representation can better dis-
tinguish content instances with subtle changes and
improve the recall of summaries.
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Power terminal is an important part of the power grid, and fault detection of power terminals is essential for the safety of the power
grid. Existing fault detection of power terminals is usually based on arti�cial intelligent or deep learning models in the cloud or
edge servers to achieve high accuracy and low latency. However, these methods cannot protect the privacy of the terminals and
update the detection model incrementally. A terminal-edge-server collaborative fault detection model based on federated learning
is proposed in this study to improve the accuracy of fault detection, reduce the data transmission and protect the privacy of the
terminals.�e fault detection model is initially trained in the server using historical data and updated using the parameters of local
models from edge servers according to di�erent updating strategies, then the parameters will be sent to each edge server and
further to all terminals. Each edge server updates the local model via the compressed system log from terminals in its coverage
region, and each terminal uses the model to detect fault according to the system behavior in the log. Experiment results show that
this fault detection algorithm has high accuracy and low latency, and the accuracy increases with more model updating.

1. Introduction

With the development of the power grid and the applications
of information and communication technologies, the smart
grid has been widely deployed in most countries, and an
automated and distributed advanced energy delivery net-
work has also been constructed. Nowadays, the power
terminals, such as smart energy meter, concentrator, special
transformer, and energy controller, have become more and
more intelligent and important in the smart grid, and the
reliability, security, and stability of the power terminals have
been challenges for the smart grid. Once the power terminal
fails, it will lead to inaccurate power data, confused power
scheduling, and damage of power equipment and even part
of the power grid. Hence, the fault detection of power
terminals with high accuracy is needed to �nd the faults
quickly to avoid the damage to the power grid.

Fault detection is the foundation of the security of power
grid. At present, there are many fault detection methods for
power terminals, most of which use arti�cial intelligent or
deep learning models to improve the accuracy of fault

detection. In these methods, the detection operation is ex-
ecuted on the servers and the state data generated on the
terminal of collected by extra devices are transmitted to the
server. For example, drone and auto-tracking camera were
used to detect the defects in power lines in reference [1].
Bouazza et al. [2] proposed arti�cial intelligence-based
methods to detect faults of the power switches in the wind
energy conversion system. Shi et al. [3] proposed a fault
detection method based on the LSTM model to predict the
faults of DC-DC power supply. Nguyen [4] used a micro-
phone to detect the overload of large power transformer by
sound analysis. Hong et al. [5] detected the open conductor
fault in power distribution networks using multiple mea-
surement factors of feeder RTUs with DGs. Visible images,
infrared images, and ultraviolet images of power equipment
were fused to train a deep learning-based fault detection
model [6] in a power system. Improved random forest was
used to detect the power outage accident of the power
terminal in reference [7], and continuous wavelet transform
and convolution neural network were adopted to detect
faults for power electronic converters in reference [8].
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'e above fault detection methods can achieve high
accuracy mainly by the complex model and massive data.
But the complex model will lead to high requirements of
computing and storage resource, and massive data may
result in congestion and delay of network transmission.
'erefore, the fault detection should be at the terminal and
the model training should be in the cloud to make full use of
the advantages of cloud computing resources and local data
to take the accuracy, efficiency, and privacy of fault detection
into consideration.

Edge computing is a new framework to provide service at
the edge of the network [9, 10]. It has been used in many
applications, especially for fault detection of IoT (Internet of
'ings) devices. An IoT fault detection based on edge
computing and blockchain was proposed in reference [11],
in which weighted random forest was adopted. Huong et al.
developed LocKedge [12] framework to detect low com-
plexity cyberattack in IoTedge computing. Mishra et al. [13]
proposed data anomalies detection method at the edge of
pervasive IoT systems. A device-edge split architecture for
intrusion detection for IoT devices was proposed in refer-
ence [14] to reduce the overhead of the IoT devices. 'e
architecture of the power grid is similar to the framework of
edge computing, hence researchers have attempted to apply
edge computing in the power grid for fault detection. Huo
et al. [15] proposed a fault detection based on edge com-
puting for distributed power distribution, and a method
based on edge computing architecture was proposed to
judge unsafe actions of electric power operations in time in
reference [16]. Yang et al. [17] proposed a semisupervised
cloud edge collaborative unsafe actions detection frame-
work, and Zhang et al. [18] combined cloud edge fusion
framework and deep learning techniques for abnormal
object detection in the power grid. 'ese studies overcome
the accuracy requirement of fault detection in the power grid
by splitting the fault detection to edge server or cloud to
reduce the overhead of the power terminals; however, the
data privacy of the terminals and the data transmission in the
network are not well considered.

Federated learning [19], which is first proposed in 2016,
is a machine learning method that takes into account model
accuracy and data privacy. It has been used in the power grid
to protect the privacy of the data of consumers or terminals.
A privacy-preserving federated learning framework Fed-
Detect [20] is developed for energy theft detection in smart
grid, and a federated learning-based method was proposed
for privacy-preserving household characteristic identifica-
tion in reference [21]. Su et al. [22] proposed a secure and
efficient federated-learning-enabled AIoTscheme for private
energy data sharing in smart grids with edge-cloud col-
laboration. Wang et al. [23] developed a distributed elec-
tricity consumer characteristics identification method based
on federated learning to preserve the privacy of retailers. Liu
et al. [24] used an asynchronous decentralized federated
learning model for collaborative fault diagnosis of PV sta-
tions. 'ese methods protect the privacy of the power
terminals but cannot be applied to fault detection because of
requirements of the high accuracy, low latency, data privacy,
and incremental updating.

To overcome the above problems, we propose a three-
tier fault detection model based on federal learning for
power terminals and three different model updating strat-
egies in this study. 'e fault detection model training,
updating, and testing are split into edge servers, cloud, and
terminals respectively in the power grid. 'e cloud is re-
sponsible for the construction of the initial fault detection
model and subsequent model updating to improve the ac-
curacy of fault detection; the edge server is responsible for
training the local model to ensure the data privacy of the
terminal, and the terminal that only uses the trained model
for fault detection to improve the efficiency of fault detection
can compress the raw system log to reduce the data
transmission. In the data interaction between terminal, edge
server, and cloud, the amount of data transmission and
system delay is reduced by means of log compression and
parameter transmission. 'e experimental results show that
our algorithm can reduce the amount of data transmission
and achieve higher accuracy than traditional fault detection
methods.

2. Edge-Cloud Collaboration Fault
Detection Framework

2.1. Data Model of Power Terminal. 'e functions and
manufacturers of power terminals are different in the power
grid, and the configurations of hardware resources are also
different. 'e configuration of some typical power terminals
is listed in Table 1.'e complex fault detectionmodel cannot
be trained on power terminals, but fault detection using the
trained model can be performed on most terminals.

'e faults of the power terminals involve various
functional modules of the embedded operating system,
such as hardware driver, system security, file system,
system application, and memory management. When a
system fault occurs, the system log will record the fault-
related information, including the fault occurrence time
and system abnormal behaviors. 'erefore, the fault de-
tection can be realized through the analysis of the op-
erating system log. 'ough log formats and the
description of system behaviors of different embedded
operations are different, the system log usually includes
system time, system components, and behavior descrip-
tion. Figure 1 shows the log format of an embedded
operating system designed independently, and the record
of the system log is in the form of time, device, and detail,
where time and device represent the system time and the
system component of this system behavior respectively,
and detail is the operation description of the system
behavior. As shown in the first line in Figure 1, “3.567604”
is the relative time after system startup, “USB usb3” is the
system component, and “Manufacture: Linux 3.10.108
ohci_hcd” is the system description.

'e system fault detection of power terminal needs to
find the fault and judge the type of fault as soon as possible
after it happens, so that the users can quickly deal with the
fault to avoid serious accidents, such as terminal hardware
damage, data loss, and network intrusion. When the system
fails, the device and detail attributes of the system log record
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the abnormal behavior or operations of the system devices.
Some common system faults can be found through the
keywords in the detail attribute of the system log, and the
system log usually contains some fault-sensitive words such
as failed, error, and warning, as listed in Table 2. However,
some system faults caused by hidden bugs or premeditated
external attacks may not contain these fault-sensitive words,
and the speci�c type of the system fault is di¢cult to de-
termine by keywords.�erefore, it is necessary to analyze the
system log using natural language processing methods to
accurately identify and classify the faults.

�ough the system log records the system behaviors and
operations when the system failure occurs, the content of the
system log is generally simpli�ed in the embedded operating
system. �erefore, it is necessary to take the language

characteristics of the system log into consideration when
using natural language processing methods:

(1) Short Sentence: Each record of the system log has less
content, the fault location is usually a speci�c word
or number of the system component, and the fault
description is usually a short sentence, which con-
tains only a few words. �e syntax structure of the
sentence is simple.

(2) Less Vocabulary. �ere are less vocabularies in the
whole system log. �e frequencies of most words in
the system log are high, while some words with lower
frequency are usually related to the identi�cation of
the terminal and have nothing to do with the type of
the fault, such as speci�c IP addresses.

Table 1: Con�gurations of typical power terminals.
Smart meter Special transformer Fusion terminal Energy controller

Frequency ≥120MHz ≥300MHz ≥1GHz ≥1.2GHz
RAM ≥512KB ≥512MB ≥2G B ≥2GB
Flash (code) ≥512KB ≥128MB ≥8GB ≥4GBFlash (storage) ≥8MB
Memory
protection

MPU (memory
protection unit)

MMU (memory
management unit)

MMU (memory
management unit)

MMU (memory
management unit)

Architecture Arm Cortex-M4 ARM 920T™ ARM Cortex™-A7 ARM Cortex™-A7

[3.609211] usbcore: registered new interface driver ums-datafab

[3.595695] usbcore: registered new interface driver ums-alauda
[3.588858] usbcore: registered new interface driver usb-storage

[3.579445] hub 3-0:1.0: USB hub found
[3.573805] usb usb3: SerialNumber: sunxi-ohci
[3.567604] usb usb3: Manufacturer: Linux 3.10.108 ohci_hcd

[3.583635] hub 3-0:1.0: 1 port detected

[3.602414] usbcore: registered new interface driver ums-cypress

Figure 1: Example of system log of power terminals.
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Figure 2: �ree-tier fault detection architecture.
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(3) High Redundancy. 'e system log generated by each
terminal contains a large number of repeated rec-
ords, and the system logs generated by similar ter-
minals also have a large amount of redundancy. 'e
redundant records are typically representing normal
operations.

'erefore, in order to improve the efficiency of fault
detection by natural language processing, the redundant
records in the system log should be removed to reduce the
number of records to be processed. In the process of rec-
ognition, the characteristics of short sentences and less
vocabulary should be taken into consideration to reduce the
complexity of the detection model.

2.2. Fault Detection Framework. Considering the data
model and hardware configuration of power terminals,
the requirements of fault detection accuracy and delay, as
well as the network architecture of power grid, a three-tier
fault detection architecture, namely, end-edge-cloud, for
power terminals is proposed in this study, as shown in
Figure 2. 'e fault detection model is trained initially and
updated in the cloud, and the terminals detect the fault
using the detection model. Each edge server is used to
train the local model using data from the terminals in its
coverage region to protect the privacy of the terminals and
generate the parameters of the updated model for the
cloud.

(1) Power Terminals. 'ey are deployed to perform
measuring, monitoring, controlling, and other
functions in the power grid, such as energy con-
trollers, fusion terminals, intelligent meters, and
special transformer terminals. 'e power terminals
are designed, manufactured, and used by different
companies or end users, and they typically have low
hardware configuration, and perform different tasks
by running different application software. 'e faults
of the power terminal and the abnormal behaviors
resulted by the faults are recorded in the system log,
hence the fault detection should be performed on the
power terminal to detect the fault as soon as possible.
Power terminals are the main participants of fault
detection and are responsible for the collection and
preprocessing detect system log and the detection of
the faults.

(2) Edge Servers. 'ey can be either the dedicated servers
or powerful terminals, which have a large number of
computing and storage resources and can perform

the collection and processing of large datasets. Each
edge server is responsible for the collection of system
logs and the training of local fault detection model
for multiple terminals in a distinct region. 'e edge
server acts as the role of connector of the terminals
and the cloud in the fault detection architecture, and
they interact with the cloud for the parameters of
fault detection model, terminals for the updated
parameters of the fault model, and the compressed
system logs.

(3) Cloud. With powerful computing power and storage
resources, it is deployed and maintained by the
power grid company and is responsible for the
initialization and update of the global fault detection
model. In practice, one or several large data centers
are constructed as the cloud of the power grid, and
they are the control and decision centers of the
power grid.

'e end-edge-cloud three-tier architecture is the common
architecture of the practical power grid, hence the three-tier
fault detection model can be easily deployed and completed
without extra hardware support. Due to the limited network
transmission capacity of the terminals, the bandwidth con-
straints of the edge server, the long transmission distance
between the edge server and the cloud, and the data size and
delay of data transmission between the cloud, edge server, and
terminals greatly affect the training and detection performance
of the fault detection model. 'erefore, the amount of data
transmission between terminals, edge server, and the cloud
should be minimized to improve fault detection performance.

From the perspective of model training, the cloud
performs the training of the initial fault detection model and
the updating of model. 'e edge server is responsible for
collecting the compressed system log of the terminals and
training the local fault detection model. 'e terminal uses
the trained model to detect the system fault. 'e powerful
computing resource of the cloud can quickly complete the
model training and updating. 'e local model training can
also be quickly accomplished with the small dataset on the
edge server. 'e fault detection on the terminals only has a
little demand for computing resources.

From the perspective of data transmission, the system log
generated by the terminal will be compressed and transmitted
to the adjacent edge server, which greatly reduces the amount
of data and occupies less network bandwidth. 'e edge server
transmits the parameters of the local model to the cloud and
the parameters of updated model to terminals. Although the
distance between the edge server and cloud is long, the
transmission delay is very small because the parameters of the
model is far less than the raw system logs.

3. Federated Learning-Based Fault
Detection Algorithm

'e spirit of federated learning is used in the three-tier fault
detection framework to reduce the data transmission be-
tween the cloud and edge servers and protect the privacy of
power terminals. 'e fault detection algorithm consists of

Table 2: Examples of sensitive words.
ID Detail of the system log
1 Warning: get ephy clock is failed
2 Warning: mountpoint for pids not found
3 Console-setup.service: failed with result “exit-code”
4 Failed to start: set console font and keymap
5 Sunxi-ahci: Probe of sata failed with error −1
6 Error while tracing: no such file or directory
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three steps: pretraining, local training, and model updating.
'e pretraining step is processed in the cloud, the local
training is completed on the edge server, and the model
updating is finished in the cloud.

3.1. Pretraining. 'e cloud uses historical system logs to train
the initial fault detection model, and the system logs are
marked and provided by the manufacturers and managers.
Each record in the system log is in the form of device, time,
detail, and result, where device is the type of the terminal;
time, device, and detail are the system time, system com-
ponent, and system behavior of the fault respectively; result is
a nonnegative integer and represents the type of the fault. 'e
natural language processing method is adopted to recognize
the fault from the system behavior in the system log. 'e
description of the system behavior is recorded in the system
log in the form of detail� (w1, w2, w3, . . . , wm), where m is
the number of words and wi is the ith word, 1≤ i≤m.

'e LSTM (long short-term memory) network model is
used in our fault detection model to improve the accuracy of
fault detection. LSTM is an improvement of RNN (recurrent
neural network), and it uses an input gate, forget gate, and
output gate to selectively retain part of the previous cell state
and transfer it to the next cell to overcome the problem of
long-term dependence in RNN. Each cell state in LSTM is
consisted of one forget gate, one input gate, and one output
gate, and each gate is composed of a sigmoid neural network
layer and a pointwise operation, as shown in Figure 3.

'e forget gate is used to forget part of the information of the
previous cell state Ct−1, and only ft ∗Ct−1 is remained in the
current cell state, where ft is the output coefficient of a sigmoid
layer:

ft � sigmoid wf ht−1, xt􏼂 􏼃 + bf􏼐 􏼑. (1)

'e input gate is used to determine which new infor-
mation will be keep in the current cell state, and the new
information is defined as it ∗ 􏽥Ct, where it is the output of
sigmoid layer and 􏽥Ct is the output of a tanh layer:

it � sigmoid wi ht−1, xt􏼂 􏼃 + bi( 􏼁,

􏽥Ct � tanh wc ht−1, xt􏼂 􏼃 + bc( 􏼁.
(2)

'e current cell state Ct can be obtained after the forget
gate and input gate:

Ct � ft ∗Ct−1 + it ∗ 􏽥Ct. (3)

'e output gate is used to generate the output ht of
current cell state Ct. 'e output coefficient ot and tanh will
be computed to get the output ht:

ot � sigmoid w0 ht−1, xt􏼂 􏼃 + b0( 􏼁,

ht � ottanh Ct( 􏼁.
(4)

3.2. Local Training. After completing the LSTM model
training, the cloud sends the parameters of the fault detection
model to each edge server, which then sends the parameters to

all terminals in its corresponding region. During the execution
of the terminal, the system log will be preprocessed and input
into the fault detection model to obtain the fault detection
results, and finally, the terminal carries out corresponding
response, such as restart, shutdown, and alarm. Because only
fault detection is performed on the terminal, and the model
training and updating are performed on the edge server and
cloud, the terminal can quickly detect and respond the fault.

Due to the high reliability and security requirements of
power grid, the failure probability of each terminal is very
low, most records in the system log are normal operations,
and only a few records are abnormal system behavior in a
long time. Hence, the system log on each terminal contains a
lot of redundant information, and it should be compressed
before being transmitted to the edge server to reduce the
amount of data transmission. Log compression is mainly
divided into three steps:

① Variable Replacement. Some variables in the system
log represent the identification of the device or
network and do not contain the semantics of the
fault.'ese variables are usually long words or strings
and can be replaced with the category of these var-
iables, such as IP address and web page address, and
device name can be replaced with IP, URL, and local,
so as to reduce the differences between records in the
system log and reduce the data transmission between
the terminal and edge server.

② Similarity Computing. Each record of the system log
contains the system component and the system be-
havior of the fault, and the records with high similarity
will be compressed into one record to reduce the data
transmission. Hence, the similarity of two records
consists of the similarity of the system component
Sdevice and that of the system behavior Sdetail. 'e
similarity of two system components depends on the
locations of the components in the fault tree:

Sdevice device1, device2( 􏼁

�

1, device1 � device2

1
max length

device1 ≠ device2

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

,

maxlength � max P Root, device1( 􏼁, P Root, device2( 􏼁􏼈 􏼉,

(5)

where Root is the nearest common ancestor node of
device1 and device2 in the fault tree; p(Root, device1)
and p(Root, device2) are the number of nodes on the
path from Root to device1 and device2, respectively.
If the detail of the record in the system log contains
one or more of words in the set of sensitive words
Keywords, then the record is marked as a sensitive
record, and the similarity of this record will not be
computed because any sensitive record cannot be
compressed to ensure the accuracy of the fault
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detection. For the nonsensitive records, the similarity
of the system behavior is related to the words in
detail. Given details1(w1, w2, . . . , wm) and
details2(w1′, w2′, . . . , wn′), the similarity of details1 and
device2 can be obtained:

Sdetail detail1, detail2( ) �
detail1 ∩ detail2
∣∣∣∣

∣∣∣∣
detail1 ∪ detail2
∣∣∣∣

∣∣∣∣
, (6)

wherem and n are the number of words in detail1 and
detail2 respectively, details1 ∩ details2 is the number
of words in the intersection of detail1 and detail2, and
details1 ∪ details2 are the number of words in the
union of detail1 and detail2.
�e similarity of two records
r1 � (time1, device1, details1) and
r2 � (time2, device2, details2) in the system log
S(r1, r2) is the weighted sum of the similarity of Sdevice
and Sdetails:

S r1, r2( ) � α · Sdevice device1, device2( )
+ β · Sdetail detail1, detail2( ),

(7)

where α and β are the coe¢cients of Sdevice and Sdetails
respectively and can be set by the domain experts,
such as system designers, maintainers, and testers.

③ Redundancy Filtering. Log records with high simi-
larity generated in a short time are called redundant
records. �e redundant logs should be discarded on
the terminal, and only the remaining log records will
be transmitted to the edge server to reduce the data
transmission. �e �ltering process is as follows: �rst,
all the sensitive log records should be retained, that is,
the record ri � (timei, devicei, detailsi)with detailsi �
(w1, w2, . . . , wm) will be transmitted to the edge

server ifwj ∈ detailj andwj ∈ Keywordsj. If rj is not a
sensitive record, then its similarity with any non-
sensitive record rj, S(ri, rj), is calculated in the
subsequent short time interval.�e log record rj with
S(ri, rj)≥ Sth will be marked as redundant record and
discarded on the terminal, where Sth is the similarity
threshold set by the systemmanager or other experts.

After receiving the compressed system logs from termi-
nals in its region, the edge server performs the local training of
the fault detection model using the data received. �en, the
parameters of the updated local model are transmitted to the
cloud to update the global fault detection model. Due to the
low probability of system failure of each terminal, the local
training should not be performed frequently. For example, a
manufacturer of power terminal found that the system failure
of each terminal occurs once every twomonths during on-site
use, according to a pilot testing of energy controller since
April 2021. If the fault detection model is trained frequently
using the dataset without fault records, then it may lead to
over�tting of the fault detection model. In order to ensure the
detection accuracy of fault detection model, three strategies of
local training are proposed in this study.

① Periodic Update (PUpdate). Each edge server trains its
local model within a speci�ed period. �e parameter
period is set according to the reliability of the ter-
minals in the coverage region of the edge server, and
it is set to be the average failure time of the terminals
by default. Given the edge server serveri and the set of
terminals in its coverage region Pi � (pi,1,
p1,2, . . .pi,k), the failure time of the terminal pi,j is
ftj, and we can obtain the update period of edge
server serveri as follows:

periodi �
1
k
∑
k

j�1
fti, (8)
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Figure 3: Structure of cell state in LSTM.
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where k is the number of terminals. 'e update
period of different edge servers may also be different
and can be adjusted when the terminals in the region
are removed or newly deployed.

② Incremental Update (AUpdate). Each edge server
starts the local training when the number of ab-
normal log records is no less than the threshold. Since
training the local model using normal records may
lead to over fitting, the training dataset should
contain some abnormal records. Suppose is the
training dataset on edge server serveri, Dth is the
threshold of the abnormal records, the serveri will
perform local training if |ADataseti|≥Dt h, where
NDataseti is the set of normal records in Dataseti,
and ADataseti is the set of abnormal records in
Dataseti. 'e threshold Dt h � 1 is generally set as a
linear function of the number of terminals in the
coverage region of the edge server, and the threshold
on each edge server may be different.

③ Triggered Update (TUpdate). 'e edge server per-
forms the local training when receiving abnormal log
records from any terminal in its coverage region. 'e
local fault detection model may be updated as soon as
possible in this strategy, and the updated parameters
will be sent to the cloud. It may lead to a large amount
of data transmission between the edge servers and the
cloud when there are many terminals in the power
grid. 'is strategy can be seen as a special case of
AUpdate with threshold Dt h � 1.

'e above three strategies should be used in different
situations; PUpdate and AUpdate can reduce the data
transmission between edge servers and the cloud, while
TUpdate can quickly update the fault detection model. We
can choose different strategies according to the practical
applications, and the strategies can be adopted on different
edge servers simultaneously.'emain difference of the three
updating strategies is the updating frequency of the fault
detection model; TUpdate may lead to high and unpre-
dictable updating frequency, while the updating frequency of
PUpdate and AUpdate can be controlled by changing pa-
rameters period and Dt h.

3.3.Model Updating. After receiving the parameters of local
models from edge servers, the cloud will aggregate the
parameters to update the global detection model and then
send the updated parameters to all edge servers. Each edge
server will further send the updated parameters to all ter-
minals in its coverage region. Suppose the parameters of
local models from k edge servers are the set
V � v1, v2, . . . , vk􏼈 􏼉, and the parameters of each local model
are a vector Vi � 〈vi

1, vi
2, . . . , vi

p〉, where 1≤ i≤ k and p is the
number of parameters of the fault detection model. 'e set
of parameters V is aggregated in the cloud, and we can get
the new parameter vector Vu � 〈vu

1 , vu
2 , . . . , vu

p〉, in which
each parameter is updated according to the following rules:

v
u
i � η.v

′u
i +(1 − η) 􏽘

k

j�1
v

j
i , (9)

where v′ui is the original value of the ith global parameter,
and ηis the weighted coefficient and can be obtained by the
cloud in the step of pretraining.

'e accuracy of the fault detection model on the ter-
minals depends on the frequency of model updating in the
cloud, if the architecture of the grid power and themethod to
process the system log are given. 'e parameters of local
models from the edge servers will be less when the cloud
updates the global model frequently, which will increase the
data transmission to send the updated parameters to all the
edge servers and terminals. If the frequency of model
updating is low, then some edge servers, on which the
frequency of local training is high, will send their local pa-
rameters several times to the cloud, and only the latest version
of the local parameters will be aggregated to update the global
model, so that the influences of some faults will be ignored
and the accuracy of the fault detection model will be affected.

'erefore, in order to improve the accuracy of the fault
detection model, the cloud can adopt different strategies to
update the model, such as PUpdate, AUpdate, and TUp-
date. 'ese update strategies in the cloud for model
updating are similar to that on the edge server for local
training, and the only difference is the measurement of the
thresholds in each strategy. 'e update period of PUpdate
in the cloud is typically set as the shortest time of local
training on all edge servers. 'e threshold of AUpdate in
the cloud will be set according to the number of edge
servers, which have been finished the local training, that is,
the number of parameter vectors received by the cloud.'e
cloud will update the model when receiving parameters of
local model from any edge server when TUpdate is used in
the cloud.'e update strategy in the cloud is determined by
the experts according to the requirements and configura-
tions of the power grid and the strategies adopted on the
edge servers.

3.4. Fault Detection Algorithm. Suppose there are one cloud
Cloud and k edge servers Server1, Server2, . . . , Serverk􏼈 􏼉 in
the power grid, and the terminals in the coverage region of
edge server Serveri are de vi1

, de vi2
, . . . , de vin

􏽮 􏽯, then the
fault detection process is as follows:

Step 1. 'e historical system logs Records are used to
pretrain the initial fault detection model using LSTM in
Cloud. 'en, Cloud sends the parameter vector Vinit to
all edge servers Server1, Server2, . . . , Serverk􏼈 􏼉, and each
edge server Serveri further sends Vinit to the h terminals
de vi1

, de vi2
, . . . , de vin

􏽮 􏽯 in its coverage region.
Step 2. When a log record ri is generated on a terminal
de vij

, it should be firstly preprocessed by variable re-
placement and input into the fault detection model to
check whether a fault occurs and determine the type of the
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fault on devij. �en, the log records within a time period
will be compressed and sent to the edge server Serveri.
Step 3. Each edge server Serveri collects the compressed
system logs Ri � Ri1, Ri2, . . . , Rih{ } from terminals
de vi1, de vi2, . . . , de vin{ } in its coverage region and
trains the local LSTMmodel using dataset Ri according
to the updating strategy, such as PUpdate, AUpdate, or
TUpdate. Once completing the local training, Serveri
transmits the parameters Vi of local model to Cloud.
Step 4. After receiving the parameters
V � V1, V2, . . . , Vk{ } from edge servers
Server1, Server2, . . . , Serverk{ }, Cloud aggregates V to
generate the new parameters Vupdate � 〈vu1 , vu2 , . . . , vup〉
using PUpdate, AUpdate, or TUpdate strategy. �en,
Vupdate will be transmitted to each edge server Serveri,
and �nally to all terminals de vi1, de vi2, . . . , de vin{ },
and steps 2–4 will continue until the fault detection is
interrupted.

In the above algorithm, each terminal continuously
generates a large amount of system log, and each record in
the system log is input into the fault detection model to �nd
as many faults as possible.�e system log will be compressed
before transmitting to the edge server, and only the pa-
rameters of local model are sent to the cloud to reduce the
transmission delay. Meanwhile, the fault detection on the
terminal, the local model training on edge server, and the
model updating in the cloud can fully utilize the computing
resources of di�erent hardware. �erefore, high accuracy,
low latency, less data transmission, and privacy protection
are taken into consideration in this federated learning-based
fault detection algorithm.

4. Performance Evaluation

�e fault detection algorithm proposed in this study is
evaluated in a simulated power grid with a cloud, 10 edge
servers, and a number of terminals. �e terminal is con-
�gured as a brand of energy controller, the system log is
collected in practical application, and the summary of the
system log is listed in Table 3. �e time of model updating,
the amount of data transmission of each terminal, and the
fault detection accuracy are tested to evaluate our fault
detection algorithm. �e weights in the similarity of records
are set as α� β� 0.5.

�e average update time of the model using di�erent
update strategies when the number of terminals in the
coverage region of the edge server changes is shown in
Figure 4. It can be seen that the update time of PUpdate
strategy keeps stable if the update period is �xed, while the
update time of AUpdate and TUpdate strategies decreases
with the increase of terminals. �e reason is that the increase
terminals lead to high frequency of the edge server receiving
abnormal log records, and the local update will be performed
more frequently if the other conditions is �xed. Since the
threshold Dth in AUpdate is set to be 10, and the TUpdate
can be seen as a special case of AUpdate with Dth� 1, the
average update time of TUpdate is signi�cantly lower than
that of AUpdate strategy for the same number of terminals.

�e average data transmission of each terminal for the
local training on edge server with di�erent update strategies
is shown in Figure 5. �e legends “X” and “X-C” represent
the two cases when the terminal transmits raw system log
and compressed system log to edge server with update
strategy X respectively. It can be seen from Figure 5 that log
compression can signi�cantly reduce the data transmission
in all update strategies, and PUpdate generates the largest
data transmission, followed by AUpdate, and data trans-
mission in TUpdate is the smallest. �e main reason is that
PUpdate takes the longest period for each local training,
while the average time of local training in TUpdate is the

Table 3: Summary of system log generated by an energy controller
within an hour.
No. Information Value
1 Number of log records 1019
2 Average number of words per record 9.25
3 Maximum frequency of the words 880
4 Minimum frequency of the words 1
5 Size of raw system log 70KB
6 Size of compressed system log 18KB
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shortest. Meanwhile, when the number of terminal devices
increases, the model update time of AUpdate and TUpdate
gradually approaches. In the case of log compression, the
data transmission of AUpdate and TUpdate approximates to
be equal.

From the above results, it can be seen that the PUpdate
strategy has the longest update period and the largest
amount of data transmission for each local training. �e
TUpdate has the shortest update period and the least data
transmission for each local training. �e update period and
data transmission in AUpdate are less than that of PUdate
and more than that of TUpdate. In practical applications,
TUpdate is suitable for newly deployed terminals and ter-
minals with high security requirements, so as to quickly
collect the abnormal system records of the terminal and train
a more accurate fault detection model. Terminals with
limited network bandwidth can also avoid network con-
gestion and packet loss caused by a large amount of data
transmission using TUpdate strategy. PUpdate is applicable
to terminals with stable operation, less strict security re-
quirements, and large network bandwidth, and the update
period can be set according to the actual application and is
usually initialized as the average failure time of the terminal.
Strategy AUpdate has the maximum ®exibility, the update
period can be changed easily by modify the threshold Dth,
and the update period grows as Dth become larger.

�e accuracy of fault detection using di�erent fault
detection methods is shown in Figure 6. �e legends
“KeyWords” is the keyword matching-based method,
“Global” is the global LSTM model, that is, the fault de-
tection model is trained in the cloud and cannot be updated,
and “EdgeCloud” is our LSTM model with edge and cloud
cooperation.�e results show that the accuracy of Keywords
method is very low since the abnormal behavior of some
faults does not contain the keywords. �e accuracy of both
Global and EdgeCloud methods is obviously higher than
KeyWords because the faults are recognized by the natural
language processing method LSTM. With the accumulation
of the system log, the Global method does not update the
fault detection model, which leads to decreasing of the
accuracy of fault detection. �e new system log is used to

train the local model and further update the global fault
detection model to increase the accuracy of the fault de-
tection model. With the increase of the number of model
updates in the cloud in EdgeCloud, its accuracy becomes
higher than that of Global method.

5. Conclusions

In this study, we analyze the characteristics of power ter-
minal fault detection in the power grid and propose a three-
tier fault detection model based on federated learning. �e
accuracy of fault identi�cation and the privacy protection of
terminal are both taken into consideration in this model,
then the model training, model updating, and fault detection
are performed at di�erent levels. Log compression and
transmission of parameters of the model are used to reduce
data transmission and protect the privacy, the LSTM model
is used to improve fault detection accuracy, and three dif-
ferent model update strategies are used to further improve
the accuracy of fault detection. �e experimental results
show that the log compression method can e�ectively reduce
the amount of data transmission. �e three model strategies
are suitable for di�erent application scenarios and terminals,
and the detection accuracy of our proposed fault detection
model is higher than that of the traditional keyword-based
models and the global models based on historical data. In the
future work, it is planned to integrate our proposed fault
detection model into various embedded operating systems
and deploy it on di�erent devices.
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�e purpose of image smoothing is to improve the visual e�ect of the image and improve the clarity of the image, so as to make the
image more conducive to computer processing and various feature analysis. Because the current technology fails to smooth the
preprocessed image, it leads to the extraction of image texture features.�e anti-interference performance is weak. For this reason,
an image texture feature extraction technology based on the digital twin is proposed. Similarity analysis is carried out through the
internal structure of the image, and the image is smoothed by the semisupervised learning method. On the basis of optimizing the
denoised image through digital twinning, detect target feature points in the original image, then remove the abnormal and split
feature points, assign the direction of image texture feature points, and build a fuzzy back propagation neural network model.
Image texture feature extraction technology is implemented. �e experimental results show that, compared with the traditional
method, the proposed technique has a strong identi�cation of original image features, and has a strong consistency with original
data, and has a strong ability to resist the in�uence of abnormal data, noise, or redundant feature points.

1. Introduction

As an important carrier of information transmission, the
e�ective study of images is the key to information data
processing [1, 2]. Image texture feature extraction, as a key
technology in information data processing, often becomes a
hot and di�cult point in image information research. For
image feature extraction [3], it greatly increases the com-
plexity of image processing. E�ective extraction of various
features in the image, in which the quality of feature points,
the base of the number, the location, and distribution of the
feature points will directly a�ect whether the subsequent
imaging andmatching work can be carried out smoothly [4].
�erefore, before carrying out speci�c imaging work, it is
essential to perform di�erent texture feature extraction work
for di�erent types of images, and it is also the basis and
premise for the e�ective implementation of all technical
means, which is of great signi�cance to imaging work [5].

How to accurately extract image texture features has
become the focus of current research on image information.

Tarsitano et al. [6] utilize automatic machine learning
methods for image feature extraction and classi�cation. �e
possibility of applying machine learning methods designed
for one-dimensional problems to the task of galaxy image
classi�cation is explored. Algorithms for image classi�cation
typically rely on multiple costly steps to extract features from
galaxy images by analyzing the light distribution of elliptical
isoilluminance maps and gather information sequentially.
Sequences obtained with this method exhibit well-de�ned
characteristics. Sequences are then trained and classi�ed
using machine learning algorithms designed by the Modulos
AutoML platform, and how they optimize the classi�cation
task. However, this method is not optimized by the digital
twin, and the image edge retention ability is poor, resulting
in a slow running speed of image texture feature extraction.
Kumar et al. [7] proposed the application of tetrolet-based
adaptive color and texture feature extraction in content-
based image retrieval, and designed a content-based image
retrieval system that utilizes all these original image features
to achieve an e�cient content-based image retrieval system.
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Natural images contain fully overlapping information, so in
this approach, relevant image features are evaluated from
their respective components. (e YCbCr color space is used
for the feature extraction process because the overlap of the
Y, Cb, and Cr color planes is minimal. However, this method
is not optimized by digital twinning, and the filtering effect
of image detail information is weak, resulting in a low image
texture recognition rate. In order to solve the problems of
the above methods, an image texture feature extraction
technology based on the digital twin is proposed. Based on
the above denoising of the image and the optimization of the
denoised image through digital twinning, to realize the
image texture feature extraction technology, it is necessary to
detect the target feature points in the original image, and
then eliminate the abnormal and split feature points, so as to
improve the extraction efficiency, reduce the error rate, and
facilitate the effective implementation of the subsequent
process. Compared with the angular and gradient features of
the original image, the image extreme value feature based on
Gaussian function is more stable, which can ensure the
simplicity and accuracy of image texture feature extraction.
Detecting all features of the original image in the GSS scale
space can effectively remove abnormal feature points. (e
innovation of this technology is to analyze the intrinsic
structural similarity of the image and smooth the image. On
the basis of optimizing the denoised image through digital
twinning, target feature points in the original image are
detected, and then abnormal and split feature points are
eliminated, and the direction of image texture feature points
is assigned to realize the research of image texture feature
extraction technology based on digital twinning. (e re-
search shows that the designed technology has better
performance.

2. Image Texture Feature
Extraction Technology

(ere is no clear and unified definition of image texture
features. It is generally understood as the spatial change and
repetition of the image gray level, or repeated local patterns
(texture primitives) and their arrangement rules in the
image. Texture feature extraction refers to the process of
extracting texture features through certain image processing
technology, so as to obtain the quantitative or qualitative
description of the texture. (erefore, texture feature ex-
traction should include two aspects: image preprocessing
and image digital twin optimization.

2.1. Image Preprocessing. In terms of image preprocessing,
the existing feature extraction technology has been widely
used in image denoising and has achieved a good denoising
effect. However, for the threshold denoising method, al-
though the obtained estimated wavelet coefficient has good
continuity, when the wavelet coefficient is greater than the
threshold, there will be a constant deviation between the
wavelet coefficient and the estimated wavelet coefficient. It
will affect the proximity between the reconstructed image
signal and the actual signal, and the error of the

reconstructed signal will increase [8]. (erefore, for the
above problems, the wavelet threshold denoising method is
optimized to obtain an improved wavelet threshold
denoising method. (e specific steps are described as
follows:

Formula (1) is a new threshold function.

QI �

Qi +
2α × λ

1 + exp(x)
, Qi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥ α,

0, Qi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< α.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

In formula (1), Qi represents the wavelet coefficient,
exp(x) represents the threshold function, and α represents
the wavelet reconstruction value, λ � 0.5. Wavelet recon-
struction is carried out through the new threshold function
to obtain the estimated signal, that is, the signal after past
noise.

F(k) � α +
2α × λ

1 + exp(x)
× QI. (2)

In the process of image preprocessing, the data con-
taining labels are often very scarce, and they also need to be
processed manually. Generally, unlabeled data account for a
large proportion. (e image is smoothed and preprocessed
mainly through digital twins. In the process of pre-
processing, the target classification function needs to be
optimized in time [9]. We analyze the association rela-
tionship of each datum xi and yj in the dataset and establish
the association matrix as. When i≠ j, the following defi-
nition need to be set.

Wj � EXP

xi − yj􏼐 􏼑
2

2 × F(k)
− as

⎛⎝ ⎞⎠. (3)

In formula (3), EXP represents a diagonal matrix. An
iterative function is established to solve the optimal label set
E. (e specific expression is as follows:

E(t) � Wj +(1 − α) × β. (4)

In formula (4), β represents the regularization param-
eter. (e main purpose of establishing a tag set E is to
complete the transmission of different tags, that is, the data
with tags are transmitted to the data without tags. In the
process of transmission, it is necessary to make regulari-
zation judgments under set constraints and to give new
labels to the data to ensure the smooth transmission of labels
under the condition of ensuring that the original data will
not be lost.

(e main reason for image smoothing preprocessing is
to eliminate the noise in the image [10], and to further
improve the image quality. At the same time, the image
quality is further improved. For a given content image X,
both images are images in RGB color space [11], which not
only contain the same content features but at the same time,
the spatial structure is also very similar. In order to obtain a
more ideal feature extraction effect, it is necessary to convert
the image into a gray image Xg. First, the gray image Xg is
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subjected to mean filtering [12], and all pixel values in the
gray image are converted to obtain Xresult. (en the cal-
culation formula of pixel value conversion is

Xr � Int
Xg

θ × Xf

􏼠 􏼡. (5)

In formula (5), Int represents the gray content image of
smooth preprocessing for semi-supervised learning, Xg

represents the gray image corresponding to the content
image, Xf represents the filtered image of Xg, and θ rep-
resents the weight coefficient of Xf.

In the semi-supervised learning method, the association
matrix is established through Xr, and the semi-supervised
learning method is used to smooth and preprocess the
image. Finally, the preprocessed image is obtained as
follows:

Yr � I − Si( 􏼁
−1

× Xg. (6)

In formula (6), Si represents the weight coefficient of
label data smoothing.

2.2. Digital Twin Optimization of Images. After the pre-
processed image is obtained, the image to be optimized is
assumed and defined as R. (e purpose of optimization
through digital twinning is to make the obtained output
image similar to the input image R [13]; the edge and texture
should be the same as the denoised image Q, and the op-
timized image should be output, defined as P. (e digital
twin technology is used to perceive the full element and full
state digital information of image texture features [14], to
optimize the full element and full state features of actual
images, and to construct the digital twin image texture
feature model in combination with the three-tier architec-
ture design to realize the image texture feature information
management [15]. (e overall structure of the image texture
feature model based on the digital twin is obtained, as shown
in Figure 1.

In Figure 1, O represents the central origin, A1(x1, y1),
B1(x1, y1), and C1(x1, y1) represent the origin position of
the change interval of the image feature threshold, while D1,
D2, and D3 represent intersections. According to the digital
twin image texture feature model shown in Figure 1, data are
extracted through threshold judgment analysis [16, 17]. We
realize the functions of digital twin control, equipment
monitoring, abnormal alarm, and life prediction, and de-
termine the image texture feature model.

(e image is assumed through digital twinning, and the
local linear model is established by using the existing re-
lationship between the denoised image Qi and the filtered
output image Pi, that is,

Pi � R × P + akQi + bkPi. (7)

In formula (7), ak and bk, respectively, represent win-
dows centered on the pixel value k. (e same gradient in-
formation exists between the denoised image Q and the
output image P. (e edge information of the denoised image
can be effectively retained, which lays a foundation for image

optimization and promotes basic morphological recognition
in the image [18, 19]. (e formula enables the output image
P to retain the fuzzy information in the original image R to
the greatest extent, which needs to be calculated by mini-
mizing the cost function, that is,

M ak, bk( 􏼁 � 􏽘
i�wk

akQi + bk − Pi( 􏼁. (8)

In order to prevent overfitting, regularization parameters
are set. If the value of ak is too large, overfitting will occur,
which will increase overall cost function, which can be
expressed as M(ak, bk). At this time, evaluating minimum
cost function can effectively avoid overfitting. It can be seen
from equation (8) that when the change of the fuzzy area is
small, the value of ak is close to 0. (e filtering at this time is
equivalent to a block filter, and the image is relatively
smooth. When the fuzzy area changes greatly, the value of ak

is close to 1, which is more favorable for maintaining the
edge information of the guide image. (e effect of image
optimization is mainly as follows: for the image optimized by
the digital twin, the original depth of field value in the non-
edge area is smooth, while the edge part is consistent with
edge information.

3. Realize the Image Texture Feature Extraction
Method Based on Digital Twins

(e image texture feature structure and segmentation
method assume that the texture is composed of precisely
defined texture primitives. Because many textures violate
this assumption, the application of this method is limited to
a great extent. (e specific contents of different stages of the
method are shown in Figure 2.

It can be seen from Figure 2 that the different stage
framework of the image texture feature extraction method is
mainly completed by three steps. Step 1 and step 2 belong to
the model training process, and step 3 is the recommen-
dation process and visualization. In step 1, the input of the
model needs to be determined first. (is paper takes the
characteristics of the image as the input, so as to build the

A1 (x1,y1) C1 (x1,y1)

B1 (x1,y1)

O

D1

D2D3

Figure 1: Image texture feature model based on the digital twin.
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correlation model between the user and the image, deter-
mine whether the image meets the needs of the user, and
judge whether the image is recommended; Step 2 is to
construct a convolutional neural network model according
to the association between the user and the image, and
complete the model training; Step 3 is to input the training
data into the trained model to complete image texture
feature extraction. Image texture feature point detection is to
realize the algorithm design and obtain image features; the
direction assignment process of image texture feature points
is to realize the visualization of the results of image texture
feature extraction technology based on the training process.

3.1. Image Texture Feature Point Detection. In the real image
texture feature extraction space, the specific position of
feature points can be captured reasonably and accurately
through interpolation operation. (erefore, it is essential to
perform subpixel interpolation on the GSS scale space. (e
interpolation method based on any function f(x) is as
follows:

f(x) � M ak, bk( 􏼁 +
zf

T

zx
. (9)

In formula (9), zfT represents pixel interpolation, and
zx represents the position vector of the extreme point offset.
So far, the feature offset position value of the original image
can be obtained. If the value is less than the established
threshold, it can be determined that the feature point at this
position is unstable and there is abnormal data, which will
not be retained as the target feature point. In addition,
because feature points at the edge of the image have too
many influencing factors and are difficult to extract, it is
necessary to set a threshold range first, retain the extreme
points of these feature points at the edge within this range,
and eliminate these feature points beyond the range to re-
duce the judgment error.

3.2. Image Texture Feature Point Direction Allocation.
According to the above process, after the specific position
recognition and detection of feature points, it is necessary to
determine the distribution direction of feature points in
advance to ensure that there will be no rotation or that it will

not exceed the established range, so as not to affect the
subsequent extraction of feature points at edges and in-
flection points.

When the feature point is at the center of the image, it is
necessary to calculate the gradient distribution value of all
feature points in all adjacent areas around it, and to take
these target points in horizontal and vertical directions to
calculate other feature positions in the same direction.

Mm xi, yi( 􏼁 �

����������������������

xi, yi + 1( 􏼁 − xi, yi − 1( 􏼁􏼂 􏼃
2

􏽱

. (10)

In formula (10), xi represents the position of the target
feature point in horizontal direction and yi represents the
position of the target feature point in vertical direction. After
a wide range of normalization processing, the specific de-
scription of the target feature point H can be obtained as
follows:

Hm �
hm��

h
2
n

􏽱 + Mm xi, yi( 􏼁. (11)

In formula (11), hm represents the size value of image
features, and h2

n represents the similarity coefficient of image
features. Based on this, the positional relationship between
edge points and corner points is shown in Figure 3.

Based on the positional relationship in Figure 3, when
the image is smoothed and preprocessed, the style attributes
of the image are mined to obtain the similarity features of
different image styles. (e style similarity rules of various
types of images are given below, namely,

3.2.1. Consistency Rules. In the same image, the image style
is consistent, and there will be no two different image texture
features.

3.2.2. Existence Rules. (ere is a certain similarity between
the style of the image H1 and the image, which can be
converted into a similarity coefficient. (ey belong to the
same or different texture features. (ere is a certain simi-
larity between the styles of the image H1 and the image H2,
which can be converted into a similarity coefficient. (ey
belong to the same or different texture features. (e value of

Step 1 Image resource 
feature information

Feature 
selection

User 
demand

OutputConvolutional 
neural network

Input

Visual 
interaction

Complete the training 
of convolutional 
neural network

Test data

Association 
model

Personalized 
recommendation

Step 2

Step 3

Figure 2: Structure diagram of different stages of the image texture feature extraction method.
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the similarity coefficient is in the [0, 1] interval, where 0
represents no similarity and 1 stands for complete similarity.
(e setting symbol Rsimlirity represents the similarity of two
images, namely,

Kα � Rsimlirity H1, H2( 􏼁. (12)

3.2.3. Comparable Rules. (e image similarity coefficient of
the same category style should be higher than the similarity
coefficient. (e following measures the characteristic dis-
tance function. (e specific judgment basis is as follows:

Llabel H1( 􏼁 � Llabel H2( 􏼁

Llabel H1( 􏼁≠Llabel H2( 􏼁
􏼨

⇒

Rsimlarity H1, H2( 􏼁>Rsimlarity H1, H3( 􏼁,

⇕,

Vdistance H1, H2( 􏼁<Vdistance H1, H3( 􏼁.

⎧⎪⎪⎨

⎪⎪⎩

(13)

(e similarity between the matrix vector and the matrix
vector group is calculated by a formula, which is a very
common concept. (e distance function is mainly used to
measure the similarity between matrix vectors and to count
the similarity relationship between matrix vectors. (e main
purpose of image style recognition is to calculate the distance
between the vector and the point group. When the distance
between them is smaller, it indicates that each matrix vector
has high similarity [20]. (rough the above rules, assuming
that the distance between matrix vectors is lower than any
threshold, the vector can be divided into the nearest point
group, that is, a category.

3.3. Implementation of Image Texture Feature Extraction
Technology. (e texture feature extraction of the image is
realized, and the fuzzy BP neural network model is estab-
lished, as shown in Figure 4.

According to the fuzzy BP neural network model shown
in Figure 4, the type of input data is analyzed. Because the
input data is an image type, the image information is not
easy to quantify, andmost of it is fuzzy data, so it is necessary

to introduce fuzzy sets to process the data, mainly through
the analysis and calculation of image data through mem-
bership functions, which can divide image information. It is
divided into three levels: high, medium, and low, which are
used as the three nodes of the input layer. Image information
is input through the input layer of the neural network, and
the corresponding training and extraction are carried out.
When calculating the image information, the fuzzy set is
introduced. As the input data of the input layer, each input
point needs to be given a corresponding weighting operator,
and the value range is within [0, 1]. (e fuzzy weighting
operator is composed of a fuzzy feature membership degree
and a feature matrix, which is defined as B, and the com-
position of the fuzzy weighting operator is specifically de-
fined as B � b1, b2, b3􏼈 􏼉,

B1 �
b1

b1 + b2 + b3
× A1, (14)

B2 �
b2

b1 + b2 + b3
× A2, (15)

B3 �
b3

b1 + b2 + b3
× A3. (16)

In formulas (14)–(16), the normalized fuzzy feature
membership of the image is expressed as B1, B2, and B3, and
the corresponding feature matrix is expressed as A1, A2, and
A3. (e image texture feature membership is calculated, the
membership degree of image texture features is calculated,
and the feature matrix corresponding to the image is judged
through the feature discriminant. When the matrix meets
the conditions, it is proved that the matrix has this feature,
and the judgment and recording are carried out successively
until all of the image texture features are extracted. Finally,
the recorded values of features are expressed as b1, b2, and b3.

(e main function of the hidden layer is to combine the
three results corresponding to the above three nodes, be-
cause only one result is needed in the final output layer. In
order to solve this problem, the concept of correlation be-
tween points is used for combination.

We set the final obtained vector as K, and the corre-
sponding vectors of the three nodes relative to the hidden

Corner position

1

2

3

Center point
location

Edge position

Figure 3: Distribution of center point, edge point, and corner
point.

Input layer A Input layer B Input layer C

Hidden layer A Hidden layer B Hidden layer C

Output layer

Figure 4: Fuzzy BP neural network model.
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layer are expressed as C1, C2, and C3. (e corresponding
mean square deviation calculation formula is

C
2

� C − C1( 􏼁
2

+ C − C2( 􏼁
2

+ C − C3( 􏼁
2
. (17)

c1, c2, and c3 obtained through formula (17) will be
normalized. (e three results are normalized to obtain an
output result, that is, the extraction result of the feature
matrix, so as to complete the research on image texture
feature extraction technology based on digital twins.

4. Experimental Analysis

4.1. Experimental Environment. In order to analyze the
feasibility of image texture feature extraction technology
based on digital twins, experiments were designed to verify
it. (e experiment adopts the quick bird feature database

with the widest coverage and most types at present. (e
archived data increase rapidly and have a strong inclusion
rate. It is one of the important references of image processing
technology at this stage. (e selected dataset is from one
million audio cover images, the original tree image in the
quick bird feature database is used as the test sample for
texture feature extraction. (e size of the original tree image
is 512× 512 pixels. In order to ensure the rationality and
authenticity of the experiment, methods in reference [6] and
reference [7] are compared with methods in this paper. (e
texture distribution of the image after feature extraction is
analyzed, the stability and accuracy of feature extraction are
determined, and the excellence of the final experimental
effect is obtained. (e experiment was divided into two
different groups. One group accurately analyzed the ex-
traction of tree texture features, and the other group

Table 1: Description of scale interval division.

Name Source Data quantity/Piece Feature category
Characteristic point 1 Scale interval 1 1000 10
Characteristic point 2 Scale interval 2 1000 10
Characteristic point 3 Scale interval 3 1000 10
Characteristic point 4 Scale interval 4 1000 10
Characteristic point 5 Scale interval 5 1000 10
. . . . . . — —
Characteristic point n Scale interval n — —

Table 2: Experimental equipment and parameters.

Entry name Specific parameters
Computer version and model ASUSx550
Image NetDataset version 3.0.3
CPU Intel i7-9700K
Memory 516GB
Operating system Windows10
Hard disk capacity 120GB
Data sampling frequency Collect data every 3 seconds

Video sequence

Frame image processing

Periodic detection

Key frame extraction

Regional area 
characteristics

Joint angle 
characteristics

Match value

Match value

Weighted matching

Weighted matching

Extract

Start

End

Figure 5: Flow chart of image texture feature extraction.
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Figure 6: Original tree image.

(a) (b)

(c)

Figure 7: Tree texture feature extraction effects. (a) Paper method. (b) Reference [6] method. (c) Reference [7] method.
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determined the specific loss time of eachmethod through the
extraction amplitude of feature points to ensure the com-
parability of experimental results. Using this method, the
experimental data were divided into five different scale
intervals to facilitate the feature extraction process. (e
division of scale intervals is shown in Table 1.

According to the description of scale interval division in
Table 1, we set the experimental equipment and detailed
parameters. (e specific contents are shown in Table 2.

Based on scale interval division description in Table 1
and the experimental equipment and parameters in Table 2,
the texture features of the original image were extracted.(e
specific extraction process is shown in Figure 5.

According to the extraction process in Figure 4, the
texture features of the original tree image were extracted. In
fact, the original image is shown in Figure 6.

By comparing the texture feature extraction effects of
reference [6], reference [7], and this method on the original
tree image, an effective conclusion was drawn. (e results
are shown in Figure 7.

As can be seen from Figure 7, the tree texture feature
extraction effect of reference [6] and reference [7] is poor for
this method, with low image saturation, blurred overall
picture, and a weak sense of boundary. (e main reason for
this phenomenon is that the abnormal data of the original
image were not processed accurately before the feature
extraction process, which led to frequent noise in subsequent
texture features and affected the experimental results. (e
overall flatness of the tree texture feature extraction image of
our method is high, the capture effect of the tree texture
details is good, the tree image is clear, saturation is high, the
feature consistency with the original tree image is high, the
global tone of the image is mild, and the visual viewing is the
best, which shows that the experimental effect of the feature

extraction method in this paper is excellent. It can effectively
capture and extract the feature trend without noise or color
distortion, and the overall performance is excellent.

By comparing the amplitude and time changes of feature
point extraction, the experimental effects of different
methods can be accurately analyzed. (e variation results of
texture feature extraction amplitude of the three methods
are shown in Figure 8.

It can be seen from Figure 8 that the amplitude curve
extracted from image texture feature points under the
methods of reference [6] and reference [7] has been in a state
of significant change, and the overall trend is unstable and
has strong differences. In contrast, the amplitude curve
extracted by this method for image texture feature points has
been in a small amplitude fluctuation state, the difference
between values is small and the stability is strong, the en-
hancement range between corresponding nodes is basically
the same, and there is no turning point or inflection point,
indicating that the feature extraction process of this method
has a strong ability to slow down abnormal data. It can
effectively remove abnormal data, accurately locate the
correct data, and efficiently complete the extraction of target
feature points.

To sum up, the image texture feature extraction tech-
nology based on the digital twin has a good extraction effect
and superior performance.

5. Conclusion and Prospects

(e digital twin-based image texture feature extraction
technology filters and extracts image feature points. Its
innovation is to analyze the intrinsic structural similarity of
the image and smooth the image. Based on the optimization
of the denoised image through digital twinning, target
feature points in the original image are detected, abnormal
and split feature points are then eliminated, and the di-
rection of image texture feature points is assigned. It not
only solves the problem of unclear feature extraction
boundaries caused by noise and abnormal data, but also
improves the difficult detection of feature points at edge
positions. (e experimental results are as follows:

(1) (is method has an excellent effect on the surface
texture feature extraction of the experimental sample
tree.

(2) (e designed image texture feature extraction
technology based on the digital twin has clear image
saturation and stable processing amplitude, which
can realize efficient image feature extraction.

(3) Using the designed technology, image texture feature
extraction is studied, and some results are obtained.

For texture images in some specific cases, there are still
some deficiencies and areas that need to be improved and
optimized, mainly as follows:

(1) (e existing texture feature extraction methods
cannot meet the requirements of practical applica-
tion, and the classification accuracy is low, which can
be further studied in the future.
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(2) Most of texture images obtained in practical engi-
neering are wrinkled and distorted textures, rather
than having flat regularity, which makes the ex-
traction of texture feature indexes a difficult prob-
lem; this can be discussed in depth in the following
research.
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 e rapid development of information technology has brought society into the Internet + era. To break the current teaching
dilemma, English teaching in colleges and universities needs to keep pace with the times. Based on the characteristics of the
Internet + era, we need to strengthen the awareness of the Internet + era and reconstruct the resource advantages and tech-
nological advantages of the Internet + era.  e English teaching mode in colleges and universities rejuvenates college English
teaching, establishes a mode suitable for English teaching in the new era, and comprehensively improves the e�ectiveness of
college English teaching.  is research optimizes the teaching design under the guidance of the Internet and information
technology and the concept of curriculum integration and applies it to the teaching practice of a college English listening and
speaking course. Design-based research is used as the main research method. Under the guidance of the concept of information
technology and curriculum integration, �rst of all, we measure and evaluate the TPACK level informatization teaching ability of
English teachers in colleges and universities. Secondly, we design and optimize the whole process of teaching, especially the design
and adjustment of teaching procedures. Finally, the research conclusions are obtained through statistical analysis of the data. It is
found that the teaching optimization design under the guidance of the concept of information technology and curriculum
integration can improve the English listening and speaking ability of college students to a certain extent.

1. Introduction

“Internet +” is a newmodel under the social background that
vigorously advocates innovation.  is model focuses on
using the characteristics of the Internet to optimize and
integrate the economic production process, allocate pro-
duction factors more benignly, and use the innovation
factors of the Internet to drive the traditional economy
[1–3]. Industrial innovation promotes the continuous
progress of the social economy and enhances the produc-
tivity and creativity of my country’s real economy.  e
Internet is used as an excellent platform to complete in-
dustrial upgrading. Under the current educational model of
colleges and universities, classroom teaching is still domi-
nated by teachers. Most of the time, teachers impart course

knowledge to students through presentations and dictation
on the podium.  is teaching method is extremely closed,
and the content is limited to the scope of the textbook,
lacking novelty, and attractiveness [4–6].  e professor’s
knowledge is very boring, and the students are not willing to
accept it, resulting in unsatisfactory teaching quality. In
classroom teaching, it is sometimes di¡cult for teachers to
take into account students with uneven foundations. For
students with a good foundation, this kind of classroom
teaching cannot meet the learning needs of such students,
and students are prone to feeling bored; for students with a
poor foundation, they do not understand the content of the
teacher’s teaching, and they are also unfamiliar with the
teaching generating resistance [7]. In addition, students in
the classroom carry smartphones with them, and they just
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bow their heads and indulge in the entertainment of mobile
phones in class, which reduces the efficiency of classroom
teaching. Outside of classroom teaching, students do not
have the atmosphere and environment to learn English, and
they cannot carry out effective self-study. At present, English
teaching lacks a good English learning environment, and the
English teaching mode in colleges and universities is also
behind the times and students’ needs. *erefore, it is nec-
essary to explore a new teaching mode to change this sit-
uation [8–10].

Based on the domestic and foreign research trends and
paths based on the concept of information technology and
curriculum integration, exploring the integration of infor-
mation technology and specific subject content and guiding
and optimizing teaching design has formed a certain re-
search trend, and has a certain role and impact on teaching
[11–13]. Because teaching design is the core link of teaching,
it is also the premise and foundation for teachers to teach
effectively. *erefore, teachers should improve teaching
based on teaching design, cultivate and develop their own
knowledge creation and design capabilities; that is, teachers
can be proficient, creative, and design integrated courses
tailored to local conditions according to the actual teaching
situation. At present, the research trend and path of the
concept of information technology and curriculum inte-
gration turn to the micro to solve the practical problems of
teaching. However, there are still some problems and lim-
itations in domestic research [14–16]. For example, relevant
domestic research focuses on pre-service, primary, and
secondary school teaching, while research on college
teaching has not been widely popularized and deepened. In
actual teaching, the integration of information technology
and specific subject content is not ideal, and there is a lack of
teaching practice with deep integration. Relevant research
shows that teachers should plan and design courses that
integrate technology, that is, to apply the concept of in-
formation technology and course integration to optimize
teaching design to improve teaching effects and promote
student learning.

Under the guidance of the integration of information
technology and curriculum, this research aims to improve
the English language listening and speaking ability of college
students through the teaching optimization design of the
English listening and speaking course in a college [17–19]. In
terms of theory, this research draws on the advantages of the
teaching design of English listening and speaking courses in
the college, removes shortcomings, optimizes teaching by
applying the concept of information technology and cur-
riculum integration, and follows the teacher-led-student-
subject teaching and learning theory and Butler’s theory.*e
transcendental teaching theory and teaching procedure
provide new ideas and directions for the teaching design of
English listening and speaking courses in the college.

2. Methods

First of all, in the early stage of the research, we observed the
teaching dimension of a college English listening and
speaking course. *e observation period is four sections of

English courses in colleges and universities, and each section
is 45 minutes in total for two weeks. *en, an interview
survey is conducted with the main teachers of English lis-
tening and speaking courses in colleges and universities.
Finally, we design and optimize the English listening and
speaking courses in colleges and universities, and carry out
research and design from the main dimensions of teaching
objectives, learning situation analysis, teaching media and
course materials, teaching content, teaching procedures, and
teaching evaluation. Finally, we focus on the detailed design
and analysis of the program of English listening and
speaking courses in colleges and universities.

2.1.ObservationMethod. We obtain a large number of direct
perceptual research materials with field observation research
methods. We mainly observe the teaching design dimen-
sions of English listening and speaking courses in the college,
the application of technical tools, and the integration of
technology and course content. We record, organize, and
analyze the acquired teaching research materials.

2.2. InterviewMethod. In this study, the systematic interview
method is used to investigate and analyze the English
teachers in colleges and universities to obtain the TPACK
level, the ability of informatization teaching, the overall
situation of the teaching design of English listening and
speaking courses, and the actual situation of teaching and
learning situation of students.

2.3. Questionnaire Survey Method. We use the form of
questionnaire to investigate and analyze the actual situation
of English listening and speaking courses in the college and
students’ learning situation. *e questionnaire is designed
to analyze the basic situation and characteristics of the
students. *e research object is a total of 50 freshmen who
majored in management in 2021. Among them, there are 27
boys and 23 girls. *rough the results of the previous
questionnaire survey, it is found that the students’ English
foundation is weak. Although the public English audio-
visual course does not require high English professional
level of the students, there are still some difficulties and
problems in the practical English section. Among them,
students feel unfamiliar with the learning of the English
language and culture dimensions, which exceeds the cog-
nitive load of some freshmen. *e likert five-point scale is
used as a survey and evaluation tool to analyze and evaluate
the English listening and speaking ability of college stu-
dents. *e questionnaire design includes five options:
strongly agree, agree, moderate, disagree, and strongly
disagree. *ere are 60 items of research questions, in-
cluding 30 items for English language listening compre-
hension ability and 30 items for English language oral
expression ability. A total of 50 students participate and
respond. *rough preliminary screening, the data of these
responses are screened, and the data fed back are true and
reliable.
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2.4. Integrated Design Scheme

2.4.1. Set the Context. English teaching topics and related
concepts are introduced through video or PPT technology
tools. Among them, the setting methods of situations are
flexible and diverse, and the setting methods of teaching
situations mainly include the following five methods:

(1) *e popular English original music pieces are in-
troduced into the course by video not only to reveal
the multielement cultural characteristics of the
course but also deepen the students’ perceptual
understanding.

(2) We bring it into the course in the form of a mind
map, and students make a simple overview of the
knowledge chain according to the mind map in
the PPT. *rough different ways of understanding
the mind map of PPT, we can do a small oral
presentation in English and infer the main content
and cultural factors of the course. *e mind map
in PPT is an abbreviated impression of the course,
which allows students to use their imagination
and bring them into the specific situation of the
course.

(3) We introduce language and cultural phenomena in
the course content by video. After watching, we can
arouse students’ curiosity and interest, inspire stu-
dents to brainstorm, and analyze and discuss lan-
guage and cultural phenomena in small groups. If the
learning atmosphere is good, there will be debates
between groups, which will lead to students’ in-depth
thinking and heuristic teaching.

(4) We introduce famous sayings and aphorisms of
course, culture or viewpoint topics with culture
shock through PPTcourseware to trigger students to
think. And give students 5 minutes to prepare a small
speech to make a supporting or arguing statement on
the topic. *is kind of situational setting method can
help to develop students’ ability to summarize ideas
in English learning and to cultivate the English
language and culture.

(5) *e main content of the course is divided into role
imitation and acting. *rough PPT video playback,
students can take the initiative to perform and im-
itate their favorite roles under the condition of
preparation in advance. Group performance can
stimulate a good teaching atmosphere, mobilize the
enthusiasm of students in English learning, and
enhance students’ interest in learning.

2.4.2. Excite the Engine. *rough technical tools and heu-
ristic teaching methods, questions related to the teaching
theme of English courses are raised to trigger students’
learning and thinking. *e way to stimulate students’ mo-
tivation and interest in learning is to use technology tools as
a guide and to combine teaching methods familiar to
teachers. *ere are mainly two teaching strategies and
methods involved:

(1) After the teaching situation is introduced, the
teacher will use PPT to ask the students about the
actual problems encountered in the actual life or
social practice of the students, and the students will
think or imagine this unknown or preset problem.
Because the questions included in the course are
closely related to the students’ study and life, it
stimulates students’ active learning and positive
thinking to a large extent, and they are interested and
curious about the course. Teachers’ preset questions
can be structured or semistructured to evoke positive
responses and full thinking in students’ learning.

(2) *e media equipment is used to play the English
original sound film clip for 3–5 minutes.*e original
sound film clip is closely related to the course and
can arouse students’ motivation and interest in
learning. After playing, students will be inspired to
ask questions about the theme and content of the
English film and inform them of this. *e content of
English movies is closely related to the curriculum,
arousing students’ motivation, interest, and aware-
ness of learning.

2.4.3. Teaching New Knowledge. *e teaching method is
applied to the teaching of the main English knowledge, and
questions and corrections are made in a timely manner.
Teachers use concise and incisive methods to teach the main
knowledge of the course in a short time, deepen new
knowledge with video and PPT, and ask students to get
feedback in a timely manner. *en, heuristic teaching is
carried out. *e voice system is used to ask the main
questions of knowledge and inspire students’ wisdom and
interest. *e speed and accuracy of knowledge feedback are
mainly measured by means of knowledge competition. *is
link can highlight the leading role of teachers in teaching. At
the same time, the subject view of students has also received
attention. *e application of the teacher’s teaching method
makes the students’ teaching knowledge more systematic
and complete, instead of being separated from the frag-
mented and fragmented state.

2.4.4. Apply New Knowledge. *e teachers encourage stu-
dents to apply their new English knowledge to complete the
set learning tasks in the class. In teaching, there are three
main types of strategies for using new knowledge:

(1) *e teachers play the relevant videos of the course
materials, and students will state and dub the specific
learning content played by the courseware. During
the presentation or dubbing, the microvideo is
muted and only framed in images. Students tell the
story of the courseware based on what they have
learned, narrate the predetermined content of the
courseware, and explain the learning and social life
phenomena reflected in the video.

(2) *e teachers play relevant audio of the course ma-
terial. *e types of audio files are English soundtrack
movies, classic plays, songs, and other art forms. *e
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frequency of playback is 3–5 times, and students
dictate vocabulary and paragraphs according to the
information contained in the audio. After com-
pleting the learning task, the students share it with
peers or group members, and the teacher will give
instant evaluation.

(3) *e teachers can apply the new knowledge by ap-
plying role-play according to the course materials.
Students can prepare in less than 5 minutes in a
collaborative manner with peers or group members.
*en, in the form of a random check group, they go
to the podium to role-play and simulate the content
of the course materials. Finally, the teacher evaluates
and summarizes.

3. Results and Discussion

In this study, a comparative experiment is adopted, and a
total of 50 students are selected as the research sample.
Among them, 27 are boys and 23 are girls. In order to ensure
the scientificity and accuracy of the research experiments, a
scientific front-side questionnaire was conducted before the
implementation of this study. 50 questionnaires are dis-
tributed and 50 questionnaires are returned. *e response
rate of the questionnaire is 100%, and the effective rate is
100%. *e front-side questionnaire includes a total of 60
items. Among them, there are 30 items for the English oral
expression test and 30 items for the English listening
comprehension test.

After the research and implementation, the Chinese
English Language Listening and Speaking Ability Revised
Scale is used as a measuring tool to evaluate the English
listening and speaking ability of college students in the early
stage, and the research data are obtained through sample
analysis. Among them, there are three stages of data col-
lection, which last for three months, namely initial data in the
early stage, experimental data in the middle stage, and ex-
perimental data in the later stage.*e changes in the three sets
of experimental data are compared to obtain the research
results. Using the data software SPSS22.0 as data statistics and
analysis tool, we measure and evaluate whether the English
listening and speaking ability of the college students has been
improved in the early, middle, and late stage.

First of all, this study uses descriptive statistical analysis
and then conducts paired T-test on the research papers.
Based on the results of data statistics and analysis, it is used
to verify whether the English listening and speaking ability of
the college students has been improved in the early, middle,
and late stages of the study.

According to the results of descriptive statistical analysis
on the research data of the college students, as shown in
Table 1, the average value of the early stage is M� 2.8698.
Among them, the maximum value is 3.1265, and the min-
imum value is 2.6416. On the whole, the English listening
and speaking ability of the students in this college is slightly
worse, which is lower than the critical value of 3.0 and needs
to be improved.

After a month of research and implementation of En-
glish listening and speaking courses in the colleges, a

teaching questionnaire survey is conducted on the college
students in the middle stage of the study. *rough the
design, distribution and recovery of student questionnaires
in the middle stage of the study and the middle stage data
statistics and analysis on the English listening and speaking
ability of S college students are carried out. *en, we obtain
the overall evaluation and feedback on the teaching activity
design by the students of the college and make teaching
adjustments in a timely manner.

First, in the middle stage of the study, a total of 50
research papers are distributed and recovered, with a re-
covery rate and an effective rate of 100%. A descriptive
statistical analysis is carried out on the interim research data
of the college students. As shown in Table 2, the mean value
of the sampleM is 2.961, among them, the maximum value is
3.2495, and the minimum value is 2.7896. On the whole,
after the implementation of the research, the English lis-
tening and speaking ability of college students has not been
significantly improved, and it is still lower than the critical
value of 3.0, which shows that the research has problems in
the teaching procedures in the process of designing teaching
activities.

Secondly, by doing research on the students of S colleges
and through the statistics and analysis of the questionnaires,
it is found that in the process of teaching activities, the
students’ preferences and acceptance of the teaching forms
set in the teaching situation are not the same. Finally, the
teaching adjustment in the middle of the research is carried
out. According to the students’ learning needs and interests,
video dubbing and role-playing are used as the main situ-
ation setting methods, which improve students’ enthusiasm
and initiative in learning. *e teaching adjustment in the
middle of the study is in line with the students’ learning
needs and interests.

In the late stage of the study, descriptive statistical
analysis and paired research T-test are carried out on the
back side of college students. A total of 50 questionnaires are
distributed. Among them, the recovery rate and the effective
rate are 100%. As shown in Table 3, the sample mean M is
3.2456, the maximum value is 3.5965, and the minimum
value is 2.9255. On the whole, after the research and practice,
the English listening and speaking ability of the college
students has been improved to a certain extent, which is
slightly higher than the critical value of 3.0. *is shows that
the research has achieved research results.

*e English listening and speaking ability of the
college students have a tendency to improve. From the
early stage, middle stage to late stage, there is a certain
degree of improvement in the maximum value (maximum
value, minimum value). From the point of view of the
mean value, the scores of listening and speaking ability of
college students in the early, middle, and late stages of the
study range from 2.8698 to 3.2456, and the standard
deviation and variance are within a reasonable range. It
shows that the students’ English listening and speaking
ability has been improved.

In the end, the research obtained data results through
data statistics and analysis in the early, middle, and late
stages (Figures 1, 2).
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It can be seen that the accompanying probability of
the F test is that the Sig value is less than a significant 0.05.
It is proved that there are significant differences in the
variance of students’ English listening and speaking
ability in the early stage and the middle stage, and the
middle stage and the later stage; that is, the variance is
uneven. *e significance probability P of the two-sided
test is less than 0.05, and the null hypothesis is rejected,
indicating that there are significant differences in the level
of English language listening and speaking ability in the
early stage and the middle stage, and the middle stage and

the later stage. *e English language listening and
speaking ability level in the late stage is better than that in
the early stage.

4. Conclusion

(1) *e teaching practice under the guidance of the
concept of information technology and curriculum
integration has optimized and improved the English
teaching in colleges in the early stage, produced good
teaching effects and improved the English listening
and speaking ability of college students. At the same
time, it provides an important reference for the
design and practice of English listening and speaking
courses in colleges in the future.

(2) *e results show that the curriculum design of
college English teaching from the perspective of
technology and curriculum integration can effec-
tively improve college students’ English listening and
speaking ability. *e longer the learning time, the
better the effect.

(3) After a month of research and implementation of
English listening and speaking courses in the col-
leges, a teaching questionnaire survey is conducted
on the college students in the middle stage of the
study. *rough the design, distribution and recovery
of student questionnaires in the middle stage of the
study, and the middle stage data statistics and
analysis on the English listening and speaking ability
of S college students are carried out. *en, we obtain
the overall evaluation and feedback on the teaching
activity design by the students of the college and
make teaching adjustments in a timely manner.
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study are included in the article.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

Table 2: Descriptive statistical analysis of English listening and speaking ability of middle stage college students.

N Minimum Maximum Average Standard deviation
English listening and speaking ability of college students in the middle stage 50 2.7896 3.2495 2.9610 0.038
Valid N 50

Table 3: Descriptive statistical analysis of English listening and speaking ability of students in late stage.

N Minimum Maximum Average Standard deviation
English listening and speaking ability of college students in the late stage 50 2.9255 3.5865 3.2456 0.054
Valid N 50
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Figure 1: Paired sample statistics.
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Figure 2: Sample correlation analysis.

Table 1: Descriptive statistical analysis of the English listening and speaking ability of students in a college in the early stage.

N Minimum Maximum Average Standard deviation
English listening and speaking ability of college students in the early stage 50 2.6416 3.1265 2.8698 0.029
Valid N 50
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A cantilever beam test specimen of a viscoelastic material, which is sourced from the hydroxy-terminated polybutadiene (HTPB)
propellant, has been made. �e traditional experimental modal analysis (EMA) is performed using the SIEMENS TESTLAB
software to obtain the �rst six orders of modal frequencies based on the Poly MAX method, thereby determining the frequency
range associated with the frequency domain analysis. �e relaxation modulus of this viscoelastic material is �rst measured using a
thermo-viscoelasticity analyzer (DMA); subsequently, the relaxation modulus is adopted to �t the 19-parameter Prony series of
conformational models that characterize this viscoelastic material. Sinusoidal frequency sweep is then conducted on the SIEMENS
TESTLAB platform, and the corresponding measured signals are obtained. Using the �nite element method, a transient analysis
simulation of the experimental conditions is performed. �e dynamic response of this viscoelastic material under sinusoidal
frequency sweep is evaluated by comparing it with the experimental data. It is observed that the overall acceleration peak error and
the �nite element simulation result are less than 3%.�is study veri�es that the obtained static constitutive equation (19-parameter
Prony series) can describe the dynamic responses at low frequencies (<80Hz).

1. Introduction

�e propellant grain of a solid rocket motor is regarded as a
typical viscoelastic material. When viscoelastic materials are
subjected to simple loading conditions, the subsequent
deformation process changes with time and the recovery
process after unloading is delayed. �erefore, the stress in
such a material is not only related to the strain at that time
but also to the entire change history of strain. During the
recovery process, the one-to-one correspondence between
stress and strain no longer exists, and the material undergoes
creep and relaxation. �erefore, elucidating the creep or
relaxation function of a viscoelastic material has become an
important tool to describe its model parameters [1], which is
also software friendly. Hui et al. studied the �tting of the
shear relaxation modulus function of viscoelastic materials,
while exploring the relaxation modulus of a viscoelastic
prototype based on Maxwell model [2]. Xu et al. put forward
a data �tting method according to a Prony series based on

the static tension relaxation experiment and linear visco-
elasticity; subsequently, they implemented isokinetic
stretching and the relaxation experiment to assess their
method [3]. �is method also works very well in �nite el-
ements. Miller et al. used the conventional method of testing
the propellant under uniaxial tension, and the double
cantilever beam mode was used to test the propellant in a
thermo-viscoelasticity analyzer (DMA); they proved that
when the results of the two methods were similar, DMA
required less materials, exhibited lower variability, and
showed insensitivity to the applied strain [4, 5]. He used the
�nite element method to simulate and analyze the two-di-
mensional axial deformation of viscoelastic components, the
in¢uence of the viscoelasticity of the material on the model,
and viscoelastic behaviors under cyclic loading [6, 7]. A
�nite element model of asphalt pavements consisting of the
Burgers model is presented, where the HTPB propellant was
modeled as a viscoelastic material in �nite element simu-
lations [8].Wang adopted the �nite element method to study
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the viscoelastic responses of buried pipe-type conductive
asphalt pavements under moving loads; they implemented a
method to convert the constitutive model of viscoelasticity
of asphalt mixtures into a Prony series [9, 10]. Zhao et al.
calculated the unit response equations associated with three
kinds of responses of typical asphalt pavement structures;
subsequently, they analyzed the viscoelastic responses of the
pavement structure under a semisinusoidal pulse load by
using Boltzmann superposition principle [11]. )e influence
of driving speed on three kinds of viscoelastic responses was
also determined. )e study indicated that the unit response
equation could be accurately expressed by a Prony series,
and its parameters could be determined using a configu-
ration method. Wang and Zhang derived the viscoelastic
integral-type incremental constitutive equation and its re-
cursive formula (expressed by Kirchhoff stress and Green
strain) using a Prony series, thereby proposing a finite el-
ement incremental superposition method for calculating the
dynamic response to a 3D viscoelastic deformation [12].
Yuan and Sun derived the viscoelasticity constitutive
equation of resin (expressed by a Prony series) and set the
component material parameters of the model [13]. Shi et al.
established the viscoelasticity constitutive model of a Kelvin-
like body, which was compared with the classical Prony
series model [14, 15].

In service, hydroxy-terminated polybutadiene (HTPB) is
subjected to dynamic loading caused by flight and trans-
portation vibrations as well as other environments [16]. It is
quite important to determine the short-term and long-term
adverse effects of these vibrations on the propellant.
Baqersad et al. analyzed the characteristics of vibration
response under random excitation [17]. )e neural network
was adopted to predict the displacement response, and the
interval modeling technique was used to construct the
damage index. )e damage time was determined, and the
cantilever beam model was simulated [18]. Zhu and Deng
conducted the dynamic response analysis of the cantilever
beam with cracks by using the finite element method, and
the life of the structure was analyzed [19]. In addition, many
scholars have also done a lot of research on solid pellets of
HTPB [20–23].

)e previous research only studied mechanical prop-
erties under static or dynamic conditions, and there were
relatively few research studies on the combination of static
and dynamic. In the past, the dynamic model of HTPB
propellant was very dependent on frequency (including high
and low frequencies), so it was difficult to obtain an accurate
dynamic model.)e fundamental frequency of a solid rocket
motor plays a very important role in all vibration fre-
quencies.)e fundamental frequency of a solid rocket motor
is generally around 80Hz, so it is very meaningful to study
the vibration at low frequencies. )is study focuses on the
application of the static model of HTPB propellant to the
dynamic response at low frequencies, combined with the
accuracy of the dynamic model, and avoids the cumbersome
acquisition of the dynamic model. )e study starts from the
basic theory of viscoelasticity and expresses the relaxation
modulus as a Prony series to determine the constitutive
equation of this viscoelastic material. )en, a sine sweep

frequency excitation was conducted to verify that this
constitutive equation can be applied in the low-frequency
dynamic response.

2. Constitutive Equation

2.1. Equipment for the Relaxation Experiment. An advanced
dynamic thermomechanical analyzer (EPLEXOR8) devel-
oped by German GABO has been used in this study, as
shown in Figure 1. )e instrument is equipped with two
upper and lower driving systems, and the static and dynamic
forces are provided by two independent systems. )e in-
strument exhibits a good driving control ability and accu-
racy, while the test data demonstrate satisfactory
repeatability.

2.2. Sample Preparation and Experimental Method. )e
viscoelastic material is sourced from the HTPB propellant
(butyl propellant), which is composed of 68% ammonium
perchlorate (AP), 11.3% hydroxy-terminated butadiene
(HTPB), 17% aluminum powder (Al), and small amounts of
curing agent, plasticizer, and process additive; AP, HTPB,
and Al function as an oxidizer, an adhesive, and a metal
combustion agent, respectively. )e HTPB propellant is one
of the commonly used solid propellants in rocket weapons.

)is paper obtained the HTPB propellant from China
Aerospace Science and Industry Group Sixth Research In-
stitute, as shown in Figure 2. More than eighteen specimens
with dimensions of 1.5mm× 3.5mm× 7.5mm are obtained
using a special cutter.)ree specimens for each temperature.
According to the Aerospace Industry Standard of the
Ministry of Aeronautics and Astronautics of the People’s
Republic of China QJ2487-93 [24], the tensile experiments at
rate of 500mm/min and the relaxation modulus are cal-
culated using a DMA since the DMA calculated the relax-
ation modulus using the measured data, as shown in
equation (1). Accordingly, the constitutive model of visco-
elasticity, which is characterized by the relaxation modulus,
has been established. )is study adopts the constitutive
equation acquisition method according to the Aerospace

Figure 1: Advanced dynamic thermomechanical analyzer (DMA).
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Industry Standard of the Ministry of Aeronautics and As-
tronautics of the People’s Republic of China QJ2487-93.
Under the working conditions of solid engine transportation
and storage, the temperature range it is subjected to is about
−40 to 70°C [25, 26]. )erefore, in case of any discrepancy,
the experimental conditions can be considered accounta-
ble.where E(t) is the stress relaxation modulus at moment
(t) (MPa), F(t) is the relaxation force at moment t(N), ε0 is
the initial constant strain (%), and A0 is the specimen initial
cross-sectional area (mm2).

After the experiment is carried out according to Table 1
and calculations are performed using equation (1), the re-
sults are obtained and represented in Table 2.

E(t) �
F(t) 1 + ε0( 􏼁

A0ε0
, (1)

)e changes in the structural relaxation of viscoelastic
materials are dependent on the variations in production
temperature and the life of their structures. If the change in
temperature is extremely significant, it tends to alter the
mechanical properties of the material. To ensure that the
testing time does not become significantly long or short
with temperature, it is necessary to obtain the logarithm of
the temperature offset coefficient. Meanwhile, Ts is the
reference temperature taken as 20°C, and isotherm curve of
log(E(t)Ts/T) vs. logaT corresponding to each test tem-
perature T is shown in Figure 3. Translate each isothermal
curve along the abscissa to 20°C of isothermal abscissa
displacement value which is logaT. )e specific method
used can be found in the abovementioned standard [27]. In
this way, the time-domain range of the equivalent relax-
ation modulus can be far more than 2–1800 s.

2.3. Fitting of Constitutive Equation. After fitting the above
isothermal curve family, the relaxation modulus curve is
obtained by using the temperature offset.

)e formula [28–33] used for Prony series fitting (as
shown in Figure 4) of the relaxation modulus is as follows:

E(t) � E0 + 􏽘 Ei exp
−X

ti

􏼠 􏼡, (i � 1 ∼ 9), (2)

where Ei is the transient modulus of the material and ti is the
Prony lag time constant. All the 19 parameters are shown in
Table 3.

In this way, the constitutive equation of this viscoelastic
material is developed.

3. Sinusoidal Frequency Sweep

)e sinusoidal vibration test is divided into fixed fre-
quency test and sweep frequency test, and the sweep
frequency test is divided into linear and logarithmic
frequency sweep modes. During the test, the frequency is
always constant, that is, the constant frequency test.

7.
5m

m

3.5mm THICKNESS:1.5mm

Figure 2: Experiment specimens.

Table 1: Relaxation modulus test conditions.

Temperature (°C) Stretching speed (mm/min) Initial constant strain (%) Preload (N) Relaxation sampling time (s)
−40, −20, 0, 20, 40, 70 500 5 2 2, 4, 8, 20, 40, 80, 120, 200, 400, 600, 1000

Table 2: Relaxation modulus at various temperatures.

T (°C)/t (s) −40 −20 0 20 40 70
2 16.01 7.50 5.67 4.12 3.94 3.30
5 13.51 6.38 4.87 3.63 3.49 2.92
8 12.39 5.88 4.51 3.41 3.28 2.74
10 11.89 5.65 4.34 3.31 3.19 2.66
15 11.03 5.26 4.06 3.13 3.02 2.52
25 10.03 4.81 3.73 2.92 2.82 2.35
50 8.82 4.26 3.33 2.66 2.58 2.14
80 8.09 3.92 3.08 2.49 2.42 2.01
100 7.76 3.77 2.97 2.42 2.35 1.95
200 6.83 3.34 2.65 2.20 2.15 1.78
250 6.55 3.21 2.55 2.13 2.08 1.73
500 5.76 2.84 2.28 1.94 1.90 1.57
800 5.28 2.61 2.11 1.82 1.79 1.48
1000 5.07 2.51 2.03 1.77 1.73 1.43
1500 4.70 2.34 1.90 1.67 1.64 1.36
1800 4.55 2.27 1.84 1.63 1.61 1.33
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During the test, the frequency that changes with time is
the frequency sweep test, and the vibration level in the
frequency sweep test is a function of the frequency. )e
frequency sweep test is divided into linear frequency
sweep and logarithmic frequency sweep according to the
type of frequency change. Linear sweep frequency change
is linear; log sweep frequency change is logarithmic.

3.1. Sinusoidal Frequency Sweep Set-Up. )e sinusoidal
sweep vibration test excites the test piece by continuously
changing the vibration frequency in a certain frequency
range, according to the prescribed vibration magnitude. )e
rate of change of the vibration frequency is called the
scanning rate.

)e relationship between the excitation frequency (f),
testing time (t), and scanning rate (β) is expressed in the
linear frequency sweep as follows:

df

dt
� β(constant). (3)

In logarithmic sweep, it is expressed as follows:

d(inf)
dt

� β(constant). (4)

)e starting frequency of the vibration test is recorded as
f0, and the starting time is recorded as t0. Using equation (4),
the relationship between the real-time frequency and t of the
logarithmic sweep test is

f � f0 × e
β t− t0( ). (5)

A relatively simple functional relationship is observed
between f and t during the linear frequency sweep test and
the logarithmic frequency sweep test. Herein, the frequency
scanning mechanism in sinusoidal frequency sweep test is
known, and the starting time t0 is defined by the data
collector. Furthermore, the excitation frequency at any time
can be calculated according to the frequency scanning
mechanism by using t0 only.

)e yellow bench on the left is a self-made test bench (as
shown in Figure 5), which is rigidly connected to the ground
with bolts. A vibration exciter is placed on the test bench.
)e SIEMENS TESTLAB host is on the left, behind the
exciter; a domestic amplifier is observed on the right, which
controls the amplitude of signal amplification.

)e figure on the right shows the clamping state of the
viscoelastic cantilever beam. )e size of the cantilever beam
is 150mm∗ 40mm∗ 1mm. For the sinusoidal vibration
test, in view of the large operation error caused by the cutting
of the specimen and the position of the sensor, only one
specimen was made. From left to right, five sensors from the
PCB Company are observed, of which No. 1, 2, 3, and 4 are
accelerometers and No. 5 functions as a force sensor as well
as an accelerometer (distributed upper and lower). )e force
sensor model is PCB-208C01, and the measurement range is
0 to 0.4448KN. )e accelerometer model is PCB-356A15,
and themeasurement range is 0 to 490m/s2.)e force sensor
is located at the source of the exciting vibration; therefore,
the data it records can be considered a standard of the input
exciting force. )e clamping device is rigidly connected to
the viscoelastic cantilever beam specimen, the test bench,
and the ground.

3.2. Analysis of Experimental Modal. Select the 6 S-point
marks that are relatively stable in the steady-state diagram,
where the S-point mark indicates that the mode appears at
this position, and then use the PloyMAX method to modal
identification of the 6 S-points to obtain the corresponding
sixth-order modal as shown in Figure 6.

After the test and calculation in SIEMENS TESTLAB
itself, sixth-order modal frequencies are obtained [34–38]
(Table 4).
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Although the continuum theoretically has an infinite
number of natural frequencies, in many cases, we only care
about low-order natural frequencies or specific-order

natural frequencies. )is is because the lower the natural
frequency, the easier it is to be stimulated by the outside
world. In addition, combined with the transportation and
storage conditions of the propellant, the maximum fre-
quency of the sinusoidal frequency sweep experiment is set
at 80Hz.

3.3. Sinusoidal Frequency Sweep Test. In the SIEMENS
TESTLAB, the maximum frequency is set at 80Hz, while the
bandwidth, spectral line, resolution, capture time, and
number of cycles are 80Hz, 1024, 0.0781250Hz, 10 s, and 30,
respectively. Subsequently, the sinusoidal frequency sweep
experiment is carried out. Since No. 5 acts as an

Figure 5: Vibration test bench.
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Figure 6: Steady-state graph based on Polymax.

Table 4: Sixth-order modal and frequency table.

Order Frequency (Hz) Damping ratio (%) Participatory
method

1 8.08 3.35 PolyMAX
2 17.30 3.75 PolyMAX
3 85.31 2.98 PolyMAX
4 148.04 4.22 PolyMAX
5 169.60 4.55 PolyMAX
6 238.06 3.97 PolyMAX

Table 3: Parameters of Prony series fitting.

i 0 1 2 3 4 5 6 7 8 9
Ei (MPa) 0.301 6.512 4.291 2.572 1.455 1.203 0.550 0.604 0.054 1.348
ti (s) 10–3 10–2 10–1 100 101 102 103 104 105
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accelerometer and a force sensor, the force data can be read
in SIEMENS TESTLAB; these data are obtained after
rectangular windowing and used as the reference input
values for transient structure analysis. According to the
results of the test measurement, the measured maximum
force value is 5.90N (as shown in Figure 7).

4. Finite Element Simulation and Analysis

)e realization of finite element simulation is based on
Workbench. Workbench is a collaborative simulation en-
vironment proposed by ANSYS to solve the heterogeneous
problem of CAE software in the process of enterprise
product development. )e left end of the viscoelastic can-
tilever beam is constrained by a fixed end, which is realized
with a self-made fixture. At the right edge is a concentrated
load (infinitely close to the edge). )e geometric model is
realized by using the drawing function of the software
[39, 40]. )e length, width, and height of the cuboid model
are 150, 40, and 10mm, respectively. In the finite element
simulation of viscoelastic materials, Prony series are mainly
used to express its constitutive equation. )e density of this
material was measured to be 1700 kg/m3, and Poisson’s ratio
was 0.495. All the elements are categorized according to their
hexahedral solids. In the finite element method, the number
of meshes is 64000 and the number of nodes is 281621. On
this basis, the calculation shows good convergence. As
observed, the maximum strain (as shown in the left in
Figure 8) is 0.14681 and the maximum displacement (as
shown in the left in Figure 8) is 0.17182m.

)e accelerations measured at the five points (by
sensors No. 1 to No. 5) using the SIEMENS TESTLAB are
exported and compared with those determined using finite

element simulation. In the time domain, the simulated and
measured accelerations at point 1 coincide well for the first
7 s; however, the overall simulated acceleration from 7–10 s
is slightly smaller than the measured acceleration. )e
measured peak acceleration is 20.39m/s2, simulated peak
acceleration is 20.88m/s2, peak acceleration error is 2.4%,
and the simulated and measured peak accelerations appear
at about 8 s. )e simulated and measured accelerations at
point 2 coincide well, and the peak acceleration also ap-
pears at approximately 8 s. )e measured peak acceleration
is 48.59m/s2, simulated peak acceleration is 49.70m/s2, and
peak acceleration error is 2.28%. )e simulated and
measured values at point 3 do not coincide that well as
those at point 2; however, both appear at 8 s. )e measured
peak acceleration is 59.50m/s2, simulated peak acceleration
is 59m/s2, and peak acceleration error is 0.84%. At point 4,
a good match is observed between the simulated and
measured accelerations in the first 4 s, which becomes
slightly worse from 4 to 8 s; however, the values still exhibit
a reasonable match. )e measured peak acceleration is
45.58m/s2, simulated peak acceleration is 45.53m/s2, peak
acceleration appears at 8 s, and peak acceleration error is
0.10. At point 5, the measured peak acceleration is 41.82m/
s2, simulated peak acceleration is 43.00m/s2, and peak
acceleration error is 2.82%; the simulated peak acceleration
appears at 9 s, which coincides with the time when the
measured peak acceleration appears. Among the measured
accelerations at the five points, the maximum acceleration
of the cantilever beam appears at point 3 (59.50m/s2) and
the minimum acceleration of the cantilever beam appears
at point 1 (20.38m/s2). )e maximum simulated acceler-
ation of the cantilever beam appears at point 3 (59m/s2.
)e minimum acceleration appears at point 1 (20.88m/s2),
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Figure 7: Measured input force values at point 5.
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Figure 8: Strain and displacement contour.
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and the simulated and measured values correspond well as
shown in Figure 9 and Table 5.

In terms of the time domain, the peak errors of the
simulated and measured values at the five points are all
smaller than 3%. Furthermore, the peak accelerations also
correspond well in the time domain.

5. Conclusion

)is study carries out an experimental and simulation
analysis on a viscoelastic cantilever beam, which analyzes the
dynamic responses under dynamic conditions. )e fol-
lowing conclusions are obtained:

(1) When the viscoelastic cantilever beam is sinusoidally
excited, the maximum acceleration of the entire
viscoelastic cantilever beam appears at the third
point (the middle point), while the maximum

acceleration of other linear materials appears at the
fifth point (movable endpoint), and the two are the
smallest. )e accelerations all occur at point 1 (fixed
endpoint), and the reason for this difference is that
viscoelastic materials experience a combination of
viscosity and elasticity when they are sinusoidally
excited.

(2) In the sinusoidal excitation experiment, by mea-
suring the acceleration response of the viscoelastic
cantilever beam at points 1, 2, 3, 4 and 5, it is ob-
served that the overall acceleration peak error and
the finite element simulation result are less than 3%.
)e time-domain correspondence is satisfactory.)e
19-parameter Prony constitutive equation can ac-
curately describe the dynamic response of visco-
elastic materials at low frequencies (<80Hz).
)erefore, the use of the 19-parameter Prony series
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Figure 9: Measured and simulated accelerations at points 1 to 5.

Table 5: Maximum measured and simulated accelerations.

No. Maximum measured acceleration (m/s2) Maximum simulated acceleration (m/s2) Relative error of simulation (%)
Point 1 20.39 20.88 2.40
Point 2 48.59 49.70 2.28
Point 3 59.50 59.00 0.84
Point 4 45.58 45.53 0.10
Point 5 41.82 43.00 2.82
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method to describe viscoelastic materials is still one
of the most effective methods in simulation.

Future work will continue to study the dynamic response
of viscoelastic material cantilever beams under random
vibration.
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 e jet grouting pile-mini steel pipe pile in soft soil area is composed of the jet grouting pile and the mini steel pipe pile.  rough
the analysis of the stress mode of the composite foundation under the overall compression of the pile top, the hypothetical diagram
and calculation equation of the interfacial friction resistance distribution of the composite foundation are put forward.  us, the
calculation equation of the axial force of the mini steel pipe pile and the jet grouting pile is deduced, and the axial force distribution
diagram of the mini steel pipe pile and the jet grouting pile in the composite foundation is de�ned.  e vertical compression
composite foundation in the �eld was selected for bearing capacity test and calculation and comparative analysis, and the relative
error was 3%. erefore, the stress mode and calculation method of the jet grouting pile-mini steel pipe pile proposed in this paper
can meet the needs of engineering design and popularization and application of the composite foundation.

1. Introduction

 e jet grouting pile-mini steel pipe pile composite foun-
dation refers to the combined system formed by the jet
grouting pile and the mini steel pipe pile to share external
load [1]. In the soft soil layer, the jet grouting pile with a
certain depth and diameter shall be constructed �rst. Before
the initial solidi�cation of the jet grouting pile [2], the mini
steel pipe pile with diameter less than Φ300mm and length
less than the length of the jet grouting pile is vertically
pushed into the jet grouting pile along the central part by the
improved microinserting and pressing mechanical equip-
ment. After the strength of the jet grouting pile reaches 28
days, the composite foundation is formed [3]. In this
combined system, the pile top load is mainly transmitted to
the jet grouting pile through the friction around the mini
steel pipe pile [4], and then the load is transmitted to the soil
around the pile mainly by the friction force around the jet
grouting pile [5] so as to complete the load transmission [6].

 is system can take maximum advantage of the “high
strength” characteristics of mini steel pipe pile to bear the
load [7] and use the reinforcement e�ect of jet grouting pile
on soft soil and large pile side surface area to provide
su�cient side friction resistance [8]. Although the load plate
test is more appropriate to discuss the bearing capacity of the
composite foundation [9], its deformation and load transfer
law cannot be directly extended to the actual engineering
design.  erefore [10], it is necessary to study and give a
reasonable and simple calculation method of the bearing
capacity of the composite foundation [11] so as to make the
composite foundation better popularized in engineering
application [12], which is the main scienti�c and techno-
logical problem to be solved in this paper.  e composite
foundation is used in the foundation reinforcement project
with the engineering geological condition of soft soils. For
the convenience of description, the jet grouting pile-mini
steel pipe pile composite foundation is abbreviated as the
composite foundation.
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2. Stress Mode Analysis of the Composite
FoundationunderVerticalCompressiveLoad

It is assumed that in the composite foundation, the uniformity
of the jet grouting pile is good [13], and the diameter of the
pile body remains unchanged in the depth direction.+emini
steel pipe pile and the composite foundation are regarded as
pure friction piles, and the bottom axial force is considered as
0. Figure 1 is a schematic diagram of the force transfer
mechanism of the composite foundation under vertical
compressive load. According to the vertical force transfer
characteristics of the composite foundation shown in
Figure 1, the composite foundation can be divided into upper
and lower parts of “inserted mini steel pipe pile section” and
“pure jet grouting pile section” along the depth direction. Due
to the small rigidity of the jet grouting pile, when the length of
the pure jet grouting pile section is large, the side friction
resistance of the “pure jet grouting pile section” mainly acts
on the “effective section of the pure jet grouting pile” with the
length of Lc. +e side friction resistance between the non-
effective section at the bottom of the jet grouting pile and soil
around the pile is very small, which can be ignored.+erefore,
in the calculation of bearing capacity, the effective length of
the “pure jet grouting pile section” in the composite foun-
dation should be guaranteed as far as possible so as to reduce
the length of the mini steel pipe pile. It is generally believed
that the effective pile length of the jet grouting pile shall not
exceed 10m. Combined with the concept of effective pile
length of jet grouting pile, the value of the “effective section of
pure jet grouting pile” Lc in the composite foundation can be
obtained by the following equation:

Lc � Lj − Ls ≤min βDj, 10􏽮 􏽯. (1)

In the formula, Lc is the length of the “effective section of
the pure jet grouting pile”; Lj is the effective length of the jet
grouting pile; Ls is the length of the mini steel pipe pile.
According to the strength of the jet grouting pile body,
β � 10 ∼ 18. Dj is the diameter of the jet grouting pile.

Under the overall compression mode of the mini steel
pipe pile and jet grouting pile jointly bearing the upper load,
the bearing performance of the mini steel pipe pile and the jet
grouting pile should be considered at the same time [14, 15].

+e ultimate compressive bearing capacity of the mini
steel pipe pile at the pile top shall meet the following
equation:

Q0s ≤Qsu � σsuAs. (2)

+e load shared by the top of the jet grouting pile can be
calculated according to the following formula:

Qju ≥Q0j �
QsuAj

Asnp

, (3)
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s􏼐 􏼑

π
4

0<Z<Ls( 􏼁,

D
2
j

π
4

Ls ≤Z( 􏼁.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

In the equation, Q0s is the compressive load shared by
the pile top of the mini steel pipe pile; Q0j is the compressive
load shared by the top of the jet grouting pile; Qsu is the
vertical ultimate compressive bearing capacity of the mini
steel pipe pile controlled by yield strength; Qju is the vertical
ultimate compressive bearing capacity of the jet grouting pile
without confined compressive strength control; σsu is the
yield strength of the mini steel pipe pile; As is the cross-
sectional area of the mini steel pipe pile, As � π(TsDs − T2

s ),
where Ts is the wall thickness of the mini steel pipe pile, and
Ds is the outer diameter of the mini steel pipe pile; Dj is the
diameter of the jet grouting pile; np � σ0s/σ0j is the stress
sharing ratio of the mini steel pipe pile and the jet grouting
pile at the pile top; Aj is the cross-sectional area of the jet
grouting pile, determined by (4); Z is the depth; Ls is the
length of the mini steel pipe pile; Lj is the effective length of
the jet grouting pile.

In addition, to coordinate the ultimate side friction at the
interface between the mini steel pipe pile and the jet grouting
pile with the ultimate side friction at the interface between
the jet grouting pile and soil, it should also be noted that
there is no shear failure between the mini steel pipe pile and
the jet grouting pile under the condition of ensuring the
material strength of the pile body [16–18]. +erefore, the
bonding strength (ultimate side friction) at the interface
between the mini steel pipe pile and the grouting pile should
meet the following conditions:

Q0s ≤fsu, (5)

fsu � Us 􏽚
Ls

0
qs(Z)dz 0≤Z≤Ls, (6)

+e composite foundation is used as a friction pile, so the
pile top load shall not be greater than the ultimate side
friction resistance of the jet grouting pile-soil interface.

Q0 ≤fju, (7)

Q0 � Q0s + Q0j, (8)

fju � Uj 􏽚
Lj

0
qj(Z)dz 0≤Z≤ Lj, (9)

In the equation, qs(Z) is the side friction resistance at the
interface between the mini steel pipe pile and the jet grouting
pile at depth Z; qj(Z) is the side friction resistance at the
interface between the jet grouting pile and soil at depth Z;
fsu is the ultimate side friction resistance at the interface
between the mini steel pipe pile and the jet grouting pile; fju

is the ultimate side friction resistance at the interface be-
tween the jet grouting pile and soil; Us is the perimeter of the
mini steel pipe pile; Uj is the perimeter of the jet grouting
pile; Z is the depth; Ls is the length of the mini steel pipe pile;
Lj is the effective length of the jet grouting pile; Q0 is the pile
top load.

According to the analysis results of the numerical model
[19, 20], under the vertical compressive load, the maximum
axial force of the jet grouting pile appears at the depth of 0m
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and the bottom of the mini steel pipe pile (Z � Ls).
+erefore, when calculating the compressive bearing ca-
pacity of the composite foundation, the strength of the jet
grouting pile needs to be checked according to equations
(10) to (12).

Q0j ≤Qju � σjuAj, (10)

Qj Ls( 􏼁≤R2, (11)

R2 � ccQju. (12)

In the equation, σju is the vertical compressive strength
of the jet grouting pile (taking unconfined compressive
strength); Qj(Ls) is the axial force of the jet grouting pile at
depth Ls; R2 is the maximum bearing capacity controlled by
the pile body material of the “pure jet grouting pile section”;
cc is the reduction coefficient of vertical compressive
strength of the jet grouting pile. In case of lack of test data,
cc � 1.

3. Assumption of the Interfacial Friction
Distribution of the Composite
FoundationunderVerticalCompressiveLoad

According to relevant research results [20–22], the distri-
bution law of side friction resistance between the mini steel
pipe pile and the jet grouting pile and side friction resistance
between the jet grouting pile and the soil around pile can be
simply assumed, as shown in Figures 2 and 3, so as to fa-
cilitate design and calculation.

3.1. Assumption of Interfacial Friction Resistance Distribution
between theMini Steel PipePile and the JetGroutingPile under
Vertical Compressive Load. As can be seen from Figure 2,
after simplifying the hypothesis, the side friction resistance
between the mini steel pipe pile and the jet grouting pile
presents a three-step distribution of small in the upper and

large in the lower. +e depth range of the first step is 0 ∼ L1,
and the average side friction resistance is τ1; the depth range
of the second step is L1 ∼ L2, and the average side friction is
τ2; the depth range of the third step is L2 ∼ Ls, and the
average side friction resistance is τ3. +e distribution of side
friction resistance qs(Z) at the interface between the mini
steel pipe pile and the jet grouting pile can be expressed by as
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�e side friction resistance between the jet
grouting pile and the soil around the pile is
very small and can be ignored

Q0

Qj

Qj1

Qj2

Qs

Qs1

qsqsqj

qj2Lc

Ls Lj

L

Figure 1: +e schematic diagram of the force transfer mechanism of the composite foundation under vertical compressive load.

Ls L2

L1 τ1
τ

τ2

τ3

Z

Figure 2: Distribution of interfacial friction resistance between the
mini steel pipe pile and the jet grouting pile under overall com-
pression mode.

Lj LsL τ4

τ

τ5

Z

Figure 3: Distribution of interfacial friction resistance between the
jet grouting pile and soil under overall compression mode.
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qs(Z) �

τ1 0≤Z< L1( 􏼁

τ2 L1 ≤Z< L2( 􏼁

τ3 L2 ≤Z< Ls( 􏼁

⎧⎪⎪⎨

⎪⎪⎩
, (13)

τ2 � 2τ1 � ξτ3, (14)

τ3 � τu � κσju, (15)

L1 � αDs, (16)

L2 � Ls − L1. (17)

In the equation, qs(Z) is the side friction resistance
between the mini steel pipe pile and the jet grouting pile; Z is
the depth; τ1, τ2, and τ3 are the average side friction re-
sistance between the mini steel pipe pile and the jet grouting
pile in different depth ranges. +e value of ξ is based on the
extent of the bonding force in the middle section of the mini
steel pipe pile, and its proposed value is 0.05 according to the
numerical simulation results. τu is the ultimate side friction
resistance at the interface between the mini steel pipe pile
and the jet grouting pile, which is related to the compressive
strength of the jet grouting pile and the smoothness of the
mini steel pipe pile κ, κ � 0.15 ∼ 0.4; σju is the compressive
strength of the jet grouting pile; Ls is the length of the mini
steel pipe pile; Ds is the outer diameter of the mini steel pipe
pile; the value of α is taken according to the range of bonding
force between the mini steel pipe pile and the jet grouting
pile. When the whole composite foundation is compressed,
α � 15.

3.2. Assumption of the Distribution of Interficial Friction
Resistance between the Jet Grouting Pile and Soil under Ver-
tical Compressive Load. As can be seen from Figure 3, the
side friction resistance at the interface between the jet
grouting pile and the soil after the simplified assumption is
divided into the upper and lower parts of “inserted mini steel
pipe pile section” and “pure jet grouting pile section.” +e
properties of the upper soil layer are often poor, and the
ultimate side friction resistance at the upper part of the jet
grouting pile-soil interface will be less than that at the lower
part, which generally presents a two-step distribution.
+erefore, the distribution of side friction resistance at the
interface between the jet grouting pile and soil is

qj(Z) �

τ4 0≤Z< Ls( 􏼁

τ5 Ls ≤Z< Lj􏼐 􏼑

0 Lj ≤Z≤L􏼐 􏼑.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(18)

In the equation, qj(Z) is the side friction resistance
between the jet grouting pile and the soil around the pile;Z is

the depth; τ4 and τ5 are the average ultimate side friction
resistance of the jet grouting pile-soil interface in different
depth ranges, which can be obtained according to the
geological exploration report; Ls is the length of the mini
steel pipe pile; Lj is the effective length of the jet grouting
pile, and the value is shown in equation (1); L is the pile
length of the jet grouting pile.

4. Axial Force Calculation of the Composite
FoundationunderVerticalCompressive Load

+e above assumption of interfacial friction resistance
distribution can be applied to the calculation of axial force of
the composite foundation. According to the numerical
simulation results, the mini steel pipe pile and the composite
foundation can be regarded as the pure friction pile, and the
bottom axial force can be regarded as 0. According to the
force transmission mechanism of the composite foundation,
the calculation equation of axial force of the composite
foundation is established.

+e cumulative sum of the side friction resistance of the
mini steel pipe pile is equal to the upper load shared by its
pile top. +e axial force of the mini steel pipe pile can be
expressed as

Qs(Z) � Q0s − Us 􏽚
Z

0
qs(Z)dZ. (19)

Substituting equation (13) into equation (19), we obtain
the following equation:

Qs(Z) �

Q0s − Usτ1Z 0≤Z< L1( 􏼁,

Q0s − Us τ1L1 + τ2Z( 􏼁 L1 ≤Z<L2( 􏼁,

τ3 Ls − Z( 􏼁 L2 ≤Z<Ls( 􏼁.

⎧⎪⎪⎨

⎪⎪⎩
(20)

In the equation, Qs(Z) is the axial force of the mini steel
pipe pile at different depths; τ1, τ2, and τ3 are the average
side friction resistance at the interface between the mini steel
pipe pile and the jet grouting pile in different depth ranges;
Us is the perimeter of the mini steel pipe pile; Z is the depth;
Ls is the length of themini steel pipe pile; the values of L1 and
L2 refer to equations (16) and (17), respectively.

+e axial force of the jet grouting pile in the “inserted
mini steel pipe pile section” is composed of the upper load
shared by the top of the jet grouting pile, the side friction
resistance of the mini steel pipe pile-jet grouting pile in-
terface, and the side friction resistance of the jet grouting
pile-soil interface, which can be expressed by equation (21).

+e axial force distribution of the jet grouting pile is

Qj(Z) � Q0j + Us 􏽚
Z

0
qs(Z)dZ − Uj 􏽚

Z

0
qj(Z)dZ. (21)

Substituting equations (13) and (18) into equation (21),
equation (22) can be obtained as follows:
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Qj(Z) �

Q0j + Usτ1 − Ujτ4􏼐 􏼑Z 0≤Z<L1( 􏼁,

Q0j + Usτ1 − Ujτ4􏼐 􏼑L1 + Usτ2 − Ujτ4􏼐 􏼑Z L1 ≤Z<L2( 􏼁,

Q0j + Usτ1 − Ujτ4􏼐 􏼑L1 + Usτ2 − Ujτ4􏼐 􏼑L2 + Usτ3 − Ujτ4􏼐 􏼑Z L2 ≤Z<L3( 􏼁,

Uj Lj − Z􏼐 􏼑τ5 Ls ≤Z<Lj􏼐 􏼑.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(22)

In the equation, Qj(Z) is the axial force of the jet
grouting pile; Q0j is the load shared on the top of the jet
grouting pile; τ1, τ2, and τ3 are the average side friction
resistance at the interface between the mini steel pipe pile
and the jet grouting pile in different depth ranges; Us is the
perimeter of the mini steel pipe pile; Uj is the perimeter of
the jet grouting pile; τ4 and τ5 are the average side friction
resistance of the jet grouting pile-soil interface in different
depth ranges, which can be obtained according to the
geological exploration report; Ls is the length of the mini
steel pipe pile; Lj is the effective length of the jet grouting
pile.

According to equations (20) and (22), under the overall
compression mode of the composite foundation, the axial
force distribution of the mini steel pipe pile and the jet
grouting pile is shown in Figures 4 and 5, respectively.

5. Calculation of Bearing Capacity of the
Composite Foundation under Vertical
Compressive Load

+e field vertical compression composite foundation in soil
layers shown in Table 1 was selected for bearing capacity test
and calculation comparative analysis. +e calculation of the
vertical compressive bearing capacity of the composite
foundation is divided into the calculation of the ultimate
bearing capacity controlled by the interface strength of the
composite foundation and the calculation of the ultimate
bearing capacity controlled by the material strength of the
pile body of the composite foundation, and the smaller of the
two is taken as the ultimate compressive load of the com-
posite foundation. +e parameters of the jet grouting pile
and the mini steel pipe pile of the test pile are shown in
Tables 2 and 3, respectively. +e ultimate side friction re-
sistance of each soil layer in the test site is shown in Table 1.
+e stratum distribution and composite profile at the test
site is shown in Table 4.

According to the concept of the effective pile length, Dj

is substituted into (1), and β � 18. It is calculated that the
“effective section of pure jet grouting pile” Lc � 10m, and the
calculation process is shown in equations (23) and (24), so
there is no “invalid section of the jet grouting pile” in the
composite foundation.

Lc � Lj − Ls � 10m, (23)

min βDj, 10􏽮 􏽯 � min 18 × 0.6, 10{ } � 10m≥ Lc. (24)

5.1. Maximum Bearing Capacity Controlled by Iinterface
Strength. According to Table 1 and Figure 6, the ultimate
side friction resistance of the jet grouting pile-soil interface
calculated in combination with equation (9) is

fju � Uj 􏽚
Lj

0
qj(Z)dz � 0.6π ×(1 × 30 + 2 × 23 + 6 × 18

+ 5 × 40 + 6 × 29) � 1051kN.

(25)

Combined with equation (6), equation (13), and Fig-
ure 2, the ultimate side friction resistance at the interface
between the mini steel pipe pile and the jet grouting pile is
calculated. Substituting the data in Table 3 into equations
(16) and (17), respectively, L1 � 1.62m and L2 � 8.38m can
be obtained, where α � 15. According to Table 2,
σju � 8MPa � 8000kPa. κ � 0.15 ∼ 0.4, so when taking κ �

(0.15 + 0.4)/2 � 0.275 and substituting it into equation (15),
τ3 � 2200kPa can be obtained; substituting ξ � 0.05 and τ3
into equation (14), τ2 � 110kPa and τ1 � 55kPa can be
obtained. +erefore, from equations (6) and (13), we obtain

fsu � Us 􏽚
Ls

0
qs(Z)dz � Us L1τ1 + L2 − L1( 􏼁τ2 + L1τ3( 􏼁

� 0.108π ×(1.62 × 55 +(8.38 − 1.62) × 110

+ 1.62 × 2200) � 1492kN.

(26)

+erefore, according to equations (25) and (26),
fju <fsu, so the maximum bearing capacity controlled by
the interface strength of the composite foundation under the
overall compression mode is

Ri � fsu � 1051kN. (27)

5.2. =e Maximum Bearing Capacity of the Composite Pile
Top Controlled by Pile Material Strength. +e maximum
bearing capacity of the mini steel pipe pile top under the
control of pile material strength calculated by equation (2)
and Table 3 is

Q0s ≤Qsu � σsuAs � σsu TsDs − T
2
s􏼐 􏼑π

� 358 × 103 × 0.008 × 0.108 − 0.0082􏼐 􏼑π � 900kN.
(28)

+e cross-sectional area of the jet grouting pile at the pile
top calculated by equation (4) and Table 2 is

Aj � D
2
j − D

2
s􏼐 􏼑

π
4

� 0.62 − 0.1082􏼐 􏼑
π
4

� 0.274m2
. (29)
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Table 2: Calculation parameters of the jet grouting pile.

Type of pile Pile diameterDj Pile lengthLj Unconfined compressive strength Tensile strength
Jet grouting pile 0.6m 20m 8MPa 0.6MPa

Table 3: Calculation parameters of the mini steel pipe pile.

Type of pile Outer diameter Ds Pile length Ls Wall thickness Ts Compressive yield strength Tensile strength
Mini steel pipe pile 0.108m 10m 8mm 358MPa 410MPa

Table 4: Comparison of measured and calculated bearing capacity of the composite foundation.

Load mode Measured value of bearing
capacity Ra/kN

Calculated value of bearing
capacity Rc/kN

Absolute error/
kN

Relative
error/%

Overall compressive strength of the
composite foundation 1083 1051 32 3

Q0s
Q

L2

L1

Ls

Z

Figure 4: Axial force distribution of the mini steel pipe pile in the composite foundation under overall compression mode.

Ls L2

L1

Q0j

Z

Q

LjL

Figure 5: Axial force distribution of the jet grouting pile in the composite foundation under overall compression mode.

Table 1: Recommended value of ultimate side friction resistance of each soil layer.

Number Name of soil +e state of the soil Recommended value of ultimate side friction
resistance/kPa

1 Silty clay Plastic state, medium to high compressibility 30
2 Silty clay Soft plastic state, medium to high compressibility 23
3 Mucky clay High water content, high compressibility, flow plastic state 18

4 Silty clay with
sand

Medium compressibility, slightly dense∼moderately dense
state 40

5 Silty clay Soft plastic state, high compressibility 29
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+e maximum bearing capacity of the jet grouting pile
top under the control of pile material strength is calculated
by substituting equation (10):

Qju � σjuAj � 8 × 103 × 0.274 � 2192kN. (30)

According to the numerical simulation analysis under
the overall compression mode of the composite foundation,
the pile top stress sharing ratio of the mini steel pipe pile and
the jet grouting pile is np � 140 [7].+e loadQ0j shared by the
top of the jet grouting pile calculated by equation (3) is

Q0j � Qsu

Aj

Asnp

� 900 ×
0.274

0.002513 × 140
� 700kN<Qju

� 2192kN.

(31)

+erefore, the maximum bearing capacity of the pile top
of the composite foundation under the overall compression
mode is

Rt � Qsu + Q0j � 900 + 700 � 1600kN. (32)

5.3. MaximumBearing Capacity of the “Pure Jet Grouting Pile
Section”. Using equation (22) and Table 1, the maximum
bearing capacity of the “pure jet grouting pile section” under
the control of ultimate side friction resistance of the jet
grouting pile is

R1 � Qj Lc( 􏼁 � Uj 􏽚
Lj

Ls

qj(Z)dz � 0.6π ×(4 × 40 + 6 × 29)

� 630kN.

(33)

① Silty clay, plastic,
layer thickness 1 m

② Silty clay, plastic,layer 
thickness 2 m

⑤ Silt, so� plastic,
layer thickness 6 m

⑥ Clay, plastic,
layer thickness 8 m

③ Mucky clay
flow plastic

layer thickness 6 m

④ Silty clay mixed with sand,
flow plastic,

slightly dense ~ moderately
dense, layer thickness 5 m 

Pile top load P

Contact interface between the jet grouting
pile and the mini steel pipe pile

Contact interface between the jet grouting
pile and soil around pile

Mini steel
pipe pile core

Jet grouting pile

h 
= 

10
 m

H
 =

 2
0 

m

Figure 6: Stratum distribution and composite foundation profile at the test site.
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Using equation (10), Qju of the “pure jet grouting pile
section” can be obtained as follows:

Qju � σjuAj � σjuD
2
j

π
4

� 8 × 103 × 0.62 ×
π
4

� 2260kN. (34)

We substitute equation (12), and cc � 1.0.+emaximum
bearing capacity of the jet grouting pile under the control of
material strength is

R2 � ccQju � 1 × 2260 � 2260kN. (35)

+erefore, according to equations (33) and (35), R1 <R2,
so the “pure jet grouting pile” section of the composite
foundation will not be damaged under the overall com-
pression mode.

Based on the above (1) to (3),
Ri � 1051kN<Rt � 1600kN, so the ultimate bearing ca-
pacity of the composite foundation under the overall
compression mode is

Rc � Ri � 1051kN. (36)

5.4. Comparative Analysis of the Experimental Calculation of
Vertical Compressive Bearing Capacity of the Composite
Foundation. +e comparison of measured and calculated
bearing capacity of the composite foundation is shown in
Table 4.

As can be seen from the table, under the overall com-
pression mode, the measured test value of the bearing ca-
pacity of the composite foundation is 1083 kN. +e
calculated value determined by the calculation formula
deduced under the assumed force distribution mode in this
paper is 1051 kN, the absolute error between them is 32 kN,
and the relative error is 3%. +erefore, both absolute error
and relative error are very small. +erefore, the stress mode
and calculation method of the jet grouting pile-mini steel
pipe pile composite foundation proposed in this paper can
meet the needs of engineering design and popularization
and application of the composite foundation.

6. Conclusions

(1) Under the overall compression mode of the pile top
of the composite foundation, the mini steel pipe pile
and jet grouting pile jointly bear the upper load.
According to the vertical force transmission char-
acteristics of the composite foundation, the com-
posite foundation can be divided into “inserted
mini steel pipe pile section” and “pure jet grouting
pile section” along the depth direction, and the jet
grouting pile has “effective length.” In the checking
calculation of bearing capacity, the bearing per-
formance of the mini steel pipe pile and jet grouting
pile should be considered. Accordingly, the coor-
dination effect of ultimate side friction resistance
between the mini steel pipe pile and the jet grouting
pile and ultimate side friction resistance between
the jet grouting pile and soil should also be
considered.

(2) +e simplified hypothetical distribution diagram and
calculation formula of interfacial friction resistance
between the mini steel pipe pile and the jet grouting
pile and interfacial friction resistance between the jet
grouting pile and soil are put forward.+e interfacial
friction resistance between the mini steel pipe pile
and the jet grouting pile presents a three-step dis-
tribution of small in the upper and large in the lower.
+e interfacial friction resistance between the jet
grouting pile and soil generally presents a two-step
distribution, and the ultimate side friction resistance
at the upper part is less than that at the lower part.

(3) +e mini steel pipe pile and the composite foundation
can be regarded as pure friction piles, and the bottom
axial force can be regarded as 0. According to the force
transmission mechanism of the composite foundation,
the calculation equation of the axial force of the
composite foundation is established, the calculation
formula of the axial force of themini steel pipe pile and
the jet grouting pile under the overall compression
mode is deduced, and the axial force distribution di-
agram of the mini steel pipe pile and the jet grouting
pile in the composite foundation is put forward.

(4) +e calculation of the vertical compressive bearing
capacity of the composite foundation is divided into
the calculation of the ultimate bearing capacity
controlled by the interface strength of the composite
foundation and the calculation of the ultimate
bearing capacity controlled by the material strength
of the pile body of the composite foundation. +e
smaller of the two is taken as the ultimate com-
pressive load of the composite foundation.

(5) +e conclusions of this paper need to be further
verified and improved by more engineering design
examples.
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[5] J. Veludo, E. N. B. S. Júlio, and D. Dias-da-Costa, “Com-
pressive strength of micropile-to-grout connections,” Con-
struction and Building Materials, vol. 26, no. 1, pp. 172–179,
2012.

[6] F. Han, M. Prezzi, R. Salgado, and M. Zaheer, “Axial resis-
tance of closed-ended steel-pipe piles driven in multilayered
soil,” Journal of Geotechnical and Geoenvironmental Engi-
neering, vol. 143, no. 3, Article ID 04016102, 2017.

[7] N. Borthakur and A. K. Dey, “Evaluation of group capacity of
micropile in soft clayey soil from experimental analysis using
SVM-based prediction model,” International Journal of
Geomechanics, vol. 20, no. 3, Article ID 04020008, 2020.

[8] M. Khidri and L. Deng, “Field axial cyclic loading tests of
screw micropiles in cohesionless soil,” Soil Dynamics and
Earthquake Engineering, vol. 143, p. 106601, 2021.

[9] M. T. Suleiman, L. Ni, J. D. Helm, and A. Raich, “Soil-Pile
Interaction for a Small Diameter Pile Embedded in Granular
Soil Subjected to Passive Loading,” Journal of Geotechnical
and Geoenvironmental Engineering, vol. 140, no. 5, Article ID
04014002, 2014.

[10] S. A. Davidow and D. G. Carr, “Micropile design and con-
struction in a limited access wetland habitat,” in Proceedings of
the Electrical Transmission and Substation Structures 2015,
pp. 35–45, Branson, Missouri, 2015.

[11] R. K. Gupta and S. Chawla, “Performance evaluation of
micropiles as a ground improvement technique for existing
railway tracks:finite-element and genetic programming ap-
proach,” International Journal of Geomechanics, vol. 22, no. 3,
Article ID 04021287, 2022.

[12] Z. Sun, L. Kong, and Y. Wang, “Seismic behaviour of a
micropile-reinforced cut slope behind a cantilever retaining
wall,” Soil Dynamics and Earthquake Engineering, vol. 152,
Article ID 107058, 2022.

[13] K. Boschi, Giulio di Prisco, C. G. di Prisco, and M. O. Ciantia,
Micromechanical investigation of grouting in soils,” Inter-
national Journal of Solids and Structures, vol. 187, pp. 121–132,
2020.

[14] W. Zhang, Y. Li, A. T. C. Goh, and R. Zhang, “Numerical
study of the performance of jet grout piles for braced exca-
vations in soft clay,” Computers and Geotechnics, vol. 124,
Article ID 103631, 2020.

[15] A. M. Alnuaim, M. H. El Naggar, and H. El Naggar, “Per-
formance of micropiled rafts in clay: numerical investigation,”
Computers and Geotechnics, vol. 99, pp. 42–54, 2018.

[16] H. Bayesteh, M. A. Fakharnia, and M. Khodaparast, “Per-
formance of driven grouted micropiles: full-scale field study,”
International Journal of Geomechanics, vol. 21, no. 2, Article
ID 04020250, 2021.

[17] L. Wen, G. Kong, Q. Li, and Z. Zhang, “Field tests on axial
behavior of grouted steel pipe micropiles in marine soft clay,”
International Journal of Geomechanics, vol. 20, no. 6, Article
ID 06020006, 2020.

[18] K. A. Kershaw and R. Luna, “Full-scale field testing of
micropiles in stiff clay subjected to combined axial and lateral
loads,” Journal of Geotechnical and Geoenvironmental Engi-
neering, vol. 140, no. 1, pp. 255–261, 2014.

[19] W. El Kamash, H. El Naggar, P. To, and N. Sivakugan, “+e
effect of long-term consolidation on foundations under-
pinned by micropiles in soft clay,” Ain Shams Engineering
Journal, vol. 13, no. 1, Article ID 101487, 2022.

[20] M. Esmaeili, M. Gharouni Nikand, and Farid Khayyer,
“Experimental and numerical study of micropiles to reinforce
high railway embankments,” International Journal of Geo-
mechanics, vol. 13, no. 6, pp. 729–744, 2013.

[21] M. S. Robison, “Excavation support and micropile under-
pinning in vail, Colorado,” GeoTrends, pp. 112–118, 2010.

[22] K. Larsson and D. Jog, “Performance of micropiles used to
underpin highway bridges,” Journal of Performance of Con-
structed Facilities, vol. 28, no. 3, pp. 592–607, 2014.

Mathematical Problems in Engineering 9



Research Article
Dimension Measurement and Quality Control during the
Finishing Process of Large-Size and High-Precision Components

Fei Lv ,1 Chang’an Hu ,2,3 Wenbo Du,3 and Xi Wang4

1Chengdu Normal University, Chengdu 611130, China
2Istitute of Optics and Electronics, Chinese Academy of Sciences, Chengdu 610209, China
3National Institute of Measurement and Testing Technology, Chengdu 610021, China
4Ningxia Lanson Precision Manufacturing Technology Co., Ltd, Wuzhong 751100, China

Correspondence should be addressed to Chang’an Hu; huchangan19@mails.ucas.ac.cn

Received 26 January 2022; Revised 15 February 2022; Accepted 11 March 2022; Published 30 March 2022

Academic Editor: Zhihan Lv

Copyright © 2022 Fei Lv et al. *is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

*e accurate measurement and control of the geometric dimensions and shape errors of large-size and high-precision key
components are key factor to ensure themachining quality of the equipment package. Aiming to address the urgent problems of poor
measurement conditions, complicated error propagation, and difficulty in obtaining accurate measurement results, this research
studied the measurement method and control of dimensional accuracy and geometric tolerance in the process of hole machining at
room temperature, taking Metso MP 1250 cone level 6 precision point pair workpiece as the object. *rough linear analysis and
demonstration of quality problems in the existing processing technology, the influence of the expansion coefficient of the workpiece
material, measurement error and other factors is analyzed. After correcting the temperature error model, many measurements were
carried out in machining experiments, and the normal ability was analyzed by Minitab software. *e experimental results showed
that the workpiece temperature rises by 1°C, the workpiece will be deformed by 8.503 um. In the measurement process of high-
precision and large-size components, the correction accuracy of the temperature error is affected by the combined influence of the
model error, the material expansion coefficient error, and the temperaturemeasurement error.*e results of this study are of guiding
significance for the measurement of the dimension and geometric tolerance precision of large-size and high-precision castings.

1. Introduction

*e application of more high-tech has become an urgent and
crucial task for the iterative upgrading of the machinery
manufacturing industry. *e focus of the manufacturing in-
dustry is shifting from hardware competition to software
competition, from mechanization to intellectualization [1].
Comparing this development trend with the status quo of
machining equipment andmachining technology for large-size
and high-precision components, it can be concluded that in-
creasing the application of high-tech machining technology
(especially in high-precision products) has become an inevi-
table demand for market development [2–5]. Large-scale
mining machinery is a kind of power machinery whose cone is
the key core component that burns fuel and directly converts
heat energy into power.*e accuratemeasurement and control

of geometric dimension and shape error of large-size and high-
precision key parts is the key factor to ensure the processing
quality of the whole set of equipment. *e main shaft of the
mining machine has a large structural size, high design ac-
curacy and presents a cone shape. It is the main bearing
component in the cone-shaped shell of the mining machine.
*e operation process is similar to the inner and outer rings of
the sliding bearing and belongs to liquid dynamic pressure
lubrication.*erefore, this requires high surface roughness and
shape accuracy of the main shaft and its matched shell. In
recent years, with the increasingly fierce market competition,
improving the finishing quality of the cone of large mining
machines has become a top priority for further developing
related machinery manufacturing enterprises.

At present, scholars from many manufacturing com-
panies and research institutions at home and abroad have
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done a great deal of research on the key technology of
mining machining cones [6, 7]. Based on experimental
experiment system, Dogan et al. studied the physical re-
quirements, structural characteristics, and technical re-
quirements of the cone, analyzed the influence of stress-
relief heat treatment process, welding process, and impor-
tant cutting parameters (tool feed, cutting speed, etc.) on the
quality of cone machining, and finally proposed a reasonable
heat treatment method and machining process scheme for
cone [8–11]. Mao et al. improved the structure of the flange
cone. *e flange was still formed by casting in his design,
while the cone was manufactured by blanking and rivet
welding. *e two parts were welded at last, which not only
saved raw materials and reduced the machining and
manufacturing period, but also improved the overall quality
of the flange cone [12]. Guo et al. applied virtual
manufacturing technology to the machinery manufacturing
process. *ey established the production process and pro-
duction system model and virtual model, realizing the
connection between the virtual manufacturing environment
and the real manufacturing environment [13, 14]. It can be
seen that both improving measuring tools and applying
virtual manufacturing technology play an indispensable role
in the machining of high-precision cones. Virtual simulation
technology, comprehensively using the display and control
technology of computer graphics system, can effectively
improve the machining efficiency and quality. Given the
related machining parameters of the machining object, the
simulation optimized machining process can guide the
actual machining process [15, 16].

From the perspective of MP1250 cone machining and
manufacturing quality, the application of virtual
manufacturing technology can effectively improve the
quality of machining and optimize machining procedure,
tool path, cutting parameters, blanking allowance and
process structure, and reduce interference between fixtures
and workpieces, and collision of machine tools, etc. [17, 18].
Applying the modular design method to the production
process of remanufactured products can effectively reduce
machining costs and improve the efficiency and accuracy of
assembly [19]. Because different manufacturing companies
have different processing places, changes of factory ambient
temperature can affect the processing quality of high pre-
cision products [20], so the modular design is rarely applied
in the research on machining cones of large mining ma-
chines. *ere are generally two measures to address this.
One is to strictly control the temperature of the measured
workpiece in a standard state [21]; the other is to correct the
temperature error [22]. *e first method requires high-
precision measurement conditions, which is generally dif-
ficult to achieve, whereas the second is simple and easy to
implement, and it is economical and applicable [23–25].*is
suggests that the machining error control with temperature
factors considered needs further research in high-efficiency
machining technology, which is the significance of the
present research.

In view of this, this research intended to take the Grade 6
precision spot facing work of Metso MP1250 cone as the
object to study the measurement method and control of the

dimensional accuracy and geometric tolerance of the high-
precision spot facing work during machining. Based on the
linear analysis and demonstration of quality problems
existing in the existing machining process, this paper
summarizes and analyzes the main factors affecting the
machining quality of high-precision hole. Under the existing
machining workshop environment and temperature con-
ditions of the target enterprise, the influence of the ex-
pansion coefficient of the workpiece material, measurement
error and other factors is analyzed. Before being used to
guide on-site machining, the temperature error model was
revised, and batches machining experiments were carried
out to verify and determine reasonable machining methods
and parameters, and to solve the problems of low machining
efficiency and unstable quality. *e research can provide a
practical basis for the finishing process scheme of key parts
with large size and high precision.

2. Analysis of Cone and Dimension Precision of
GP Series Crusher

Metso GP series heavy cone crusher mainly comprises a
frame, fixed cone, moving cone, spring mechanism, bowl-
shaped shaft bracket, transmission parts, and auxiliary sys-
tems, as shown in Figure 1. When in operation, the motor
drives the eccentric sleeve to rotate through the V-belt, large
pulley, transmission shaft, a small bevel gear and bevel gear.
*e cone crusher axis rotates and swings under the force of
the eccentric sleeve, so that the surface of the crushing wall
approaches and leaves the surface of the rolling mortar wall.
As a result, the material is continuously impacted, squeezed,
and bent in the annular crushing cavity composed of the fixed
cone and the movable cone until it is broken. *e cone is one
of the key components under great stress. It becomes the
nodus during the machining due to its high precision and
large size. Specifically, there are many holes, shafts, and
keyway dimensions on the cone having transition fit and
interference fit with small tolerance range, which are affected
by the environmental factors of the machining plant, making
it difficult to obtain accurate measurement values during the
machining process, thus failing to meet technical require-
ments of assembly. Part of the design size of the cone is shown
in Figure 2. In the process of machining, it is necessary to
measure the process size of high-precision hole repeatedly.
*e basic dimension of the three holes are about φ1000mm,
with the dimensional tolerance reaching IT5-IT6 precision,
and the tolerances of radial runout and hole axis perpen-
dicularity are both within 0.05mm, as shown in Table 1.

3. Existing Machining Quality Problems

*e research object of this paper is one of the businesses we
have only carried out in recent years. Since the working
hours of continuous processing of a cone reach 36 days.
*rough the statistical classification of 17 products with
quality defects on-site, the main reasons for the quality
problems of the products were summarized as shown in the
following figure.
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Linear analysis and field demonstration showed that
indirect measurement was often adopted during the ma-
chining process due to the large diameter of the fine turning
hole. *e improper use of the measuring tool was one of the
reasons for the measurement error. In contrast, the large size
of the workpiece, high heat capacity, the unstable temper-
ature at the site, temperature changes in the workpiece
during machining, and the complex composite error
propagation of the measuring tool under the influence of the
temperature were the leading causes of the unstable mea-
surement accuracy. It can be seen from Figure 3 that among

the various defects that cause the unqualified cone ma-
chining, the excessive machining of the high-precision spot
facing work was the main reason. Among the ten defective
products with excessive spot facing work, nine products are
due to the excessive machining along the diameter direction
of the hole, and the rest is due to the excessive machining
along the axial dimension, which is concentrated in the SN 3,
4, and 5 holes in Table 1. However, further analysis of the
processing data on the processing record shows that the
measured data before and after each processing are within
the required size range.

Figure 1: Structure diagram of cone crusher.

Figure 2: Dimensions of the cone structure.

Table 1: Dimension precision of high-precision holes.

SN 1 2 3 4 5
Drawing dimension (mm) ￠317.34 ￠779.95 ￠979.96 ￠1057.94 ￠1059.94
Tolerance range (mm) 0.03 0.08 0.05 0.05 0.05
Precision level IT5 IT7 IT6 IT6 IT6
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4. Correction of the Temperature Error Model

Because the temperature affects the measurement results, the
current correction method was to adjust the expansion
coefficient of the material of the component, the relationship
between the actual temperature, the standard temperature
deviation, and the length of the component. *at is, at the
same temperature difference, the larger the nominal di-
mension of the measured workpiece, the more the tem-
perature error increases, and the more sensitive it is to
changes in temperature. *e relationship between temper-
ature and length can be expressed by the following func-
tional equation:

ΔL � L α(t − 20). (1)

Where, ΔL is the dimensional change, L is the nominal
dimension of the measured workpiece, α is the coefficient of
linear expansion of the object (1/°C), t is the temperature of
the object (°C).

From equation (1), it can be seen that the dimensional
change of the measured workpiece is proportional to the
temperature difference with the standard temperature of 20°C
and the nominal dimension of the workpiece.*erefore,ΔL is
also called the temperature error correction value.

*is modified model can meet the requirements when
applied to small-size or low-precision measurement occa-
sions, and the error after the correction can be ignored.
However, for the high-precision measurement of large-size
workpieces, the residual error after the correction still sig-
nificantly impacted the precision. *erefore, based on the
precision analysis, corresponding precision assurance
measures were proposed to ensure high-precision mea-
surements for large-size workpieces. *e main factors af-
fecting the accuracy of temperature error include the error of
the temperature error correction model, the linear expan-
sion coefficient of the material, temperature measurement
error and so on. In addition, considering the large fluctu-
ation of ambient temperature in the processing plant, the
influence of temperature gradient on the measurement
accuracy is also included.

Under a uniform temperature field of the measured
workpiece, the temperature error correction value can be
obtained through the following equation:

ΔL � L αΔt + βΔt2􏼐 􏼑, (2)

where α is expansion coefficient of the material, β is the
secondary expansion coefficient of the material, and for
commonly used materials, β≤ 10− 7/°C. Compared with
equation (1), it can be seen that the traditional error correction
formula is an approximate formula obtained by ignoring the
above quadratic items. Because the thermal expansion coef-
ficient of the higher-order term was very small, and expansion
coefficients might be positive or negative, it can offset some
deformation error. *e formula was simplified as shown in
equation (2). *us, the error caused by the linearization of the
temperature error correction model can be obtained as

δm � L βΔt2. (3)

*en, the maximum uncertainty component μ1 caused
by the error of temperature error correction model can be
expressed as

μ1 � L βΔt2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (4)

As can be seen from the above equation, the measure-
ment uncertainty caused by the error of the temperature
error correction model increased with the increase of the
nominal dimension of the measured workpiece and the rise
of the temperature. On the other hand, the measurement of
temperature error also had a great influence on the mea-
surement accuracy of large-sized workpiece. Assuming that
the temperature measurement uncertainty is μΔt, then the
measurement uncertainty μ2 caused by the temperature
measurement error can be expressed as

μ2 �
zΔL
zΔt

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
μΔt � L zΔt. (5)

*e same conclusion can be obtained: μ2 increases with
the increase of the measured dimension, the coefficient of
linear expansion, and the uncertainty of the measured
temperature.

*e current expansion coefficients of various materials
provided in the engineering manual were the evaluation
values of the material expansion coefficients obtained from
the thermal deformation test within a large range of tem-
perature on round bar specimens with a certain diameter-
length ratio. Compared with the research object, the eval-
uation value is uncertain. Assuming the measurement un-
certainty caused by the error of the material expansion
coefficient is u3, it can be expressed as

μ3 �
zΔL
zα

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
μ0 � L|Δt|μ0. (6)

Where, μ0 is the uncertainty of the material, usually
being 2 × 10− 6/°C.

When measuring the large-size workpieces studied in
this paper, the differential expansion coefficient of the
measured component material should be determined first,
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and then use this coefficient to correct the temperature error.
Using this diagram, the error of the temperature error
correction model can be compensated in the accurate de-
termination of the expansion coefficient, which significantly
reduced the uncertainty of measurement caused by tem-
perature changes. In summary, the temperature error cor-
rection model in the measurement of a large-size workpiece
can be expressed as

ΔL � L at2t2 + at1t1( 􏼁. (7)

Because the cone material of this research object was
mainly alloy steel, the φ1057.94mm fine turning hole in
Figure 2 was taken as an example. According to the actual
temperature of the machining site, the following values were
taken after calculating as per the applicable temperature
range and checking the engineering manual:

t2 � 19.85°C,

at2 � 8.0342 × 10− 5 μm,

t1 � 9.84°C,

at2 � 8.0334 × 102 μm.

(8)

*en, at the first temperature gradient,

ΔL1 � L at2t2 + at1t1( 􏼁 � 85.090 μm,

ΔL1

Δt
� L at2t2 + at1t1( 􏼁 �

8.500 μm
°C

.
(9)

Similarly, at the second temperature gradient, the fol-
lowing values were taken:

t2 � 29.90°C,

at2 � 8.0351 × 10− 5 μm,

t1 � 19.85°C,

at2 � 8.0342 × 102 μm.

(10)

It was obtained that

ΔL2 � L at2t2 + at1t1( 􏼁 � 85.454 μm,

ΔL2

Δt
� L at2t2 + at1t1( 􏼁 �

8.503 μm
°C

.
(11)

After comparing with the above calculation results, it
was found in the in-process measurement of the research
object, every 1°C increase in casting temperature would
cause 8.503 μm dimensional deformations of the casting.
*erefore, in the actual machining of the cone casting, the
casting temperature must be measured to compensate for
the effect of temperature on the dimensional measurement.

5. Improvement and Implementation of
Measurement Scheme

In order to avoid the influence of the operator’s body
temperature on the measuring tool and the errors caused by

the expansion of the measuring tool due to the hand tem-
perature, gloves with good heat insulation ability should be
worn when measuring, with the hand holding the tool no
more than 2min. *erefore, a special measuring tool was
designed for cone alignment and quick measurement, as
shown in Figure 4.

*is tooling includes a handle, a laser generator (the
red line refers to the laser beam), the body, the high
progress reference guide rail on the back of the body, and
an adjusting screw. *e adjusting screw can adjust the
upper and lower positions of the laser. *e supporting
surface is in contact with the processing surface of the
workpiece, and the supporting surface can be changed
into a circular one (measuring coaxially). *e horizontal
and numerical distance between the laser beam and the
adjacent surface is determined. If the height deviation
between two distant surfaces is measured, the tooling will
contact one side and the laser beam will hit the other side.
*erefore, measuring the distance between the laser beam
and the surface will measure the distance between the two
surfaces.

*e specific implementation steps were as follows:

(a) After machining is completed, place the workpiece
to be tested for more than 30minutes, so that its
temperature is the same as the ambient temperature.
As shown in Table 2, the variation of the factory
ambient temperature with time on a certain day
during the measurement process was obtained.

(b) After measuring the current temperature of the
measured workpiece and combining the above
compensation conclusion, the gradual deformation
compensation at the current temperature was
calculated.

(c) *e current dimension of the workpiece to be
measured was measured through the repetitive
measurement method, i.e., each point was measured
in no less than three groups, each group no less than
three times, and the average value was taken as the
final result of the measurement point.

(d) *e final dimension of the object to be measured
was determined. According to the principle of
obtaining the sum of the inner diameter difference
and the outer diameter of the hole, after calculating
the size value and deformation compensation value
of the workpiece at the current temperature, the
final size of the object to be measured was deter-
mined. *e compensation relationship was ob-
tained as shown in Table 3.*emachining results of
a￠1057.94mm spot facing work were measured.
*e errors were obtained through a comparison
between different measurement results of different
batches and the drawing results, as shown in
Figure 5.

Measurements were performed according to the above
requirements, and the measurement data were organized
and recorded after completion, according to the Bessel
formula:
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. (12)

Calculate the standard deviation of the experiment, and
according to the principle of maximum error, eliminate the
result that the reading deviates from the average value by
more than 3 times. *e Minitab software was used to carry
out statistical analysis of normal capacity and process ca-
pability analysis. Taking the ￠1057.94mm hole as an ex-
ample, its normal capacity distribution was obtained, as
shown in Figure 6.

*e method of normal capability analysis is used to
evaluate the potential (intragroup) capability and overall
capability of the process according to the normal distri-
bution. In this analysis, the following operations are mainly
performed: determine whether the process can generate
output that meets the processing requirements. Compare
the overall capability of the process with its potential (in

group) capability to assess opportunities for improvement.
When performing the analysis, specify the lower or upper
specification limit, the limit size of the current machined
hole, to define the process requirements. *is analysis will
be relative to the expansion of the specification limit
evaluation process data. When the process is capable, the
process expansion is less than the specification expansion.
*is analysis can also indicate whether your process is
centered and reaches the target value. In addition, this
analysis will estimate the ratio of products that do not meet
the specifications.

Multiple sets of measurement results of holes with a
machining target of ￠1057.94mm showed that the mea-
surement process was in a steady-state, and 99.73% of the
characteristic values of the processed objects were scattered
in the interval [μ− 3σ, μ+ 3σ]. In other words, almost all
product characteristic values fall within the range of 6σ,
indicating that the measurement evaluation process capacity
was consistent with the specified requirements.

Figure 4: Laser alignment measurement tool.

Table 2: Time-varying temperature in plant environment (September).

Temperature (°C) 21.5 19 20 24 25 26 24 23
Time (h) 00 : 00 03 : 00 06 : 00 09 : 00 12 : 00 15 : 00 18 : 00 21 : 00

Table 3: Measured dimension compensation.

In situ temperature (°C) 19 20 21 22 23 24 25 26
Inner diameter compensation (μm) +8.503 0 −8.503 −17.006 −25.509 −34.012 −42.515 −51.018
Outer diameter compensation (μm) −8.503 0 +8.503 +17.006 +25.509 +34.012 +42.515 +51.018

–0.01

D
im

en
sio

na
l d

ev
ia

tio
n 

(m
m

)

0
0.01

0.03

0.05

0.07
1 2 3 4

Measurement batch

5 6 7 8

0.02

0.04

0.06

Figure 5: Dimensional deviation among different measurements.

6 Mathematical Problems in Engineering



6. Conclusion

In the measurement process of large-size, high-precision
components, the correction accuracy of the temperature
error is affected by the combined influence of the model
error, the material expansion coefficient error, and the
temperature measurement error.

A comparison of the results of several measurements and
calculations showed that every 1°C increase in casting
temperature would cause a deformation of 8.503 um to the
casting dimension. In the actual casting process, the casting
temperature must be measured to compensate for the effect
of temperature on the dimension measurements.

According to the corrected error model and measure-
ment compensation values, the measurement process ca-
pability of the measured object completed by the improved
measurement scheme showed that the measurement process
was in a stable state and the measurement process capability
is sufficient to meet the machining quality.*e results of this
study provide guidance for carrying out precision mea-
surement of the dimension and geometric tolerance of large-
size, high-precision castings.
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In order to increase the participation rate of community residents in sports services, on the governance concept of a complex
system, the networked governance model under sports services has been studied. Firstly, by introducing the background of
networked governance, the supply of sports services is selected as the research object. *e selected sports service providers are the
government, universities, enterprises, associations, and residents. Secondly, the structural model of sports service supply has been
constructed. Combining the direct effects model and the intermediary relationship model, the questionnaire is designed. *e
current situation of sports service supply in the study area is analyzed. Finally, on this basis, the networked governance model
strategy has been optimized. *e results show that because the age distribution of the subjects is relatively young, the residents in
the study area have a higher degree of understanding of sports services. In the direct relationship model and the mediating effect
model, the 6 fitting indicators are consistent with the standard values, and no abnormal data appeared. *e government,
universities, and associations have a significant influence on the supply of sports services. *e impact of enterprises and residents
on the supply of sports services is not significant. *e community environment plays an intermediary role in the supply of
residents and sports services, and the supply of enterprises and sports services. Network governance should pay more attention to
the participation of multiple subjects, change the leading role of the government, break down the communication barriers between
supply subjects, establish an information security mechanism, and build an information sharing system. *e research results
provide a reference direction for the development of network management in sports services.

1. Introduction

Sports services refer to people who have certain professional
knowledge, skills, and experience in sports. *ese people can
be engaged in the production of sports services [1]. And they
carry out purposeful activities to produce the special use
value of this sports service [2, 3]. With the acceleration of
urbanization, the living functions of urban communities
have become the core of community construction [4], and
the construction of healthy urban communities is closely
related to the rationality of the layout of sports service re-
sources [5, 6]. China’s current development requirements
are to modernize the country’s governance capabilities and
realize the country’s governance system. Since the twenty-
first century, Internet technology has developed rapidly, and

networked governance can integrate and mobilize social
multiresources through public entities and existing public
interest needs to deal with complex social situations [7, 8].

*e United States is the first to research on sports public
services. In 2010, the US government clearly proposed to
improve the physical fitness of residents [9]. *e United
Kingdom, Germany, Japan, and Australia have also pro-
mulgated related bills andmade certain rules and regulations
for sports services [10, 11]. China’s research on networked
governance is on meeting China’s actual needs, so it has
certain Chinese applicability [12, 13]. For example, re-
searchers used a widely defined network-based framework to
track the evolution of urban renewal decisions in
Guangzhou, China, and learned from the concept of net-
work governance to obtain China’s ever-developing urban
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regeneration policies and a broader governance network in
urban regeneration practices [14]. Network governance goes
beyond grid governance and gives market management
more vitality [15].

At this stage, the participation rate of residents in
community sports services is low in China. *erefore, the
research combines the concept of complex system gover-
nance to conduct in-depth exploration on the supply of
community sports services. *e purpose is to solve the
problems exposed in sports services at this stage and im-
plement a sports service network model that is more in line
with the current urban development in China. *e inno-
vative point lies in the integration of networked governance
into the supply of community sports services, combining the
different levels of networked governance with the charac-
teristics of the supply of community sports services, and
proposed existing targeted networked governance measures.
*e research has made a certain contribution to promoting
national governance capacity and governance system, in-
novation, and strengthening the construction of social
governance system.

2. Research Method of Optimizing Networked
Governance Model

*e community sports service in a province of China is
selected as the research object. Since community services are
mainly public services, the research is mainly about the
optimization of networked governance models under sports
public services. Firstly, the research introduces the back-
ground. Secondly, it analyses the status quo of sports services
in the study area by taking the supply relationship of sports
services as the breakthrough point. Finally, on this basis,
optimization measures are proposed for networked
governance.

2.1. Implementation of Sports Service Supply Structure Model.
*e supply subjects of the study area are divided into five
categories, including government, universities, enterprises,
community residents, and associations, as variables in the
sports service supply model, shown in Figure 1.

Figure 1 shows that among these five main bodies, the
government plays a guiding and supporting role. *e en-
terprise also has advantages in sports services, and the
business principles of the enterprise require the enterprise to
continuously iterate its products and services. As the main
body of providing social services and transporting talents to
the society, colleges and universities radiate intelligence and
human resources to the surrounding communities. As a
participant of the main body of supply, the association is an
innovative measure to improve the way of sports service
[16]. As the main body of supply, community residents are
also demanders of sports services [17].

*e specific content of the community environment is
shown in Figure 2.

Figure 2 shows that among the three main parts of the
community environment, the community political envi-
ronment refers to the interactive relationship between the

state and the community, and the relationship between the
democratization of community politics and political con-
struction.*e process of community residents’ participation
in decision-making is mainly reflected in the expectations of
managers for their own roles [18]. *e community devel-
opment environment is the overall level of community
development and innovation. *e community service en-
vironment includes medical and health, cultural propa-
ganda, traffic environment, etc. [19].

Sports service supply is an important part of China’s
social system and social structure. *e elements of sports
service supply include sports service infrastructure and
service scale to meet the needs of physical exercise, the sports
service management system is perfect and the supply or-
ganization is set up reasonable, and the sports service supply
capacity is on the rise [20, 21].

*e research sets 5 direct hypotheses and 11 indirect
hypotheses, as shown in Table 1.

Table 1 shows that the direct hypothesis here is mainly
the hypothesis of the relationship between the supply of
sports services and the five supply entities. *e indirect
hypothesis is mainly the hypothesis of the relationship
between the five supply entities and the community envi-
ronment, as well as the community environment and sports
supply.

Implement a conceptual model of the influence rela-
tionship and path between the main body of sports service
and service supply, as shown in Figure 3.

*e basic structure in Figure 3 is used to analyze the path
of influence between the supply of sports services and the
main body of the service.*e conceptual model is verified by
a questionnaire, and the results of the questionnaire will
provide theoretical support for the sports service supply
model.

*equestionnaire set up is divided into four parts, including
the basic information of the respondent, the main elements of
the surveyor’s provision of sports services (18 test questions), the
community environment (8 test questions), and the sports
service degree of approval (3 test questions). *e evaluation
adopts the 5-level scoring method of the Likert scale [22], with
1–5 indicators, which represent “very disagree,” “disagree,”
“general,” “agree,” and “very agree,” respectively. 209
questionnaires were distributed, and 193 valid questionnaires
were recovered, with an effective rate of 92.3%. *e ques-
tionnaire distribution method is a combination of online and
offline. Analysis of Moment Structure 21.0 and Statistical
Product and Service Solutions 26.0 data analysis tools are
adopted here.

*e specific items of the questionnaire are shown in
Table 2.

In the descriptive analysis of the questionnaire, basic
information includes gender, age, education level, occupa-
tion, and average monthly income. Among them, the age is
divided into 18 years old, 18–35 years old, 36–45 years old,
46–60 years old, and 60 years old and above; education level
is divided into junior high school and below, high school or
college, undergraduate, master, and doctor and above; oc-
cupations are divided into civil servants and public insti-
tutions, corporate personnel, freelancers, retirees, and
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others; the average monthly income is divided into 3000
yuan or less, 3000–5000 yuan, 5001–8000 yuan, 8001–10000
yuan, and 10000 yuan or more. 1–5 represent 5 divided
areas.

*e reliability test of the scale is carried out by Cron-
bach’s α [23]. If the value of α is less than or equal to 0.7, the
internal consistency of the scale is unacceptable. *e cal-
culation of Cronbach’s α is expressed as

α �
k

k − 1
􏼠 􏼡 · 1 −

􏽐 S
2
i

S
2
T

􏼠 􏼡. (1)

In Eq. (1), k is the number of question items of the survey
target, S2i is the variance of the i-th question of all re-
spondents, and S2T is the variance of the sum of the answers

to all the question items. Among them, the calculation of
variance S2T is as follows:

S
2
T �

􏽐(T − μ)
2

N
. (2)

In Eq. (2), T is the variable, μ is the overall mean, and N

is the number of overall cases.
*e evaluation of the reliability of a single index uses

Corrected Item-Total Correlation (CITC) and the revised
item [24]. *e definition of CITC is shown as follows:

](I, J) �
Cov(I, J)
����������
var[I]var[J]

√ . (3)

Main body of sports
service supply

Government subject

Enterprise subject

University subject

Association subject

Community residents

Relevant laws and regulations provide guidance; Provide
financial support and build a sports platform; Build a

feedback platform to listen to the feedback of residents;
Optimize the allocation of sports resources and coordinate

conflicts of interests.

Provide high-quality sports facilities to improve residents'
sports experience; Arrange professionals to guide

community residents to do physical exercise; Provide
financial support for community sports facilities and sports

activities.

Train and transport talents for community sports service;
Participate in the preparation of community sports activities

and provide community volunteer service; Provide
professional guidance and activity suggestions for
community physical exercise and sports activities.

Community sports activities; Strengthen exchanges and
cooperation among sports professionals; Undertake some

sports services entrusted by the government; Assist
community residents to express their sports service needs.

Sharing knowledge and information about physical
exercise; Sharing physical exercise equipment and

facilities; Organize community health lectures and physical
exercise activities spontaneously.

Figure 1: *e main supply body of sports service.

Community environment

Improve policies, popularize sports
spirit and improve management

mechanism.

Adequate government financial
support, multi-faceted sports

resources support and education
development follow objective laws.

Sports institutions are mature,
residents' feedback problems are

solved in time, and the supervision
system is perfect.

Figure 2: *e elements of the community environment.
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In equation (3), Cov(I, J) is the covariance and var refers
to the variance, which must be greater than 0.5. When the
CITC value and α value of the observed variable and the
latent variable do not meet the requirements, they need to be
revised or deleted [25]. Reliability analysis includes the
analysis of the supplier, the community environment, and
the supply of sports services.

*e validity analysis is carried out from the aspect of
construct validity [26]. Kaiser–Meyer–Olkin (KMO) and
Bartlett sphere test are used to determine whether the
questionnaire data can be used for factor analysis. *e
specific equations of KMO and Bartlett sphere test are
expressed as (4)–(6).

KMO �
BB

AA + BB
. (4)

In equation (4), AA is the sum of squares of the partial
correlation coefficients between the two in all variables and

BB is the sum of squares of the correlation coefficients
between the two in all variables. When KMO value> 0.8, the
data is good.

X
2

� − n −
2p + 11

6
􏼒 􏼓ln|R|, (5)

df �
p(p − 1)

2
. (6)

Equations (5) and (6) are the calculation process of the
statistics in the Bartlett test of sphericity. Among them, n is
the number of data records, p is the number of variables in
the factor analysis, and |R| is the determinant of the cor-
relation coefficient matrix R value.

*e average variance extraction method (AVE) and the
topic factor loading coefficient method are used to measure
the convergence validity of the questionnaire data [27], and
the specific expressions are shown in equations (7) and (8).

Table 1: Research hypothesis.

Hypothetical type Hypothetical
number *e specific content of the hypothesis

Direct hypotheses

S1a Sports services are significantly affected by government entities
S2a Sports services are significantly affected by the main body of the enterprise
S3a Sports services are significantly affected by the main body of colleges and universities
S4a Sports services are significantly affected by the main body of the association
S5a Sports services are significantly affected by residents

Indirect
hypotheses

S1b *e community environment is significantly affected by the government
S2b *e community environment is significantly affected by business entities
S3b *e community environment is significantly affected by the main body of the university
S4b *e community environment is significantly affected by the main body of the association
S5b *e community environment is significantly affected by the residents
S6 Sports services are significantly affected by the community environment

S6a *e community environment plays an intermediary role between sports services and the supply of
government entities

S6b *e community environment plays an intermediary role between the sports service and the supply
of the main body of the enterprise

S6c *e community environment plays an intermediary role between sports services and the supply of
the main body of colleges and universities

S6d *e community environment plays an intermediary role between the sports service and the supply
of the main body of the association

S6e *e community environment plays an intermediary role between sports services and the supply of
residents

Sports service supply

Community
environment

Government
subject Enterprise subject University subject Association

subject Resident subject

Figure 3: Supply conceptual model of sports service.
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Equation (7) is the calculation equation of the average
extraction variancemethod. Among them, Li2 is the variance
and n is the number of terms. In equation (8), λ is the
eigenvalue of the correlation coefficient, η is the
corresponding normalized eigenvector, and m is the number
of terms. For items that require high factor loading in the
measurement model, the average extraction variance should
be no less than 0.5, and the combined reliability of the latent
variables should be no less than 0.7. Finally, the discrimi-
native validity analysis is performed, and the correlation
coefficient between the square root factors of the average
extracted variance value is used to evaluate the relationship
[28]. Both the construct validity and the convergence validity
are greater than 0.5, indicating that the validity is good.

After the direct relationship model and the intermediary
relationship model are implemented, they are evaluated.*e
evaluation method uses the fit of the model to check whether
the fit index meets the requirements and obtain the result of
the model path verification. Model testing also includes
Bootstrap mediation effect testing, which mainly tests the

influence relationship between the outcome variable and the
antecedent variable [29, 30]. *e model fitting index and the
core calculation equation in Bootstrap are shown in equa-
tions (9) and (10).

X
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� 􏽘
k

i�1

Oi − Ti( 􏼁
2

Ti

. (9)

In equation (9), k is the number of groups, O is the
observation frequency, and T is the theoretical frequency.

X − t
s
�
n

√ < μ<X + t
s
�
n

√ . (10)

Equation (10) is the calculation of the confidence interval
in the Bootstrap intermediary effect test. Among them, t is
the degree of freedom, s is the number of observations, and
X is the mean.

2.2. (e (eoretical Background of Networked Governance.
*e core of network governance is the equal participation of
multiple subjects. Government departments, enterprises,
associations, and other entities should coordinately develop
and jointly assume the responsibilities as the main body of
supply. *e government’s responsibility in network gover-
nance is to organize resources, allocate public resources
rationally, and maximize public value through the role of the

Table 2: Questionnaire specific items.

Latent variable Index
number *e specific content of the topic

Government entities

Z1 Policy guidance such as laws and regulations
Z2 Financial support
Z3 Build a feedback platform
Z4 Optimize resource allocation and coordinate conflicts

*e main body of colleges and
universities

G1 Provide voluntary services for sports services
G2 Provide venue and facility support
G3 Provide professional guidance
G4 Carry out diverse exchanges

*e main body of the enterprise
Q1 Provide high-quality facilities
Q2 Arrange professional guidance
Q3 Provide financial support

*e main body of the association

X1 Carry out several sports exchange activities
X2 Communicate with professionals in sports
X3 Undertake government-entrusted sports activities
X4 Assist in responding to the needs of the masses

Residents
J1 Physical exercise information and knowledge sharing
J2 Facilities and equipment sharing
J3 Spontaneous organization of sports activities

*e community environment

H1 Improve laws and regulations and popularize sportsmanship
H2 Improve management service mechanism
H3 *e government provides sufficient financial support
H4 Obtain multiple sports resources
H5 Possesses the potential for sports development
H6 Sports service agencies are mature
H7 Residents can get timely feedback on problems
H8 Improve the supervision system

Sports service supply

T1 Physical exercise needs can be met by infrastructure and sports services
T2 *e supply of sports products is on the rise

T3 *e sports service management system is perfect, and the supply organization is set
up reasonably
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relationship network of multiple subjects. Enterprises must
follow the principles of market-oriented and profit-driven
principles and ultimately achieve a win-win result of mul-
tiagent cooperation. Social organizations should strengthen
their own social role and undertake the main body of sports
services. *e subjects of network governance can be divided
into behavioral interaction and organizational relationships.
As the core of network governance, the government is
mainly responsible for promoting the realization of sports
service goals and building networks from the perspective of
organizational relationships. From the perspective of
behavioral interaction, networked governance has changed
the traditional mode of government work, making the
horizontal connection between the government and social
organizations and enterprises closer.

Information security mechanisms and effective
communication are the two cores that make networked
governance work. *e information security mechanism
requires that the major subjects be guided by common
interests, timely understand the goals and trends of other
subjects, strengthen information communication, and
jointly coordinate resources. *e effective communication
mechanism is using the embedded network environment,
which ensures the benign communication between the
subjects and the efficiency of the coordination and inter-
action process.

*e governance tools used in networked governance are
no longer traditional norms and compulsory methods, but
methods such as calling, mechanism design, etc., integrating
economic and administrative methods into the field of sports
service governance. *e guiding ideology of networked
governance of sports service supply in the study area in-
cludes “people-oriented,” multisubject coordination, and
networked governance.

3. Analysis on the Research Results of
Sports Service

3.1. Basic Information Descriptive Statistical Results. *e
proportion of male and female in this survey is shown in
Table 3.

Table 3 shows that among the 193 people who partici-
pated in the survey this time, 95 are females, accounting for
49.22%, and 98 are males, accounting for 50.78%. *e
number of males is slightly higher than the number of
females, but the ratio of males to females is basically the
same. In the number of participants in this survey, gender
has no influence on the problems of this research.

*e specific distribution of age, education level, occu-
pation, and average monthly income is shown in Figure 4.

In Figure 4, the age distribution of the survey subjects is
mainly concentrated in the 18- to 35-year-old population,
and the proportion of the number of people in this range is
36.52. *e 36- to 45-year-old population accounts for
32.08%. In the education level survey, the proportion of
people with a high school or junior college degree is the
highest. In the occupational survey, the highest proportion is
enterprise personnel, that is, the number of people with an
average monthly income in the range of 3000–5000 yuan has

the highest proportion. *e main ages of residents in the
research area are 18–45 years. *e education level is mainly
high school or junior college, the occupation is enterprise
personnel, and the average monthly income is 3000–4000
yuan. Due to the relatively young age distribution, residents
in the research area have a higher degree of understanding of
sports services.

3.2. Structural Model Analysis. Combining the previous
content, it is concluded that the reliability of the scale is
0.85> 0.7, the reliability of the latent variable combination is
0.8> 0.7, and the KMO value is 0.9> 0.8, indicating that the
scale data is good. *e construct validity is 0.58> 0.5, the
convergence validity is 0.61> 0.5, and the reliability and
validity results are all good. *erefore, the structural model
can be used.

A direct relationship model is constructed between the
main body of the community environment supply and the
supply of sports services, as shown in Figure 5.

Figure 5 shows that, in the direct relationship structure
model, five supply entities influence each other, and the five
supply entities contain a total of 18 elements. Among them, the
main body of the government is that with the widest radiation,
which directly affects the main body of enterprises, universities,
associations, and residents.*e content of Figure 5 has yet to be
verified. *e content of Figure 5 will be evaluated later, and the
nonconforming parts will be eliminated.

Table 3: Gender ratio.

Options Number (person) Proportion (%)
Female 95 49.22
Male 98 50.78
Total 193 100.00
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Figure 4: Basic information distribution.
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*e mediating effect model of the community envi-
ronment is shown in Figure 6.

Figure 6 is used to test the hypothesis put forward in
the previous part. *e Bootstrap mediation effect test
shows that the confidence intervals of the three mediation
effects of government, community environment, sports
service supply, colleges and universities, community
environment, sports service supply, associations, com-
munity environment, and sports service attack all contain
0. *erefore, there is no mediating effect, so the
assumptions S1b, S3b, and S4b are not valid, and the
assumptions S6a, S6c, and S6d are deleted. *e mediation
effect only considers the relationship between the com-
munity environment and the main body of supply and the
supply of sports services.

*e fit degree of Figures 5 and 6 is judged, and the result
is shown in Figure 7.

Figure 7 shows that, in the direct relationship model and
the mediation effect model, the 6 fitting indicators are
consistent with the standard values, and no abnormal data
appear. *ere is no mismatch in the indicators, and the data
do not need to be revised. *erefore, the elements in the
model are identified, and hypotheses that do not meet the
requirements are deleted.

*e standardized path coefficients and significance levels
in the structural model are shown in Table 4.

*e result of the hypothetical judgment in the mediation
effect is as follows: the enterprise, community environment,
and sports service supply are 0.29; the confidence interval
does not include 0; the mediation effect value of residents,
community environment, and sports service supply is 0.60;
the confidence interval does not include 0. Hence, S6b and
S6e are both established. In Figure 6, the standardized path
coefficient of the enterprise to the community environment
is 0.3; the path coefficient of the residents to the community
environment is 0.06; the significant level is less than 0.001,
so, S2b and S5b are established.

Finally, the hypothesis test results are given, as shown in
Table 5.

3.3. Analysis of Optimization Results of Networked Gover-
nanceModel. *e networked governance model is shown in
Figure 8.

Figure 8 suggests the following: (1) At present, the task of
optimizing the networked governance model in the research
area is to transform the leading role of the government and
to give full play to the government’s overall responsibility.
Diversified and autonomous sports service supply is the
current trend. In addition to the government, enterprises,
universities, associations, and residents enter the field of
sports services as important supplementary forces, which
can solve the problem of the lack of professional talents in
the government departments of the research area. (2)
Supporting and cultivating social forces and maximizing the
synergy can deal with the problem of insufficient sports
services in the research area. *e government should strictly
access standards, cultivate social supply entities, and con-
tinuously optimize the supply structure of sports services in
the research area.*e division of powers and responsibilities
in the market should give full play to the synergy of themes.
(3) Supply links should be continuously improved, inter-
action between subjects should be continuously enhanced,
and communication barriers should be broken. For example,
the government achieves direct supply through policy
guidance to sports service areas. Intermediate links between
market entities should be reduced, supply efficiency should
be improved, Internet resources should be effectively used,
and complete efficient supply. (4)*e role of the community
environment should be maximized. S6b and S6e show that
the community environment plays an intermediary role.
*is requires reasonable planning and simplification of the
supply process in networked governance. (5) *e main body
should pay more attention to improving the communication
mechanism. *e degree of informatization should be im-
proved, and the supply risk should be avoided in time. (6)
*e government plays a supervisory function and establishes
an information security mechanism to provide guarantees
for information security. *e government should regulate
the main access mechanism of the information system. (7)

TYFW

ZF
QY

T1 T2 T3

ZF1 ZF2 ZF3 QY1 QY2

GX XH JM

GX1 GX2 XH1 JM1 JM2ZF4 QY3 GX3 GX4 XH2 XH3 XH4 JM3

Figure 5: Direct relationship model.
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Figure 7: *e test result of fitting index.

HJ TYFW

T1 T2 T3HJ1 HJ2 HJ3 HJ4 HJ5 HJ7 HJ8HJ6

QY JM

QY1 QY2 QY3 JM1 JM2 JM3

Figure 6: *e model of mediating effect.

Table 4: Hypothetical judgments in the direct relationship.

Supply body Standardized path coefficient Significant level Hypothetical judgment
Government 0.56 <0.01 S1a established
Colleges 0.16 <0.05 S3a established
Association 0.08 <0.05 S4a established
Enterprise −0.24 <0.05 S2a not established
Resident −0.14 <0.05 S5a not established
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Information sharing tools should be used rationally, and
information delivery systems should be established. (8)
Network management should be promoted. Use networked
management tools to connect the entire supply process and
guide residents to actively participate in networked
management.

4. Conclusions

*rough the introduction of the background of networked
governance, the supply strategy of sports services is ana-
lyzed. Since the supply problem, the networked governance
model of the complex system under the sports service has
been optimized. *e results show that the government,
universities, associations, and societies have a direct and
positive impact on the supply of sports services. Enterprises
and residents have little impact on the supply of sports

services, but they have a positive effect on the community
environment. *e community environment promotes the
supply of sports services and plays an intermediary role.
Network governance should focus on the participation of
multiple subjects, change the leading role of the government,
break down the communication barriers between subjects,
and establish an efficient communication mechanism and
information sharing system.*ere are still deficiencies in the
research. In determining the subject, due to the sample size,
there may be other subjects that have not been taken into
consideration. Subsequent research will analyze this part of
the content in depth. Scientific governance is provided with
a new possibility. *e proposed networked governance
model provides a greater space for autonomy in public
sports services. It advocates the vigorous development of
community nongovernmental organizations, stimulates the
enthusiasm of community residents to participate, and

Table 5: Hypothesis test results.

Hypothetical
number *e specific content of the hypothesis Result

S1a Sports services are significantly affected by government entities Established

S2a Sports services are significantly affected by the main body of the enterprise Not
established

S3a Sports services are significantly affected by the main body of colleges and universities Established
S4a Sports services are significantly affected by the main body of the association Established

S5a Sports services are significantly affected by residents Not
established

S1b *e community environment is significantly affected by the government Delete
S2b *e community environment is significantly affected by business entities Established
S3b *e community environment is significantly affected by the main body of the university Delete
S4b *e community environment is significantly affected by the main body of the association Delete
S5b *e community environment is significantly affected by the residents Established
S6 Sports services are significantly affected by the community environment Established

S6a *e community environment plays an intermediary role between sports services and the supply of
government entities

Not
established

S6b *e community environment plays an intermediary role between the sports service and the supply of
the main body of the enterprise Established

S6c *e community environment plays an intermediary role between sports services and the supply of the
main body of colleges and universities

Not
established

S6d *e community environment plays an intermediary role between the sports service and the supply of
the main body of the association

Not
established

S6e *e community environment plays an intermediary role between sports services and the supply of
residents Established

Optimization model of sports network governance

Governance subject
level

Governance structure
level

Governance
mechanism level Governance level

Change government
leading;
Cultivate social forces

Improve the supply link;
Improve the supply
structure

Improve supervision and
management;
Guarantee supply security

Promote information loading;
Realize autonomous regulation and
control

Figure 8: Optimization results of networked governance.
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ultimately promotes diversified network governance to
achieve diversified participation and joint construction. *e
research provides a certain reference for the networked
governance of sports services in the study area.
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In this paper, we investigate the per-tier outage probability of multiuser multiple-input multiple-output (MU-MIMO) trans-
missions in heterogeneous networks (HetNets) with joint interference constraint. In the tier of cellular cell, user equipment (UE)
is required to report measured channel information and the base station (BS) adopts ZF-based precoding MU-MIMO trans-
mission to achieve multiuser diversity gain. With the constraint of cross-tier interference and unpredicted inter-beam inter-
ference, we derive the closed-form expression of outage probability of downlink MU-MIMO transmissions. Considering the
capacity of nodes in the tier of ad hoc networks, a max-SINR scheduler and codebook-based MU-MIMO transmission are
employed. ,e scheduler selects the best receiving nodes for each beam in predefined codebook according to measured signal to
interference plus noise ratio (SINR), and the transmitting node performs data transmissions using orthogonal beams. In the
presence of inter-node interference, inter-beam interference, and cross-tier interference, we obtain the closed-form expression of
outage probability of MU-MIMO transmissions when downlink or uplink transmissions occur in cellular cell. Additionally, in
case that the outage probability in ad hoc networks should satisfy quality of service (QoS) requirement, a restricted area in cellular
cell in which the outage probability in ad hoc networks is not greater than a required threshold is explored. Numerical results show
that the unpredictable inter-beam interference in cellular cell degrades the outage probability slightly.,e restricted area increases
with the outage probability threshold.

1. Introduction

Wireless ad hoc network is an autonomous network con-
sisting of a collection of peer nodes equipped with wireless
transceiver.,e nodes communicate with each other directly
or bymultihop link with the help of intermediate nodes. Due
to the flexible structure, ad hoc networks have attracted a lot
of attention in different application areas, such as military
battlefield [1], emergency mission, postdisaster recon-
struction [2], and vehicular communication [3]. In this
paper, the temporary ad hoc networks without infrastruc-
ture and the widely deployed cellular cells constitute Het-
Nets [4], as shown in Figure 1.

Due to the scarcity of frequency resource and lack of
coordination, the HetNets usually share the same channels.
,e occurrence of cross-tier interference with each other is

inevitable. In order to lower the impact on the performance
of the coexisting system, some interference coordination
schemes, such as spectrum allocation, power control, and
interference cancellation, have been studied in prior works
[5–7]. Since there are several transmitting nodes in the ad
hoc networks that send data on the same channels simul-
taneously, a receiving node experiences the inter-node in-
terference signal from other transmitting nodes additionally.
,e effect of inter-node interference signal was investigated
in [8].

With the goal of improving the performance of HetNets,
MU-MIMO technology has been employed. Due to its ex-
tremely high spectral efficiency, MU-MIMO has received a
significant attention [9–11]. In the 3rd Generation Part-
nership Project (3GPP) Long-Term Evolution-Advanced
(LTE-A) [12] and IEEE 802.11ac [13], the MU-MIMO has
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been adopted. In MU-MIMO transmissions, according to
the measured information feedback from receivers, the
forward transmission could be achieved in different ways. In
the first way, the receivers perform channel information
measurement and feed back the measured information to
the transmitter. ,e scheduler selects the matching receivers
and assigns orthogonal beams. ,en, the transmitter sends
data to the selected receivers using the assigned beams. ,e
precoding matrixes of beamforms are calculated according
to the feedback channel information by some algorithms,
such as SVD [14], block diagonalization [15], zero-forcing
(ZF) precoding, and dirty-paper coding [16]. In the second
way, the precodingmatrixes are predefined in codebook.,e
receivers perform the SINR measurement for each pre-
defined beam and report the measured SINRs to the
transmitter. ,e max-SINR scheduler selects the best re-
ceivers for each beam according to the reported SINRs [17].
,en, the transmitter simultaneously transmits data to the
selected receivers, using orthogonal random beams.

,e first way is applicable to the situation that the
transmitter could get the full channel information. In case of
perfect channel state information (CSI), the beams for each
receiver keep orthogonal in data transmission phase. If
perfect CSI could not be obtained due to some reasons, such
as quantization error, the beams interfere with each other. In
the second way, since themax-SINR scheduler does not need
perfect CSI, the beam for a selected receiver may mismatch
with its forward channel in data transmission phase. Hence,
the beams for each receiver interfere with each other. ,e
inter-beam interference impairs the performance of MU-
MIMO transmissions inevitably.

Moreover, the cross-tier interference signal that a re-
ceiving node suffers may come from the cellular BS in a
downlink interval. Because the transmitting power of BS is
much greater than that of a transmitting node, the receiving
nodes close to the BS may experience a high outage prob-
ability which could not satisfy the QoS requirements. ,is
means that there is a performance restricted area around the
BS in which the outage probability of a receiving node

exceeds a required threshold. ,e area of the restricted area
is worth exploring.

Motivated by the discussion above, in the paper, we
evaluate per-tier outage probability performance of MU-
MIMO transmissions with joint interference constraint in
HetNets. Our main contributions are given as follows:

(i) We adopt different MU-MIMO transmission
models in cellular cell and ad hoc networks
according to the capacity of equipment and the
complexity of network structure. ,e models have
different complexities and transmission
performances.

(ii) We derive per-tier closed-form outage probability
of MU-MIMO transmissions with the joint inter-
ference constraint.

(iii) We explore the restricted area in cellular cell in
which the outage probability of the MU-MIMO
transmissions in ad hoc networks could not satisfy
QoS requirements.

,e remainder of the paper is structured as follows.
Section 2 gives network model and transmission model.
Section 3 derives per-tier outage probability of MU-MIMO
transmissions in the presence of joint interference. Section 4
explores the restricted area in cellular cell. Section 5 de-
scribes the numerical results. Finally, Section 6 gives the
conclusions.

2. System Model

We assume a HetNet consisting of a time division multi-
plexing access (TDMA) cellular system and coexisting ad
hoc networks in this paper.

2.1. NetworkModel. In cellular cell, the cellular BS B0 at the
center serves a circle area. ,e UEs are distributed in the
coverage of B0 according to a spatial Poisson point process
(SPPP) with intensity λc. Hence, the UEs are denoted as

BS

Cellular Cell 

Ad Hoc Networks

Ad Hoc
node

UE

Figure 1: HetNet consisting of cellular cell and ad hoc network with MU-MIMO transmissions.
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Ψ(λc) � Zψ􏽮 􏽯, where Zψ is the position of UE ψ ∈ Zψ. ,e
model has been used, and the validity has been confirmed in
prior works [18–20].

In coexisting ad hoc networks, we assume that the
ALOHA slotted protocol is adopted [21]. In each slot, a
subset of nodes transmits data on the same channel si-
multaneously. ,e transmitting nodes are assumed to be
distributed according to a SPPP with intensity λf. Similarly,
the transmitting nodes are denoted as Φ(λf) � Zφ􏽮 􏽯.

2.2. Transmission Model. ,e BS B0 and the transmitting
nodes in ad hoc networks are assumed to be equipped with
Nc and Nf transmitting antennas, respectively, and the
receivers are assumed to be equipped with single receiving
antenna.

In cellular cell, the CSI feedback is widely employed, as in
the LTE system. It is easy for the BS to obtain the feedback
CSI from UE, and thus the linear ZF-based precoding
transmission is assumed to be applied in downlink interval
due to its low complexity. With ZF-based precoding
transmission, the BS B0 chooses its precoding matrix
W ∈ CNc×Kc � [wi]1≤ i≤Kc

as the normalized columns of the
pseudo-inverse H∗(HH∗)− 1 ∈ CNc×Kc , where H∗represents
the conjugate transpose ofH and Kc(1≤Kc ≤Nc) is number
of selected UEs. In the data transmission phase, the BS
transmits data to the selected UE using the
beamswi(i � 1, 2, . . . , Kc). ,e total power of BS is assumed
to be Pc. In uplink interval of cellular cell, all scheduled UEs

send data packet to the BS simultaneously with the same
power Pm.

Considering that the processing capacity of ad hoc node
is weaker than that of cellular BS, the real-time calculation of
precoding matrixes could not be achieved. Hence, the
codebook-based MU-MIMO transmission with finite-rate
feedback is adopted in ad hoc networks. In each slot, the
max-SINR scheduler of transmitting node selects
Kf(1≤Kf ≤Nf) receiving nodes for each beam based on
measured SINRs. In the data transmission phase, the
transmitting node transmits data to the selected receiving
nodes simultaneously, using random orthogonal beams
vk(k � 1, 2, . . . , Kf) [17]. ,e total power of a transmitting
node is assumed to be Pf.

3. Per-Tier Outage Probability Evaluation

In this section, we evaluate per-tier outage probability of
MU-MIMO transmissions with joint interference constraint
and give the closed-form expressions of outage probability.

3.1. Outage Probability of DownlinkMU-MIMOTransmissions
inCellularCell. We assume that UE i is located at the origin.
In downlink interval, the UE i suffers the unpredicted inter-
beam interference signal and cross-tier interference signal.
Hence, the instantaneous received signal for the UE i is
denoted as

yi �

������
Pc

Kc

D
− α
i

􏽳

hH
i wisi
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+ ϕ 􏽘
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������
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(1)

where hi ∈ CNc×1 is the channel gain vector between UE i

and the BS B0, whose entries follow complex Gaussian
distribution hi,j ∼ CN(0, 1). Similarly, gf,i is the channel
gain between UE i and a transmitting node in ad hoc
networks. si is the symbol vector for UE i. ni represents the
additive white Gaussian noise (AWGN) with zero mean and
variance of σ2. ϕ is a switching variable. In case of perfect CSI
or Kc � 1, ϕ � 0. Otherwise, ϕ � 1.

It is obvious that the system is an interference-limited
system. Hence, the effect of thermal noise could be ignored
for analysis simplicity. ,e instantaneous received SINR is
denoted as

ci �
PcD

− α
i /Kc h

H
i wi
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2

+ Pf􏽐f∈Φ Zf
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2

�
ϑS

ϕϑIIBI + ICTI
,

(2)

where ϑ � PcD
− α
i /Kc. ,e random variables S � |hH

i wi|
2

and IIBI � 􏽐j∈Kc,j≠ i|h
H
i wj|

2 are chi-square random vari-
ables with 2(Nc − Kc + 1) and 2(Kc − 1) degrees of free-
dom, respectively. ,e random variable
ICTI � Pf􏽐f∈Φ|Zf|− α|gf,k|2 represents the power of cross-
tier interference signal.

,e outage probability of an MU-MIMO transmission is
defined as the probability that instantaneous received SINR
does not exceed the required SINR threshold. Assuming that
the SINR threshold of cellular cell is cc,thre, the outage
probability of downlink MU-MIMO transmissions is
denoted as

pi Di( 􏼁 � P ci ≤ cc,thre􏼐 􏼑

� P S≤ω ϕϑIIBI + ICTI( 􏼁( 􏼁

� 􏽚
∞

0
P(S≤ωx)fϕϑIIBI+ICTI

(x)dx,

(3)

where ω � cc,thre/ϑ.
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Note that the random variable S obeys chi-square dis-
tribution with 2(Nc − Kc + 1)degrees of freedom. Hence,
the term P(S≤ωx) is denoted as

P(S≤ωx) � 􏽚
ωx

0

t
Nc − Kc

2Nc− Kc+1
Nc − Kc( 􏼁!

e
− (t/2)dt

� 1 −
1

Nc − Kc( 􏼁!
Γ Nc − Kc + 1,ωx( 􏼁

� 1 − e
− ωx

􏽘

Nc− Kc

m�0

(ωx)
m

m!
,

(4)

where Γ(a, t) � 􏽒
t

0 xa− 1e− xdx is complementary incomplete
gamma function with a> 0. Since the variables IIBI and ICTI
are independent random variables, substituting the result in
equation (4) into (3), the outage probability of downlink
MU-MIMO transmissions is rewritten as

pi Di( 􏼁 � 1 − 􏽘

Nc − Kc

m�0

(− ω)
m

m!

d
m

dωmLICTI
(ω), ϕ � 0, 1 − 􏽘
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m�0

(− ω)
m

m!

d
m

dωmLIIBI
(ϑω)LICTI

(ω), ϕ � 1,
⎧⎨

⎩ (5)

where LV(·) denotes the Laplace transform of the random
variable V. ,e transform of L[tmf(t)] � (− 1)mF(m)(s) is
employed.

Since IIBI is the chi-square random variable with 2(Kc −

1) degrees of freedom, the Laplace transform of IIBI and its
m-th order differential are, respectively, defined as

LIIBI
(ϑω) �

1

1 + cc,thre􏼐 􏼑
Kc− 1

d
m

dωmLIIBI
(ϑω) �

(− ϑ)
m

(1 + ϑω)
Kc+m− 1 􏽙

m− 1

j�0
Kc + j − 1( 􏼁.

(6)

In addition, the transmitting nodes in a slot are dis-
tributed according to a SPPP with intensity λf, and hence
the cross-tier interference signal is modeled as a general
Poisson shot noise process [22]. ,e Laplace transform of
ICTI could be obtained as

LICTI
(ω) � exp − λf􏽚

R2
1 − EH exp − ωH|x|

− α
( 􏼁􏼂 􏼃􏼚 􏼛

� exp − 2πλf 􏽚
∞

0

x

1 +|x|
α/ω

dx􏼨 􏼩

� exp − λfQωδ
􏼐 􏼑,

(7)

where δ � 2/α and Q � πPδ
fΓ(δ)Γ(1 − δ).

If a high probability of successful reception in cellular
cell is required, it is reasonable that the density of trans-
mitting nodes λf is very small. Hence, the m-th order dif-
ferential of LICTI

(ω) can be evaluated using first-order
Taylor series around λfQωδ � 0. For all m≥ 1, the m-th
order differential of LICTI

(ω) is given approximately as

d
m

dωmLICTI
(ω)

≈ − λfQωδ− m
􏽙

m− 1

l�0
(δ − m)⎛⎝ ⎞⎠e

− λfQωδ
+ Ψ λ2fQ

2ω2δ
􏼐 􏼑.

(8)

In case of ϕ � 0, the outage probability of downlink MU-
MIMO transmissions is denoted as

pi Di( 􏼁 �

1 − exp − λfQωδ
􏼐 􏼑, Kc � Nc,

λfQωδ 1 + 􏽘

Nc− Kc

m�1

1
m!

􏽙

m− 1

l�0
(1 − δ)⎞⎠, 1≤Kc <Nc.

⎛⎝

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

In case of ϕ � 1 and Kc � Nc, the outage probability is
denoted as

pi Di( 􏼁 � 1 −
e

− λfQωδ

1 + cc,thre􏼐 􏼑
Kc − 1. (10)
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If 1<Kc <Nc, the outage probability is denoted as

pi Di( 􏼁 � 1 − 􏽘

Nc− Kc

m�0

(− ω)
m

m!
􏽘

m

l�0

m

l

⎛⎝ ⎞⎠
d

l

dωl
LIIBI

(ω)
d

m− l

dωm− l
LICTI

(ω)

� F cc,thre

1 + cc,thre

Nc − Kc + 1, Kc − 1( 􏼁

+ λfQωδ
K Kc − 1( 􏼁 − F cc,thre

1 + cc,thre

Nc − Kc + 1, Kc − 1( 􏼁
⎛⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎠.

(11)

For the definitions of the function Fx(a, b) and the
variable K(a), refer to the work [9].

3.2. Outage Probability of MU-MIMO Transmissions in Ad
Hoc Network. Firstly, it is noted that some intermediate

variables in the previous section are reused in this section for
expression simplicity.

In ad hoc networks, a receiving node suffers inter-node
interference signal additionally. Hence, for a receiving node
k located at the origin, the received signal for the assigned
beam vk is denoted as

yk �

������
Pf

Kf

D
− α
k

􏽳

hH
k vksk

􏽼√√√√√√√􏽻􏽺√√√√√√√􏽽
desired signal

+ 􏽘
j ∈ Kf,j≠ k

������
Pf

Kf

D
− α
k

􏽳

hH
j vjsj

inter− beam interference signal

+ S(D,U)

������
PcD

− α
c,k

􏽱
gc,ksc, 􏽘

ψ ∈ Ψ

��������

Pm Xψ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
− α

􏽲

gψ,ksψ}

cross− tier interference signal

+ 􏽘
φ ∈ Φ/Tk

��������

Pf Zφ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
− α

􏽲

gφ,ksφ

inter− node interference signal

+nk,

􏽼√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√􏽽

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩
􏽼√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√􏽽􏽼√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√􏽽

(12)

where hk ∈ CNf×1 is the channel gain vector between the
receiving node k and the transmitting node. gφ,k is the
channel gain between receiving node k and a transmitter φ,
which follows Rayleigh distribution. S(D,U) S1, S2􏼈 􏼉represents
S � S1 in case of D or S � S2 in case of U. Hence, the cross-
tier interference signal from cellular cell is

������
PcD

− α
c,k

􏽱
gc,ksc in

case of downlink interval or 􏽐ψ∈Ψ

��������
Pm|Xψ|− α

􏽱
gψ,ksψ in case

of uplink interval.
Note that the cross-tier interference signal in the data

transmission phase may change to be different from that of

SINR measurement. If the power of instantaneous cross-tier
interference signal increases, the receiving node that has the
best SINR for the assigned beam may be changed. However,
the receiving node could not be adjusted during data
transmission. ,e performance of MU-MIMO transmis-
sions may degrade.

For the receiving node k, the instantaneous received
SINR for the assigned beam vk is denoted as

ck �
Pf/Kf􏼐 􏼑D

− α
k hH

k vk

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

ϕ PfD
− α
k /Kf􏼐 􏼑􏽐j∈Kf,j≠ k h

H
j vj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ Pf􏽐φ∈Φ/Tk
Zφ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
− α

gφ,k

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ ICTI

�
ϑS

ϕϑIIBI + IINI + ICTI
,

(13)

where ϑ � PfD− α
k /Kf. ,e definition of random variables S

and IIBI is similar to that in equation (2). In terms of the
properties of the SPPP model, the random variable IINI has

same property as the variable ICTI in equation (2). ,e
random variable ICTI is dependent on the type of interval in
cellular cell. In case of downlink interval,
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ICTI � Pc|Dc,k|− α|gc,k|2. In case of uplink interval,
ICTI � 􏽐ψ∈ΨPm|Xψ|− α|gψ,k|2. ϕ is a switching variable. In
case Kf � 1, ϕ � 0. Otherwise, ϕ � 1.

Similarly, we assume that the SINR threshold in ad hoc
networks is cf,thre. Referring to equation (3), the outage
probability is denoted as

pk Dk( 􏼁 � P S≤ω ϕϑIIBI + IINI + ICTI( 􏼁( 􏼁, (14)

where ω � cf,thre/ϑ.
Considering that the random variable S obeys expo-

nential distribution and IIBI, IINI, and ICTI are indepen-
dent random variables, the outage probability is expressed
as

pk Dk( 􏼁 �
1 − LIINI

(ω)LICTI
(ω), ϕ � 0,

1 − LIIBI
(ϑω)LIINI

(ω)LICTI
(ω), ϕ � 1.

⎧⎨

⎩

(15)

Since IIBI is the chi-square random variable with 2(Kf −

1) degrees of freedom, the Laplace transform of IIBI is de-
fined as

LIIBI
(ϑω) �

1
(1 + ϑω)

Kf − 1. (16)

,e inter-node interference signal could be modeled
as a general Poisson shot noise process. Hence, the
Laplace transform of IINI is the same as the result in
equation (7), i.e.,

LIINI
(ω) � exp − πλfB(δ, 1 − δ) ωPf􏼐 􏼑

δ
􏼒 􏼓, (17)

where B(a, b) � Γ(a)Γ(b)/Γ(a + b) denotes the beta func-
tion with gamma function Γ(a) � 􏽒

∞
0 xa− 1e− xdx.

If the cross-tier interference signal comes from UEs in
uplink interval, since the UEs are distributed according to a
SPPP with intensity λc, similarly the term of LICTI

(ω) is
given as

LICTI
(ω) � exp − πλcB(δ, 1 − δ) ωPm( 􏼁

δ
􏼐 􏼑. (18)

Substituting the results in equations (16)∼(18) into
equation (15), the outage probability of MU-MIMO trans-
missions is denoted as

pk Dk( 􏼁 �

1 − e
− πωδ λfPδ

f
+λcPδ

m􏼐 􏼑B(δ,1− δ)
, ϕ � 0,

1 −
e

− πωδ λfPδ
f

+λcPδ
m􏼐 􏼑B(δ,1− δ)

1 + cf,thre􏼐 􏼑
Kf − 1 , ϕ � 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(19)

If the cross-tier interference signal comes from cellular
BS in downlink interval, taking the Rayleigh fading channel
into account, the term of LICTI

(ω) is given as

LICTI
(ω) �

1
1 + ωPcD

− α
c,k

. (20)

By using the results in equations (16)∼(17) and (20), the
outage probability is denoted as

pk Dk( 􏼁 �

1 −
e

− πλf ωPf( 􏼁
δ
B(δ,1− δ)

1 + ωPcD
− α
c,k􏼐 􏼑

, ϕ � 0,

1 −
e

− πλf ωPf( 􏼁
δ
B(δ,1− δ)

1 + ωPcD
− α
c,k􏼐 􏼑 1 + cf,thre􏼐 􏼑

Kf − 1, ϕ � 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(21)

4. Restricted Area in Cellular Cell

For a receiving node in MU-MIMO transmission in ad hoc
networks, it suffers the cross-tier interference signal from
cellular cell. Considering that the transmitting power of
cellular BS is greater than that of a transmitting node, the
cross-tier interference signal may severely impair the per-
formance of MU-MIMO transmissions in ad hoc networks
during the downlink interval.

For the receiving nodes close to the cellular BS, their
outage probability performance may not satisfy the QoS
requirements. Hence, the instantaneous outage probability is
not greater than a required threshold, i.e.,

pk Dk( 􏼁 � 1 −
PcD

− α
c,ke

− πωδ λfPδ
f

􏼐 􏼑B(δ,1− δ)

(1 + ω)(1 + ϑω)
Kf− 1 ≤ ε,

(22)

where ε is the outage probability threshold. Consequently,
the distance between BS B0 and the receiving node k should
satisfy

Dc,k ≥
Pce

− πωδ λfPδ
f

􏼐 􏼑B(δ,1− δ)

(1 − ε)(1 + ω) 1 + cf,thre􏼐 􏼑
Kf − 1

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

1/α

>
Pc 1 − πωδ λfPδ

f􏼒 􏼓B(δ, 1 − δ)􏼒 􏼓

(1 − ε)(1 + ω) 1 + cf,thre􏼐 􏼑
Kf − 1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

1/α

.

(23)

Considering ω � Kfcf,thre/(PfD− α
k ), the distance Dc,k is

the subtractive function of the distance Dk. Intuitively, the
decrease of the distance Dk improves the power of desired
signal at a receiving node, and thus more receiving nodes
could tolerate the cross-tier interference to satisfy QoS
requirements.

Furthermore, we assume that the minimum distance
between a transmitting node and its receiving node is R, and
hence the minimum value of Dc,k is denoted as

D
min
c,k �

PcPf 1 − πλfR2 Kfcf,thre􏼐 􏼑
δ
B(δ, 1 − δ)􏼒 􏼓

(1 − ε) Pf + KfRαcf,thre􏼐 􏼑 1 + cf,thre􏼐 􏼑
Kf − 1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

1/α

.

(24)
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Table 1: Simulation configurations.

Parameter Value
Total transmitting power Pc/Pf/Pm 46/23/13 dBm
Transmitting antennas Nc and Nf 8
Receiving UE Kc 4,8
Receiving nodes Kf 4,8
Path loss exponent α 4
SINR threshold cc, thre − 30 dB
SINR threshold cf, thre − 20, − 30 dBm
Distance between BS and UE Di 500m
Distance between transmitting node and receiving node Dk 100m
MU-MIMO scheme in cellular cell ZF-based
MU-MIMO scheme in ad hoc networks Codebook-based

perfect CSI feedback or Kc = 1, ϕ = 0
imperfect CSI feedback, ϕ = 1

Kc = 8

Kc = 4
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Figure 2: Outage probability of MU-MIMO transmissions in cellular cell vs. average number of ad hoc nodes.
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Figure 3: Outage probability in ad hoc networks (downlink interval) vs. distance between cellular BS and a receiving node.
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It is obvious that there is a circle area with the BS as
center and Dmin

f,c as minimum radius. In the restricted area,
the instantaneous outage probability of MU-MIMO trans-
missions in ad hoc networks does not exceed the threshold ε.

5. Numerical Results

In this section, we report the numerical results of computer
simulations. In the HetNet, the coverage of cellular BS is
assumed to be a circle area with 1 km radius. ,e UEs are
located in the coverage area randomly. ,e simulation
configurations are listed in Table 1.

Figure 2 shows the outage probabilities of MU-MIMO
transmissions in cellular cell. With the increase of the in-
tensity of ad hoc nodes, a UE experiences more severe cross-
tier interference signals. On the other hand, the increasing

receiving UEs reduce the power of desired signal but may
enhance the power of inter-beam interference signal. As a
result, the outage probabilities of downlink MU-MIMO
transmission in cellular cell increase with the intensity of the
ad hoc nodes and the number of receiving UEs. Further-
more, because of the imperfect CSI feedback, the beams are
prone to interfere with each other. ,e receiving UE will
receive the inter-beam interference signal from other beams.
Hence, the outage probabilities in case of imperfect CSI
feedback are greater than those in case of perfect CSI
feedback.

,e outage probabilities of MU-MIMO transmissions in
ad hoc networks in case of downlink interval and uplink
interval in cellular cell are given in Figures 3 and 4, re-
spectively. It is obvious that the number of receiving nodes
and the SINR threshold have a significant effect on outage
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Figure 4: Outage probability in ad hoc networks (uplink interval) vs. average number of UE.
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probability. As described in Figure 2, the increase of the
receiving nodes reduces the power of desired signal but
enhances the power of inter-beam interference signal.
Hence, the outage probability increases with the number of
receiving nodes. On the other hand, the decrease of SINR
threshold reduces the probability that the received SINR
does not exceed the SINR threshold. ,us, the outage
probability decreases accordingly.

As shown in Figure 3, when the distance between the
cellular BS and a receiving node increases, the power of cross-
tier interference signal the receiving node suffered is reduced.
Hence, the outage probability decreases. However, if the
distance exceeds a threshold, for instance 500m, the effect of
cross-tier interference signal is not significant. ,e outage
probability decreases with the distance slowly. In Figure 4,
the growth of UEs causes more severe cross-tier interference
in case uplink interval in cellular cell. As a result, the outage
probability increases with the number of UEs.

Note that there is a time gap between beam selection and
data transmission in MU-MIMO transmission. A receiving
node may perform SINR measurement and data transmis-
sion in different intervals of cellular cell. Since the cross-tier
interference is different in downlink interval and uplink
interval, the instantaneous SINR in data transmission may
be different from the measured SINR. From Figures 3 and 4,
the instantaneous outage probability may be different from
the expected outage probability.

Figure 5 shows the relation between the radius of region
area in cellular cell and the outage probability threshold.
When a stricter threshold is imposed on the outage prob-
ability, i.e., the threshold decreases, the outage probability of
more receiving ad hoc nodes could satisfy the threshold.
Taking the distribution of ad hoc nodes into account, the
nodes that are close to the cellular BS and could not meet the
threshold are reduced. Hence, the restricted area in cellular
cell becomes smaller. Furthermore, the decrease of the
minimum distance between a pair of nodes enhances the
power of desired signal but reduces outage probability.
Consequently, the restricted area becomes smaller when the
outage probability threshold is satisfied.

6. Conclusions

,is paper investigates per-tier outage probability of MU-
MIMO transmissions in HetNets with joint interference
constraint. In the tier of cellular networks, a ZF-based
precoding MU-MIMO scheme is employed. In the
presence of cross-tier interference and unpredicted inter-
beam interference, the closed-form expression of outage
probability of downlink MU-MIMO transmissions is
derived. Considering the capacity of ad hoc nodes, a max-
SINR scheduler and codebook-based MU-MIMO trans-
mission are applied. With the constraint of joint inter-
node interference, inter-beam interference, and down-
link/uplink cross-tier interference, the closed-form ex-
pression of outage probability in ad hoc networks is
obtained. Furthermore, considering the QoS requirement
of ad hoc networks in case of downlink interval, the re-
stricted area in cellular cell is explored.

As a future work, the performance optimization of MU-
MIMO transmissions using different interference manage-
ment schemes is worthy of in-depth study.
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